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Preface

Welcome to 9th CCF International Conference on Natural Language Processing and
Chinese Computing (NLPCC 2020). Following the success of previous conferences
held in Beijing (2012), Chongqing (2013), Shenzhen (2014), Nanchang (2015),
Kunming (2016), Dalian (2017), Hohhot (2018), and Dunhuang (2019), this year’s
NLPCC was held at Zhengzhou, which is located in the central part of China. As a
leading international conference on natural language processing (NLP) and Chinese
computing (CC), organized by the CCF-NLP (Technical Committee of Natural
Language Processing, China Computer Federation, formerly known as Technical
Committee of Chinese Information, China Computer Federation), NLPCC 2020 serves
as an important forum for researchers and practitioners from academia, industry, and
government to share their ideas, research results and experiences, and promote their
research and technical innovations in the various fields.

The fields of NLP and CC have boomed in recent years, and the growing number of
submissions to NLPCC is testament to this trend. After unfortunately needing to reject
25 submissions that did not meet the submission guidelines, we received a total of 404
valid submissions to the entire conference, inclusive of the main conference, student
workshop, evaluation workshop, and the special explainable AI (XAI) workshop. Of
the 377 valid submissions to the main conference, 315 were written in English and 62
were written in Chinese. Following NLPCC’s tradition, we welcomed submissions in
nine topical areas for the main conference: Conversational Bot/QA; Fundamentals of
NLP; Knowledge Base, Graphs and Semantic Web; Machine Learning for NLP;
Machine Translation and Multilinguality; NLP Applications; Social Media and Net-
work; Text Mining; Trending Topics (Explainability, Ethics, Privacy, Multi-
modal NLP, etc.)

Acceptance decisions were made by multiple virtual scientific Program Committee
(PC) meetings due to the COVID-19 pandemic, attended by the general, PC, and area
chairs. After our deliberations for the main conference, 83 submissions were accepted
as oral papers (with 70 papers in English and 13 papers in Chinese) and 30 as poster
papers. 9 papers were nominated by the area chairs for the Best Paper Award in both
the English and Chinese tracks. An independent Best Paper Award Committee was
formed to select the best paper from the shortlist. The proceedings included only the
accepted English papers; the Chinese papers appear in the journal ACTA Scientiarum
Naturalium Universitatis Pekinensis. In addition to the main proceedings, 2 papers
were accepted for the student workshop, 8 papers were accepted for the evaluation
workshop, and 4 papers were accepted to the special Explainable AI (XAI) workshop.

We were honored to have four internationally renowned keynote speakers – Claire
Cardie (Cornell University, USA, and ACL Fellow), Ido Dagan (Bar-Ilan University,
Israel, and ACL Fellow), Edward Grefenstette (Facebook AI Research, UK), and Danqi
Chen (Princeton University, USA) – share their expert opinions on recent develop-
ments in NLP via their wonderful lectures.



The organization of NLPCC 2020 is due to the help of a great many people:

• We are grateful for guidance and advice provided by general co-chairs Mark
Steedman and Xuanjing Huang, and Organization Committee co-chairs Hongying
Zan, Xiaojun Wan, and Zhumin Chen. We especially thank Xiaojun Wan, as the
central committee member who as acted as a central adviser to both of us as PC
chairs, in making sure all of the decisions were made on schedule.

• We would like to thank the student workshop co-chairs Jin-Ge Yao and Xin Zhao,
evaluation co-chairs Shoushan Li and Yunbo Cao, XAI workshop co-chairs Feiyu
Xu, Dongyan Zhao, Jun Zhu, and Yangzhou Du, as well as techical workshop
co-chairs Xiaodong He and Feiyu Xu.

• We are indebted to the 18 area chairs and the 251 primary reviewers, for both the
English and Chinese tracks. This year, in the special COVID-19 period, they
operated under severe load, and completed their high-quality reviews. We could not
have met the various deadlines during the review process without their hard work.

• We thank tutorial co-chairs Xipeng Qiu and Rui Xia for assembling a compre-
hensive tutorial program covering a wide range of cutting-edge topics in NLP.

• We thank sponsorship co-chairs Dongyan Zhao and Derek Wong for securing
sponsorship for the conference.

• Yu Hong and Ruifang He for ensuring every little detail in the publication process
was properly taken care of. Those who have done this form of service work know
how excruciating it can be. On behalf of us and all of the authors, we thank them for
their work, as they truly deserve a big applause.

• Above all, we thank everybody who chose to submit their work to NLPCC 2020.
Without your support, we could not have put together a strong conference program.

Stay safe and healthy, and we hope you enjoyed NLPCC 2020.

August 2020 Xiaodan Zhu
Min Zhang

vi Preface



Organization

NLPCC 2020 is organized by China Computer Federation, and hosted by Zhengzhou
University and the National State Key Lab of Digital Publishing Technology.

Organization Committee

General Chairs

Mark Steedman The University of Edinburgh, UK
Xuanjing Huang Fudan University, China

Program Committee Chairs

Xiaodan Zhu Queen’s University, Canada
Min Zhang Tsinghua University, China

Student Workshop Chairs

Jin-Ge Yao Microsoft Research Asia, China
Xin Zhao Renmin University of China, China

Evaluation Chairs

Shoushan Li Soochow University, China
Yunbo Cao Tencent, China

Technical Workshop Chairs

Xiaodong He JD.com, China
Feiyu Xu SAP, Germany

Tutorial Chairs

Xipeng Qiu Fudan University, China
Rui Xia Nanjing University of Science and Technology, China

Publication Chairs

Yu Hong Soochow University, China
Ruifang He Tianjin University, China

Journal Coordinator

Yunfang Wu Peking University, China

Conference Handbook Chair

Yuxiang Jia Zhengzhou University, China



Sponsorship Chairs

Dongyan Zhao Peking University, China
Derek Wong University of Macau, Macau

Publicity Co-chairs

Wei Lu Singapore University of Technology and Design,
Singapore

Haofen Wang Tongji University, China

Organization Committee Chairs

Hongying Zan Zhengzhou University, China
Xiaojun Wan Peking University, China
Zhumin Chen Shandong University, China

Area Chairs

Conversational Bot/QA
Yu Su The Ohio State University, USA
Quan Liu iFlytek, China

Fundamentals of NLP
Lili Mou University of Alberta, Canada
Jiajun Zhang Institute of Automation, Chinese Academy of Sciences,

China

Knowledge Graph and Semantic Web
Xiang Ren University of Southern California, USA
Min Liu Harbin Institute of Technology, China

Machine Learning for NLP
Mo Yu IBM T.J Watson Research Center, USA
Jiwei Li Shannon.AI, China

Machine Translation and Multilinguality
Jiatao Gu Facebook AI, USA
Jinsong Su Xiamen University, China

NLP Applications
Wei Gao Singapore Management University, Singapore
Xiangnan He University of Science and Technology of China, China

Text Mining
Wei Lu Singapore University of Technology and Design,

Singapore
Qi Zhang Fudan University, China

Social Network
Xiangliang Zhang King Abdullah University of Science and Technology,

Saudi Arabia
Huaping Zhang Beijing Institute of Technology, China

viii Organization



Trending Topics
Caiming Xiong Salesforce, USA
Zhiyuan Liu Tsinghua University, China

Treasurer

Yajing Zhang Soochow University, China
Xueying Zhang Peking University, China

Webmaster

Hui Liu Peking University, China

Program Committee

Wasi Ahmad University of California, Los Angeles, USA
Xiang Ao Institute of Computing Technology, Chinese Academy

of Sciences, China
Lei Bi Beijing Normal University, Zhuhai, China
Fei Cai National University of Defense Technology, China
Pengshan Cai University of Massachusetts Amherst, USA
Hengyi Cai Institute of Computing Technology, Chinese Academy

of Sciences, China
Deng Cai The Chinese University of Hong Kong, Hong Kong,

China
Yi Cai South China University of Technology, China
Yixin Cao National University of Singapore, Singapore
Yixuan Cao Institute of Computing Technology, Chinese Academy

of Sciences, China
Ziqiang Cao Microsoft STCA, China
Hailong Cao Harbin Institute of Technology, China
Kai Cao New York University, USA
Ching-Yun Chang Amazon.com, UK
Hongshen Chen JD.com, China
Muhao Chen University of Southern California and University

of Pennsylvania, USA
Yidong Chen Xiamen University, China
Chengyao Chen Wisers AI Lab, Canada
Jian Chen Beijing Normal University, Zhuhai, China
Yubo Chen Institute of Automation, Chinese Academy of Sciences,

China
Lei Chen Beijing Normal University, Zhuhai, China
Wenliang Chen Soochow University, China

Organization ix



Kehai Chen National Institute of Information and Communications
Technology, Japan

Boxing Chen Alibaba, China
Qingcai Chen Harbin Institute of Technology, China
Bo Chen iscas.ac.cn, China
Gong Cheng Nanjing University, China
Chenhui Chu Kyoto University, Japan
Yiming Cui Harbin Institute of Technology, China
Mao Cunli Kunming University of Science and Technology, China
Xinyu Dai National Key Laboratory for Novel Software

Technology, Nanjing University, China
Xiang Deng The Ohio State University, USA
Xiao Ding Harbin Institute of Technology, China
Li Dong Microsoft Research Asia, China
Zi-Yi Dou Carnegie Mellon University, USA
Qianlong Du National Laboratory of Pattern Recognition, Institute of

Automation, Chinese Academy of Sciences, China
Junwen Duan Harbin Institute of Technology, China
Nan Duan Microsoft Research Asia, China
Miao Fan Baidu Research, China
Yufei Feng Queen’s University, Canada
Yang Feng Institute of Computing Technology, Chinese Academy

of Sciences, China
Shi Feng Northeastern University, China
Guohong Fu Soochow University, China
Wei Gao Singapore Management University, Singapore
Yeyun Gong Microsoft Research Asia, China
Yu Gu The Ohio State University, USA
Jiatao Gu Facebook AI Research, USA
Zhijiang Guo Singapore University of Technology and Design,

Singapore
Han Guo University of North Carolina at Chapel Hill, USA
Xu Han Tsinghua University, China
Qinghong Han Peking University, China
Tianyong Hao South China Normal University, China
Jie Hao Florida State University, USA
Lei Hou Tsinghua University, China
Linmei Hu Beijing University of Posts and Telecommunications,

China
Wei Hu Nanjing University, China
Lifu Huang University of Illinois at Urbana-Champaign, USA
Xuanjing Huang Fudan University, China
Jing Huang JD.com, USA
Minlie Huang Tsinghua University, China
Guimin Huang Guilin University of Electronic Technology, China
Chenyang Huang University of Alberta, Canada

x Organization



Jiangping Huang Chongqing University of Posts
and Telecommunications, China

Yuxiang Jia Zhengzhou University, China
Ping Jian Beijing Institute of Technology, China
Wenbin Jiang Baidu Research, China
Tianwen Jiang Harbin Institute of Technology, China
Shengyi Jiang Guangdong University of Foreign Studies, China
Zhanming Jie ByteDance, Singapore
Peng Jin Leshan Normal University, China
Wan Jing Associate Professor, China
Chunyu Kit City University of Hong Kong, Hong Kong, China
Fang Kong Soochow University, China
Xiang Kong Language Technologies Institute, Carnegie Mellon

University, USA
Lun-Wei Ku Academia Sinica, Taiwan, China
Kenneth Kwok Principal Scientist, Singapore
Oi Yee Kwong The Chinese University of Hong Kong, Hong Kong,

China
Yanyan Lan Institute of Computing Technology, Chinese Academy

of Sciences, China
Man Lan East China Normal University, China
Hady Lauw Singapore Management University, Singapore
Wenqiang Lei National University of Singapore, Singapore
Yves Lepage Waseda University, Japan
Maoxi Li Jiangxi Normal University, China
Chenliang Li Wuhan University, China
Jian Li The Chinese University of Hong Kong, Hong Kong,

China
Peifeng Li Soochow University, China
Hao Li ByteDance, Singapore
Ru Li Shanxi University, China
Fei Li University of Massachusetts Lowell, USA
Binyang Li University of International Relations, China
Junhui Li Soochow University, China
Bin Li Nanjing Normal University, China
Zhixu Li Soochow University, China
Zuchao Li Shanghai Jiao Tong University, China
Xiujun Li Microsoft Research Redmond, USA
Xiang Li Xiaomi AI Lab, China
Lishuang Li Dalian University of Technology, China
Yachao Li Soochow University, China
Jiaqi Li Harbin Institute of Technology, China
Hao Li Rensselaer Polytechnic Institute, USA
Yuan-Fang Li Monash University, Australia
Albert Liang Google, USA
Lizi Liao National University of Singapore, Singapore

Organization xi



Shujie Liu Microsoft Research Asia, China
Lemao Liu Tencent AI Lab, China
Qi Liu University of Science and Technology of China, China
Yang Liu Wilfrid Laurier University, Canada
Zitao Liu TAL Education Group, China
Zhengzhong Liu Carnegie Mellon University and Petuum Inc., USA
Xianggen Liu Tsinghua University and DeeplyCurious.ai, China
Ming Liu Harbin Institute of Technology, China
Yongbin Liu University of South China, China
Yijia Liu Alibaba DAMO Academy, China
Qun Liu Huawei Noah’s Ark Lab, China
Honglei Liu Facebook Conversational AI, USA
Yang Liu Tsinghua University, China
An Liu Soochow University, China
Linqing Liu University of Waterloo, Canada
Jiasen Lu Allen Institute For AI, USA
Zhunchen Luo PLA Academy of Military Science, China
Chen Lyu Guangdong University of Foreign Studies, China
Jing Ma Hong Kong Baptist University, Hong Kong, China
Yue Ma LRI, Université Paris Sud, France
Chih-Yao Ma Georgia Tech, USA
Xianling Mao Beijing Institute of Technology, China
Zhao Meng ETH Zurich, Switzerland
Xiangyang Mou Rensselaer Polytechnic Institute, USA
Preslav Nakov Qatar Computing Research Institute, HBKU, Qatar
Guoshun Nan Singapore University of Technology and Design,

Singapore
Tong Niu Salesforce Research, USA
Vardaan Pahuja Université de Montreal, Canada
Shichao Pei KAUST, Saudi Arabia
Baolin Peng Microsoft Research, USA
Wei Peng Artificial Intelligence Application Research Center,

Huawei Technologies, China
Chengbin Peng Ningbo University, China
Longhua Qian Soochow University, China
Tao Qian Hubei University of Science and Technology, China
Yanxia Qin Donghua University, China
Likun Qiu Minjiang University, China
Jing Qiu Hebei University of Science and Technology, China
Weiguang Qu Nanjing Normal University, China
Nazneen Fatema Rajani Salesforce Research, USA
Jinfeng Rao Facebook Conversational AI, USA
Zhaochun Ren Shandong University, China
Pengjie Ren University of Amsterdam, The Netherlands
Yafeng Ren Guangdong University of Foreign Studies, China
Feiliang Ren Northeastern University, China

xii Organization



Lei Sha University of Oxford, UK
Haoyue Shi Toyota Technological Institute at Chicago, USA
Xiaodong Shi Xiamen University, China
Kaisong Song Alibaba Group, China
Yiping Song Peking University, China
Ruihua Song Microsoft Xiaoice, China
Chengjie Sun Harbin Institute of Technology, China
Jingyuan Sun Institute of Automation, Chinese Academy of Sciences,

China
Lichao Sun University of Illinois at Chicago, USA
Xiaobing Sun Singapore University of Technology and Design,

Singapore
Xu Tan Microsoft Research Asia, China
Yiqi Tang The Ohio State University, USA
Zhiyang Teng Westlake University, China
Zhiliang Tian Hong Kong University of Science and Technology,

Hong Kong, China
Jin Ting Hainan University, China
Ming Tu ByteDance, USA
Zhaopeng Tu Tencent, China
Masao Utiyama NICT, Japan
Xiaojun Wan Peking University, China
Huaiyu Wan Beijing Jiaotong University, China
Mingxuan Wang ByteDance, China
Bo Wang Tianjin University, China
Tianlu Wang University of Virginia, USA
Shaonan Wang National Laboratory of Pattern Recognition, Institute of

Automation, Chinese Academy of Sciences, China
Bailin Wang The University of Edinburgh, UK
Di Wang Woobo, USA
Zhen Wang The Ohio State University, USA
Xuancong Wang MOH Office for Healthcare Transformation, Singapore
Rui Wang NICT, Japan
Zhichun Wang Beijing Normal University, China
Zhigang Wang Tsinghua University, China
Longyue Wang Tencent, China
Dingquan Wang Google, USA
Xun Wang University of Massachusetts Amherst, USA
Zekun Wang Harbin Institute of Technology, China
Chuan-Ju Wang Academia Sinica, Taiwan
Zhongyu Wei Fudan University, China
Zhuoyu Wei Microsoft Research Asia, China
Gang Wu Northeastern University, China
Changxing Wu East China Jiaotong University, China
Yu Wu Microsoft Research Asia, China
Chien-Sheng Wu Salesforce, USA

Organization xiii



Yunqing Xia Microsoft Research Asia, China
Yingce Xia Microsoft Research Asia, China
Tong Xiao Northeastern University, China
Yanghua Xiao Fudan University, China
Ruobing Xie Tencent, China
Xin Xin Beijing Institute of Technology, China
Wenhan Xiong University of California, Santa Barbara, USA
Hao Xiong Alibaba, China
Deyi Xiong Tianjin University, China
Jingjing Xu Peking University, China
Ruifeng Xu Harbin Institute of Technology, China
Jinan Xu Beijing Jiaotong University, China
Liang Yang Dalian University of Technology, China
Yating Yang The Xinjing Technical Institute of Physics and

Chemistry, Chinese Academy of Sciences, China
Chenghao Yang Columbia University, USA
Ziyu Yao The Ohio State University, USA
Pengcheng Yin Carnegie Mellon University, USA
Yongjing Yin Xiamen University, China
Dong Yu Beijing Language and Culture University, China
Wei Yu Carnegie Mellon University, USA
Heng Yu Alibaba, China
Tao Yu Yale University, USA
Lu Yu King Abdullah University of Science and Technology,

Saudi Arabia
Jiali Zeng Tencent, China
Feifei Zhai Fanyu, China
Wei-Nan Zhang Harbin Institute of Technology, China
Yue Zhang Westlake University, China
Fuzheng Zhang Meituan-Dianping Group, China
Peng Zhang Tianjin University, China
Chengzhi Zhang Nanjing University of Science and Technology, China
Xiaowang Zhang Tianjin University, China
Dongxu Zhang University of Massachusetts Amherst, USA
Ning Zhang Tsinghua University, China
Meishan Zhang Tianjin University, China
Wen Zhang Tencent, China
Guanhua Zhang Harbin Institute of Technology and Tencent, China
Dakun Zhang SYSTRAN, France
Biao Zhang The University of Edinburgh, UK
Boliang Zhang DiDi Labs, USA
Dongdong Zhang Microsoft Research Asia, China
Wayne Xin Zhao RUC, China
Jieyu Zhao University of California, Los Angeles, USA
Tiejun Zhao Harbin Institute of Technology, China
Jie Zhao The Ohio State University, USA

xiv Organization



Xiaoqing Zheng Fudan University, China
Zihao Zheng Harbin Institution of Technology, China
Junsheng Zhou Nanjing Normal University, China
Guangyou Zhou Central China Normal University, China
Hao Zhou ByteDance, China
Ganbin Zhou Tencent, China
Guodong Zhou Soochow University, China
Luowei Zhou Microsoft, USA
Muhua Zhu Tencent, China
Haichao Zhu Harbin Institute of Technology, China
Yanyan Zou Singapore University of Technology and Design,

Singapore
Jinsong Su Xiamen University, China
Congying Xia University of Illinois at Chicago, USA
Cheng Yang Beijing University of Posts and Telecommunications,

China
Qiang Yang KAUST, Saudi Arabia
Mo Yu IBM Research, USA
Jianguo Zhang University of Illinois at Chicago, USA
Huaping Zhang Beijing Institute of Technology, China
Yunbo Cao Tencent, China
Junyi Li China Academy of Electronics and Information

Technology, China
Min Yang Chinese Academy of Sciences, China
Xuefeng Yang ZhuiYi Technology, China
Sreya Dey SAP, India
Yangzhou Du Lenovo, China
Shipra Jain Uttar Pradesh Technical University, India
Yao Meng Lenovo, China
Wenli Ouyang Lenovo, China

Organizers

Organized by

China Computer Federation

Organization xv



Hosted by

Zhengzhou University

State Key Lab of Digital Publishing Technology

In cooperation with:

Lecture Notes in Computer Science

Springer

ACTA Scientiarum Naturalium Universitatis Pekinensis

Sponsoring Institutions

Primary Sponsors

Zoneyet

xvi Organization



Diamond Sponsors

JD Cloud & AI AISpeech

Alibaba

Platinum Sponsors

Microsoft Baidu

Huawei Lenovo

China Mobile PingAn

Golden Sponsors

Niutrans Tencent AI Lab

Organization xvii



Xiaomi Gridsum

Silver Sponsors

Leyan Speech Ocean

xviii Organization



Contents – Part II

Trending Topics (Explainability, Ethics, Privacy, Multimodal NLP)

DCA: Diversified Co-attention Towards Informative Live Video
Commenting. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

Zhihan Zhang, Zhiyi Yin, Shuhuai Ren, Xinhang Li, and Shicheng Li

The Sentencing-Element-Aware Model for Explainable Term-of-Penalty
Prediction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

Hongye Tan, Bowen Zhang, Hu Zhang, and Ru Li

Referring Expression Generation via Visual Dialogue . . . . . . . . . . . . . . . . . 28
Lingxuan Li, Yihong Zhao, Zhaorui Zhang, Tianrui Niu,
Fangxiang Feng, and Xiaojie Wang

Hierarchical Multimodal Transformer with Localness and Speaker Aware
Attention for Emotion Recognition in Conversations . . . . . . . . . . . . . . . . . . 41

Xiao Jin, Jianfei Yu, Zixiang Ding, Rui Xia, Xiangsheng Zhou,
and Yaofeng Tu

Poster

Generating Emotional Social Chatbot Responses with a Consistent
Speaking Style . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

Jun Zhang, Yan Yang, Chengcai Chen, Liang He, and Zhou Yu

An Interactive Two-Pass Decoding Network for Joint Intent Detection
and Slot Filling. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

Huailiang Peng, Mengjun Shen, Lei Jiang, Qiong Dai, and Jianlong Tan

RuKBC-QA: A Framework for Question Answering over Incomplete KBs
Enhanced with Rules Injection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

Qilin Sun and Weizhuo Li

Syntax-Guided Sequence to Sequence Modeling for Discourse
Segmentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

Longyin Zhang, Fang Kong, and Guodong Zhou

Macro Discourse Relation Recognition via Discourse Argument
Pair Graph . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

Zhenhua Sun, Feng Jiang, Peifeng Li, and Qiaoming Zhu



Dependency Parsing with Noisy Multi-annotation Data . . . . . . . . . . . . . . . . 120
Yu Zhao, Mingyue Zhou, Zhenghua Li, and Min Zhang

Joint Bilinear End-to-End Dependency Parsing with Prior Knowledge . . . . . . 132
Yunchu Gao, Ke Zhang, and Zhoujun Li

Multi-layer Joint Learning of Chinese Nested Named Entity Recognition
Based on Self-attention Mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

Haoru Li, Haoliang Xu, Longhua Qian, and Guodong Zhou

Adversarial BiLSTM-CRF Architectures for Extra-Propositional
Scope Resolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156

Rongtao Huang, Jing Ye, Bowei Zou, Yu Hong, and Guodong Zhou

Analyzing Relational Semantics of Clauses in Chinese Discourse
Based on Feature Structure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169

Wenhe Feng, Xi Huang, and Han Ren

Efficient Lifelong Relation Extraction with Dynamic Regularization . . . . . . . 181
Hangjie Shen, Shenggen Ju, Jieping Sun, Run Chen, and Yuezhong Liu

Collective Entity Disambiguation Based on Deep Semantic Neighbors
and Heterogeneous Entity Correlation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193

Zihan He, Jiang Zhong, Chen Wang, and Cong Hu

Boosting Cross-lingual Entity Alignment with Textual Embedding . . . . . . . . 206
Wei Xu, Chen Chen, Chenghao Jia, Yongliang Shen, Xinyin Ma,
and Weiming Lu

Label Embedding Enhanced Multi-label Sequence Generation Model . . . . . . 219
Yaqiang Wang, Feifei Yan, Xiaofeng Wang, Wang Tang,
and Hongping Shu

Ensemble Distilling Pretrained Language Models for Machine Translation
Quality Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 231

Hui Huang, Hui Di, Jin’an Xu, Kazushige Ouchi, and Yufeng Chen

Weaken Grammatical Error Influence in Chinese Grammatical
Error Correction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 244

Jinggui Liang and Si Li

Encoding Sentences with a Syntax-Aware Self-attention Neural Network
for Emotion Distribution Prediction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 256

Chang Wang and Bang Wang

xx Contents – Part II



Hierarchical Multi-view Attention for Neural
Review-Based Recommendation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 267

Hongtao Liu, Wenjun Wang, Huitong Chen, Wang Zhang, Qiyao Peng,
Lin Pan, and Pengfei Jiao

Negative Feedback Aware Hybrid Sequential Neural
Recommendation Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 279

Bin Hao, Min Zhang, Weizhi Ma, Shaoyun Shi, Xinxing Yu,
Houzhi Shan, Yiqun Liu, and Shaoping Ma

MSReNet: Multi-step Reformulation for Open-Domain
Question Answering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 292

Weiguang Han, Min Peng, Qianqian Xie, Xiuzhen Zhang,
and Hua Wang

ProphetNet-Ads: A Looking Ahead Strategy for Generative Retrieval
Models in Sponsored Search Engine . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 305

Weizhen Qi, Yeyun Gong, Yu Yan, Jian Jiao, Bo Shao, Ruofei Zhang,
Houqiang Li, Nan Duan, and Ming Zhou

LARQ: Learning to Ask and Rewrite Questions for Community
Question Answering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 318

Huiyang Zhou, Haoyan Liu, Zhao Yan, Yunbo Cao, and Zhoujun Li

Abstractive Summarization via Discourse Relation and Graph
Convolutional Networks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 331

Wenjie Wei, Hongling Wang, and Zhongqing Wang

Chinese Question Classification Based on ERNIE and Feature Fusion . . . . . . 343
Gaojun Liu, Qiuxia Yuan, Jianyong Duan, Jie Kou, and Hao Wang

An Abstractive Summarization Method Based on Global Gated
Dual Encoder . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 355

Lu Peng, Qun Liu, Lebin Lv, Weibin Deng, and Chongyu Wang

Rumor Detection on Hierarchical Attention Network with User
and Sentiment Information . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 366

Sujun Dong, Zhong Qian, Peifeng Li, Xiaoxu Zhu, and Qiaoming Zhu

Measuring the Semantic Stability of Word Embedding. . . . . . . . . . . . . . . . . 378
Zhenhao Huang and Chenxu Wang

Task-to-Task Transfer Learning with Parameter-Efficient Adapter . . . . . . . . . 391
Haiou Zhang, Hanjun Zhao, Chunhua Liu, and Dong Yu

Key-Elements Graph Constructed with Evidence Sentence Extraction
for Gaokao Chinese. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 403

Xiaoyue Wang, Yu Ji, and Ru Li

Contents – Part II xxi



Knowledge Inference Model of OCR Conversion Error Rules Based
on Chinese Character Construction Attributes Knowledge Graph. . . . . . . . . . 415

Xiaowen Zhang, Hairong Wang, and Wenjie Gu

Explainable AI Workshop

Interpretable Machine Learning Based on Integration of NLP
and Psychology in Peer-to-Peer Lending Risk Evaluation . . . . . . . . . . . . . . . 429

Lei Li, Tianyuan Zhao, Yang Xie, and Yanjie Feng

Algorithm Bias Detection and Mitigation in Lenovo Face
Recognition Engine . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 442

Sheng Shi, Shanshan Wei, Zhongchao Shi, Yangzhou Du, Wei Fan,
Jianping Fan, Yolanda Conyers, and Feiyu Xu

Path-Based Visual Explanation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 454
Mohsen Pourvali, Yucheng Jin, Chen Sheng, Yao Meng, Lei Wang,
Masha Gorkovenko, and Changjian Hu

Feature Store for Enhanced Explainability in Support Ticket Classification. . . 467
Vishal Mour, Sreya Dey, Shipra Jain, and Rahul Lodhe

Student Workshop

Incorporating Lexicon for Named Entity Recognition of Traditional
Chinese Medicine Books . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 481

Bingyan Song, Zhenshan Bao, YueZhang Wang, Wenbo Zhang,
and Chao Sun

Anaphora Resolution in Chinese for Analysis of Medical Q&A Platforms . . . 490
Alena Tsvetkova

Evaluation Workshop

Weighted Pre-trained Language Models for Multi-Aspect-Based
Multi-Sentiment Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 501

Fengqing Zhou, Jinhui Zhang, Tao Peng, Liang Yang, and Hongfei Lin

Iterative Strategy for Named Entity Recognition with
Imperfect Annotations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 512

Huimin Xu, Yunian Chen, Jian Sun, Xuezhi Cao, and Rui Xie

The Solution of Huawei Cloud & Noah’s Ark Lab to the NLPCC-2020
Challenge: Light Pre-Training Chinese Language Model for NLP Task . . . . . 524

Yuyang Zhang, Jintao Yu, Kai Wang, Yichun Yin, Cheng Chen,
and Qun Liu

xxii Contents – Part II



DuEE: A Large-Scale Dataset for Chinese Event Extraction in Real-World
Scenarios . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 534

Xinyu Li, Fayuan Li, Lu Pan, Yuguang Chen, Weihua Peng,
Quan Wang, Yajuan Lyu, and Yong Zhu

Transformer-Based Multi-aspect Modeling for Multi-aspect
Multi-sentiment Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 546

Zhen Wu, Chengcan Ying, Xinyu Dai, Shujian Huang, and Jiajun Chen

Overview of the NLPCC 2020 Shared Task: AutoIE . . . . . . . . . . . . . . . . . . 558
Xuefeng Yang, Benhong Wu, Zhanming Jie, and Yunfeng Liu

Light Pre-Trained Chinese Language Model for NLP Tasks . . . . . . . . . . . . . 567
Junyi Li, Hai Hu, Xuanwei Zhang, Minglei Li, Lu Li, and Liang Xu

Overview of the NLPCC 2020 Shared Task: Multi-Aspect-Based
Multi-Sentiment Analysis (MAMS) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 579

Lei Chen, Ruifeng Xu, and Min Yang

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 587

Contents – Part II xxiii



Contents – Part I

Oral - Conversational Bot/QA

FAQ-Based Question Answering via Knowledge Anchors . . . . . . . . . . . . . . 3
Ruobing Xie, Yanan Lu, Fen Lin, and Leyu Lin

Deep Hierarchical Attention Flow for Visual Commonsense Reasoning . . . . . 16
Yuansheng Song and Ping Jian

Dynamic Reasoning Network for Multi-hop Question Answering . . . . . . . . . 29
Xiaohui Li, Yuezhong Liu, Shenggen Ju, and Zhengwen Xie

Memory Attention Neural Network for Multi-domain Dialogue
State Tracking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

Zihan Xu, Zhi Chen, Lu Chen, Su Zhu, and Kai Yu

Learning to Answer Word-Meaning-Explanation Questions for Chinese
Gaokao Reading Comprehension. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

Hongye Tan, Pengpeng Qiang, and Ru Li

Enhancing Multi-turn Dialogue Modeling with Intent Information
for E-Commerce Customer Service . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

Ruixue Liu, Meng Chen, Hang Liu, Lei Shen, Yang Song,
and Xiaodong He

Robust Spoken Language Understanding with RL-Based
Value Error Recovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

Chen Liu, Su Zhu, Lu Chen, and Kai Yu

A Large-Scale Chinese Short-Text Conversation Dataset . . . . . . . . . . . . . . . 91
Yida Wang, Pei Ke, Yinhe Zheng, Kaili Huang, Yong Jiang,
Xiaoyan Zhu, and Minlie Huang

DVDGCN: Modeling Both Context-Static and Speaker-Dynamic Graph
for Emotion Recognition in Multi-speaker Conversations . . . . . . . . . . . . . . . 104

Shuofeng Zhao and Pengyuan Liu

Fundamentals of NLP

Nominal Compound Chain Extraction: A New Task for Semantic-Enriched
Lexical Chain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

Bobo Li, Hao Fei, Yafeng Ren, and Donghong Ji



A Hybrid Model for Community-Oriented Lexical Simplification . . . . . . . . . 132
Jiayin Song, Yingshan Shen, John Lee, and Tianyong Hao

Multimodal Aspect Extraction with Region-Aware Alignment Network . . . . . 145
Hanqian Wu, Siliang Cheng, Jingjing Wang, Shoushan Li, and Lian Chi

NER in Threat Intelligence Domain with TSFL . . . . . . . . . . . . . . . . . . . . . 157
Xuren Wang, Zihan Xiong, Xiangyu Du, Jun Jiang, Zhengwei Jiang,
and Mengbo Xiong

Enhancing the Numeracy of Word Embeddings: A Linear Algebraic
Perspective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170

Yuanhang Ren and Ye Du

Is POS Tagging Necessary or Even Helpful for Neural Dependency
Parsing?. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179

Houquan Zhou, Yu Zhang, Zhenghua Li, and Min Zhang

A Span-Based Distantly Supervised NER with Self-learning. . . . . . . . . . . . . 192
Hongli Mao, Hanlin Tang, Wen Zhang, Heyan Huang,
and Xian-Ling Mao

Knowledge Base, Graphs and Semantic Web

A Passage-Level Text Similarity Calculation . . . . . . . . . . . . . . . . . . . . . . . 207
Ming Liu, Zihao Zheng, Bing Qin, and Yitong Liu

Using Active Learning to Improve Distantly Supervised Entity Typing
in Multi-source Knowledge Bases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219

Bo Xu, Xiangsan Zhao, and Qingxuan Kong

TransBidiFilter: Knowledge Embedding Based on a Bidirectional Filter . . . . . 232
Xiaobo Guo, Neng Gao, Jun Yuan, Lin Zhao, Lei Wang, and Sibo Cai

Applying Model Fusion to Augment Data for Entity Recognition
in Legal Documents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 244

Hu Zhang, Haihui Gao, Jingjing Zhou, and Ru Li

Combining Knowledge Graph Embedding and Network Embedding
for Detecting Similar Mobile Applications . . . . . . . . . . . . . . . . . . . . . . . . . 256

Weizhuo Li, Buye Zhang, Liang Xu, Meng Wang, Anyuan Luo,
and Yan Niu

CMeIE: Construction and Evaluation of Chinese Medical Information
Extraction Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 270

Tongfeng Guan, Hongying Zan, Xiabing Zhou, Hongfei Xu,
and Kunli Zhang

xxvi Contents – Part I



Document-Level Event Subject Pair Recognition. . . . . . . . . . . . . . . . . . . . . 283
Zhenyu Hu, Ming Liu, Yin Wu, Jiexin Xu, Bing Qin, and JinLong Li

Knowledge Enhanced Opinion Generation from an Attitude . . . . . . . . . . . . . 294
Zhe Ye, Ruihua Song, Hao Fu, Pingping Lin, Jian-Yun Nie, and Fang Li

MTNE: A Multitext Aware Network Embedding for Predicting
Drug-Drug Interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 306

Fuyu Hu, Chunping Ouyang, Yongbin Liu, and Yi Bu

Machine Learning for NLP

Learning to Generate Representations for Novel Words: Mimic the OOV
Situation in Training . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 321

Xiaoyu Xing, Minlong Peng, Qi Zhang, Qin Liu, and Xuanjing Huang

Reinforcement Learning for Named Entity Recognition from Noisy Data . . . . 333
Jing Wan, Haoming Li, Lei Hou, and Juaizi Li

Flexible Parameter Sharing Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . 346
Chengkai Piao, Jinmao Wei, Yapeng Zhu, and Hengpeng Xu

An Investigation on Different Underlying Quantization Schemes
for Pre-trained Language Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 359

Zihan Zhao, Yuncong Liu, Lu Chen, Qi Liu, Rao Ma, and Kai Yu

A Survey of Sentiment Analysis Based on Machine Learning. . . . . . . . . . . . 372
Pingping Lin and Xudong Luo

Machine Translation and Multilinguality

Incorporating Named Entity Information into Neural Machine Translation . . . 391
Leiying Zhou, Wenjie Lu, Jie Zhou, Kui Meng, and Gongshen Liu

Non-autoregressive Neural Machine Translation with Distortion Model . . . . . 403
Long Zhou, Jiajun Zhang, Yang Zhao, and Chengqing Zong

Incorporating Phrase-Level Agreement into Neural Machine Translation . . . . 416
Mingming Yang, Xing Wang, Min Zhang, and Tiejun Zhao

Improving Unsupervised Neural Machine Translation
with Dependency Relationships. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 429

Jia Xu, Na Ye, and GuiPing Zhang

Contents – Part I xxvii



NLP Applications

Incorporating Knowledge and Content Information to Boost News
Recommendation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 443

Zhen Wang, Weizhi Ma, Min Zhang, Weipeng Chen, Jingfang Xu,
Yiqun Liu, and Shaoping Ma

Multi-domain Transfer Learning for Text Classification . . . . . . . . . . . . . . . . 457
Xuefeng Su, Ru Li, and Xiaoli Li

A Cross-Layer Connection Based Approach for Cross-Lingual Open
Question Answering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 470

Lin Li, Miao Kong, Dong Li, and Dong Zhou

Learning to Consider Relevance and Redundancy Dynamically
for Abstractive Multi-document Summarization. . . . . . . . . . . . . . . . . . . . . . 482

Yiding Liu, Xiaoning Fan, Jie Zhou, Chenglong He, and Gongshen Liu

A Submodular Optimization-Based VAE-Transformer Framework
for Paraphrase Generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 494

Xiaoning Fan, Danyang Liu, Xuejian Wang, Yiding Liu, Gongshen Liu,
and Bo Su

MixLab: An Informative Semi-supervised Method for Multi-label
Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 506

Ye Qiu, Xiaolong Gong, Zhiyi Ma, and Xi Chen

A Noise Adaptive Model for Distantly Supervised Relation Extraction . . . . . 519
Xu Huang, Bowen Zhang, Yunming Ye, Xiaojun Chen, and Xutao Li

CLTS: A New Chinese Long Text Summarization Dataset . . . . . . . . . . . . . . 531
Xiaojun Liu, Chuang Zhang, Xiaojun Chen, Yanan Cao, and Jinpeng Li

Lightweight Multiple Perspective Fusion with Information Enriching
for BERT-Based Answer Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 543

Yu Gu, Meng Yang, and Peiqin Lin

Stance Detection with Stance-Wise Convolution Network . . . . . . . . . . . . . . 555
Dechuan Yang, Qiyu Wu, Wei Chen, Tengjiao Wang, Zhen Qiu, Di Liu,
and Yingbao Cui

Emotion-Cause Joint Detection: A Unified Network with Dual Interaction
for Emotion Cause Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 568

Guimin Hu, Guangming Lu, and Yi Zhao

Incorporating Temporal Cues and AC-GCN to Improve Temporal
Relation Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 580

Xinyu Zhou, Peifeng Li, Qiaoming Zhu, and Fang Kong

xxviii Contents – Part I



Event Detection with Document Structure and Graph Modelling . . . . . . . . . . 593
Peipei Zhu, Zhongqing Wang, Hongling Wang, Shoushan Li,
and Guodong Zhou

AFPun-GAN: Ambiguity-Fluency Generative Adversarial Network for Pun
Generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 604

Yufeng Diao, Liang Yang, Xiaochao Fan, Yonghe Chu, Di Wu,
Shaowu Zhang, and Hongfei Lin

Author Name Disambiguation Based on Rule and Graph Model . . . . . . . . . . 617
Lizhi Zhang and Zhijie Ban

Opinion Transmission Network for Jointly Improving Aspect-Oriented
Opinion Words Extraction and Sentiment Classification . . . . . . . . . . . . . . . . 629

Chengcan Ying, Zhen Wu, Xinyu Dai, Shujian Huang, and Jiajun Chen

Label-Wise Document Pre-training for Multi-label Text Classification . . . . . . 641
Han Liu, Caixia Yuan, and Xiaojie Wang

Hierarchical Sequence Labeling Model for Aspect Sentiment Triplet
Extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 654

Peng Chen, Shaowei Chen, and Jie Liu

Knowledge-Aware Method for Confusing Charge Prediction . . . . . . . . . . . . 667
Xiya Cheng, Sheng Bi, Guilin Qi, and Yongzhen Wang

Social Media and Network

Aggressive Language Detection with Joint Text Normalization
via Adversarial Multi-task Learning. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 683

Shengqiong Wu, Hao Fei, and Donghong Ji

A Cross-Modal Classification Dataset on Social Network. . . . . . . . . . . . . . . 697
Yong Hu, Heyan Huang, Anfan Chen, and Xian-Ling Mao

Sentiment Analysis on Chinese Weibo Regarding COVID-19 . . . . . . . . . . . . 710
Xiaoting Lyu, Zhe Chen, Di Wu, and Wei Wang

Text Mining

Pairwise Causality Structure: Towards Nested Causality Mining
on Financial Statements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 725

Dian Chen, Yixuan Cao, and Ping Luo

Word Graph Network: Understanding Obscure Sentences on Social Media
for Violation Comment Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 738

Dan Ma, Haidong Liu, and Dawei Song

Contents – Part I xxix



Data Augmentation with Reinforcement Learning for Document-Level
Event Coreference Resolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 751

Jie Fang and Peifeng Li

An End-to-End Multi-task Learning Network with Scope Controller
for Emotion-Cause Pair Extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 764

Rui Fan, Yufan Wang, and Tingting He

Clue Extraction for Fine-Grained Emotion Analysis. . . . . . . . . . . . . . . . . . . 777
Hongliang Bi and Pengyuan Liu

Multi-domain Sentiment Classification on Self-constructed Indonesian
Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 789

Nankai Lin, Boyu Chen, Sihui Fu, Xiaotian Lin, and Shengyi Jiang

Extracting the Collaboration of Entity and Attribute: Gated Interactive
Networks for Aspect Sentiment Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 802

Rongdi Yin, Hang Su, Bin Liang, Jiachen Du, and Ruifeng Xu

Sentence Constituent-Aware Aspect-Category Sentiment Analysis
with Graph Attention Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 815

Yuncong Li, Cunxiang Yin, and Sheng-hua Zhong

SciNER: A Novel Scientific Named Entity Recognizing Framework . . . . . . . 828
Tan Yan, Heyan Huang, and Xian-Ling Mao

Learning Multilingual Topics with Neural Variational Inference . . . . . . . . . . 840
Xiaobao Wu, Chunping Li, Yan Zhu, and Yishu Miao

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 853

xxx Contents – Part I



Trending Topics (Explainability, Ethics,
Privacy, Multimodal NLP)



DCA: Diversified Co-attention Towards
Informative Live Video Commenting

Zhihan Zhang1(B), Zhiyi Yin1, Shuhuai Ren2, Xinhang Li3, and Shicheng Li1

1 School of Electronic Engineering and Computer Science, Peking University,
Beijing, China

{zhangzhihan,yinzhiyi,lisc99}@pku.edu.cn
2 School of Software Engineering, Huazhong University of Science and Technology,

Wuhan, China
renshuhuai007@gmail.com

3 College of Software, Beijing University of Aeronautics and Astronautics,
Beijing, China

hestiaskylee@gmail.com

Abstract. We focus on the task of Automatic Live Video Commenting
(ALVC), which aims to generate real-time video comments with both
video frames and other viewers’ comments as inputs. A major challenge
in this task is how to properly leverage the rich and diverse information
carried by video and text. In this paper, we aim to collect diversified
information from video and text for informative comment generation.
To achieve this, we propose a Diversified Co-Attention (DCA) model
for this task. Our model builds bidirectional interactions between video
frames and surrounding comments from multiple perspectives via metric
learning, to collect a diversified and informative context for comment
generation. We also propose an effective parameter orthogonalization
technique to avoid excessive overlap of information learned from differ-
ent perspectives. Results show that our approach outperforms existing
methods in the ALVC task, achieving new state-of-the-art results.

1 Introduction

Live video commenting, also known as Danmaku commenting, is an emerging
interaction mode among online video websites [2]. This technique allows viewers
to write real-time comments while watching videos, in order to express opin-
ions about the video or to interact with other viewers. Based on the features
above, the Automatic Live Video Commenting (ALVC) task aims to generate
live comments for videos, while considering both the video and the surrounding
comments made by other viewers. Figure 1 presents an example for this task.
Automatically generating real-time comments brings more fun into video watch-
ing and reduces the difficulty of understanding video contents for human viewers.
Besides, it also engages people’s attention and increases the popularity of the
video.

c© Springer Nature Switzerland AG 2020
X. Zhu et al. (Eds.): NLPCC 2020, LNAI 12431, pp. 3–15, 2020.
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Fig. 1. An example of the ALVC task. The inputs are video frames and surround-
ing comments. The ground-truth comment (written by human) is the desired output.
Compared to previous SOTA, our model generates comment with richer information
from both video frames (the orange cat) and surrounding comments (it is eating).

Despite its usefulness described above, the ALVC task has not been widely
explored. Ma et al. [15] is the first to propose this task, which is the only endeavor
so far. They employ separate attention on the video and surrounding comments
to obtain their representations. Such approach does not integrate visual and
textual information and may lead to a limited information diversity. In fact,
the surrounding comments are written based on the video, while they also high-
light important features of the video frames. Thus, we aim to collect diversified
information from video and text by building interactions between these two
modalities.

As an effective method in multi-modal scenarios, co-attention has been
applied in multiple tasks [11,14,19,30]. Based on previous works, we propose
a novel Diversified Co-Attention (DCA) model to better capture the complex
dependency between video frames and surrounding comments. By learning dif-
ferent distance metrics to characterize the dependency between two information
sources, the proposed DCA can build bidirectional interactions between video
frames and surrounding comments from multiple perspectives, so as to produce
diversified co-dependent representations. Going a step further, we propose a
simple yet effective parameter orthogonalization technique to avoid excessive
overlap (information redundancy) of information extracted from different per-
spectives. Experiment results suggest that our DCA model outperforms the pre-
vious approaches as well as the traditional co-attention, reaching state-of-the-art
results in the ALVC task. Further analysis supports the effectiveness of the pro-
posed components, as well as the information diversity in the DCA model.



DCA: Diversified Co-attention Towards Informative Live Video Commenting 5

2 Diversified Co-Attention Model

Given video frames v = (v1, · · · , vn) and surrounding comments x =
(x1, · · · , xm)1, the ALVC task aims at generating a reasonable and fluent com-
ment y. Figure 2 presents the sketch of our DCA model.

Video Encoder Text Encoder

DCA

Gated A en on Module

… …

Video Frames Surrounding Comments

looks so lovely… …

Comment
Decoder

Pooling Layer

Ortho.

A en

FFN
Gated Unit

Outer Product

Fig. 2. An overview of the proposed DCA model (left) and the details of gated attention
module (right).

2.1 Video Encoder and Text Encoder

The video encoder and text encoder aim to obtain representations of video frames
and surrounding comments, respectively. The encoders are implemented as GRU
networks. The hidden representations of each video frame vi and each word xi

is computed as:

hv
i = GRU

(
hv

i−1, f(vi)
)
, hx

i = GRU
(
hx

i−1, e(xi)
)

(1)

where f(·) refers to a convolutional neural network (CNN) used to transform raw
images into dense vectors, and e(xi) is the word embedding of xi. The visual
and textual representation matrices are denoted as Hv = {hv

1, · · · ,hv
n} ∈ R

n×d

and Hx = {hx
1 , · · · ,hx

m} ∈ R
m×d, respectively. Here we assume that hv

i and hx
i

share the same dimension. Otherwise, a linear transformation can be introduced
to ensure that their dimensions are the same.

1 We concatenate all surrounding comments into a single sequence x.



6 Z. Zhang et al.

2.2 Diversified Co-Attention

To effectively capture the dependency between video frames and surrounding
comments, we propose a Diversified Co-Attention (DCA) mechanism, which
builds bidirectional interactions between two sources of information from differ-
ent perspectives via metric learning [9]. We first elaborate on our DCA from
single perspective and then extend it to multiple perspectives.

Single Perspective. The single-perspective DCA is adapted from original co-
attention [14], but introduces techniques of metric learning. We first connect
video representations Hv and text representations Hx by computing similarity
between them. Conventionally, the similarity score between two vectors can be
calculated as their inner product. However, the model is expected to learn a
task-specific distance metric in the joint space of video and text. Therefore,
the similarity matrix S ∈ R

n×m between Hv and Hx is calculated as:

S = HvW(Hx)T (2)

where W ∈ R
d×d is a learnable parameter matrix. Here we constraint W

as a positive semidefinite matrix to ensure that Eq. (2) satisfies the basic defini-
tion [26] of the distance metric. Since W is continuously updated during model
training, the positive semidefinite constraint is difficult to keep satisfied. To rem-
edy this, we adopt an alternative: Hv and Hx are first applied with the same
linear transformation L ∈ R

d×d, and then the inner product of transformed
matrices is computed as their similarity score:

S = (HvL)(HxL)T = HvLLT(Hx)T (3)

where LLT can be regarded as an approximation of W in Eq. (2). Since LLT

is symmetric positive definite, it is naturally a positive semidefinite matrix. Each
element Sij denotes the similarity score between vi and xj . S is normalized row-
wise to produce vision-to-text attention weights Ax, and column-wise to produce
text-to-vision attention weights Av. The final representations are computed as
the product of attention weights and original features:

Ax = softmax(S), Av = softmax(ST) (4)
Cx = AxHx, Cv = AvHv (5)

where Cv ∈ R
m×d and Cx ∈ R

n×d denote the co-dependent representations
of vision and text. Since Hv and Hx guide each other’s attention, these two
sources of information can mutually boost for better representations.

Multiple Perspectives. As distance metrics between vectors can be defined
in various forms, learning a single distance metric L does not suffice to compre-
hensively measure the similarity between two kinds of representations. On the
contrary, we hope to provide an informative context for the comment decoder
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from diversified perspectives. To address this contradiction, we introduce a multi-
perspective setting in the DCA.

We ask the DCA to learn multiple distance metrics to capture the depen-
dencies between video and text from different perspectives. To achieve this, DCA
learns K different parameter matrices {L1, · · · ,LK} in Eq. (3), where K is a
hyper-parameter denoting the number of perspectives. Intuitively, each Li rep-
resents a learnable distance metric. Given two sets of representations Hx and
Hv, each Li yields a similarity matrix Si as well as co-dependent representations
Cx

i and Cv
i from its unique perspective. DCA is then able to build bi-directional

interactions between two information sources from multiple perspectives. Finally,
a mean-pooling layer is used to integrate the representations from different per-
spectives:

Cx =
1
K

K∑

k=1

Cx
k, Cv =

1
K

K∑

k=1

Cv
k (6)

2.3 Parameter Orthogonalization

One potential problem of the above multi-perspective setting is information
redundancy, meaning that the information extracted from different perspectives
may overlap excessively. Specifically, the parameter matrices {Lk}K

k=1 may tend
to be highly similar after many rounds of training. According to [13], to alleviate
this problem, {Lk}K

k=1 should be as orthogonal as possible. We first try to add a
regularization term Rβ into the loss function as an orthonormality constraint [3]:

Rβ =
β

4

K∑

i=1

K∑

j=1

(
tr

(
LiLT

j

) − I(i = j)
)2

(7)

where tr(·) is the trace of the matrix and β is a hyper-parameter. However, we
empirically find that the simple introduction of regularization term may cause
the collapse of model training. Thus, we propose an approximate alternative:
after back propagation updates all parameters at each learning step, we adopt
a post-processing method equivalent to the aforementioned orthonormality con-
straint by updating {Lk}K

k=1 with the gradient of regularization term Rβ :

∇Li
Rβ =β

(
K∑

k=1

tr
(
LiLT

k

)
Lk − Li

)

(8)

Li
update←−−−−(1 + β)Li − β

K∑

k=1

tr(LiLT
k )Lk (9)

The orthonormality constraint ensures that {Lk}K
k=1 are nearly orthogonal,

suggesting that the information carried by these matrices rarely overlaps [13]. By
reducing information redundancy in the multi-perspective setting, the orthogo-
nalization technique ensures the diversity of information collected by DCA.
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2.4 Gated Attention Module

In order to integrate the co-dependent representations from the DCA and original
representations from the encoders, a Gated Attention Module (GAM) is designed
following the DCA. Given the hidden state st−1 of the decoder at timestep
t − 1, we first apply attention mechanism on the co-dependent and original
representations respectively, using st−1 as query:

ĉx = A(st−1,Cx), ĥx = A(st−1,Hx) (10)

where A is the attention mechanism [1]. Then, ĉx and ĥx are passed through a
gated unit to generate comprehensive textual representations:

wx = σ(Ux
c ĉx + Ux

hĥx + bx), rx = wx � ĉx + (1 − wx) � ĥx (11)

where Ux
c , Ux

h and bx are learnable parameters, σ denotes the sigmoid func-
tion and � denotes element-wise multiplication. rx is the balanced textual rep-
resentation of ĉx and ĥx. Symmetrically, we obtain the balanced visual repre-
sentation rv through Eq. (10)–Eq. (11) based on Cv and Hv.

In the ALVC task, the contribution of video information and textual informa-
tion towards the desired comment may not be equivalent. Therefore, we calculate
the final context vector gt ∈ R

d as:

gt = FFN (
rx ⊗ (α � rv)

)
(12)

where α is a learnable vector. ⊗ denotes the outer product and FFN denotes
a feed-forward neural network. The outer product is a more informative way to
represent the relationship between vectors than the inner product, which we use
to collect an informative context for generation.

2.5 Decoder

Given the context vector gt obtained by the GAM, the decoder aims to generate
a comment y = (y1, · · · , yl) via another GRU network. The hidden state st at
timestep t is computed as:

st = GRU
(
st−1, [e(yt−1); gt]

)
(13)

where yt−1 is the word generated at time-step t−1, and semicolon denotes vector
concatenation. The decoder then samples a word yt from the output probability
distribution:

yt ∼ softmax(Ost) (14)

where O denotes an output linear layer. The model is trained by maximizing
the log-likelihood of the ground-truth comment.

In order to test the universality of the proposed components, we also imple-
ment our model based on Transformer [22]. Specifically, the text encoder, video
encoder and comment decoder are implemented as Transformer blocks. Since
this extension is not the focus of this paper, we will not explain it in more
detail. Readers can refer to [22] for detailed descriptions of the Transformer
architecture.
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3 Experiments

3.1 Data and Settings

We conduct experiments on the Live Comment Dataset2 [15]. The dataset is
collected from the popular Chinese video streaming website Bilibili3. It contains
895,929 instances in total, which belong to 2,361 videos. In experiments, we adopt
34-layer Resnet [5] pretrained on ImageNet to process the raw video frames in
Eq. (1). We set the number of perspectives to K = 3 in Eq. (6) and β in Eq. (9)
is set to 0.01. We adopt the Adam [8] optimization method with initial learning
rate 3e − 4, and train the model for 50 epochs with dropout rate 0.1.

3.2 Baselines

The baseline models in our experiments include the previous approaches in the
ALVC task as well as the traditional co-attention model. For each listed Seq2Seq-
based models, we implement another Transformer-based version by replacing the
encoder and decoder to Transformer blocks.

– S2S-Video [24] uses a CNN to encode the video frames and a RNN decoder
to generate the comment. This model only takes the video frames as input.

– S2S-Text [1] is the traditional Seq2Seq model with attention mechanism.
This model only takes the surrounding comments as input.

– S2S-Concat [23] adopts two encoders to encode the video frames and the
surrounding comments, respectively. Outputs from two encoders are concate-
nated and fed into the decoder.

– S2S-SepAttn [15] employs separate attention on video and text representa-
tions. The attention contexts are concatenated and fed into the decoder.

– S2S-CoAttn is a variant of our model, which replaces the DCA module using
traditional co-attention [14].

Accordingly, the Transformer versions are named as Trans-Video, Trans-Text,
Trans-Concat, Trans-SepAttn and Trans-CoAttn.

3.3 Evaluation Metrics

Automatic Evaluation. Due to the diversity of video commenting, we cannot
collect all possible comments for reference-based comparison like BLEU. As a
complement, rank-based metrics are applied in evaluating diversified generation
tasks such as dialogue systems [4,25,33]. Given a set of candidate comments, the
model is asked to sort the candidates in descending order of likelihood scores.
Since the model generates the sentence with the highest likelihood score, it is
reasonable to discriminate a good model based on its ability to rank the ground-
truth comment on the top. Following previous work [15], the 100 candidate
comments are collected as follows:
2 https://github.com/lancopku/livebot.
3 https://www.bilibili.com.

https://github.com/lancopku/livebot
https://www.bilibili.com
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� Ground-truth: The human-written comment in the original video.
� Plausible: 30 most similar comments to the video title in the training set.

Plausibility is computed as the cosine similarity between the comment and
the video title based on TF-IDF values.

� Popular: 20 most frequently appeared comments in the training set, most of
which are meaningless short sentences like “Hahaha” or “Great”.

� Random: Comments that are randomly picked from the training set to make
the candidate set up to 100 sentences.

We report evaluation results on the following metrics: Recall@k (the per-
centage that the ground-truth appears in the top k of the ranked candidates),
MR (the mean rank of the ground-truth), and MRR (the mean reciprocal rank
of the ground-truth).

Table 1. Results of automatic evaluation. R@k is short for Recall@k. Lower MR
score means better performance, while other metrics are the opposite.

Seq2Seq R@1 R@5 R@10 MRR MR Transformer R@1 R@5 R@10 MRR MR

S2S-Video 4.7 19.9 36.5 14.5 21.6 Trans-Video 5.3 20.7 38.2 15.1 20.9

S2S-Text 9.1 28.1 44.3 20.1 19.8 Trans-Text 10.5 30.2 46.1 21.8 18.5

S2S-Concat 12.9 33.8 50.3 24.5 17.1 Trans-Concat 14.2 36.8 51.5 25.7 17.2

S2S-SepAttn 17.3 38.0 56.1 27.1 16.1 Trans-SepAttn 18.0 38.1 55.8 27.5 16.0

S2S-CoAttn 21.9 42.4 56.6 32.6 15.5 Trans-CoAttn 23.1 42.8 56.8 33.4 15.6

DCA (S2S) 25.8 44.2 58.4 35.3 15.1 DCA (Trans) 27.2 47.6 62.0 37.7 13.9

Table 2. Results of human evaluation. We average the scores given by 5 annotators.
Scores in bold indicate significant improvement (�0.5).

Models Fluency Relevance Informativeness Overall

S2S-Concat 2.7 2.4 2.6 2.6

S2S-SepAttn 3.1 2.8 2.5 3.1

S2S-CoAttn 3.5 3.2 2.7 3.3

DCA (S2S) 3.7 3.5 3.4 3.6

Trans-Concat 3.0 2.5 2.5 2.7

Trans-SepAttn 3.2 2.7 2.8 3.3

Trans-CoAttn 3.6 3.3 3.3 3.5

DCA (Trans) 3.7 3.6 3.8 3.7

Human Evaluation. In human evaluation, we randomly pick 200 instances from
the test set. We ask five human annotators to score the generated comments
from different models on a scale of 1 to 5 (higher is better). The annotators
are required to evaluate these comments from the following aspects: Fluency
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(whether the sentence is grammatically correct), Relevance (whether the com-
ment is relevant to the video and surrounding comments), Informativeness
(whether the comment carries rich and meaningful information) and Overall
(the annotator’s general recommendation).

3.4 Experiment Results

According to the results of automatic evaluation (Table 1), our DCA model
assigns higher ranks to ground-truth comments. These results prove that DCA
has stronger ability in discriminating highly relevant comments from irrelevant
ones. Since the generation process is also retrieving the best sentence among
all possible word sequences, it can be inferred that DCA performs better at
generating high-quality sentences.

Additionally, our DCA model receives more favor from human judges in
human evaluation (Table 2). This proves that DCA generates comments that
are more consistent with human writing habits. We also discover that the margin
between DCA and baselines in Informativeness is larger than the other perspec-
tives. Assisted by the proposed components to obtain diversified information
from video and text, sentences generated by DCA are more informative than
the other models.

The experiments show consistent results in Seq2Seq models and Transformer
models. Hence, the proposed DCA modules are believed to have good univer-
sality, which can adapt to different model architectures.

3.5 Ablation Study

In order to better understand the efficacy of the proposed methods, we fur-
ther conduct an ablation study on different settings of our model, with results
presented in Table 3.

As the results suggest, there is a significant drop in the model’s performance
while replacing the DCA module with traditional co-attention. Compared to
traditional co-attention, DCA has advantages in its multi-perspective setting,
i.e., learning multiple distance metrics in the joint space of video and text. DCA
builds interactions between two information sources from multiple perspectives,
hence extracting richer information than traditional co-attention.

Table 3. Experiment results of the ablation study. Ortho. represents parameter
orthogonalization. “-DCA” means using traditional co-attention to replace DCA.

Seq2Seq Architecture Transformer Architecture

Models R@1 R@5 R@10 MRR MR R@1 R@5 R@10 MRR MR

Full Model 25.8 44.2 58.4 35.3 15.1 27.2 47.6 62.0 37.7 13.9

-GAM 24.1 43.8 57.5 35.0 15.4 26.2 47.5 60.4 37.3 15.1

-Ortho. 22.7 43.2 57.2 33.4 15.8 24.7 45.8 59.5 35.6 14.9

-DCA 21.9 42.4 56.6 32.6 15.5 23.1 42.8 56.8 33.4 15.6
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Besides, results show that the parameter orthogonalization technique and the
GAM module are also critical to our model’s performance. By alleviating the
information redundancy issue in DCA’s multi-perspective setting, the orthog-
onalization technique ensures the diversity of information collected by DCA.
GAM uses gated units to integrate information from co-dependent and original
representations, as well as to balance the importance of video and text. Such
approach helps GAM collect an informative context for comment generation.

3.6 Visualization of DCA

To illustrate the contribution of parameter orthogonalization to the information
diversity of our model, we visualize the similarity matrices {Sk}K

k=1 in DCA. In
the vanilla DCA (shown in Fig. 3(a)), each Si is generated by a distance metric Li

through Eq. (3). However, the similarity matrices are highly similar to each other.
This shows that the information extracted from K perspectives suffers from
the information redundancy problem, which is consistent with our hypothesis in
Sect. 2.3. After introducing the parameter orthogonalization (shown in Fig. 3(b)),
apparent differences can be seen among these similarity matrices. This further
explains the performance decline after removing the orthogonalization technique
in Table 3. The parameter orthogonalization ensures the discrepancy between
distance metrics {Lk}K

k=1, helps DCA generate diversified representations, thus
alleviates information redundancy and improves information diversity.

Fig. 3. Visualization of similarity matrices in DCA with or without parameter orthog-
onalization. Here we set K = 3. Horizontal axis: 20 words in a surrounding comment.
Vertical axis: 5 surrounding video frames. Deeper color denotes higher relevance.

4 Related Work

Automatic Article Commenting. One similar task to our work is automatic arti-
cle commenting. Qin et al. [18] is the first to introduce this task and constructs
a Chinese news dataset. Ma et al. [16] proposes a retrieval-based commenting
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framework on unpaired data via unsupervised learning. Yang et al. [29] leverages
visual information for comment generation on graphic news. Zeng et al. [32] uses
a gated memory module to generate personalized comment on social media. Li
et al. [10] models the news article as a topic interaction graph and proposes a
graph-to-sequence model. Compared to article commenting, the ALVC task aims
to model the interactions between text and video, and video is a more dynamic
and complex source of information. The co-dependent relationship between a
video and its comments makes this task a larger challenge for AI models.

Video Captioning. Another similar task to ALVC is video captioning. Venu-
gopalan et al. [23] applies a unified deep neural network with CNN and LSTM
layers. Shen et al. [20] proposes a sequence generation model with weakly super-
vised information for dense video captioning. Xiong et al. [27] produces descrip-
tive paragraphs for videos via a recurrent network by assembling temporally
localized descriptions. Li et al. [12] uses a residual attention-based LSTM to
reduce information loss in generation. Xu et al. [28] jointly performs event detec-
tion and video description via a hierarchical network. Compared to video descrip-
tion, the ALVC task requires not only a full understanding of video frames, but
also interaction with other human viewers. This requires effective modeling of
the intrinsic dependency between visual and textual information.

Co-Attention. Our model is also inspired by the previous work of co-attention.
Lu et al. [14] introduces a hierarchical co-attention model in visual QA. Nguyen
et al. [17] proposes a dense co-attention network with a fully symmetric archi-
tecture. Tay et al. [21] applies a co-attentive multi-pointer network to model
user-item relationships. Hsu et al. [6] adds co-attention module into CNNs to
perform unsupervised object co-segmentation. Yu et al. [31] applies a deep mod-
ular co-attention network in combination of self-attention and guided-attention.
Li et al. [11] uses positional self-attention and co-attention to replace RNNs in
video question answering. Compared to previous co-attention methods, DCA
considers the issue of obtaining co-dependent representations as distance met-
ric learning. Equipped with the parameter orthogonalization technique, DCA is
able to obtain rich information from multiple perspectives.

5 Conclusion

This work presents a diversified co-attention model for automatic live video
commenting to capture the complex dependency between video frames and sur-
rounding comments. By introducing bidirectional interactions between the video
and text from multiple perspectives (different distance metrics), two informa-
tion sources can mutually boost for better representations. Besides, we propose
an effective parameter orthogonalization technique to avoid excessive overlap
of information extracted from different perspectives. Experiments show that our
approach can substantially outperform existing methods and generate comments
with more novel and valuable information.
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Abstract. Automatic term-of-penalty prediction is a key subtask of intelligent
legal judgment (ILJ). Recent ILJ systems are based on deep learning methods,
in which explainability is a pressing concern. In this paper, our goal is to build
a term-of-penalty prediction system with good judicial explainability and high
accuracy following the legal principles. We propose a sentencing-element-aware
neuralmodel to realize this.We introduce sentencing elements to link the case facts
with legal laws, which makes the prediction meet the legal objectivity principle
and ensure the accuracy. Meanwhile, in order to explain why the term-of-penalties
are given, we output sentencing element-level explanations, and utilize sentencing
elements to select the most similar cases as case-level explanations, which reflects
the equity principle. Experiments on the datasets (CAIL2018) show that ourmodel
not only achieves equal or better accuracy than the baselines, but also provide
useful explanations to help users to understand how the system works.

Keywords: Term-of-penalty prediction · Explainable · Sentencing elements

1 Introduction

Automatic term-of-penalty prediction is an important subtask of intelligent legal judg-
ment. A few recentworks have utilized deep learningmethods tomake legal judgment [1,
11–14]. However, deep neural networks lack explainability, which is a pressing concern.

For legal judgment, the most important principle is “taking the law as criterion and
the fact as ground”, which is the principle of objectivity. That requires the case facts
used for term-of-penalty prediction must be consistent with the laws. For example, in the
process of sentencing decision for a traffic accident case, the relevant legal articles take
some crucial elements as important factors for deciding the penalties, such as “whether
caused serious injury or death to victims”, “whether hit-and-ran” and so on. And the
case description contains the key information of “died on the spot” and “drove and left
the scene”. So the appropriate term-of-penalties can be given based on whether the key
facts are in accordance with the relevant sentencing elements.

Besides that, another important principle for legal judgement is “similar cases should
be with similar judgements”, which is the principle of justice and equity.

Based on the above analysis, we think that: besides high accuracy, good term-of-
penalty prediction systems should follow the two principles, and clearly explain to
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users how they achieved that. We propose a sentencing element-aware neural model
for term-of-penalty prediction with good explainability and high accuracy. The model
uses sentencing elements to link the case facts with the legal articles, making sure the
prediction is in line with the objectivity principle and ensure the accuracy. Specifically,
sentencing elements are firstly summarized from the legal articles. Then, the model
recognizes the sentencing elements in the case, and utilizes the attention mechanism
to obtain the sentencing element-aware representation of case facts to predict term-of-
penalties. Meanwhile the model utilizes the sentencing elements to provide two types
of explanations. (1) the key facts coinciding with the sentencing elements, telling users
why the penalties are given; (2) the sentencing element similar cases, explaining to users
that there exist similar cases with the similar penalties.

Experiments on theCAIL2018 dataset (provided by 2018Competition ofAI andLaw
challenge inChina) [2] show that: our sentencing element-awaremodel not only achieves
equal or better accuracy than the baselines, but also provides useful explanations. The
main contributions of this paper are summarized as follows:

• We propose a sentencing element-based neural model to predict term-of-penalties,
taking both accuracy and judicial explanations into consideration.

• We introduce sentencing elements to the model, capturing key factors in the case facts
and the legal articles.

• We fully utilize sentencing elements to provide two kinds of explanations: the
sentencing element-level explanations and the case-level explanations.

2 Related Works

Researchers have tried to combine AI with law for decades. Early researchers imple-
mented the rule-based expert systems to assist in predicting judicial acts [3, 4]. With
the development of machine learning technologies, text categorization methods and
manually-designed features have been utilized for judicial prediction [5–10]. Recently,
deep neutral networks have begun to be used to make legal judgments [11–14].

But only a fewworks concentrated on term-of-penalty measurement [3, 5–7, 14, 21].
Some earlier works focus on sentencing for certain kinds of cases [5–7]. Recent works
focus on sentencing for all kinds of cases due to the availability of big legal data. For
example, Zhong et al. utilized topological learning and the CNN model to predict legal
laws, charges and term-of-penalties simultaneously under a joint framework [14]. Chen
et al. proposed the Deep Gating Network (DGN) for charge-specific feature selection
and aggregation to improve term-of-penalty prediction [21].

Few previous ILJ works provide explicit explanations. Zhong et al. [1] proposed a
method based on principle of Element Trial, iteratively questioning and answering to
provide interpretable results. Their questions and answers serve as the element-level
explanations for charge prediction. Our work is like their ideas on Elemental Trial, but
besides the sentencing element-level explanations, we provide case-level ones.

Our model is to some degree inspired by the work of Hu et al. [12], but is different
from theirs in the following aspects: (1) We focus on term-of-penalty prediction, while
their goal is to improve the prediction of few-shot and confusing charges. (2) Our sen-
tencing elements are relevant to term-of-penalty and mainly about the degree of harm
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caused by criminal acts, while their attributes are for confusing charge prediction. (3)
Besides using sentencing elements to ensure the accuracy of term-of-penalty prediction,
we take them as the sentencing element-level explanations and further utilize them to
select the similar cases as case-level explanations.

3 Methodology

We formulate the task of term-of-penalty prediction as a classification problem:
given the case fact description x = {t1, t2, . . . , tm} and the set of term-of-penalty
Y = {y1, y2, . . . , yl}, the learned model predicts the term-of-penalty y (y ∈ Y ) as
y∗ = argmax P(y|x).

3.1 Sentencing Elements

In order to capture the key legal factors for term-of-penalty prediction, we induce
seven sentencing-element groups fromChinese Criminal Law and the Supreme People’s
Court’s Guidance Opinions on Sentencing for Common Crimes.

• Means of crimes. This group of sentencing-element describes the way adopted by the
offender in the act of committing a crime, which includes whether the offender carry
a lethal weapon, or disguised as an army-man or a policeman, etc.

• Degree of injury to victims. This relates to the extent of the victim’s injury caused by
the offender. Specifically, the injury can be minor, serious or to be death.

• Characters of victims. This sentencing-element group focuses on whether the victims
are some special people, such as infants, the young under 14 and the elder.

• Amount of properties. The properties involved in a crimemay bemoney, drugs, goods,
and materials etc., and the amounts can be large, huge, particularly huge or not large.

• Characters of properties. These sentencing elements focus on whether the properties
are for military use, or for fighting disasters or relieving disaster victims.

• Locations of crimes. These elements arewhether the crime is committed in the victim’s
house, or on public transports, or in some public financial institution etc.

• Other situations. These sentencing elements relate to some behaviors, resulting in a
heavier (or lighter) punishment, such as the offender’s surrendering to the police, or
returning stolen goods, or committing crimes repeatedly etc.

In this paper, we consider 29 sentencing elements for 31 common crimes including
traffic accident crime, intentional injury crime, theft crime, robbery crime and so on. The
sentencing elements can be binary-valued (0 or 1) or multi-valued, indicating different
degrees of harm. For example, the value of the sentencing element of “the amount of
money involved in the case” can be not large (0), large (1), huge (2), and particularly
huge (3).

We use the following methods to annotate sentencing elements for training corpus.
Binary-valued sentencing element annotation. We analyze the case descriptions and

summarize the rules, which are triggered by some keywords. To ensure the rules’ accu-
racy, we keep 61 keywords without ambiguity. We manually annotate 100 samples for
evaluation, and the precision is almost 100% and the recall is about 95%.
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Multi-valued sentencing element annotation. From the relevant legal articles and the
provided penalties, we can infer the values of these sentencing elements. For example,
for a case of the crime of theft, the legal articles’ description is: “If the theft amount is
large, the offender will be sentenced to fixed-term imprisonment of not more than three
years…”. We analyze the CAIL2018 dataset and find that one case generally involves
one multi-valued sentencing element, indicating that there is almost no conflict among
the sentencing elements.

3.2 Our Model

We propose a neural model using sentencing elements to predict penalties. As shown
in Fig. 1, it consists of the following parts: case encoding, sentencing element-aware
attention, sentencing element prediction, term-of-penalty prediction, explanations.

(1) Case Encoding.This layer takes theword2vec representation of each token in the
input x = {t1, . . . , tm} as inputs andmaps it into the corresponding vector representation.
In order to consider the contexts, we employ BERT [15] and LSTM [16], both of which
have achieved outstanding results for many tasks. Through BERT and LSTM, we get
the representation d ∈ R

m×s, including the contextual information and history. Here s
is the dimension of LSTM hidden layer.

(2) Sentencing Element-aware Attention. In order to capture the information rele-
vant to sentencing, we propose a sentencing element-aware mechanism. The mechanism
takes the hidden state sequence d = {d1, . . . , dm} (di is the i-th time step hidden state
representation) as input and calculates the attention weights a = {a1, . . . , ak} of all
sentencing elements; and then gets the sentencing element-aware representation r̄. The
calculations are as follows:

ai,j = exp(tanh(W adj)
T νi)

∑
t exp(tanh(W adt)T νi)

, ∀i ∈ [1, k], ∀j ∈ [1, m] (1)

r̄i =
∑

t
ai,jdt (2)

r̄ =
∑

i r̄i

k
(3)

where the context vector vi is used to calculate the attention weight for i-th sentencing
element, the time step t ∈ [1, m] and W a is a weight matrix that all sentencing elements
share.

(3) Sentencing Element Prediction. Based on the sentencing element-aware rep-
resentation, the layer calculates the probability distribution zi on the i-th sentencing
element value, and obtains the sentencing element prediction results p = [

p1, . . . , pk
]
.

The calculations are as Eq. (4) and (5), where the weight matrix W p
i and bp

i are weight
matrix and bias vectors of the i-th sentencing element.

zi = softmax
(
W p

i r̄i + bp
i

)
, (4)

pi = argmax(zi), (5)
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Fig. 1. Architecture of our model.

(4) Term-of-penalty Prediction. This layer concatenates the sentencing element-
aware representation r and the sentencing element-free representation r̃ = [

r̃1, · · ·, r̃s
]
,

and get the representation R. Then, the layer utilizes the softmax function to predict the
term-of-penalty distribution y and outputs the term-of-penalty z̃ = argmax(y).

(5) Training. The training tasks include penalty prediction and sentencing element
prediction. We use the common cross-entropy loss as the objective functions for the two
training tasks, as shown in Eq. (6) and (7). The final loss function is Eq. (8):

Lpenalty = −
l∑

i=1

yi · log(ŷi
)

(6)

Lattr = −
k∑

i=1

4∑

j=1

zij · log(ẑij
)

(7)

L = Lsen + Lattr (8)

where yi is the ground-truth term-of-penalty label, ŷi is the predicted term-of-penalty
probability and l is the number of penalties, zij is the ground-truth sentencing element
label, ẑij is the predicted sentencing element probability, k is the number of sentencing
elements. And the maximum number of the value for a multi-valued sentencing element
is four, so we set j ∈ [1, 4].

(6) Explanations. In this part, we output the sentencing elements predicted by the
model as the sentencing element-level explanations. Besides, we take similar cases as
case-level explanations to tell users that there exist similar cases with the similar penal-
ties, which is consistent with the equality and fairness principle of “similar cases should
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be with similar judgements” in the judicial field. Here, we obtain the document repre-
sentation e by utilizing Doc2vec [18], which is an unsupervised algorithm to obtain the
vector representation of a document. And we use E to denote the collection representa-
tion for all cases. Then, our model chooses the cases with the same sentencing elements
from the dataset by calculating the cosin similarity between the target case vector e and
the selected case vector ei. Finally, the top-k (k is set to 3) similar cases are output as
the case-level explanations.

4 Experiments

4.1 Datasets and Baselines

Our experimental dataset is from the dataset of 2018 Competition of AI and Law chal-
lenge inChina (CAIL2018),which contains about 1,700,000 cases and each case consists
of fact descriptions and judgment results in Chinese. Since the Supreme People’s Court
of China has issued sentencing guidelines for common crimes, we focus on term-of-
penalty prediction for these 31 common crimes. From the CAIL2018 dataset, we extract
1,229,225 cases for common crimes. And the sizes of the training set, the invalidation
set and the test set are 990,881, 127,942 and 110,402 respectively.

We compare our model with the following models for text classification:
TFIDF-SVM [18]: SVM is a strong classifier in many classification tasks. Here, the

model uses the TFIDF weights as term features for text classification.
CNN [19]: Convolutional neural networks (CNNs) are effective neutral network

models, which uses hierarchical architectures and can extract the most informative
features. CNNs have achieved state-of-the-art results on many NLP tasks.

Multi-Filter CNN [20]: A variant of CNNs, using filters of different sizes to form
multi-window convolution neural network for text coding and classification.

LSTM [16]: LSTM is another kind of effective neutral network model. Here we use
a multi-layer LSTM model for text coding and classification.

BERT [15]: Bert is a model proposed by Google, which adopts Transformer and
self-attention mechanisms to learn contextual relations between words in a text, and has
achieved outstanding results for a lot of NLP tasks. We design two variants of BERT
model.One isBERT-FN, theBERTwith full connection layer. The other isBERT-LSTM,
the BERT with LSTM.

4.2 Experimental Details

We adopt the Adam as the optimizer because it makes the learning rate self-adapted
during the training and leads to faster convergence. Then we set the initial learning rate
to 10−3 and we adopt the two-layer LSTM. Meanwhile, we utilize dropout to alleviate
over-fitting and set it to 0.8. We set the hidden state size to 768 and the maximum
document length to 350. In addition, we set the batch size to 90 and epochs to 50.
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4.3 Evaluation Metrics

We adopt the official evaluation metric (the score based on deviation) in CAIL2018. The
metric is computed as Eq. (9), (10) and (11), where v is the deviation, lp is the predicted
label and la is the ground-truth label, scorei is the score of the current predicted label, and
Score means the system score. If the ground truth is death penalty or life imprisonment,
the score will be 1.0 and lp = 2 or lp = −1.

v = ∣
∣log

(
lp + 1

) − log(la + 1)
∣
∣ (9)

scorei =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

1, 0 < v ≤ 0 · 2
0 · 8, 0 · 2 < v ≤ 0 · 4
0 · 6, 0 · 4 < v ≤ 0 · 6
0 · 4, 0 · 6 < v ≤ 0 · 8
0 · 2, 0 · 8 < v ≤ 1
0, v > 1

(10)

Score =
∑N

i=1 scorei

N
∗ 100 (11)

In ablation experiments, we employ accuracy (Acc.), macro-precision (MP), macro-
recall (MR) and macro-F1 as our evaluation metrics.

4.4 Category Merging

The cases in CAIL2018 involve three types of term-of-penalties: life imprisonment,
death penalty and fixed-term imprisonment. Among them, fixed-term imprisonment is
measured inmonthwith the range from0 to 300months and has 236 different penalties in
total. Butmost of the penalties (about 80%) are in the scope of 0–18months,meaning that
the data distribution is imbalanced. To address the problem, we merge the fine-grained
penalty categories according to the CAIL2018 evaluation metric.

From the Formula (11), it can be seen that: the smaller the deviation, the higher
the score is. And the full score is obtained when the deviation v is within 0.2. We
think that for the sentencing term-of-penalty interval [lm, ln], if the interval median lp
satisfies

∣
∣log

(
lp + 1

) − log(lm + 1)
∣
∣ ≤ 0.2 and

∣
∣log

(
lp + 1

) − log(ln + 1)
∣
∣ ≤ 0.2, i.e.

log(ln + 1) − log(lm + 1) ≤ 0.4, then the deviation v is small. In the dataset, the min-
imum and maximum terms of imprisonment are 0 month and 300 months respectively,
and log 300 ≈ 8. So according to (8/0.4 = 20), we can divide the whole interval [0,300]
into 20 small intervals. One small interval corresponds to one term-of-penalty category,
and the corresponding median is the label of the term of term-of-penalty. In this way the
fine-grained categories are mapped into the coarse-grained ones. Specifically, because
few cases have the penalties more than 180 months, we can regard these penalties as
one category. Therefore, we finally map the categories of terms of imprisonment into 20
labels (including “death penalty” and “life imprisonment”). The number of the categories
is much less than it used to be.
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4.5 Results and Analysis

Comparison with Baselines. The prediction results are shown in Table 1, where CAIL-
A, CAIL-E and CAIL-D respectively represent the dataset without categorymerging, the
one with category merging using the equal interval, and the one with category merging
based on the evaluation metric of CAIL2018.

From Table 1, we can see that our model consistently performs better than all base-
lines, showing that sentencing elements can help to capture crucial information for
term-of-penalty prediction. And all methods on the datasets with categorymerging (CM)
outperform those on the dataset without CM. Moreover, the methods on the dataset with
CM based on the evaluation metric perform best, showing that the strategy alleviate the
data imbalance problem and improve the performance.

We can also see that all the deep learningmethods outperformTFIDF-SVM, showing
that deep learning models can get more semantic information from the inputs. In the
deep learning models, Multi-Filter CNN outperforms CNN and LSTM because it uses
many filtering windows with different sizes and obtains more information with different
granularities, such as words, phrases, and short terms. And LSTM is better than CNN,
indicating that LSTM can solve the long-distance dependence of sequences and is more
suitable for handing long textual descriptions. BERT-LSTM outperforms all the other
models because it realizes the dynamic vector representations and grasps the contextual
semantic information better.

Table 2 lists the performance of our model for the metrics of Acc., MP, MR and
macro-F1. It can be found that compared with the two variants of BERT model, our
model gets better performance for the metrics of Acc. andMP and macro-F1. To the best
of our knowledge, few published researches focus on term-of-penalty prediction except
Zhong et al. [14] and Chen et al. [21]. From their papers, we get that the performances
of Zhong et al. [14] are Acc (38.3), MP (36.1), MR (33.1) and macro-F1 (32.1), and the
performance of Chen et al. [21] is 75.74 for the metric of the score based on deviation.
However, since the Supreme People’s Court’s Guidance Opinions on Sentencing for
Common Crimes only involves 31 common crimes, we define the sentencing elements
for these common crimes. Thus, we cannot compare our results with theirs. But their
datasets and ours are all from CAIL2018, so our experimental results have reference
values to some degree. And we can see that our system’s performance is equivalent to
theirs.

Ablation Analysis. In the experiments, the input sequence includes the corresponding
charge of the case besides the factual description, because conviction needs to be carried
out before sentencing in the process of a criminal judgement. We design ablation tests
to investigate the effectiveness of the charge information and sentencing elements. As
shown in Table 3, the performance drops after the sentencing elements and the charges
are both removed. And the performance decreases more after the sentencing elements
are removed, showing that the sentencing elements contribute more to the model than
the charges.

Out of our expectations, the value of the metric of MP drops after the charges are
removed. We analyze the outputs and find that the accuracy of death penalty is very low.
The reason is that the definition of death penalty in Chinese Criminal Law is: “death
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Table 1. Comparison with baselines.

Datasets CAIL-A CAIL-E CAIL-D

Metric Score based on deviation

TFIDF-SVM 54.33 56.10 60.51

CNN 59.01 64.20 72.54

Multi-Filter CNN 60.15 65.97 73.68

LSTM 59.23 67.99 74.58

BERT-LSTM 63.70 69.85 77.62

Our model 65.00 71.72 79.81

Table 2. Comparison with BERT models.

Metrics Acc. MP MR Macro-F1

BERT-FN 42.1 42.0 28.3 29.6

BERT-LSTM 43.7 44.6 29.1 31.3

Our model 46.7 44.3 32.0 34.3

Table 3. Ablation study for our model.

Metrics Acc. MP MR Macro-F1

Our model 46.7 44.3 32.0 34.3

– Charges 45.8 46.1 30.5 32.4

– Sentencing elements 42.0 43.2 29.7 31.8

– Charges & - sentencing
elements

43.3 44.8 28.9 31.5

penalty only applies to criminals who commit extremely serious crimes”, which is very
abstract and too difficult to compute.

4.6 Explainability Study

Our model fully utilizes sentencing elements to provide explanations. In the case shown
in Table 4, the sentencing elements identified by the model are “the crime caused the
victim’s death” and “the offender hit-and-ran”, which are the key factors for term-of-
penalty prediction in a traffic accident crime. From the sentencing elements, users can
know why the model gives the penalties.

Table 5 shows the top 3 cases selected with sentencing-element filtering (SEF) and
without SEF, which are used as case-level explanations for the case in Table 4. We can
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Table 4. Examples of sentencing element-level explanations.

Case description At 19:40 on March 27, 2014, the defendant Yuan,
….., He knocked down the pedestrian Wang,
causing Wang to die on the spot. Yuan drove and left
the scene and was caught by the police later

Term 42 months

Sentencing element-level explanations The crime caused the victim’s death; the offender
hit-and-ran

see that the cases selected with SEF are more similar with the case in Table 5, and the
penalties are less deviated than those selected without SEF.

Table 5. Examples of case-level explanations.

No. Case selected with SEF Case selected without SEF

1

Case description: At about 15:20 on Oc 
tober 3, 2015, … . And Li died despite res-
cue. After the accident, Zhao abandoned his 
car and fled the scene.
Term: 42 months.

Case description: At about 19:30 on Febru-
ary 28, 2015, … . The defendant Zhao aban-
doned his car and escaped. Liu died on the 
same day despite of rescue.

Term: 42 months.

2

Case description: At about 21:00 on Octo-
ber 11, 2013, … . The accident results in 
Zhao's death. After the accident, Zhao 
drove away.

Term: 42 months.

Case description: At about 17:40 on No-
vember 8, 2012, … . The accident caused Ji 
to be injured and died on that day despite of 
recue in the hospital.

Term: 8 months.

3

Case description: At about 17:50 on De-
cember 16, 2015, … . The accident resulted
in Zhao's death and ,… . After the accident, 
Sun abandoned his car and fled.

Term: 36 months.

Case description: At about 18:40 on May 5, 
2015,… . The accident resulted in Zhao's in-
jury and Zhao died after rescue, which was a
major traffic accident.

Term: 12 months.

We random select 600 cases and carry on the statistical analysis for their similar
cases obtained with SEF and without SEF. Table 6 shows the results, where exact match
means the similar cases with the same term-of-penalty, and approximate match means
the deviation of the term-of-penalty of the similar case is less than 15%. We can see that
quality of case selected with SEF has significantly improved.
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Table 6. Exact and approximate matching statistics of similar case selection.

Method Exact match Approximate match

Without SEF 53.3% 57.2%

With SEF 60.5% 65.6%

5 Conclusions

In this paper, we propose a neural model of automatic term-of-penalty prediction and
take both accuracy and explanations into consideration. The model gets the better or
equal accuracy by introducing sentencing elements to capture the key factors relevant
to sentencing, and the model provides two kinds of explanations: sentencing element-
level explanations and case-level explanations. In future, we will utilize more sentencing
elements to understand more concrete details of the cases and we will analyze the bias
in the dataset to further improve the accuracy of term-of-penalty prediction. Besides, we
will explore more ways such as legal articles to provide legal-article-level explanations.

Acknowledgments. This work was supported by the National Social Science Fund of China (No.
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Abstract. Referring Expression Generation (REG) is to generate
unambiguous descriptions for the referred object in contexts such as
images. While people often use installment dialoguing methods to extend
the original basic noun phrases to form final references to objects. Most
existing REG models generate Referring Expressions (REs) in a “one-
shot” way, which cannot benefit from the interaction process. In this
paper, we propose to model REG basing on dialogues. To achieve it, we
first introduce a RE-oriented visual dialogue (VD) task ReferWhat?!,
then build two large-scale datasets RefCOCOVD and RefCOCO+VD
for this task by making use of the existing RE datasets RefCOCO and
RefCOCO+ respectively. We finally propose a VD-based REG model.
Experimental results show that our model outperforms all the existing
“one-shot” REG models. Our ablation studies also show that model-
ing REG as a dialogue agent can utilize the information in responses
from dialogues to achieve better performance which is not available in
the “one-shot” models. The source code and datasets will be seen in
https://github.com/llxuan/ReferWhat soon.

Keywords: Referring expression generation · Visual dialogue

1 Introduction

Generating a referring expression (RE) for unambiguously referring to an object
in the visual world is an important challenge problem for Artificial Intelligence.
Referring Expression Generation (REG) and its dual task Referring Expression
Understanding (REU), which is to find the object being referred to in a context,
bridge the symbolic language and the physical world.

The research on REG can be traced back to the work of Winograd [27].
Early works largely focus on structured object descriptions for synthetical and
simplified visual scenes [3]. The first end-to-end REG model of real and compli-
cated visual scenes is proposed by Mao et al. [19], their work enables enormous
progress of the REG research on complex scenes. Recently, Yu et al. [29] and
Tanaka et al. [24] modeled the REG problem under a speaker-listener framework
c© Springer Nature Switzerland AG 2020
X. Zhu et al. (Eds.): NLPCC 2020, LNAI 12431, pp. 28–40, 2020.
https://doi.org/10.1007/978-3-030-60457-8_3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60457-8_3&domain=pdf
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Fig. 1. Two ways for REG: in a “one-shot” way and in a dialoguing way.

and jointly trained the REG and REU modules by reinforcement learning (RL).
The resultant model [24] has achieved the state-of-art (SOTA) performance.

Existing REG models mainly generate a complete RE in a “one-shot” way,
e.g. in Fig. 1(a), the RE is generated as a whole. Although “one-shot” is a way
for people to generate REs, Clark and Wilkes-Gibbs [2] found that people often
use episodic, installment, and other collaborative dialoguing methods to extend
the original basic noun phrase to form final references to objects. In Fig. 1(b),
A and B collaboratively generate RE “Black pencil on the notebook” implicitly.
The responses from B contain some extra information that can give guidance for
A, the RE Generator (REGer), to generate a new and distinguish description
in the next turn. Such information is unavailable in “one-shot” REGer.

We, therefore, propose to model REG basing on dialogues. We believe that
a dialogue-based REG model can perform better by making more use of extra
information coming from the collaboration between interlocutors. The contribu-
tions of this paper can be summarized as follows:

1. We propose to model REG basing on the dialoguing method. To achieve
it, we first introduce a RE-oriented VD game ReferWhat?!, and then build
two large-scale RE-oriented VD datasets for RE, namely RefCOCOVD and
RefCOCO+VD, basing on the existing RE databases.

2. We propose a VD-based REG model that utilizes the feedbacks of REUer to
build REs through dialogues. Experimental results show that our VD-based
REG model outperforms all the existing “one-shot” REG models.

2 Related Work

2.1 Referring Expression Generation

The study of REG was initiated by Winograd [27]. Krahmer and van Deemter
[13] gave a perfect survey on the early works which largely focused on structured
object descriptions or simple visual scenes. With the availability of large-scale
databases on RE, works on RE move to referring the real objects in complex
scenes. The first deep model for REG is a CNN-LSTM framework [19]. Based
on this model, some researches made improvements on the extraction of image
features [14,28], some researches added attribute features for the objects [16],
and others studied the effects of different sampling methods in the decoding
stage of REG [31]. They all promoted the study of REG.
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However, all models above generate RE in a “one-shot” way, including
the following models that involve implicit single-round dialoguing. Luo and
Shakhnarovich embedded the REU model into the REG model through collab-
orative learning [17]. Yu et al. used RL to jointly train REG and REU models
[29]. The existing strongest model [24] is based on [29] and adds the attention
mechanism module.

Our work is partly inspired by previous works on the installment generation of
RE. Fang et al. [7] demonstrated that collaborative models (episodic and install-
ment model) significantly outperform non-collaborative models on an artificial
scene. Zarrieß and Schlangen [30] also showed the effectiveness of installment
models on a real scene. However, they are essentially modeled in pipelines.

Differing from all the existing works, we put the REG in an explicit multi-
round dialogue between REGer and REUer. Through dialogue, our model can
gradually add new distinctive descriptions to the referential object.

2.2 Referring Expression Datasets

The early RE datasets are mostly small-scale and involve synthetic or simplified
visual scenes [13]. RefCLEF [9] is the first large-scale RE dataset of real visual
scenes, collected on ImageCLEF [20] through the ReferIt game. Later, RefCOCO
and RefCOCO+ [28] were collected by the same game interface, but based on
MSCOCO [15]. Another dataset, RefCOCOg [19], is also collected on MSCOCO,
but in a non-interactive way. Recently, Tanaka et al. [24] collected the RefGTA
dataset on the GTA V game scene in a way similar to [19].

All RE datasets in previous works lie in the form of pairs (object, RE). In
this paper, we extend the form into triples (object, dialogue, RE), where each
dialogue shows a process of extending a basic noun to form the final references
of the target object by collaborative interactions.

2.3 Visual Dialogue

Recently many VD tasks [4,12] have been proposed. Among them, the most
relevant task to ReferWhat?! is GuessWhat?! [5], in fact, our ReferWhat?! is an
extension to GuessWhat?! in three aspects:

Goal. As a goal-driven dialogue task, GuessWhat?! was proposed to solve the
inaccurate evaluation of dialogue generation. But The goal of ReferWhat?! is to
explore the generation and comprehension of RE under an interactive dialogue.

Behavior. The dialogues in GuessWhat?! is promoted by Questioner, Oracle
can only passively answer questions. However, the dialogues in ReferWhat?! can
be jointly advanced by both REGer and REUer.

Evaluation. GuessWhat?! only evaluates the success rate of dialogue, while
ReferWhat?! also evaluates the quality of RE generated from a dialogue.



Referring Expression Generation via Visual Dialogue 31

3 ReferWhat?! Game and Data

ReferWhat?! is a RE-oriented VD game for REGer and REUer. Firstly, REGer is
supposed to propose an object in an image and to give an initial description of the
object. If REUer cannot unambiguously distinguish the referential object from
others according to the initial description, he/she can either report this situation
to REGer or ask a question for more information. In the former case, REGer
should append new information about the referential object, while in the latter
case, REGer needs to answer the question. These two players interact in this
way and thus forming a dialogue. Once REUer locates the object unambiguously
according to the dialogue history, the game ends successfully, consequently, the
dialogue includes a RE of the referential object.

3.1 Data Building

Firstly, the RE will be analyzed and divided into several syntactical blocks. For
each RE, its headword is identified by Stanford Dependency Parser [18], and its
syntactical tree is parsed by Berkeley Neural Parser [11]. Then, based on the
headword and syntactical tree, a RE is segmented into several blocks according
to some rules. Each block either contains the headword (called “Type 1” block,
only one) or modifies the headword (called “Type 2” block, maybe several).

GT-RE: Boy on right edge of 
pix in blue shirt. Append-only Dialogue Ask-only Dialogue

REGer: Boy.
REUer: Cannot locate the object.
REGer: In blue shirt.
REUer: Cannot locate the object.
REGer: On right edge of pix.
REUer: Located the object.

REGer: Boy.
REUer: In red shirt? 
REGer: No.
REUer: In blue shirt?
REGer: Yes.
REUer: On left edge of pix ?
REGer: No.
REUer: On right edge of pix?
REGer: Yes.
REUer: Located the object.

Hybrid Dialogue

REGer: Boy.
REUer: In red shirt?
REGer: No.
REUer: In blue shirt?
REGer: Yes.
REUer: Cannot locate the object.
REGer: On right edge of pix.
REUer: Located the object.

(a) (b) (c)

REUer
REGer

REUer
REGer

REUer
REGer

REUer
REGer

REUer
REGer

REUer
REGer

REUer
REGer

REUer
REGer

REUer
REGer

REUer
REGer

REUer
REGer

REUer
REGer

Fig. 2. Examples of the three types of dialogues generated during the construction of
RE-oriented VD datasets. The referential object is indicated by a red box. (Color figure
online)

Secondly, append-only dialogues are built based on these analyzed blocks.
In an append-only dialogue, REUer only responds whether he/she can locate
the target object, and REGer keeps on appending new information until REUer
locates the target object successfully. Only when all blocks in the analyzed RE
are mentioned in dialogue, can REUer locate the target object. Figure 2(a) gives
an example. REGer is supposed to say the “Type 1” block of RE firstly. If
there remains “Type 2” blocks, then REUer will keep on replying “cannot locate
object” till REGer uses up all “Type 2” blocks. Each block in analyzed RE only
can be said by REGer once, and the choice of a block in each turn is random.
In this way, a RE is transformed into a dialogue between REGer and REUer.
For a RE with more than one “Type 2” blocks, several different dialogues can
be built when the “Type 2” blocks are appended in different orders.
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Table 1. Statistics of the two RE-oriented VD datasets.

Dataset #dialogues #REs #targets #images avg (#round) yes%

RefCOCOVD 767,550 155,881 50,000 19,994 3.023 46.15%

RefCOCO+VD 530,383 152,773 49,856 19,992 2.595 47.39%

Then, ask-only dialogues are built by transforming from the append-
only dialogues. In an ask-only dialogue, REUer keeps on asking questions and
receiving answers from REGer until it can locate the target object, as shown
in Fig. 2(b). Negative sampling on the attributes of objects and the relations
between objects is used to make questions raised by REUer with different
answers.

Lastly, hybrid dialogues are generated by combining append-only dialogues
with its corresponding ask-only dialogues. As shown in Fig. 2(c), once REUer
cannot locate the target object, he/she can randomly choose to ask a question
or report “cannot locate the object” in every round.

3.2 Data Statistics

Table 1 demonstrates the statistics of our RE-oriented VD datasets RefCOCOVD
(from RefCOCO) and RefCOCO+VD (from RefCOCO+). Take the RefCO-
COVD for example, we removed the duplicate and empty REs in RefCOCO,
the remaining 155,881 REs have constructed 767,550 dialogues in RefCOCOVD.
The number of targets and images is the same as RefCOCO, which is 50,000 and
19,994 respectively. Each dialogue has 3.023 rounds on average. About 46.15%
of questions raised by REUer are answered with “yes”.

3.3 From Dialogue to RE

All the dialogues above end with REUer saying “located the object”, therefore
each dialogue contains a RE for the target object, as Fig. 2(a–c) show. To extract
a RE from dialogue, we first filter the utterances containing blocks of analyzed
RE, then merge them into one sentence.

For example, in an append-only dialogue, only the REGer’s utterances cover
key information of RE. Similar to [30], we extract REs from REGer’s utterances
G by the following two steps. Firstly, removing the duplicate words in G. As the
same words can be mentioned in different REGer turns in dialogue, although
the utterances are different. The words redundant offer no new information thus
should be removed. Secondly, generating all possible permutations of REGer’s
utterances. Since a dialogue can be formed by the blocks of an RE in different
orders. For each permutation, concatenating them as one candidate RE. In most
cases, all of them are good REs.
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4 VD-Based REG Model

This section illustrates a VD-based REG model, which includes four modules as
shown in the left part of Fig. 3. A REUer simulator is designed for the RL stage.

4.1 REGer Model

Visual Encoder. Given an image I, the bounding boxes of the referential object
r and a set of other objects O = {o1, . . . , oM}, the visual and spatial features of
them are calculated following Mao et al. [19]. All of them are fed into a CNN to
get the feature representations fI , fr, fo1 , . . . , foM

. Then, the spatial feature of r
is lr =

[
xtl

W , ytl

H , xbr

W , ybr

H , w·h
W ·H

]
, where (xtl, ytl), (xbr, ybr) are the coordinates of

its bounding box, W , H are the width and height of I, and w, h are the width
and height of r, respectively. The context feature of r is vr = Wr[fI , fr, lr] + br.

GRU 

Embedder

GRU GRU GRU 

GRU GRU GRU 

<EOS>

xt,1 xt,L
Decoder

GRU

Generator

Dialogue 
Encoder

EncoderGRU

HistoryGRU
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Fig. 3. The framework of our VD based REG model. The referential object is notated
by the red bounding box, the other objects are notated by the blue box. (Color figure
online)

Dialogue Encoder. A hierarchical GRU is used to encode the dialogue. The
EncoderGRU in the lower level is to encode a pair of turn from the REGer and
REUer. The upper level encoder is HistoryGRU, which encodes the dialogue
history by making use of the pairs embedding.

Let
[
di, ui

]
be the dialogue pairs between REGer and REUer in the i-th

dialogue round, L be the length of it. Then for t-th round:

pt = [dt−1
e , ut−1

e ] = Embedder
([

dt−1, ut−1
])

, t > 0 (1)

ht,j
e = ReLU

(
EncoderGRU

(
pt,j , ht,j−1

e

))
, t > 0, L ≥ j > 0 (2)

ht = ReLU
(
HistoryGRU

(
ht,L

e , ht−1
))

, t > 0 (3)
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Visual Dialogue State Encoder. To make REUer locate the target object
successfully, the information provided by REGer should be both new and distin-
guishable, which means it should not be mentioned before and should be helpful
to distinguish the target object from other objects. To achieve these, we first
introduce the difference operations to capture distinguishable information and
then design an inverse-attention mechanism to capture new information.

The visual and spatial difference feature between r and ok are computed
following [28]: δfdk

= fr−fok

‖fr−fok
‖ , δldk

=
[
[Δxtl]

r
k

wr
,
[Δytl]

r
k

hr
,
[Δxbr]

r
k

wr
,
[Δybr]

r
k

hr
,

wok
hok

wrhr

]
,

where [Δx]rk = xr − xok
, and ok, k ∈ {1, 2, . . . ,m} is one of the other objects

belonging to the same category as the referent. The final difference feature
between r and ok is: vdk

= Wd[δfdk
, δldk

] + bd.
An inverse-attention mechanism is used to assign different weight α on these

distinguishable features vd = [vd1 , . . . , vdm
]T , according to the current dialogue

history embedding. We expect the model put more attention on the distinguish-
able information that have not appeared in history. The fused difference feature
at the t-th round is calculated as follows, where μ,Wa, ba are parameters.

st = μT · tanh
(
Wa

[
vd, h

t
]
+ ba

)
(4)

s̃t = −1 × st (5)

vt
d =

m∑

i=1

αt
ivdi

=
m∑

i=1

softmax(s̃t)vdi
=

m∑

i=1

es̃t
k

∑m
j=1 es̃t

j

vdi
(6)

The visual dialogue encoder state at t-th round is vt = Wv[vr, v
t
d] + bv.

Generator. For t-th round, the visual dialogue encoder state vt and the embed-
ding of the word generated at the (j − 1)-th time step xt,j−1 are fed into the
DecoderGRU at time step j, where j ∈ [1, L] and L is the length of the descrip-
tion. The history encoding ht replaces xt,0 as the beginning of a sentence.

ht,j
w = DecoderGRU

(
[vt, xt,j−1], ht,j−1

w

)
, j > 1, t > 0 (7)

xt,j = Embedder
(
arg max

(
softmax

(
Wwht,j

w + bw

)))
(8)

4.2 Training

Supervised Learning (SL). The negative log-likelihood loss function shown
in Eq. (9) is employed for training, where N is the number of training data, T
is the maximum round of dialogues, θ is the parameters of the model.

L1(θ) = −
N∑

n=1

T∑

t=1

log p
(
dt

n|rn,Dt−1
n , θ

)
(9)

The max-margin maximum mutual information (MMI) training [29] is also
used to maximize the distances between the positive pair (Dn, rn) and two neg-
ative pairs (Dn, r̂n),

(
D̂n, rn

)
, where r̂n and D̂n are randomly chosen from the

other referents in dataset. This encourages the model to refer the referential
object more accurately. Formally:
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L2(θ) =
N∑

n=1

T∑

t=1

max(0,m1 − log p(dt
n|rn,Dt−1

n , θ) + log p(dt
n|r̂n,Dt−1

n , θ)) (10)

L3(θ) =
N∑

n=1

T∑

t=1

max(0,m2 − log p(dt
n|rn,Dt−1

n , θ) + log p(dt
n|rn, D̂t−1

n , θ)) (11)

where m1, m2 are predefined margins. The final goal in SL is to find the θ that
minimizes total loss, i.e. θ = arg min (L1(θ) + λ2L2(θ) + λ3L3(θ)).

Reinforcement Learning (RL). Following Yu et al. [29] and Tanaka et al.
[24], we adopt the REINFORCE [26] in the RL stage. The goal is to find the pol-
icy πθ(as) that maximizes the expectation reward J(θ) = Eπθ

[Rπθ
(as)], where

Rπθ
(as) is the cumulated reward function, at,j

n means the action of choosing
word wt,j

n as the j-th word of t-th round for the n-th sample, and the state
st,j

n =
(
rn, In, On,Dt−1

n ,
(
wt,1

n , . . . , wt,j−1
n

))
. According to [26], we have:

∇θJ = Eπθ
[(Rπθ

(a, s) − b) ∇θ log πθ(a, s)] (12)

Rπθ
(as) =

N∑

n=1

T∑

t=1

L∑

j=1

γt−1
n r

(
at,j

n , st,j
n

)
(13)

Same as [23], we use a 2-layer FCN as our baseline function b to reduce the
variance of gradient estimation. Following [21], we integrate the CIDEr [25] score
between the ground-truth RE REgt and the RE converted from the generated
dialogue REconv into the reward function to improve the quality of generation.

r
(
at

n, st
n

)
=

{
max(CIDEr(REgt, REconv), 0), if successful
min(CIDEr(REgt, REconv) − 1,−0.1), otherwise (14)

4.3 REUer Simulator

We designed a rule-based simulator which only depends on the ground-truth
REs to interact with the REGer model in RL. Let REgt = {re1, . . . , rek} be
the representation of k different ground-truth REs of the same referent, and G
be the words in REGer’s utterances. We first use the NLTK toolbox to exclude
stopping words in rei then build entity set ei basing on the remaining words.
If ∃i ∈ {1, . . . , k} , G ⊃ ei, then the simulator considers G equals to REgt, and
it will output “located the object”, otherwise it will output “cannot locate the
object”. A synonym dictionary is also built to improve the accuracy.

5 Experiments

5.1 Experimental Settings

We choose all the existing “one-shot” REG models trained by MMI loss and
evaluated without re-ranking as our baseline models. We use two types of CNNs
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pre-trained on ImageNet [6], namely VGG16 [22] and ResNet152 [8], to train
our VD-based REG model on the append-only dialogues in RefCOCOVD and
RefCOCO+VD. All above models are evaluated on the test sets of RefCOCO
and RefCOCO+ under the scores of Meteor [1] and CIDEr [25] of REs. For
ablation studies, we use ResNet152 to encode visual features.

5.2 Parameter Settings

The sizes of GRU’s hidden state, word embedding, and the visual feature are all
set to 1024. The maximum number of dialogue round and sentence length is 3
and 8, respectively. In the training period, we choose Adam [10] as our optimizer.
All hyper-parameters are kept the same between SL and RL except the learning
rate, which is initialized to 1 × 10−4 and decays 3% every epoch in SL, while it
is fixed at 1 × 10−6 in RL. While testing, the beam search method is used to
select the sampled expression, and the beam size is 3.

Table 2. Referring expression generation results on RefCOCO and RefCOCO+.

Model CNN RefCOCO RefCOCO+

TestA TestB TestA TestB

Meteor CIDEr Meteor CIDEr Meteor CIDEr Meteor CIDEr

SL MMI [19] VGG16 0.175 – 0.228 – 0.136 – 0.133 –

Visdif [28] VGG16 0.185 – 0.247 – 0.142 – 0.135 –

CG [17] VGG16 0.197 – 0.243 – 0.146 – 0.135 –

Attr [16] VGG19 0.222 – 0.258 – 0.155 – 0.155 –

BOC [14] VGG16 0.184 – 0.249 – 0.153 – 0.14 –

DS [31] VGG19 – 0.658 – 1.112 – 0.400 – 0.527

SLR [29] VGG16 0.268 0.704 0.327 1.303 0.208 0.496 0.201 0.697

Ours VGG16 0.305 0.791 0.345 1.398 0.216 0.533 0.209 0.768

EU [24] ResNet152 0.301 0.866 0.341 1.389 0.243 0.672 0.222 0.831

Ours ResNet152 0.320 0.865 0.360 1.460 0.237 0.615 0.230 0.835

RL SLR [29] VGG16 0.268 0.697 0.329 1.323 0.204 0.494 0.202 0.709

Ours VGG16 0.312 0.840 0.350 1.412 0.231 0.569 0.233 0.822

EU [24] ResNet152 0.310 0.859 0.342 1.375 0.241 0.663 0.225 0.812

Ours ResNet152 0.326 0.914 0.366 1.473 0.258 0.684 0.247 0.895

5.3 Experiment Results

Table 2 shows the results of our model and other existing models on RefCOCO
and RefCOCO+. From Table 2, we can see that, for models trained by SL, our
model significantly outperforms all other existing models on the majority of test
sets. For models trained by RL, our model also outperforms all existing models
on all metrics on both datasets.
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Figure 4 gives some examples generated by our model, which is trained by
RL and uses ResNet152 as the encoder of the image. It can be seen that the
REG process conducted in a dialoguing way is clearer than the REG process
conducted in a “one-shot” way. We can easily understand how the referential
information of the target object is appended step-by-step in a dialogue, while in
the “one-shot” way, the generation process is unexplainable, almost a black box.

GT-RE: Woman with black umbrella. GT-RE: Smaller couch.

REGer: Woman.
REUer: Cannot locate the object.
REGer: In black jacket.
REUer: Cannot locate the object.
REGer: Woman in black umbrella.
REUer: Located the object.

REGer
REUer
REGer
REUer
REGer
REUer

REGer: White couch.
REUer: Cannot locate the object.
REGer: Closest to window.
REUer: Cannot locate the object.
REGer: Smaller couch.
REUer: Located the object.

REGer
REUer
REGer
REUer
REGer
REUer

Dialogue Dialogue

Converted-RE
Woman in black jacket umbrella.

Converted-RE
Smaller white couch closest to window.

Dialogue
GT-RE: Second man from the left.

REGer: Man.
REUer: Cannot locate the object.
REGer: In middle.
REUer: Cannot locate the object.
REGer: Second from left.
REUer: Located the object.

REGer
REUer
REGer
REUer
REGer
REUer

Converted-RE
Man in middle second from left.

GT-RE: Blue shirt on the extreme right.

REGer: Person on right.
REUer: Cannot locate the object.
REGer: Far right person.
REUer: Cannot locate the object.
REGer: In blue shirt.
REUer: Located the object.

REGer
REUer
REGer
REUer
REGer
REUer

Dialogue

Converted-RE
Person on far right in blue shirt.

Fig. 4. Examples generated by our VD-based REG model. The target object is notated
by a red box, and candidate objects are bounded with blue boxes. (Color figure online)

Table 3. Ablation study results on modules of our VD-based REG model.

Model RefCOCO RefCOCO+

TestA TestB TestA TestB

Meteor CIDEr Meteor CIDEr Meteor CIDEr Meteor CIDEr

SL Full 0.320 0.865 0.360 1.460 0.237 0.615 0.230 0.835

w/o Attention 0.313 0.857 0.359 1.478 0.234 0.603 0.229 0.834

RL Full 0.326 0.914 0.366 1.473 0.258 0.684 0.247 0.895

w/o Attention 0.319 0.899 0.361 1.471 0.250 0.663 0.248 0.904

5.4 Ablation Studies

Model Analysis. From Table 3, we can find that the attention mechanism
does improve the performance, no matter on SL or RL. Comparing Table 3 with
Table 2, it can be seen that our VD-based REG model still outperforms the
strongest existing model, even without attention mechanism. This result indi-
cates that the effectiveness of improvement mainly comes from the dialoguing
framework itself.

Collaboration Analysis. In this experiment, we damage the collaboration
gradually by lowering the correct rate of responses from REU. We replace each
original response in training data with a wrong response with a probability of
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α. The α ∈ [0, 1], the higher α means the more original responses are replaced
with wrong responses, thus the collaboration is damaged more.

Figure 5 illustrates the experimental results of the models trained under dif-
ferent levels of collaboration on SL. As we can see, with the increase of α, the
performances in all datasets decrease. This result shows that the collaboration
between REGer and REUer is important to REG. Our VD-based REG model
can grasp the information behind collaboration to promote the performances
significantly.

0.150

0.400

0 0.2 0.5 0.8 1

RefCOCO/TestA
RefCOCO/TestB
RefCOCO+/TestA
RefCOCO+/TestB

α

Fig. 5. Meteor scores of models trained with REUer of different error rates on SL.

6 Conclusion and Future Work

In this paper, we set the RE problem in the frame of VD by proposing a RE-
oriented dialogue task ReferWhat?!, where REGer and REUer generate and
understand REs cooperatively in an interactive dialogue. The installment and
interactive ways on REG and REU are similar to that in human-human refer-
ential conversation. We develop two large-scale datasets RefCOCOVD and Ref-
COCO+VD for ReferWhat?! based on existing RE datasets. A dialogue-based
REGer model is also proposed. The model is the first step to a full VD-based
REG model with the capability of answering questions raised by REUer. The
quantitative experiments show our model outperforms previous “one-shot” mod-
els by increasingly making use of new information during a dialogue.
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Abstract. Emotion Recognition in Conversations (ERC) aims to pre-
dict the emotion of each utterance in a given conversation. Existing
approaches for the ERC task mainly suffer from two drawbacks: (1) fail-
ing to pay enough attention to the emotional impact of the local context;
(2) ignoring the effect of the emotional inertia of speakers. To tackle these
limitations, we first propose a Hierarchical Multimodal Transformer as
our base model, followed by carefully designing a localness-aware atten-
tion mechanism and a speaker-aware attention mechanism to respectively
capture the impact of the local context and the emotional inertia. Exten-
sive evaluations on a benchmark dataset demonstrate the superiority of
our proposed model over existing multimodal methods for ERC.

Keywords: Multimodal emotion recognition · Hierarchical
multimodal transformer · Local context modeling · Emotional inertia

1 Introduction

Emotion is interlinked in different cultures and is an important part of daily life.
Due to its importance, emotion detection has been a hot topic in NLP in the
past decade, where much work has been done for emotion detection in sentences
or documents. With the rapid growth of online conversational data (especially
multimodal conversations) in recent years, emotion recognition in conversations
(ERC) has attracted enormous attention, primarily due to its potential appli-
cations in many downstream tasks such as user behavior modeling, dialogue
generation, etc. Given a conversation with multiple utterances1, the goal of the
ERC task is to predict the emotions expressed in each utterance.

As an important subtask in sentiment analysis, ERC has been extensively
studied in the literature. Existing approaches to ERC can be generally classi-
fied into three categories. One line of work focuses on textual conversations by
1 Utterance is typically defined as a unit of speech bounded by breathes or pause [10].
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Fig. 1. (a) An example for illustrating the localness-aware attention; (b) An exam-
ple for illustrating the speaker-aware attention. The numbers in the figure represent
attention weights.

designing effective solutions to model the context of each utterance [19]. Another
line of work aims to simulate human behavior to predict emotions by consider-
ing textual, acoustic, and visual information together [11,13]. Moreover, the last
line of work primarily focuses on text and audio, with the goal of leveraging
the acoustic features to improve the performance of textual emotion recogni-
tion [12,18]. In this work, we aim to extend the last line of work by proposing
an effective multimodal architecture to integrate textual and audio information.

While previous studies have shown the success of integrating textual and
acoustic features for ERC, most of them still have the following shortcomings:
(1) They simply consider the emotional impact of the whole conversation or
historical utterances (i.e., global context) over the current utterance, but ignore
the fact that the surrounding utterances (i.e., local context) may have a higher
emotional impact than the other long-distance utterances; (2) Although several
previous studies incorporate the speaker information into their models, most
of them use separate sequences to distinguish different speakers (e.g., self and
others) [7,9], which will disentangle the correlated emotions between different
speakers and largely increase the model complexity.

To address the above two limitations, we propose a new ERC model based
on Transformer [14], named Hierarchical Multimodal Transformer with Localness
and Speaker Aware Attention (HMT-LSA). Specifically, we first propose a Hierar-
chical Multimodal Transformer (HMT) as our base model, where two lower-level
Transformers are employed to respectively obtain the textual and audio represen-
tations for each utterance, and two mid-level Transformers are stacked on top to
capture the intra-modal dynamics within audio utterances and textual utterances
respectively, followed by a higher-level Transformer to capture the inter-modal
interactions between textual utterances and audio utterances. Based on HMT,
to address the first limitation mentioned above, we propose a localness-aware
attention mechanism, which learns to dynamically assign weights to each utter-
ance based on their relative position to the current utterance (see Fig. 1a). More-
over, to tackle the second limitation, we further design a speaker-aware attention
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mechanism, which essentially employs self or inter-personal masks to model the
speaker’s emotional inertia (see Fig. 1b). Finally, the localness and speaker aware
attention are integrated into HMT for emotion predictions of each utterance.

Experiment results on a benchmark dataset (MELD) show the following: (1)
Our HMT-LSA model can consistently outperform a number of unimodal and
multimodal approaches for ERC, including the state-to-the-art multimodal app-
roach; (2) Further analysis demonstrates the usefulness of our proposed localness-
aware and speaker-aware attention mechanism.

2 Related Work

Methods for ERC. One line of work focused on the influence of context on
the current conversation content. Early work chose recurrent neural networks to
model all contextual information in sequence, assisting the prediction of conver-
sational emotions through contextual information [11]. Recent work has selected
historical context to retrieve more relevant information [8,19]. Another line of
work also centered on the speaker information. Sequence-based modeling meth-
ods usually split a dialogue into multiple sequences according to speaker masks,
but these methods were slightly complicated in model design [7,9]. Meanwhile,
some studies proposed to add speaker nodes or edge relation type definition
based on the graph convolutional networks (GCN) to achieve context-sensitive
and speaker-sensitive dependence modeling [6,18].

Methods for Localness-Aware Attention. Yang et al. [16] first proposed
the localness modeling which enhanced the Transformer’s ability to capture rel-
evant local context. Until now, it has been widely used in many fields such as
machine translation [15], speech synthesis. In this work, we follow this line of
work. But different from these previous studies, we propose a Hierarchical Mul-
timodal Transformer framework composed of the reformed Transformer LSA-
Transformer to better focus on speaker-related local context information.

3 Methodology

3.1 Overall Architecture

Task Formulation. Given a dialogue d and its associated audio as input, the
goal of ERC is to classify each utterance in d into one of the pre-defined emotion
types based on the contextual information in a dialogue. Let d = {u1, u2, . . . , un}
denote a dialogue of multiple utterances, and y = {y1, y2, . . . , yn} be the corre-
sponding labels, where yi ∈ Y and Y is pre-defined emotion labels [4].

In this work, we propose a Hierarchical Multimodal Transformer with Local-
ness and Speaker Aware Attention (HMT-LSA) framework to model such a
“word-utterance-dialogue” hierarchical structure. The overall architecture of
HMT-LSA is shown in Fig. 2, which mainly contains two layers (Sect. 3.3). The
lower layer is a unimodal encoder, which contains the word-level utterance
reader and the dialogue-level encoder. The utterance reader consisting of multiple
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Fig. 2. The framework of our HMT-LSA model.

Transformers aims to encode word-level features into an utterance representa-
tion. Then a unimodal dialogue-level LSA-Transformer (Sect. 3.4) enhances the
above utterance representation by combining the position (Sect. 3.5) and speaker
(Sect. 3.6) information. The upper multimodal encoder layer takes the concate-
nation of LSA enhanced utterance representations and corresponding labels as
input to obtain the fused multimodal utterance representations. Next, we also uti-
lize an LSA-Transformer to add local context information to them. Moreover, we
introduce an auxiliary task (Sect. 3.7) at the dotted arrows in Fig. 2 to capture
the inter-modality and the intra-modality dynamics, and finally feed to a softmax
layer for emotion classification.

3.2 Unimodal Feature Extraction

Textual Features. To compare fairly with the current state-to-the-art model
ConGCN [18], the pre-trained word embeddings extracted from the 300-
dimensional GloVe vectors are adopted to represent all words in an utterance
{wi

1,w
i
2, . . . ,w

i
k}, where wi

k represents the word embedding of the k-th word in
the i-th utterance. After feeding into the utterance reader layer (mentioned in
Sect. 3.3), each utterance is remapped into utterance-level textual representation
uT
i ∈ R

dt of dimensions dt.

Acoustic Features. We first format each utterance-video as a 16-bit PCM WAV
file and use P2FA [17] to obtain the aligned word-level audio timestamps. To
extract the audio features, we feed the word-level audio features into the open-
sourced software OpenSMILE [5]. Here we choose the INTERSPEECH 2009
Emotion Challenge (IS09) feature set to obtain 384-dimensional word-level audio
features. To be consistent with the length of the textual features, we generate
a random vector with the same dimension as the audio features for each punc-
tuation and insert it into the audio features according to its original position.
Similar to textual feature extraction, the generated word-level audio features
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also passes through the utterance reader layer to obtain the final utterance-level
representation uA

i ∈ R
da of dimensions da.

3.3 Hierarchical Multimodal Transformer

We first propose a Hierarchical Multimodal Transformer framework to model
such a “word-utterance-dialogue” structure, which contains the following layers:

– Utterance Reader. Utterance reader is a word-level encoder consisting
of multiple Transformers [14]. Each utterance corresponds to a Transformer
module, which accumulates the context information for the words in this
utterance. Next, though a word-level attention mechanism [1], we obtain the
utterance representation by the weighted sum of all words encoded with the
above-mentioned Transformers.

– Unimodal Encoder. For text modality, a dialogue-level standard Trans-
former is used to accumulate the emotional impact of the whole conversation
on the current utterance. This approach enhances the ability of the out-
put utterance representation h̃

T

i to capture context information and emo-
tional dynamics. Similarily we use another Transformer to capture the intra-
modality dynamics within the audio features and then we can obtain the
acoustic utterance representations h̃

A

i .
– Multimodal Encoder. After obtaining the unimodal utterance representa-

tions, we directly concatenate these features to generate multimodal features
ũB
i for each utterance. Then followed by another Transformer to capture

inter-modality interactions between the audio and textual features, through
this operation we obtain the final multimodal representation h̃

B

i .

3.4 Localness and Speaker Aware Attention

Standard Transformer’s attention takes the following form [14]:

ATT(Q,K) = weight · V, weight = softmax(
QKT

√
D

), (1)

where {Q,K,V} ∈ R
I∗D is query, key, value respectively, D is the dimension of

the layer states, and I is the dimension of the input matrix.
As shown in Fig. 3, when predicting the emotion of u4, we find that the

speaker’s recently stated utterance u2 has the greatest correlation with its emo-
tions. At this time, if we only consider the nearest u3 and u5, it may lead to
the final emotional misjudgment. Therefore, it is very important to filter out
the relevant local context information on emotion judgment. However, the stan-
dard Transformer cannot better solve the problem of giving each token different
weights based on its importance in a sequence. To address this problem, we pro-
pose a localness and speaker aware attention LSA, which is placed to mask the
logit similarity weight in Eq. 1, namely:

LSA = LA � SA, (2)
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Fig. 3. Describe the process of calculating localness and speaker aware attention by
using speaker and localness context information. In this example, s1 and s2 respectively
represent Joey and Joey’s Hand Twin in Fig. 1b. � indicates the element-wise product
operation.

ATT(Q,K) = (weight � LSA)V, (3)

where {LA,SA} ∈ R
I∗I are speaker-aware attention and localness-aware atten-

tion respectively and the weight denotes the self-attention score. The SA mod-
ule is used to describe the speaker’s emotional inertia during the conversation
and the LA module is to filter local context information. Here, we do element-
wise product operation on above LA and SA to produce the localness and
speaker aware attention LSA, which combines both local context and speaker
information. In this way, the emotion of the current utteracnce is less affected
by the long-distance utteracnces of the same speaker. Finally we add the logit
similarity weight with LSA to modify the distribution of attention weights to
obtain the Localness and Speaker Aware Transformer (LSA-Transformer).

3.5 Localness-Aware Attention

Fixed-Window. A simple idea is given a fixed window FW. Our model only
pays attention to the influence of utterances in this window range on the current
utterance. According to the relative positions of ui and uj , the attention LA
obtained by this method is defined as:

LAi,j =

{
1, if |j − i| ≤ f ;
0, otherwise,

(4)

where LA ∈ R
I∗I represents the localness-aware attention, f denotes the size of

the fixed window, which is set to 5 throughout the whole training and testing
process.

Position Weighting. Based on the observation of the corpus, we find that the
emotion of current utterance is more affected by the utterances close to it. But
the fixed-window method treats utterances in the window equally. To solve this
problem, we calculate the relative position weighting of ui and uj :

PWi,j =

{
MAX − C(j − i)2, if i, j ≤ n;
0, otherwise,

(5)
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where n is the actual length of the dialogue, and both MAX and C are hyper-
parameters. Here, we set MAX and C to 5 and 1.5 respectively. Finally, the
PW obtained above is then subjected to sigmoid function and regularization to
obtain the localness-aware attention:

LA = sigmoid(PW). (6)

3.6 Speaker-Aware Attention

In Fig. 1b, Joey and Joey’s Hand Twin habitually maintain their initial emotions,
which are difficult to be quickly influenced by others. This phenomenon is called
emotional inertia. In this paper, we design self-personal masks that focus on
the utterances of the current speaker to model the emotional impact of this
interlocutor’s emotional flow on the current utterance. Specifically, in Fig. 1b,
“1” indicates that the attention weight given to all utterances of the current
speaker, and the remaining utterances mask “0” which means the influence of
these utterances is not considered. Here, the calculation of SA as follows:

SAi,j =

{
1, if si = sj ;
0, otherwise,

(7)

where si and sj is the speaker of ui and uj .

3.7 Emotion Prediction with Auxiliary Tasks

After the unimodal dialogue-level encoder, we obtain the LSA enhanced utter-
ance textual representations hT

i and stacking an extra softmax function to yield
the textual modal label distribution ŷT

i . Next, we minimize the cross-entropy
loss between ground truth distribution of textual modality yT

i and the predic-
tion distribution ŷT

i eventually produced lossT . Similarly, the LSA enhanced
utterance representation of audio modality hA

i performs the same operation as
above to get the prediction distribution ŷA

i and corresponding losses lossA.
Unlike the Hierarchical Multimodal Transformer, the i-th multimodal utter-

ance representation is encoded as the concatenation of hT
i ,hA

i , ŷT
i , and ŷA

i . Then,
we feed it into the multimodal encoder (mentioned in Sect. 3.3) to calculate the
final prediction distributions ŷB

i and the corresponding losses lossB . The final
loss is the weighted sum of lossT , lossA, and lossB :

loss = ξT lossT + ξAlossA + ξBlossB. (8)

4 Experiments

4.1 Experimental Settings

Datasets. The publicly available multi-party conversational dataset MELD [12]
is an enhanced version of the EmotionLines dataset [2] for the multimodal sce-
nario. After removing a few outliers of EmotionLines, MELD eventually contains
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more than 300 speakers, 1400 dialogues, and 13000 utterances. Each utterance
combined with multimodal information to select the most appropriate emotion
label from anger, disgust, sadness, joy, neutral, surprise, and fear.

Hyperparameters. For all comparison experiments, the maximum numbers of
words in each utterance and utterances in each dialogue are set to be 50 and 33,
respectively. The network is trained based on the Adam optimizer with a mini-
batch size 2 and a learning rate 1e−5. Besides, one layer of standard Transformer
and LSA-Transformer are used in unimodal encoder, while only two layers of
LSA-Transformer are used in multimodal encoder, and their hidden size and
attention heads are 768 and 12 respectively.

Table 1. Performance of our HMT-LSA model and the other baseline systems on the
MELD with uni-modality. *Indicates no results reported in original paper.

Audio Modality

Models Anger Disgust Fear Joy Neutral Sadness Surprise W-avg.

BC-LSTM 21.90 0.00 0.00 0.00 66.10 0.00 16.00 36.40

ICON 31.50 0.00 0.00 8.60 66.90 0.00 0.00 37.70

DialogueRNN 32.10 5.10 0.00 11.20 53.00 8.30 15.60 34.00

ConGCN 34.10 3.00 4.70 15.50 64.10 19.30 25.40 42.20

HMT (Audio) 8.98 0.00 0.00 42.14 75.85 0.00 28.01 47.19

HMT-LSA(FW+self) 25.10 0.00 0.00 42.59 75.76 0.00 30.54 49.62

HMT-LSA(PW+self) 26.06 0.00 0.00 41.88 75.86 0.32 31.28 49.79

Text Modality

BC-LSTM 38.90 0.00 0.00 45.80 77.00 0.00 47.30 54.30

ICON 30.10 0.00 0.00 48.50 76.20 18.90 46.30 54.60

DialogueRNN 41.50 0.00 5.40 47.60 73.70 23.40 44.90 55.10

ConGCN 43.20 8.80 6.50 52.40 74.90 22.60 49.80 57.40

BERT-BASE 39.69 16.96 4.61 50.17 73.51 23.48 49.45 56.07

DialogueGCN * * * * * * * 58.10

AGHMN 39.40 14.00 11.50 52.40 76.40 27.00 49.70 58.10

KET * * * * * * * 58.18

HMT (Text) 38.32 15.79 0.00 50.23 76.98 25.53 50.22 56.38

HMT-LSA(FW+self) 42.95 26.97 3.85 55.16 77.04 20.69 50.93 59.16

HMT-LSA(PW+self) 43.53 27.30 2.50 54.75 77.19 23.04 51.46 59.47
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Table 2. Performance of our HMT-LSA model and the other baseline systems on the
MELD with multi-modality.

Models Anger Disgust Fear Joy Neutral Sadness Surprise W-avg.

BC-LSTM 44.50 0.00 0.00 49.70 76.40 15.60 48.40 56.80

ICON 44.80 0.00 0.00 50.20 73.60 23.20 50.00 56.30

DialogueRNN 45.60 0.00 0.00 53.20 73.20 24.80 51.90 57.00

ConGCN 46.80 10.60 8.70 53.10 76.70 28.50 50.30 59.40

BERT-BASE 40.48 0.00 3.85 43.47 74.11 23.64 42.09 54.20

HMT 42.20 22.45 3.77 51.06 76.47 21.88 46.83 57.69

HMT-LSA(FW+self) 47.02 22.45 3.77 56.03 77.55 21.68 52.34 60.19

HMT-LSA(PW+self) 46.03 23.57 4.63 55.02 77.27 25.91 52.95 60.21

4.2 Compared Systems

We compare our model with the following several baseline systems for ERC task:
(1) BC-LSTM [11] only encodes the context by Bi-LSTM to obtain content-
sensitive utterance representation; (2) ICON [7] models a contextual summary
that incorporates speaker emotional influences into global memories by using a
RNN-based network; (3) DialogueRNN [9] selects three GRU to model the
emotional state of different speaker dependencies; (4) ConGCN [18] chooses
GCN to address context propagation and speaker dependency modeling issues
present in the RNN-based approaches; (5) BERT-BASE [3] a multi-layer bidi-
rectional Transformer encoder. Here, we only replace the textual encoder in
the HMT-LSA with BERT. Due to the limitation of our GPU memory, we
only experiment on the base version of BERT; (6) DialogueGCN [6] employs
GCN to leverage self and inter-speaker dependency in textual conversations; (7)
AGHMN [8] builds the memory bank for capturing historical context and pro-
poses an Attention GRU for memory summarize; (8) KET [19] presents a Trans-
former combined with contextual utterances and external commonsense knowl-
edge; (9) Hierarchical Multimodal Transformer, namely HMT replaces
all LSA-Transformer with the standard Transformer and removes the auxil-
iary tasks in HMT-LSA; (10) HMT-LSA(FW+self) uses fixed-window for
LA module in HMT-LSA; (11) HMT-LSA(PW+self) uses position weighting
for LA module in HMT-LSA.

4.3 Main Results

HMT vs HMT-LSA. From Table 1 and Table 2, we can observe that our
HMT-LSA model outperforms HMT with a significant margin for both unimodal
and multimodal approaches. This shows the effectiveness of our localness-aware
attention, speaker-aware attention, and the auxiliary tasks.

Comparison with Baselines. First, comparing all the unimodal approaches,
we find that the audio modal HMT-LSA network variant has the most improve-
ment, which is about 7.5% higher than the state-of-the-art model ConGCN.
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Table 3. Ablation study for
components of HMT-LSA.

Methods F1

HMT-LSA(PW+self) 60.21

w/o LA Module 59.11

Replacing LA with GD 59.04

w/o SA Module 59.50

w/o AT Module 59.26

Table 4. The effects of
different speaker masks.

SA Module F1

Self 60.21

Other 59.78

Dual 59.92

Table 5. The effects
of window size.

Window Size F1

3 59.71

5 60.19

7 60.07

9 59.66

We consider that it may be because the speech is segmented and the random
vector is inserted into the audio feature matrix according to the punctuation
position, so that the audio modal is integrated into the pause information. This
strategy improves the classification effect of most kinds of majority emotions
significantly, but is not very sensitive to the minority emotion characteristics.
Besides, our method surpasses the current state-of-the-art model KET in text
modality, indicating that it is very necessary to consider speaker information for
modeling the emotion dynamics.

Second, comparing all the multimodal approaches with their corresponding
unimodal experimental results, all multimodal experimental results are signif-
icantly improved. This means that the added audio information is very useful
for the correct classification of emotions. Besides, compared with ConGCN, our
model shows better performance in each emotion category and the final overall
classification results, especially Disgust increased by 12.97%. This result shows
that compared with using all the context information directly, it is possible to
filter out the relevant context content and reduce the noise caused by irrelevant
conversation content. This agrees with our first motivation.

Comparison of Different Network Variants. Both variants of the HMT-
LSA framework show excellent results in multimodal emotion detection. Since
HMT-LSA(PW+self) is slightly better than HMT-LSA(FW+self) of different
modalities, which implies that we need to consider the position of different utter-
ances and give different weights on this task.

4.4 Ablation Study

To investigate the effectiveness of each component in the HMT-LSA framework,
we separately remove the speaker-aware attention (SA) module, the auxiliary
task (AT) module, and the localness-aware attention (LA) module.

As shown in the Table 3 report, we find that all the above-mentioned mod-
ules provides help for emotion detection. It is obvious that LA module is a
very important component in our model. Without it, our results decline by
1.1%, which shows that choosing context information within the appropriate
range will reduce the negative impact of irrelevant dialogue content. Besides,
we replace the LA module with the Gaussian distribution (GD) proposed by
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[16], and find that the experimental result dropped by 1.17%. Then we find that
the AT module makes important contributions to the final results, which shows
that unimodal prediction labels and loss supervision help to enforce the intra-
modality and inter-modality features sensitive to emotions. This agrees with our
second motivation. Discarding the SA module will also drop the performance,
which indicates that one’s emotions are often affected by themselves or others.

Analysis of Different Speaker Masks. One’s emotions are often influenced
by others, so we propose inter-personal masks to simulate this phenomenon
that caters to others’ emotions. Through the observation of Table 4, we find that
using self-personal masks (self) get the best experimental results, indicating that
emotional inertia often exists in daily conversation. Moreover, the effect of only
considering the other person (other) is slightly lower than that of considering the
emotional impact of both (dual). Here, “self” and “other” denote self and inter-
personal masks, while “dual” simultaneously considers self and inter-personal
masks.

Analysis of the Effects of Window Size. Table 5 illustrates the experimental
performance using different window sizes for HMT-LSA(FW+self). We observe
that as the window increases, the experimental results gradually deteriorate.
This phenomenon shows the importance of local context modeling.

Table 6. Comparison results of the HMT-LSA(PW+self) model and its variants.

Role Utterances Truth Audio Text HMT HMT-LSA

Phoebe Can I tell you a
little secret?

Neutral Neutral Neutral Neutral Neutral

Rachel Yeah! Joy Joy Neutral Joy Joy

Phoebe I want to keep one Neutral Neutral Neutral Neutral Neutral

Rachel Ohh, I’m gonna be
on the news!

Joy Joy Joy Sadness Joy

4.5 Case Study

Table 6 shows Phoebe reveals the secret that she wants to leave one of her upcom-
ing children, and Rachel is always in a state of euphoria as a listener. Here, HMT-
LSA can correctly predict the emotion of the last utterance is “Joy”, while HMT
makes the opposite prediction. This is because the SA module makes HMT-
LSA pay attention to the emotional inertia. Besides, it is difficult to determine
the emotion of utterance only based on the text “Yeah!”. But the remaining
methods that contain audio modality can predict correctly, which indicates the
importance of incorporating multimodal information.
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5 Conclusion

In this paper, we studies the task of multimodal ERC, and propose a Hierar-
chical Multimodal Transformer with Localness and Speaker Aware Attention
(HMT-LSA), that can effectively capture the impact of the local context and
the emotional inertia over emotion predictions of the current utterance. Exper-
imental results show the effectiveness of our HMT-LSA model, in comparison
with several state-of-the-art methods on MELD.
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Abstract. Emotional conversation plays a vital role in creating more
human-like conversations. Although previous works on emotional con-
versation generation have achieved promising results, the issue of the
speaking style inconsistency still exists. In this paper, we propose a
Style-Aware Emotional Dialogue System (SEDS) to enhance speaking
style consistency through detecting user’s emotions and modeling speak-
ing styles in emotional response generation. Specifically, SEDS uses an
emotion encoder to perceive the user’s emotion from multimodal inputs,
and tracks speaking styles through jointly optimizing a generator that
is augmented with a personalized lexicon to capture explicit word-level
speaking style features. Additionally, we propose an auxiliary task, a
speaking style classification task, to guide SEDS to learn the implicit
form of speaking style during the training process. We construct a multi-
modal dialogue dataset and make the alignment and annotation to verify
the effectiveness of the model. Experimental results show that our SEDS
achieves a significant improvement over other strong baseline models in
terms of perplexity, emotion accuracy and style consistency.

Keywords: Emotional conversation · Speaking style · Multimodal

1 Introduction

For chatbots, having the ability to express emotion is very important to deliver
more human-like conversations. Addressing the emotion factor in dialogue sys-
tems can enhance user satisfaction [9] and contribute to a more positive per-
ception of the interaction [19]. Recently, the sequence-to-sequence (Seq2Seq)
based models have achieved significant success in building conversational agents
[8,13–15,18,19]. Such a framework was also utilized to improve the ability of the
model to express a desired emotion by Zhou et al. [19] and Song et al. [13]. How-
ever, people with different personalities express their emotions in different ways.
c© Springer Nature Switzerland AG 2020
X. Zhu et al. (Eds.): NLPCC 2020, LNAI 12431, pp. 57–68, 2020.
https://doi.org/10.1007/978-3-030-60457-8_5
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Table 1. Examples of different speaking styles with explicit and implicit expressions

Raj We really suck at paintball Explicit

Sheldon That was absolutely humiliating Explicit

Leonard Some battles you win, some battles you lose Implicit

Table 1 shows an example scene in The Big Bang Theory, where Sheldon uses
specific words to express negative feelings, such as “absolutely” and “humil-
iating”. While Leonard prefers to use third person quotes to express sadness
that does not involve emotion words. Since existing models learn from large-
scale and complex datasets, the generated responses always contain inconsistent
speaking styles. There are few works on the issue of inconsistent speaing style.
Li et al. [8] incorporated a speaker vector into Seq2Seq model to tackle the prob-
lem of response consistency. Qian et al. [10] and Zhang et al. [18] proposed to
endow a chatbot with an explicit profile. Therefore, there is still a lot of room
to improve the consistency of speaking style.

In this paper, we propose a Style-Aware Emotional Dialogue System (SEDS)
to generate responses for a desired emotion with a consistent speaking style based
on the multimodal inputs, including text and audio. SEDS is equipped with three
novel components, an emotion encoder, a personalized lexicon and a speaking
style classifier. Since multimodal information (such as intonation, pause) can help
the model recognize the emotion in the sentence and understand the meaning of
a sentence [3], we propose the emotion encoder to capture user’s emotion features
from multimodal inputs. Then the model can generate more coherent responses
instead of vague responses, such as “I don’t know”. Additionally, as shown in
Table 1, We have observed that language styles can be expressed in both explicit
and implicit ways. On the one hand, using the words with strong speaking style
is an explicit way. The personalized lexicon is proposed to extract word-level
information to model the explicit way. On the other hand, using neutral words
to assemble sentences is an implicit way. We create an auxiliary task, a speaking
style classification task, along with the generation task to learn the implicit form
of speaking styles. We construct a MultimodalBigBang dataset that has both
text and audio information of the popular American TV series, The Big Bang
Theory, and train SEDS on it. Experimental results show that SEDS largely
enhances the expression of emotions and the consistency of speaking styles.

2 Method

Figure 1 shows an overview of our model. The encoder contains a text encoder
and an emotion encoder. The text encoder takes the previous user utterance as
input and produces its semantic representation, and the emotion encoder inte-
grates text and audio information to encode the user’s emotion. The decoder
has an emotion attention mechanism to utilize emotion information from text
and audio, and a personalized lexicon-based attention mechanism that encour-
ages higher usage of words with strong speaking styles. Additionally, an internal
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Fig. 1. The architecture of the Style-Aware Emotional Dialogue System (SEDS)

memory is used to model emotions. In the training process, we construct an aux-
iliary task, a speaking style classification, to guide SEDS to learn the implicit
expression style.

2.1 Encoder

Text Encoder. We use a bidirectional gated recurrent unit (GRU) [2,4] to con-
vert an utterance X = [x1, x2, · · · , xM ] into hidden states H = [h1,h2, · · · ,hM ].
The hidden representation hi is computed as follows:

−→
hi = GRUforward(Emb(xi),

−−→
hi−1) (1)

←−
hi = GRUbackward(Emb(xi),

←−−
hi+1) (2)

hi = [
−→
hi;

←−
hi] (3)

where i = 1, 2, · · · ,M , and Emb(x) denotes the word embedding of x.

Emotion Encoder. We use the emotion encoder to extract the emotion rep-
resentation based on the multimodal inputs, since audio information (such as
speech intonation and pause) contains rich emotion information. Previous stud-
ies have proved that the convolutional neural network (CNN) and the long
short term memory (LSTM) [6] can capture emotional information well, and
significantly improve the emotion recognition accuracy [3,11]. We also use two
types of neural networks in the emotion encoder. First, the emotion encoder
uses different convolutional neural networks (CNNs) to encode multimodal
inputs. Specifically, for each input utterance text X = [x1, x2, · · · , xM ] and
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audio spectrogram SP = [sp1, sp2, · · · , spT ], their features are represented by
Ek = [ek

1 ,e
k
2 , · · · ,ek

dm
] ∈ Rdw×dm and F k = [fk

1 ,fk
2 , · · · ,fk

dt
] ∈ Rds×dt , respec-

tively, where k denotes k-th channel.
Then we utilize a multi-channel attention mechanism to improve the ability

to capture correlations between text and audio. Formally, we obtain the weighted
acoustic feature mk

t from the k-th channel as follows:

cki,t = tanh(vTek
i + uTfk

t + b) (4)

ak
i,t = softmax (cki,t) (5)

mk
t =

∑dm

i=1
ak
i,t · fk

t (6)

where v, u, and b are trainable parameters. ak
i,t denotes the attention weight

between k-th channel of both feature vectors ek
i and fk

t . We concatenate the
weighted acoustic features of each channel as mt. Then we input mt into an
additional Bi-LSTM to get the final emotion representation he

t :
−→
he
t = LSTMforward(mt,

−−→
he
t−1) (7)

←−
he
t = LSTMbackward(mt,

←−−
he
t+1) (8)

he
t = [

−→
he
t ;

←−
he
t ] (9)

where t = 1, 2, . . . , dt.
−→
he
t and

←−
he
t are the t-th hidden states of the forward and

backward LSTMs, respectively. Before training SEDS, we pre-train the emotion
encoder on an emotion classification task.

2.2 Decoder

Our decoder extends a vanilla GRU with additional mechanisms to generate a
response Y = [y1, y2, · · · , yN ] with a desired emotion and speaking style. The
decoder’s hidden state sj at time step j, is given by:

sj = GRU([Ij ;ve;vs;mvj ; lvj ;M I
r,j ], sj−1) (10)

where Ij is the concatenation of context vector cj and word embedding
Emb(yj−1). ve and vs are the embeddings of a given emotion category and
style category, respectively. mvj is a weighted emotion representation. lvj is a
style vector. M I

r,j is the information read from an emotion state.
To enhance the generation of emotion words, we choose a word to generate

from either the emotion or the generic vocabulary.

αj = sigmoid
(
v�
u sj

)
(11)

Pg (yj = wg) = softmax
(
Wo

gsj
)

(12)

Pe (yj = we) = softmax (Wo
esj) (13)

yj ∼ oj = P (yj) =
[

(1 − αj) Pg (yj = wg)
αjPe (yj = we)

]
(14)
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where vu, Wo
g and Wo

e are trainable parameters. αj ∈ [0, 1] is the probability
of generating an emotion word. Pe and Pg are the probability distributions of
generating emotion word we or generic word wg, respectively.

Emotion Attention. We use attention mechanism to obtain the weighted emo-
tion representation mvj based on the hidden state sj−1 and the emotion repre-
sentation he

t . We compute mvj as follows:

cj,t = tanh(αT
e sj−1 + βT

e he
t ) (15)

aj,t = softmax (cj,t) (16)

Attn(sj−1,h
e
t ,α

T
e ,βT

e ) =
∑dt

t=1
aj,t · he

t (17)

mvj = Attn(sj−1,h
e
t ,α

T
e ,βT

e ) (18)

where αe and βe are trainable parameters.

Personalized Lexicon. The words a person often uses reflect his speaking
style. We use a personalized lexicon-based attention mechanism to explicitly
enhance the probabilities of the words with strong speaking styles during decod-
ing process. A style vector lvj is computed as the weighted sum of the word
embeddings in a personalized lexicon by the attention mechanism. At each step
j, the style vector lvj is computed as follows:

lvj = Attn(sj−1, Emb(wz
k),α

T
p ,βT

p ) (19)

where αp and βp are trainable parameters and wz
k is the k-th word in the person-

alized lexicon belonging to the given style category z. In this way, the decoder
will assign higher probabilities to words associated with a specific speaking style.

To construct the personalized lexicon for each speaking style, we group dif-
ferent speakers’ utterances into separate word sets. Then we use tf-idf to select
the top 1,000 words for each style as its personalized lexicon.

Internal Memory. Studies from psychology showed that emotional responses
are relatively short lived and involve the dynamic emotion states [1]. Following
Zhou et al. [19], we simulate a dynamic internal emotion state during generating
emotional sentences. In the internal memory module, we dynamically update the
emotion state M I

e and read information M I
r,j from M I

e through a write gate
gw and a read gate gr, respectively:

gr
j = sigmoid

(
Wr

g [Emb (yj−1) ; sj−1; cj ]
)

(20)

gw
j = sigmoid

(
Ww

g sj

)
(21)

M I
e,j+1 = gw

j ⊗ M I
e,j (22)

M I
r,j = gr

j ⊗ M I
e,j (23)

The emotion state gradually decays during the decoding process. It should decay
to zero after the emotion is fully expressed.
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Loss Function. The loss function of the decoder consists of three terms as
follows:

LMCE = −
∑N

j=1
pj log(oj) (24)

LWCLA = −
∑N

j=1
qj log (αj) (25)

LREG = ‖M I
e,N‖ (26)

Ldecoder = LMCE + LWCLA + LREG (27)

where LMCE is the cross-entropy between predicted word distribution oj and
ground-truth distribution pj . The others are regularization terms. LWCLA con-
strains the selection of an emotion or a generic word, and qj ∈ [0, 1] is the true
choice of an emotion word or a generic word in Y . LREG is used to ensure that
the emotion state decreases to zero.

2.3 Style Classifier

A speaking style can also be presented without using any personalized words, i.e.
in an implicit way. Inspired by Song et al. [13], we propose a sentence-level style
classifier as an auxiliary classification task to guide the model to learn the implicit
way of expression. Formally, we first obtain the response Y = [y1, y2, · · · , yN ] and
the generated probabilities of words P = [p1, p2, · · · , pN ]. Then we use them as
the style classifier’s inputs to obtain sentence feature Sf(Y ). Finally, we compute
style probability distribution Q(S|Y ) as follows:

Sf(Y ) =
∑N

j=1
− log(pj) · Emb(yj) (28)

Q(S|Y ) = softmax (W · Sf(Y )) (29)

where W ∈ RK×d is a weight matrix, K denotes the number of style categories,
and d is the dimension of word embedding. The classification loss is defined as:

LCLA = −P (z)log(Q(S|Y )) (30)

where P (z) is a one-hot vector of the desired style category z. Instead of averag-
ing over the word embedding Emb(yj), we use entropy −log(pj) for the weighted
sum. This is because we find the entropy has a much stronger correlation with
speaking style than the former method. Our interpretation is that the words with
a high probability of generation have little correlation with the speaking style,
and using the entropy −log(pj) can obtain the speaking style information. The
introduction of the style classifier can help to generate responses in the implicit
way and enhance the speaking style consistency.

2.4 Training Objective

The overall training objective is the weighted sum of the decoder loss and the
style classification loss as follow:

L = Ldecoder + λLCLA (31)
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Table 2. Emotion-labeled MultimodalBigBang dataset statistics

Training Total 35693

Utterances Neutral 5,208

Happiness 18,271

Sadness 8,405

Anger 2,419

Disgust 1,390

Validation 2,000

Test 2,000

where λ denotes a hyperparameter that balances the importance of the decoder
loss and classifier loss. The first term ensures that SEDS can generate the
response with a desired emotion. The second term guarantees that the response
reflects the given speaking style.

3 MultimodalBigBang Dataset

Since there is no audio and text aligned dialogue dataset, we construct a new
dialogue dataset with speaking style labels, namely, MultimodalBigBang. We
crawl the subtitles of an American television comedy, The Big Bang Theory,
and manually align subtitles with audio. We choose the six main characters
as six distinctive speaking styles, including Sheldon (11,741), Leonard (9,809),
Penny (7,702), Howard (5,942), Raj (4,697) and Amy (3,478).

As Zhou et al. [19], we use the outputs of an emotion classifier fine-tuned
on the processed CMU-MOSEI [17] dataset as the emotion labels. We choose
the BERT classifier to annotate MultimodalBigBang, due to its superior perfor-
mance, as shown in Table 3a. The statistics of the emotion-labeled Multimodal-
BigBang are shown in Table 2. Since the size of the MultimodalBigBang dataset
is relatively small, we first train a standard Seq2Seq model on the Twitter dataset
for 20 epochs and then apply the pre-trained model to the MultimodalBigBang
dataset until the perplexity on the develop set converges.

4 Experiments

We conduct both automatic and human evaluation to measure the quality of
the responses generated by different models. We evaluate response generation
quality on three aspects: Content, Emotion, and Speaking Style.

4.1 Data Preprocessing

We downsample the raw audio signals from 44,100 Hz to 8,000 Hz. Then we
apply the Short Time Fourier Transform (STFT) to convert audio signals into
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Table 3. (a) Emotion classification accuracy (E-acc) on the processed CMU-MOSEI
dataset and style classification accuracy (S-acc) on MultimodalBigBang. (b) Response
generation results with automatic evaluation metrics. S-Con stands for style consistency

(a)

Method E-Acc S-Acc

LSTM 63.05 56.20

Bi-LSTM 64.01 57.30

BERT 64.73 61.70

(b)

Method Perplexity E-Acc S-Con

Seq2Seq 56.37 19.60 18.04

Seq-sv 55.42 20.00 23.40

ECM 54.68 67.10 20.35

SEDS w/o SCla 54.18 68.05 25.95

SEDS w/o Ee 54.47 69.11 28.45

SEDS w/o Pla 53.94 67.74 24.70

SEDS 53.57 70.30 30.80

spectrograms. We use Hamming window during the STFT process and set the
length of each segment to 800. Finally, the spectrograms are converted to log-
scale with a fixed size of 200 × 400.

4.2 Training Details

We implement our SEDS1 in Tensorflow. A 2-layer GRU structure with 512
hidden cells in each layer is used for the text encoder and decoder. We use a
1-layer bidirectional LSTM with the size of the hidden state set to 128 in the
emotion encoder. The size of vocabulary is set to 42,000. The word embedding
size is set to 300. The emotion embedding size and style embedding size are set
to 100 and 300, respectively. The size of personalized lexicon for every speaking
style is limited to 1,000. We adopt the beam search in the decoder to generate
diverse responses. The beam size is set to 5. We use Adam [7] algorithm with the
mini-batch method for optimization. We set the mini-batch size and learning rate
to 64 and 1e-4, respectively. We run the two stages of training for approximately
three days on a Tesla P100 GPU card.

4.3 Baseline Models

We consider several models for comparison with SEDS: (1) Seq2Seq: We imple-
ment the Seq2Seq model as described in Vinyals and Le [15] with the attention
mechanism; (2) Seq-sv: We implement the Seq2Seq model with a speaker vec-
tor as described in Li et al. [8]; (3) ECM: We use the same model proposed in
Zhou et al. [19]. Because the code of EmoDS model [13] has not yet been made
available, it is not included among the baseline models.

To understand the effects of the three new components introduced in SEDS,
we conduct ablation studies as follows: (3) SEDS w/o SCla: SEDS without the

1 https://github.com/562225807/SEDS.

https://github.com/562225807/SEDS
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Table 4. Human evaluation results on response content (Cont.) and emotion (Emot.)

Model Overall Neutral Happiness Sadness Anger Disgust

Cont. Emot. Cont. Emot. Cont. Emot. Cont. Emot. Cont. Emot. Cont. Emot.

Seq2Seq 1.89 0.32 1.84 0.32 1.97 0.55 1.96 0.40 1.83 0.16 1.85 0.17

ECM 2.09 0.56 2.14 0.51 2.07 0.69 2.15 0.60 2.08 0.56 2.04 0.43

SEDS 2.10 0.66 2.17 0.60 2.12 0.70 2.19 0.73 2.06 0.66 1.96 0.61

Table 5. Human evaluation results on recognizing speaking style

Model Overall Sheldon Leonard Penny Howard Raj Amy

Seq2Seq 0.23 0.15 0.19 0.29 0.26 0.27 0.23

ECM 0.27 0.32 0.31 0.31 0.24 0.24 0.19

SEDS 0.40 0.50 0.37 0.36 0.46 0.34 0.38

style classifier; (4) SEDS w/o Ee: SEDS without the emotion encoder; (5) SEDS
w/o Pla: SEDS without the personalized lexicon-based attention mechanism.

5 Results

5.1 Automatic Evaluation Metrics

We use perplexity, emotion accuracy and style consistency to evaluate the qual-
ity of generated responses [19]. We train two additional classifiers to predict
emotion and speaking style, then we use them to evaluate response’s emotion
and speaking style consistency. Both classifiers are fine-tuned BERT classifiers.

5.2 Automatic Evaluation Results

Table 3b shows the automatic evaluation results. SEDS outperforms all the other
methods in all three evaluation metrics. SEDS achieves significant improvements
on both emotion accuracy and style consistency. It indicates that enhancing
the consistency of speaking styles in emotional conversation helps the model
generate responses more consistent with the emotion labels. This is because
that our model can better distinguish and learn the different expression styles
of speaking under the same emotion. The ablation studies show that all three
new components improve the consistency of speaking style in responses. The
personalized lexicon has the most significant improvement compared with other
components, because words with strong speaking style widely exist in sentences
and are the most explicit feature of the speaking style. As we can see, without
the emotion encoder, the perplexity of the model increases the most. It indicates
that multimodal information can help model generate more fluent and coherent
responses.
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5.3 Human Evaluation Setting

To better verify the quality of the generated responses, we evaluate the model by
human evaluation using three metrics: content accuracy, emotion accuracy and
speaking style accuracy. We randomly sample 500 utterances from the test set.
The samples are divided into five sets of 100 utterances, with each set correspond-
ing to a specific emotion. We also randomly sample 600 utterances for speaking
style evaluation, 100 utterances for every speaking style. Given an utterance, the
model generates a new utterance with a given emotion and speaking style.

We then present the generated responses to three human annotators. They
assess the responses in terms of content, emotion and speaking style. We ask
annotators to provide a binary similarity score between the generated and the
ground-truth response in terms of emotion accuracy and speaking style consis-
tency. Annotators also evaluate each response in terms of content quality on a
three-point Likert scale. Here content quality is defined as the fluency and mean-
ingfulness of the response. To measure inter-rater consistency among three anno-
tators, their final results are calculated with the Fleiss’s kappa [5]. The Fleiss’s
kappa for emotion, content and style consistency are 0.56,0.43,0.59, respectively.

5.4 Human Evaluation Results

Table 4 presents the human evaluation results on content and emotion accuracy.
SEDS obtains much higher scores than the other models in most cases with an
overall emotion score of 0.66. And SEDS performs poorly on anger and disgust
due to the relatively small size of training data in these categories. Note that
there is a large gap between the performances of Seq2Seq and SEDS on emotion
score because Seq2Seq can not express the specified emotion.

The results on speaking style are shown in Table 5. Compared with other
methods, SEDS achieves the best performance, indicating that it generates more
consistent responses. Note that the utterances of Sheldon generated by SEDS
are much better than other benchmarks, which indicates that SEDS performs
better in the response generation with obvious speaking style.

6 Error Analysis

To intuitively show the emotional expression with a consistent speaking style
in the generated responses, we provide some examples in Table 6. SEDS can
generate more personalized responses in both explicit and implicit ways. For
example, “scientist” is a characteristic word for Sheldon. He often uses a direct
tone to express interest in scientific inventions because he is a neurotic scientist.
Penny perfers to use strong emotional words to express disgust, like “ridiculous”.
As in Table 6, although SEDS generates responses with more consistent speaking
styles, it still has several problems. For example, there are high probabilities of
generating people’s names, such as “Sheldon”. Our interpretation is that some
speakers frequently mention other people’s names during conversations, which
leads to some of the names were selected into personalized lexicon during the
automatic lexicon building process.
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Table 6. Sample responses generated by Seq2Seq, ECM and SEDS when given the
conditioned emotion and style categories. We bold all the personalized words.

Utterance Model Condition Response

How cool would that
be if we could make
one of those a reality?

Seq2Seq Sheldon
Happiness

I don’t know

ECM Well, it’s not you

SEDS I’m a scientist. I’m the wise

People love
training monkey

Seq2Seq Howard
Disgust

Oh, do that

ECM Oh, my god

SEDS Sheldon, god, ridiculous

I obviously don’t
make my point with
those people

Seq2Seq Penny
Sadness

Well, what are you doing here?

ECM I’m sorry, I don’t know. I’m not even sure

SEDS I’m sorry, I’m not going to go away

That lab monkey
told me he loves me
in sign language

Seq2Seq Sheldon
Happiness

Well done

ECM Well, it’s okay

SEDS Well, I think we’re going to need parties

7 Related Work

Recently Seq2Seq [14] model greatly improved the quality of responses in conver-
sation systems. Zhou et al. [19] addressed the problem of emotional expression in
chatbots and proposed the Emotional Chat Machine (ECM), which was equipped
with three mechanisms, emotion embedding, internal memory and external mem-
ory. Song et al. [13] proposed an emotional dialogue system (EmoDS) to model
emotion in both explicit and implicit ways. Li et al. [8] proposed a speaker model
and speaker-addresse model to tackle the problem of response consistency.

Prevoius works showed that multimodel information is important for enhanc-
ing the model’s performance on several tasks. Choi et al. [3] and Xu et al. [16]
indicated that emotion recognition benefited from the use of speech-textual infor-
mation. Shi and Yu [12] suggested that incorporating user sentiment features
extracted from multimodal information into the model can shorten the dialogue
length and improve the task success rate.

8 Conclusions

We propose the Style-Aware Emotional Dialogue System (SEDS) with three
novel components, namely, an emotion encoder, a personalized lexicon, and a
style classifier. We construct a new multimodal dataset to verify the effect of
SEDS. Experimental results show that SEDS can better deliver an emotional
conversation with a consistent speaking style than other baseline models.

In the future, we will consider how to boost the coherence and speaking style
consistency of responses based on pre-trained language models, since the pre-
trained model shows great power in the natural language processing domain. This
is a meaningful and significant challenge that makes a chatbot more personalized.
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Abstract. Intent detection and slot filling are two closely related tasks
for building a spoken language understanding (SLU) system. The joint
methods for the two tasks focus on modeling the semantic correlations
between the intent and slots and applying the information of one task to
guide the other task, which helps them to promote each other. However,
most existing joint approaches only unidirectionally utilize the intent
information to guide slot filling while ignoring the fact that the slot
information is beneficial to intent detection. To address this issue, in this
paper, we propose an Interactive Two-pass Decoding Network (ITD-Net)
for joint intent detection and slot filling, which explicitly establishes the
token-level interactions between the intent and slots through performing
an interactive two-pass decoding process. In ITD-Net, the task-specific
information obtained by the first-pass decoder for one task is directly fed
into the second-pass decoder for the other task, which can take full advan-
tage of the explicit intent and slot information to achieve bidirectional
guidance between the two tasks. Experiments on the ATIS and SNIPS
datasets demonstrate the effectiveness and superiority of our ITD-Net.

Keywords: Spoken language understanding · Intent detection · Slot
filling · Interactive two-pass decoding

1 Introduction

Spoken language understanding (SLU) [17] plays a vital role in task-oriented dia-
log systems. It generally contains intent detection task and slot filling task which
aim to identify the intent of the user and extract semantic constituents (i.e.,
slots) from the natural language utterance, respectively. Generally, the entire
utterance corresponds to one intent label, and each token (i.e., word) in the
utterance corresponds to a slot label. For example, as shown in Table 1, the
intent of the utterance “Play the song Little Robin Redbreast” is PlayMusic,
c© Springer Nature Switzerland AG 2020
X. Zhu et al. (Eds.): NLPCC 2020, LNAI 12431, pp. 69–81, 2020.
https://doi.org/10.1007/978-3-030-60457-8_6
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Table 1. An example with annotations of slots in IOB (In-Out-Begin) format and
intent sampled from the SNIPS [3] dataset.

Utterance Play The Song Little Robin Redbreast

Slots O O B-music item B-track I-track I-track

Intent PlayMusic

and there are a music item slot with value “song” and a track slot with value
“Little Robin Redbreast”. Formally, given an utterance X = (x1, · · · , xT ) with
T tokens, intent detection aims to decide the intent label yI of the utterance,
and slot filling aims at mapping the utterance to its corresponding slot label
sequence Y S = (yS

1 , · · · , yS
T ).

Methods for the two tasks can be divided into pipeline approaches and joint
methods. Traditional pipeline approaches implement the two tasks separately.
Intent detection is usually treated as an utterance-level classification problem
[15,16]. Slot filling is generally formulated as a sequence labeling problem [13,21].
Although pipeline methods can handle each task flexibly with separate mod-
els, they generally suffer from error propagation [6,23]. Moreover, the intent
and slots are highly correlative, and the two tasks are not independent [14,23].
Hence, many joint methods are proposed to handle the two tasks simultaneously
with a unified model. Early joint methods [11,12,23] just implicitly model the
relationships between the intent and slots by utilizing a united loss function and
shared representations of the utterance. More recent approaches [5,6,10,14] try
to explicitly model such relationships and apply the information of one task to
guide the other task via the gate mechanism or the Stack-Propagation framework
for improving the performance of the latter task. Though achieving promising
performances, most of existing joint methods only unidirectionally apply the
intent information to guide slot filling while ignoring the fact that the slot infor-
mation is useful to intent detection.

To address the above issue, we propose an Interactive Two-pass Decoding
Network (ITD-Net) for joint intent detection and slot filling, which explicitly
establishes the token-level interactions between the intent and slots by per-
forming an interactive two-pass decoding process. Through directly feeding the
task-specific information obtained by the first-pass decoder for one task to the
second-pass decoder for the other task at each token, ITD-Net can effectively
utilize explicit intent information to guide slot filling and apply explicit slot
information to instruct intent detection, thus achieving bidirectional guidance
between the two tasks. Concretely, in the first decoding stage, the first-pass
intent decoder and the first-pass slot decoder capture task-specific features from
the vector representations of the input utterance, and generate first-pass intent
output distributions and first-pass slot output distributions, respectively. These
first-pass outputs are treated as explicit intent and slot information, which are
further fed into the second-pass decoders to provide guidance. In the second
decoding stage, the second-pass intent decoder performs token-level intent label
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decoding with the guidance provided by the slot information, and the intent of
the whole utterance is determined by majority voting from the intent predictions
of each token in the utterance. The second-pass slot decoder works similarly with
the guidance of the intent information and generates the final slot label sequence.
The experimental results on the ATIS [7,18] and SNIPS [3] datasets show the
effectiveness and superiority of the proposed ITD-Net.

To summarize, the contributions of this work are as follows:

• We propose an Interactive Two-pass Decoding Network (ITD-Net) for SLU,
which explicitly builds the interactions between the intent and slots and
achieves bidirectional guidance between intent detection and slot filling, thus
improving the performance of both tasks.

• We devise an interactive two-pass decoding process in the ITD-Net. Through
directly feeding the task-specific information obtained by the first-pass
decoder for one task to the second-pass decoder for the other task, the explicit
intent and slot information can be effectively utilized to guide the prediction
of the slots and intent.

2 Related Work

Considering the strong correlations between the intent detection task and slot
filling task, joint models for the two tasks are proposed in recent years [11,12,23].
Zhang et al. [23] proposed a joint model based on recurrent neural networks
(RNNs). To make the best of the explicit alignment information in slot filling
and additional supporting information provided by the context vector [1], Liu
et al. [11] devised an attention-based encoder-decoder model with aligned inputs
and an attention-based bidirectional RNN model. However, these early joint
methods just implicitly model the relationships between the intent and slots
through applying a united loss function and shared utterance representations,
which cannot take full advantage of the intent and slot information.

Accordingly, some more recent joint approaches [6,10] explicitly model such
relationships through the gate mechanism and apply the intent information to
guide slot filling. Goo et al. [6] designed a slot-gated model that introduces a
slot gate to model slot-intent relationships for improving the performance of slot
filling. Li et al. [10] proposed a self-attentive model with the intent-augmented
gate mechanism, which utilizes the intent embedding as the gate for labeling slot.
However, Qin et al. [14] argued that it is risky to simply rely on the gate function
to summarize or memorize the intent information, and the interpretability of
how the intent information guides the slot filling procedure is weak. Hence, they
proposed a Stack-Propagation framework with token-level intent detection for
SLU, in which the output of intent detection is directly utilized as the input of
slot filling to better instruct the slot prediction process. Compared with [14], our
ITD-Net also employs the predicted slot information to enhance intent detection,
thus achieving bilateral guidance between the two tasks.

To fully exploit the cross-impact between the two tasks, Wang et al. [20]
devised a Bi-model that contains two inter-connected bidirectional long short
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term memory (Bi-LSTM) networks [8], one is for intent detection, and the other
is for slot filling. To establish the bidirectional interrelated connections for the
two tasks, E et al. [5] introduced an SF-ID network. To harness the hierarchical
relationships among words, slots and intents in the utterance, Zhang et al. [22]
proposed a capsule-based model, which utilizes a dynamic routing-by-agreement
schema to accomplish joint modeling for the two tasks. To address the poor gen-
eralization ability of traditional natural language understanding (NLU) models,
Chen et al. [2] designed a joint model based on the Bidirectional Encoder Rep-
resentation from Transformer (BERT) [4].

3 Approach

In this section, we will describe our Interactive Two-pass Decoding Network
(ITD-Net). Inspired by [14], ITD-Net performs token-level intent detection,
which can provide token-level intent information for slot filling, thus alleviat-
ing the error propagation caused by incorrect utterance-level intent predictions.
Formally, token-level intent detection is treated as a sequence labeling problem
that maps the input utterance X = (x1, · · · , xT ) to a sequence of intent labels
(oI1, · · · , oIT ).

As illustrated in Fig. 1, ITD-Net consists of a self-attentive encoder and an
interactive two-pass decoder. The interactive two-pass decoder contains two first-
pass decoders (DI

1 ,DS
1 ) and two second-pass decoders (DI

2 ,DS
2 ). Each of them is

implemented by a separate unidirectional LSTM. Briefly speaking, the encoder
firstly generates the context-aware vector representations of the input utterance.
Then an interactive two-pass decoding process is executed, and the intent label
and the slot label of each token in the utterance are obtained. Finally, the intent
of the utterance is determined by majority voting from the intent predictions of
each token. In the following, all the W with different superscripts are the model
parameters to be learned, and all the bias terms are omitted for readability.

3.1 Self-Attentive Encoder

The self-attentive encoder aims at making use of the contextual information and
temporal features to obtain the sequence representations of the utterance. It is
composed of an embedding layer, a self-attention layer and a Bi-LSTM layer.

Embedding Layer. Considering that the character-level information (e.g.,
morphemes, capitalization and prefix) is beneficial to identify slot labels [10],
we utilize a 1D convolution layer followed by an average pooling layer to
generate the character-level embedding of a token. The embedding of each
token is acquired by concatenating its word-level and character-level embed-
ding. The obtained embeddings of all tokens in the utterance are represented as
E = (e1, · · · ,eT ) ∈ R

T×de , where de is the dimension of the token embedding.

Self-attention Layer. We apply the self-attention mechanism to capture the
contextual information for each token in the utterance. Following [19], we first
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Fig. 1. Framework of the proposed Interactive Two-pass Decoding Network (ITD-Net)
for joint intent detection and slot filling.

map the embeddings E to queries Q and keys K of dimension dk and values
V of dimension dv by utilizing different linear projections. Then the output of
the self-attention layer (i.e., the context-aware representations for the utterance)
C = (c1, · · · , cT ) ∈ R

T×dv is computed as the weighted sum of the values:

C = softmax(
QK�
√

dk
)V . (1)

Bi-LSTM Layer. To exploit the temporal features of the utterance, we further
utilize the Bi-LSTM [8] to encode the utterance. Concretely, the embeddings E
and the context-aware representations C of the utterance are concatenated as
the input of the Bi-LSTM layer. And the Bi-LSTM reads the input forwardly and
backwardly to produce the encoder hidden states H = (h1, · · · ,hT ) ∈ R

T×dh :

ht = [
−→
h t,

←−
h t];

−→
h t =

−−−−→
LSTM(

−→
h t−1, [et, ct]);

←−
h t =

←−−−−
LSTM(

←−
h t+1, [et, ct]), (2)

where dh is the dimension of the hidden vector.

3.2 Interactive Two-Pass Decoder

The interactive two-pass decoder divides the decoding process into two stages.
In the first decoding stage, the first-pass intent decoder DI

1 and the first-pass
slot decoder DS

1 perform token-level intent prediction and slot label prediction,
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respectively. They extract task-specific features and produce the first-pass intent
output distributions ŷFI and the first-pass slot output distributions ŷFS sepa-
rately, which can be treated as explicit intent information and slot information.
In the second decoding phase, the second-pass intent decoder DI

2 performs infor-
mation augmented decoding with the guidance of the slot information ŷFS . The
second-pass slot decoder DS

2 works similarly using the intent information ŷFI .
Through directly feeding the task-specific information obtained by the first-pass
decoder for one task to the second-pass decoder for the other task, the interaction
between the intent and the slot at each token is established explicitly.

First-Pass Intent Decoder. The first-pass intent decoder DI
1 aims to capture

token-level intent features and perform intent label decoding. At each decoding
step t, in addition to the explicit aligned input provided by the encoder, the
dynamic context vector based on the attention mechanism [1] is introduced for
providing additional supporting information to the decoder [11]. Mathematically
speaking, the decoder hidden state sFI

t is computed by the previous decoder state
sFI
t−1, the previous emitted first-pass intent output distribution ŷFI

t−1, the aligned
encoder hidden state ht and the context vector cvFI

t :

sFI
t = LSTM(sFI

t−1, [ŷ
FI
t−1,ht, cv

FI
t ]), (3)

where cvFI
t =

∑T
i=1 αFI

ti hi. The attention weight αFI
ti ∝ exp(g(sFI

t−1,hi)), where
g is a feedforward neural network [1]. [ŷFI

t−1,ht, cv
FI
t ] is the concatenation of the

three vectors, serving as current input to the LSTM network.
Then the first-pass intent output distribution ŷFI

t of the t-th token in the
utterance is computed as follows:

ŷFI
t = softmax(W FIsFI

t ), (4)

where ŷFI
t ∈ R

nI and nI is the number of intent labels.
Finally, the first-pass intent output distributions ŷFI = (ŷFI

1 , · · · , ŷFI
T ) is

obtained, which can be regarded as explicit intent information. It is leveraged
to constrain the slots into a specific intent in the second-pass slot decoder DS

2 .

First-Pass Slot Decoder. The first-pass slot decoder DS
1 extracts the features

specific to slot filling task from the vector representations H of the utterance
and executes slot label decoding. At each decoding step t, based on the aligned
input ht and the context vector cvFS

t , the decoder state sFS
t and the first-pass

slot output distribution ŷFS
t of the t-th token is calculated as:

sFS
t = LSTM(sFS

t−1, [ŷ
FS
t−1,ht, cv

FS
t ]),

ŷFS
t = softmax(W FSsFS

t ),
(5)

where cvFS
t =

∑T
i=1 αFS

ti hi and αFS
ti ∝ exp(g(sFS

t−1,hi)). The ouput ŷFS
t ∈ R

nS

and nS is the number of slot labels. Slot label dependencies are naturally modeled
by feeding the previous output ŷFS

t−1 to the current decoding step.
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The generated first-pass slot output distributions ŷFS = (ŷFS
1 , · · · , ŷFS

T ) is
treated as explicit slot information, which is further utilized in the second-pass
intent decoder DI

2 to provide guidance.

Second-Pass Intent Decoder. The second-pass intent decoder DI
2 aims at

making use of the slot information to improve intent detection. At each decoding
step t, it directly leverages the explicit slot information ŷFS

t to provoke the token-
level intent associated with a particular slot. Concretely, the decoder state sAI

t

at time t is updated as:

sAI
t = LSTM(sAI

t−1, [ŷ
AI
t−1,ht, cv

AI
t , ŷFS

t ]), (6)

where the context vector cvAI
t =

∑T
i=1 αAI

ti hi. The weight αAI
ti is computed

based on the previous decoder state sAI
t−1 and the encoder hidden state hi.

Afterward, the decoder state sAI
t is used for predicting the token-level intent

label oIt of the t-th token in the utterance:

ŷAI
t = softmax(WAIsAI

t ); oIt = argmax(ŷAI
t ), (7)

where ŷAI
t ∈ R

nI is the intent label distribution of the t-th token.
Lastly, the predicted intent oI of the entire utterance is obtained by majority

voting from the token-level intent predictions (oI1, · · · , oIT ) of all tokens:

oI = argmax
T

∑

t=1

nI
∑

i=1

vi1[oIt = i], (8)

where vi ∈ R
nI denotes a 0–1 vector of which the i-th unit is one and the others

are zero. 1[·] is the indicator function.

Second-Pass Slot Decoder. The second-pass slot decoder DS
2 aims to take

advantage of the intent information to enhance slot filling. At each decoding
step t, with the guidance and constraint provided by the first-pass intent output
distribution ŷFI

t , the decoder state sAS
t is computed as follows:

sAS
t = LSTM(sAS

t−1, [ŷ
AS
t−1,ht, cv

AS
t , ŷFI

t ]), (9)

where the context vector cvAS
t =

∑T
i=1 αAS

ti hi, and αAS
ti ∝ exp(g(sAS

t−1,hi)).
Then the decoder state sAS

t is utilized to predict the final slot label oSt of the
t-th token in the utterance:

ŷAS
t = softmax(WASsAS

t ); oSt = argmax(ŷAS
t ), (10)

where ŷAS
t ∈ R

nS is the slot label distribution of the t-th token.
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3.3 Joint Optimization

The joint loss function L of the token-level intent detection and slot filling is
defined as the sum of the cross-entropy losses from both tasks:

L = LI + LS ; LI = −
T

∑

t=1

nI
∑

i=1

yI
t,i log(ŷAI

t ); LS = −
T

∑

t=1

nS
∑

j=1

yS
t,j log(ŷAS

t ), (11)

where LI and LS denote the individual cross-entropy loss of intent detection and
slot filling, respectively. yI

t,i and yS
t,j are the gold intent label and gold slot label

separately. During training, we set the actual intent label yI of the utterance as
the gold intent label of each token in the utterance.

4 Experiments

4.1 Datasets and Metrics

To evaluate the efficiency of ITD-Net, we conduct experiments on two datasets,
ATIS [7,18] and SNIPS [3]. The Airline Travel Information Systems (ATIS) is a
single-domain dataset that consists of audio recordings of people making flight
reservations. The SNIPS is a multi-domain dataset which refers to the custom-
intent-engines collected by Snips personal voice assistant.1 We follow the same
format and division as [6] for both datasets. For ATIS, the training, development
and test sets contain 4,478, 500 and 893 utterances, respectively. There are 21
intent types and 120 slot labels in the training set. For SNIPS, the above three
sets include 13,084, 700 and 700 utterances separately. There are 7 intent types
and 72 slot labels in the training set.

Three evaluation metrics are used to measure model performance [6]. Con-
cretely, the accuracy is used for intent detection. The F1-score is adopted for
slot filling. Furthermore, the sentence-level semantic frame accuracy (sentence
accuracy) is utilized to indicate the overall performance of the two tasks. It refers
to the proportion of the utterances whose intent label and all slot labels are both
correctly predicted in the whole evaluation corpus.

4.2 Implementation Details

For the embedding layer, the dimension of the word-level embedding is set to
128 and 256 for the ATIS and SNIPS dataset, respectively. For the character-
level embedding, each character in a token is first converted to a 12-dimensional
vector. In the 1D convolution layer, the convolution filter sizes are set to {2,
3}, and the number of filters corresponding to each filter size is set to 64 and
128 for the ATIS and SNIPS dataset, respectively. Consequently, the dimension
de of the token embedding is 256 for ATIS and 512 for SNIPS. Following [14],
1 https://github.com/snipsco/nlu-benchmark/tree/master/2017-06-custom-intent-

engines.

https://github.com/snipsco/nlu-benchmark/tree/master/2017-06-custom-intent-engines
https://github.com/snipsco/nlu-benchmark/tree/master/2017-06-custom-intent-engines
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for the self-attention layer, the dimension dv of the values V is set to 128. For
the Bi-LSTM layer, the hidden size dh is set to 256. For each unidirectional
LSTM that is utilized as the decoder, the hidden size is set to 64. The batch size
is 16 for training and evaluation. Adam [9] is utilized for model optimization
with the learning rate of 1e-3. The dropout is applied to reduce over-fitting,
and the dropout rate is set to 0.4. We choose the model that achieves the best
performance on the development set and then evaluate it on the test set.

4.3 Ablation Study

We conduct ablation experiments to validate the effectiveness of various compo-
nents in our ITD-Net. Specifically, we first investigate the effect of the interactive
two-pass decoder. Then we explore the effect of the self-attention mechanism
adopted in the self-attentive encoder.

Effect of Interactive Two-Pass Decoder. To verify whether the second-
pass decoder for one task can make the most of the explicit information of the
other task (i.e., the first-pass output distributions generated in the first decoding
stage) to improve the model performance, we perform the following ablations:

• Without Second-Pass Intent Decoder: the second-pass intent decoder
DI

2 is removed, and the output ŷFI of the first-pass intent decoder is adopted
for predicting the token-level intent label sequence (oI1, · · · , oIT ).

• Without Second-Pass Slot Decoder: the second-pass slot decoder DS
2 is

ablated, and the output ŷFS of the first-pass slot decoder is used for final
slot label prediction.

• Without Both Second-Pass Decoders: both second-pass decoders (DI
2

and DS
2 ) are removed, which means we only conduct one-pass decoding. ŷFI

and ŷFS are utilized to predict the intent and slots, respectively.

The result of the ablation experiments is shown in Table 2. From the table,
we can observe that without the second-pass intent decoder or the second-pass
slot decoder, the model performance on both datasets decreases. Moreover, when
removing both second-pass decoders, the performance drops a lot. Concretely,
in the ATIS dataset, we see 0.71%, 0.90% and 2.69% drop on the slot F1-score,
intent accuracy and sentence accuracy, respectively. In the SNIPS dataset, we
observe 1.22%, 1.14% and 3.14% drop on the above three metrics. This indicates
that the intent information is helpful for slot filling and the slot information is
also beneficial to intent detection. More importantly, in the interactive two-pass
decoder, the second-pass decoders can make the best of task-specific information
offered by the first-pass decoders to boost the performance of both tasks.

Effect of Self-attention Mechanism. To study the benefits of the self-
attention mechanism we used in the ITD-Net, we remove the self-attention layer
from the self-attentive encoder, and the token embeddings generated by the
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Table 2. Ablation experiments of the proposed ITD-Net on ATIS and SNIPS datasets.

Model ATIS SNIPS

Slot (F1) Intent (Acc) Sentence (Acc) Slot (F1) Intent (Acc) Sentence (Acc)

ITD-Net (full) 96.23 97.54 88.24 95.20 98.57 88.43

W/o second-pass

intent decoder

96.04 96.98 87.23 94.70 98.00 87.14

W/o second-pass

slot decoder

95.94 96.86 87.23 94.93 98.57 88.00

W/o both

second-pass

decoders

95.52 96.64 85.55 93.98 97.43 85.29

W/o self-attention 95.83 96.98 87.46 94.76 98.00 87.86

Table 3. Intent detection and slot filling results on ATIS and SNIPS datasets.

Model ATIS SNIPS

Slot (F1) Intent (Acc) Sentence (Acc) Slot (F1) Intent (Acc) Sentence (Acc)

Attention BiRNN [11] 94.20 91.10 78.90 87.80 96.70 74.10

Slot-Gated (Full Atten.) [6] 94.80 93.60 82.20 88.80 97.00 75.50

Slot-Gated (Intent Atten.) [6] 95.20 94.10 82.60 88.30 96.80 74.60

Self-Attentive Model [10] 95.10 96.80 82.20 90.00 97.50 81.00

Bi-model [20] 95.50 96.40 85.70 93.50 97.20 83.80

SF-ID Network ID-First 95.58 96.58 86.00 90.46 97.00 78.37

(without CRF) [5]

SF-ID Network ID-First 95.80 97.09 86.90 92.23 97.29 80.43

(with CRF) [5]

Stack-Propagation Model [14] 95.90 96.90 86.50 94.20 98.00 86.90

ITD-Net (ours) 96.23 97.54 88.24 95.20 98.57 88.43

embedding layer is directly utilized as the input of the Bi-LSTM layer. From
Table 2, we can see that without the self-attention layer, the model performance
on all evaluation metrics of both datasets decreases. Concretely, in the ATIS
dataset, we observe 0.40%, 0.56% and 0.78% drop on the slot F1-score, intent
accuracy and sentence accuracy, respectively. In the SNIPS dataset, the afore-
mentioned three metrics drop 0.44%, 0.57% and 0.57% separately. We believe
the reason is that the self-attention mechanism can capture the contextual infor-
mation for each token, which is useful to the prediction of the token-level intent
and slot.

4.4 Comparison with State-of-the-Arts

We compare ITD-Net with existing baselines for joint intent detection and slot
filling. The results are presented in Table 3.2 Among the baselines, [5,6,10] lever-
age the gate mechanism to model the slot-intent relationships, [14] utilizes the
predicted intent information to guide slot filling. We can see that the ITD-Net
outperforms all baselines. Compared with the state-of-the-art Stack-Propagation
2 For the SF-ID Network, we adopt the results of the model using the ID-First mode

from [5]. For all other baselines, we obtain the results from [14].
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Model [14], in the ATIS dataset, the ITD-Net achieves 0.33% improvement on
slot F1-score, 0.64% improvement on intent accuracy and 1.74% improvement
on sentence accuracy. In the SNIPS dataset, the ITD-Net achieves 1.00%, 0.57%
and 1.53% improvements on the above three evaluation metrics, respectively.
This result verifies the superiority of our ITD-Net.

Compared with Stack-Propagation Model. that only unidirectionally exploits
the predicted intent information to guide slot filling, such improvements further
indicate that the slot information is beneficial to intent detection. By directly
utilizing the explicit slot information (i.e., the first-pass slot output distributions
obtained in the first decoding stage) as the extra input of the second-pass intent
decoder to provide guidance, our ITD-Net improves the intent accuracy and
further improves the other two evaluation metrics through joint learning.

Besides, the ITD-Net significantly outperforms the SF-ID Network [5]. Com-
pared with SF-ID Network ID-First (with CRF), in the ATIS dataset, the ITD-
Net gains 0.43%, 0.45% and 1.34% improvement in terms of slot F1-score, intent
accuracy and sentence accuracy, respectively. In the SNIPS dataset, the ITD-Net
achieves 2.97%, 1.28% and 8.00% improvements on the three metrics mentioned
above, respectively. This implies that directly utilizing the explicit output label
distribution of one task to guide the other task is more effective than using the
gate mechanism to implicitly establish the interactions between the two tasks.
The noticeable improvement on intent accuracy in the SNIPS dataset further
indicates that the token-level intent prediction can improve the performance of
intent detection as it can reduce the predicted variance [14].

5 Conclusion

In this paper, we propose an Interactive Two-pass Decoding Network (ITD-Net)
for joint intent detection and slot filling. The ITD-Net explicitly models the
token-level interactions between the intent and slots and implements bilateral
guidance between the two tasks by carrying out an interactive two-pass decoding
process. Experiments on the ATIS and SNIPS datasets show the superiority of
our ITD-Net. In the future, we plan to incorporate powerful pre-trained language
models such as BERT to further boost the model performance.
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opment Program of China under Grant No.2017YFB0803003 and National Science
Foundation for Young Scientists of China (Grant No.61702507).
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Abstract. The incompleteness of the knowledge base (KB) is one of the
key issues when answering natural language questions over an incom-
plete knowledge base (KB-QA). To alleviate this problem, a framework,
RuKBC-QA, is proposed to integrate methods of rule-based knowledge
base completion (KBC) into general QA systems. Three main compo-
nents are included in our framework, namely, a rule miner that mines
logic rules from the KB, a rule selector that selects meaningful rules
for QA, and a QA model that aggregates information from the origi-
nal knowledge base and the selected rules. Experiments on WEBQUES-
TIONS dataset indicate that the proposed framework can effectively alle-
viate issues caused by incompleteness and obtains a significant improve-
ment in terms of micro average Fl score by 2.4% to 4.5% under different
incompleteness settings.

Keywords: Question answering · Incomplete knowledge base ·
Knowledge base completion

1 Introduction

Open-domain question answering (QA) over knowledge base (KB), also known as
KB-based question answering (KB-QA), is a hot topic and has attracted massive
attention recently. Most state-of-the-art approaches based on the assumption
that evidence required to answer questions has existed in the KB completely.
However, it is insufficient to cover full evidence required by open-domain ques-
tions due to inevitable incompleteness and restricted schema of the KB [1]. As
illustrated in Fig. 1, it’s easy to answer the question “What is the name of Justin
Bieber’s brother?” by utilizing evidence that Justin Bieber has a sibling rela-
tion with Jaxon Bieber. However, the question would turn to be non-trivial if
c© Springer Nature Switzerland AG 2020
X. Zhu et al. (Eds.): NLPCC 2020, LNAI 12431, pp. 82–94, 2020.
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parents

Jus n Bieber Jaxon Bieber
sibling

Jeremy Bieber

parents

 Ques on:What is the name of Jus n Bieber's brother?

Male
gender

Fig. 1. An example for answering the question “What is the name of Justin Bieber’s
brother?”.

the link between Justin Bieber and Jaxon Bieber is missing. Some researchers
utilize textual evidence to alleviate this issue [1,2]. Nevertheless, textual evidence
is not always accessible.

Knowledge base completion (KBC) aims to infer missing facts using existing
information in the knowledge base. Various techniques have been devised for this
task, such as rule-based approaches [3,4] and embedding-based approaches [5,6].
The effectiveness of KBC motivates us to explore its potential for enhancing the
performances of QA over incomplete KBs by inferring missing evidence. In this
paper, rule-based approach is adopted for two reasons. On the one hand, results
in the work [7] show that rules with high confidences can cover a significant
fraction of the test cases. On the other hand, confidences of rules are powerful
priors about the quality of inferred facts.

A naive option is to take state-of-the-art KBC methods to infer missing facts
firstly, then execute the process of QA as usual. Figure 1 shows how a rule-base
KBC system would work for the question mentioned above in this naive option.
Specifically, a logical rule like “people who have the same parent are siblings”
could infer the missing sibling relation between Justin Bieber and Jaxon Bieber.
Although straightforward, it is still a nontrivial task to exploit facts inferred by
KBC. Because both rule-based and embedding-based approaches for KBC tasks
usually infer missing facts that are very likely (but not necessarily) hold, e.g.,
“The spouses very likely have the same nationalities.” The major challenge for
utilizing works of KBC to enhance QA is how to reduce noises introduced during
inferring missing facts.

To address this challenge, we propose a framework to integrate methods
of rule-based knowledge base completion into general question answering
systems, called RuKBC-QA. Firstly, we utilize a rule miner to extract massive
logic rules from the KB automatically. Then, we design a rule selector to select
meaningful rules for QA. This rule selector is conducted by estimating scores of
rules and logical forms of questions alternately. Finally, we inject selected rules
into a general QA system through aggregating information from the original KB
and selected rules. The contributions of our study are summarized as follows.

– We propose a novel paradigm of QA over an incomplete KB that integrates
methods of rule-based KBC into general QA systems. To the best of our
knowledge, this is the first work that focuses on the impact of KBC to QA
over an incomplete KB.
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– We design a powerful rule selector via modeling interactions between logical
rules and logical forms of questions. Meanwhile, we adopt a new mechanism
tailored for learning embeddings of predicates and logical rules jointly.

– Experimental results on benchmark datasets indicate that logical rules mined
from the knowledge base can alleviate the issue of incompleteness, and the
proposed framework yields a significant improvement in terms of micro aver-
age F1 score under various incomplete settings by 2.4% to 4.5%.

2 Related Work

Our work is related to two research topics, the first one is question answering over
knowledge base (KB-QA), the other one is knowledge base completion (KBC).

The mainstream methods for KB-QA fall into two major categories: semantic
parsing and information retrieval. Semantic parsing based approaches [8,9] learn
parsers which parse questions into its logical forms and then query knowledge
base to obtain answers from KB. Information retrieval based approaches [10–12]
collect a set of candidate answers and then select the final answers by analyzing
the low-dimensional representations for questions and candidate answers. Nev-
ertheless, most methods focus on the case where the KB is sufficient to cover
the full evidence required for QA. Recently, several works [1,2,13] utilize textual
evidence to improve QA over incomplete KBs. Although fusing evidence from
multi-sources is effective, textual evidence is not always accessible. Adversely,
we aim to boost the performance of QA over incomplete KBs through exploiting
methods in KBC, namely, structure information in the KB.

KBC refers to the task of automatically predicting missing facts based on
existing ones in the KB. Various techniques have been devised for this task,
which can be roughly divided into two groups: rule-based and embedding-based.
Rule-based approaches first learn logical rules and then infer missing facts by
instantiating rules against existing facts. Methods of this kind focus on rule
learning from KBs, which include First-Order Inductive Learner (FOIL) [3,14],
differentiable learning [4], etc. The second group learns low-dimensional vector
representations for entities and predicates in KBs [5,6]. The representations are
leveraged to infer missing facts via mathematical operation of vectors. While suc-
cessful in addressing different issues, methods in KBC introduce noise inevitably.
Therefore, we design a metric to measure gains of rules for the QA task and select
rules using question answer pairs to reduce the noise introduced.

3 Background

This paper focuses on the knowledge bases K that is a collection of triples
(e1, p, e2), where e1, e2 ∈ E are the entities (e.g., Justin Bieber) and p ∈ P
is a binary predicate (e.g., sibling). For compatibility with symbols of logical
rules, we denote (e1, p, e2) as p(e1, e2). We employ Freebase [15] to illustrate the
proposed framework.
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We consider Horn rules in this paper. A Horn rule R is an expression of
the form B ⇒ p(x, y), where p(x, y) is the head or conclusion of the rule,
and B is a sequence of atoms p1(x1, y1), . . . , pm(xm, ym) called the body, e.g.,
parents(x, z), parents(y, z) ⇒ sibling(x, y). An instantiation of R means that
all variables in R have been substituted by concrete entities in E . A predic-
tion of R is the instantiated head if all the instantiated atoms in the body
exists in KB. For instance, if relations parents(Justin Bieber, Jeremy Bieber)
and parents(Jaxon Bieber, Jeremy Bieber) hold, sibling(Justin Bieber, Jaxon
Bieber) is a prediction of the rule mentioned above. We denote predictions
of R w.r.t. K as Pr(R,K), and the predictions of a set of rules R w.r.t. K
as K+

R = ∪R∈RPr(R,K). Then, the complemented knowledge base can be
expressed by KR = K+

R ∪ K. Note that a rule miner usually associates each
rule R with a confidence level λR ∈ [0, 1] since mined rules may not be consis-
tent with all the facts in K. Rules with higher confidence levels are more likely to
hold. For convenience, we further group rules by their heads and donate all rules
whose head predicate is p as Rp = {R|R ∈ R,The head of R is p}. Rules that
can infer the fact p(e1, e2) are denoted by I(p, e1, e2). Therefore, each inferred
fact in K+

R corresponds to a set of rules.

KB-QA

KB
Rule MinerRule Selector

Rules:
What is the name of 
Jus n Bieber's brother?Inferred 

facts
Facts in the

KB

KB-QA model

Jaxon Bieber

parents(x, z), parents(y, z) 



sibling(x,y)

parents(z, x), parents(z, y) spouse(x,y)

Answer:

Ques on:

Fig. 2. A overview of proposed framework for question answering over an incomplete
knowledge.

4 Framework

This work is aimed to improve the performance of KB-QA systems by inferring
missing facts using rules mined from the knowledge base K. We focus on KB-QA
systems which is trained through a set of question-answers pairs D = {(q,Aq)},
where q and Aq are the question and corresponding answers, respectively. As
illustrated in Fig. 2, our approach consists of three key components:

1. Rule miner mines a set of logic rules R from the available triplets
in K automatically, e.g., parents(z, x), parents(z, y) ⇒ spouse(x, y). We
employ AMIE+, a successful rule miner, because AMIE+ calculates partial
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completeness assumption (PCA) based confidence level. The PCA based con-
fidence level is not only a powerful priori about the quality of the rule, but also
more suitable than the standard one in a web-extracted KB (e.g., Freebase)
designed under an open-world assumption.

2. Rule selector evaluates each rule in R and select rules which are considered
helpful for QA. We utilize the selected rules Rs to infer missing facts in
knowledge base.

3. KB-QA model takes a neural language question q, the origin knowledge base
K and inferred facts as input, and then outputs answers.

4.1 Rule Selector

The core of rule selection is evaluating the impact of rules on the QA task. The
facts inferred by selected rules need to be not only less noisy but also related
to QA task. In KB-QA, a question is usually assumed to be associated with an
unknown logical form. This logical form can be translated to a query on the
knowledge base, and the retrieved results identify with answers to the question.
In this part, we firstly discuss interactions between rules and logical forms, then
present an iterative algorithm to evaluate rules.

For a question q, we denote the mapping from q to its logical form as L(q) ∈
L, where L is the set of all possible logical forms. Assuming that the golden
mapping is given, the impact of rules on the QA task comes from enriching
answers by inferring more facts. In this case, the evaluation of rules becomes an
evaluation of the answers retrieved before and after taking new inferred facts by
rules into account. We choose Jaccard similarity between retrieved results and
correct answers Aq to evaluate retrieved results in this paper. Jaccard similarity
measures the similarity between two finite sample sets B and C, defined as

J(B,C) =
|B ∩ C|

|B| + |C| − |B ∩ C| (1)

For a logical form l ∈ L, let the answers retrieved before and after the injection
of a single rule R are Q(l,K) and Q(l,K, R) respectively. We compute the gain
of R as:

gain(R|L(q), q) = J(Q(L(q),KB,R), Aq) − J(Q(L(q),KB), Aq) (2)

In the above equation, we get the gain of R under the conditions of L(q) and q,
because the rule R only works during retrieving the KB if L(q) is known. We
define the score of R as the average conditional scores on all questions in training
data D, namely:

gain(R) =
1

|D|
∑

q∈D

gain(R|L(q), q) (3)

However, the mapping from question q to its logical form is unknown even in
train data. Researchers calculate the confidence whether a logical form is correct
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for question q by evaluating retrieved results as mentioned above. Namely, for a
logical form l ∈ L,

conf(l|q,K) = J(Q(l,K), Aq) (4)

Although it’s simple over a complete knowledge base, calculating confidences
over an incomplete knowledge base is not an easy task. The missing facts would
lead to incorrect estimates of the logical form. For example, the right logical form
for question q may get a zero score due to missing facts. Rules can alleviate this
problem by inferring some missing facts. If facts inferred by rules are accurate,
the confidence of l becomes

conf(l|q,K,R) = J(Q(l,KR), Aq) (5)

In the case of inaccurate rules, we exploit the confidence levels of rules to estimate
conf(l|q,KB,R). We first assign a truth value to the fact p(e1, e2) ∈ KR as:

π(p, e1, e2) =

{
1 if p(e1, e2) ∈ K
max({λR|R can infer the fact p(e1, e2)) otherwise

(6)

Then we utilize t-norm based fuzzy logics [16] to model the truth value of
retrieved answer for l. Namely, the truth value of a retrieved answer is estimated
as a composition of the truth values of its constituent triples. In this work, we
only consider triples in the logical form are connected by logical conjunction,
which is computed as π(a ∧ b) = π(a) • π(b). It is enough to cover most of the
correct logical forms in popular QA benchmarks, like WebQuestions [17] and
ComplexQuestions [18]. So each retrieved answer is assigned a score π(a|l,KR).
Then we estimate conf(l|q,K,R) as:

conf(l|q,K,R) =

∑
a∈Q(l,KR)∩Aq

π(a|l,KR)

|Aq| +
∑

a∈Q(l,KR)

π(a|l,KR) − ∑
a∈Q(l,KR)∩Aq

π(a|l,KR)
(7)

By substituting J with its definition in Eq. 1, we know that Eq. 5 is a specializa-
tion of Eq. 7 when confidences of all rules equal to 1. In Eq. 3, we assume L(q)
is given. We modify this equation to Eq. 8 for handling uncertainty of L(q).

gain(R) =
1

|D|
∑

q∈D

∑

l∈L
conf(l|q,K,R) ∗ gain(R|l, q) (8)

We select rules with gain greater than 0, namely, Rs = {R|R ∈ R and gain(R) >
0}.

Because both the selected rules and logical forms for questions are hidden, we
iteratively calculate conf(l|q,K,R) and gain(R) using Eqs. 7 and 8. Namely, we
assume that gain(R) is known when we calculate conf(l|q,K,R) and vice versa.
Algorithm 1 summarizes the iterative estimation of logical forms and mined rules.
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Algorithm 1: Rule Selector
Require: knowledge base K, mined rules R, possible logical forms L, labeled

question and answer pairs D = (q,Aq)
Ensure: selected rules Rs

1: R0
s ← R, i ← 0

2: repeat
3: i ← i + 1, Ri

s ← ∅
4: for each question q ∈ D do
5: for each logic form l ∈ L do
6: compute conf(l|q,K,R) using equation 7
7: end for
8: end for
9: for each rule R ∈ R do

10: compute gain(R) using equation 8
11: add R to Ri

s if gain(R) > 0
12: end for
13: until Ri

s = Ri−1
s

4.2 Inject Rules into KB-QA Model

Our proposed framework is universal and can be integrated into many existing
KB-QA Systems. We illustrate step by step below on how to inject selected rules
into information extraction based models for the KB-QA task. The information
extraction based QA models first retrieve candidate answers for questions, then
project questions and candidate answers into a unified low-dimensional space
and finally measure their matching scores by calculating similarities between
their low-dimensional representations. There are two key points in information
extraction based models: (i) How to represent the question? (ii) How to represent
entities in the knowledge base? Figure 3 shows the architecture we adopt to learn
representations of questions and answers.

Candidate Generation. For each question q, we use the entity linking tool
S-MART [19] to identify named entities in the question. The tool can generate a
score for each named entity. We use the one with the highest score as the topic
entity of question, denoted as e. After getting the topic entity, we collect all the
entities connected to it directly or connected with paths of length 2 when the
middle existential variable can be grounded to a compound value type (CVT)
node (CVT node is not a real-world entity, which is used to collect multiple
fields of an event.). These entities constitute the candidate set for the question
q, denoted as Cq.
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q What is the name of Jus n Bieber's 
brother?

......

...

Mul -column Convolu onal Layer

Max-pooling Layer

Jaxon Bieber

Answer Path: sibling,... Answer type: person,...

+ =S(q,a)

Embedding Layer

Path Embedding Layer Type Embedding Layer

Fig. 3. The architecture used to learn representations of questions and answers.

Representations of Questions. We employ the multi-column convolutional
neural networks (MCCNNs) [11] to learn fixed-length representations for ques-
tions. As shown in Fig. 3, we use two separate convolutions to learn different
aspects of questions, one for paths from the candidate answer to the topic entity
and the other one for types of the candidate answer. We ignored the context
information used in [11] because we found that the context information had lit-
tle effect in our experiments and make the learned model vary large. For question
q = w1, . . . , wn, we first look up a word embedding matrix Ew ∈ R

d×vw to trans-
form every word into a vector, where d is the dimension of the embeddings and
vw denotes the vocabulary size of natural language words. Then, the embeddings
are fed into two separate convolutional layers, each followed by a max-pooling
layer that extracts the most salient local features to form a fixed-length vector.
We denote the two fixed-length vector as f1(q), f2(q), respectively.

Answer Representation. Corresponds to the representations of questions, we
directly learn two embedding vectors for each candidate answer a ∈ Cq:

1. Answer Path. We assign an embedding matrix Ek
p ∈ R

dk×vp for predicates
in the knowledge base and an embedding matrix Ek

R ∈ R
dk×|Rs| for selected

rules, where dk is the dimension of embeddings and vp is the number of
predicates. In the previous work [10,11], answer path representation is the
average of embeddings assigned to predicates between the candidate answer
a and the topic entity e in q. Additionally, if the fact p(e1, e2) is missing
but connected by selected rules in Rs, we utilize the average embeddings of
rules that can infer p(e1, e2), namely, rules in I(p, e1, e2) (defined in Sect. 3).
Through learning different embeddings for predicates and rules, the model
can distinguish between predicates and rules and identify meaningful rules.
Formally, the embedding of fact p(e1, e2) is represented as:

fp =

{
Ek

p if p(e1, e2) ∈ K
aveR∈I(p,e1,e2)E

k
R if p(e1, e2) ∈ KR − K

Then, the answer path embedding g1(a) is defined as the average of embed-
dings assigned to facts between the candidate answer a and the topic entity
e in q.
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2. Answer Type. The type of an entity, e.g., person, carries very useful informa-
tion for various NLP tasks. In Freebase, entities and their types are associ-
ated using predicate common.topic.notable types. As in [11], the answer type
embedding g2(a) is defined as the average of embeddings assigned to types
of a.

The matching scores for the question q and the candidate answer a is com-
puted as:

S(q, a) = f1(q) · g1(a) + f2(q) · g2(a)

Training. By identifying correct answers in the candidate set, we divide the
candidate set into two parts, namely, correct answer set Pq and incorrect answer
set Nq. During training, we randomly sample k incorrect answers a′ ∈ Nq as
negative instances for each correct answer a ∈ Pq. The loss function for pairs
(q, a) and (q, a′) is given as:

loss(q, a, a′) = max{0, λ − S(q, a) + S(q, a′)}, where λ > 0

Inference. In the inference stage, we calculate score S(q, a) for every candidate
answer a in Cq. Then we compute the highest scores Smax

q . We use an auxiliary
threshold to determine whether a candidate should be adopted. The final answer
set is calculate as:

Âq = {a|Smax
q − S(q, a) < τ) and a ∈ Cq}, and Smax

q = maxa∈Cq
S(q, a)

where τ is a threshold that is estimated on the development data.

5 Experiments

5.1 Setup

Dataset and Experimental Settings. We evaluate our system on the
WebQuestions dataset [17], which contains 3,778 question-answer pairs for train-
ing and 2,032 for testing. These questions are crawled via Google Suggest API,
and their answers are obtained from Freebase. We split the training instances
into the training set and the development set by 80%/20%. To make Freebase
fit in memory, we only keep the triples where one of the entities appears in
either the WebQuestions training/development set or in ClueWeb extractions
[20], which is similar to the preprocessing in [10,11].

To evaluate the robustness of our QA systems across different degrees of KB
completeness, we follow the settings of [1], where facts in the KB is downsampled
to various degrees. Specifically, we downsample facts to 10%, 30%, and 50% of
the original to simulate KB with different degrees of completeness. For each
setting, we treat these downsampled facts as the input of AMIE+ [3] to extract
logical rules. To make the extraction more efficient, we only consider rules with
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less than 3 atoms in the body. We find that inverse equivalence rules dominate
the task of knowledge base completion, which is verified similar cases in [7].
However, inferring missing facts using these trivial rules may overestimate the
performance of our framework in real-world scenarios. Therefore, we remove
inverse equivalence rules in our experiments.

We initialize the word embeddings with Stanford’s publicly available 50-
dimensional Glove vectors [21]. The development set is used for tuning the hyper-
parameters in our model and early stopping of training. The window size of
MCCNNs is 5. The dimension of each column of convolutional layers and the
dimension of answer embeddings are set to 64. The margin parameter λ in loss
function is set to 0.5.

Evaluation Metric and Baselines. We re-implement the original MCCNN
method from [11] as the baseline. To provide an in-depth analysis of the function
of rules, we consider the following variations of the original MCCNN:

– MCCNN. This is the original MCCNNs only utilizes downsampled facts.
– MCCNN-LM. To clarify that the inferred facts are useful for QA over

incomplete KB, rules with a high confidence level are used to infer missing
facts. In this case, MCCNN use additional facts inferred by rules only at
inference time, namely, merging inferred facts in the inference stage (late
merge).

– MCCNN-EM. In addition to MCCNN-LM, the inferred facts are used
at both training and inference time (early merge) to verify whether the early
merging of inferred facts is helpful or not.

– RuKBC-QA. This is our proposed framework that employs the proposed
rule selector to select rules automatically and jointly learn embeddings of
predicates in the KB and mined rules.

Rules in MCCNN-LM and MCCNN-EM are filtered by a confidence thresh-
old tuned on the development set. We adopt the micro average F1 score as our
evaluation metric.

5.2 Results and Discussion

Main Results. We show the micro average F1 scores under different incomplete
settings in Table 1. Overall, MCCNN-EM and MCCNN-LM perform better
than the original MCCNN. And our proposed RuKBC-QA obtains a consid-
erable improvement in terms of micro average Fl score by 2.4% to 4.5% when
the KB is incomplete, which outperforms all the baselines with a significant gap.
The results indicate that merging additional facts inferred by rules is valuable
when the KB is incomplete. Early fusion of those additional facts performs better
than late fusion. The proposed RuKBC-QA equipped with a well-designed rule
selector and joint embeddings of predicates and logical rules further boost the
performances. It is worth mentioning that the rules are selected automatically in
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Table 1. Comparisons with baseline models under various incompleteness settings.

Methods 10% KB 30% KB 50% KB 100% KB

F1 F1 F1 F1

MCCNN 7.0 19.7 28.0 41.9

MCCNN-LM 8.2 21.5 29.4 41.9∗

MCCNN-EM 8.8 22.6 30.0 41.9∗

RuKBC-QA 9.4 23.7 32.5 41.6

RuKBC-QA w/o joint learning 9.4 23.1 31.8 41.0
∗As the tuned threshold for confidence level is 1, the model reduce to the
original MCCNN.

our model, while MCCNN-EM and MCCNN-LM need to tune the thresh-
olds on the development set. We also observe that our model benefits most when
the completeness of the KB is moderate. This is because more rules are mined
as the KB completeness increases, and the negative impact of noises introduced
by rules increases at the same time. Under the full setup, RuKBC-QA drops
the performance slightly due to noise introduced by selected rules.

threshold

F1

threshold selector
proposed with threshold
proposed
baseline

(a) F1-score as threshold increases (b) Number of rules as threshold increases

Fig. 4. The comparison of our proposed selector with a threshold-based one in various
thresholds.

Impact of Rule Selector. In this part, we illustrate our selector is superior
to the one utilizing a threshold to filter mined rules in both performance and
time consumption. We conduct experiments under the setting 50% sampling
rate, and substitute our selector by the threshold-based with various confidence
thresholds.

As shown in Fig. 4(a), the proposed rule selector outperforms the threshold-
based selector under all threshold configurations. The performance of the
threshold-based selector is sensitive to the choice of threshold. A higher thresh-
old will reduce the number of mined rules, while a lower one might introduce
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incredible rules. Both of them can not obtain the ideal performance for KB-QA.
We further combine our proposed selector with the threshold-based one to check
whether our proposed selector can benefit from an elaborate threshold. We apply
the proposed selector on rules filtered by a confidence threshold without chang-
ing other components in our framework. The result is tagged with “proposed
with threshold” in Fig. 4(a). We discover that the performance will decrease as
the threshold increases, which indicates that the proposed selector can effectively
filter several noise rules. Besides, the sharp deterioration when the threshold is
higher than 0.7 shows that models benefit the most from high-quality rules.

The time consuming of rule-based inference varies dramatically with specific
questions and implementations of rule reasoners. However, the inference time is
proportional to the number of selected rules which does not depend on the spe-
cific question and the reasoner implementation. Therefore, we compare the time
consumption by counting the number of selected rules. As shown in Fig. 4(b),
our proposed selector only needs far fewer rules than the threshold-based one.

Impact of Joint Learning. To study the effect of joint learning embeddings of
predicates and logical rules, we perform experiments by substituting embeddings
of a rule with embeddings of its head (see the last row in Table 1). As shown in
Table 1, joint learning embeddings of predicates and logical rules lead to better
performance.

6 Conclusion and Future Work

This paper investigates question answering over an incomplete knowledge base.
A novel framework is proposed to integrate methods of rule-based knowledge
base completion into general QA systems which enables the question answering
system to utilize missing facts inferred by mined rules. Meanwhile, a powerful
rule selector is introduced to reduce noisy facts inferred by rules, and a mech-
anism for leveraging information from origin knowledge base and rules. Our
experiments reveal two main conclusions. (i) Rule-based knowledge base com-
pletion can boost the performance of question answering over incomplete KB
by inferring missing facts. (ii) The framework further improves the performance
with a significant gap under various incomplete settings.

Future work will focus on extending the system to cover both rule-based
methods and embedding-based methods in knowledge base completion. Further-
more, integrating text evidence into our framework will also be considered.

Acknowledgement. This work is supported by National Key Research and Devel-
opment Program of China under grant 2016YFB1000902; And NSFC Project No.
61472412 and No. 61621003.



94 Q. Sun and W. Li

References

1. Sun, H., Dhingra, B., Zaheer, M., Mazaitis, K., Salakhutdinov, R., Cohen, W.W.:
Open domain question answering using early fusion of knowledge bases and text.
In: EMNLP, pp. 4231–4242 (2018)

2. Xiong, W., Yu, M., Chang, S., Guo, X., Wang, W.Y.: Improving question answering
over incomplete KBs with knowledge-aware reader. In: ACL, pp. 4258–4264 (2019)

3. Galarraga, L., Teflioudi, C., Hose, K., Suchanek, F.M.: Fast rule mining in onto-
logical knowledge bases with AMIE+. VLDB J. 24(6), 707–730 (2015)

4. Omran, P.G., Wang, K., Wang, Z.: Scalable rule learning via learning representa-
tion. In: IJCAI, pp. 2149–2155 (2018)

5. Bordes, A., Usunier, N., Garcia-Duran, A., Weston, J., Yakhnenko, O.: Translating
embeddings for modeling multi-relational data. In: NIPS, pp. 2787–2795 (2013)

6. Schlichtkrull, M., Kipf, T.N., Bloem, P., van den Berg, R., Titov, I., Welling,
M.: Modeling relational data with graph convolutional networks. In: Gangemi, A.,
et al. (eds.) ESWC 2018. LNCS, vol. 10843, pp. 593–607. Springer, Cham (2018).
https://doi.org/10.1007/978-3-319-93417-4 38

7. Meilicke, C., Fink, M., Wang, Y., Ruffinelli, D., Gemulla, R., Stuckenschmidt, H.:
Fine-grained evaluation of rule- and embedding-based systems for knowledge graph
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Abstract. Previous studies on RST-style discourse segmentation have
achieved impressive results. However, recent neural works either require
a complex joint training process or heavily rely on powerful pre-trained
word vectors. Under this condition, a simpler but more robust segmen-
tation method is needed. In this work, we take a deeper look into intra-
sentence dependencies to investigate if the syntax information is totally
useless, or to what extent it can help improve the discourse segmentation
performance. To achieve this, we propose a sequence-to-sequence model
along with a GCN based encoder to well utilize intra-sentence dependen-
cies and a multi-head biaffine attention based decoder to predict EDU
boundaries. Experimental results on two benchmark corpora show that
the syntax information we use is significantly useful and the resulting
model is competitive when compared with the state-of-the-art.

Keywords: EDU segmentation · GCN model · Syntax information

1 Introduction

As a representative linguistic theory about discourse structure, Rhetorical Struc-
ture Theory (RST) [14] segments each sentence into a sequence of elementary
discourse units (EDUs), as shown in Fig. 1. Under this theory, both the English
RST Discourse Treebank (RST-DT) [2] and the Chinese Discourse Treebank
(CDTB) [12] are annotated. The past decade has witnessed the progress in RST
parsing [13,18,24]. Since EDUs are bottom-level units in RST-style discourse
trees, discourse segmentation (i.e., EDU segmentation), which aims at deter-
mining EDU boundaries, is crucial to the overall performance.

Early works on EDU segmentation mainly focus on feature-based methods
[9,20] which are time consuming and labor-intensive. Recently, neural models
are proposed to better capture lexical semantics with distributed representa-
tions. Among them, Wang et al. [23] propose an end-to-end segmenter based
on the LSTM-CRF framework. Li et al. [11] propose to use the pointer net-
work to solve the problem of sparse boundary tags. Most recently, Lin et al. [13]
employ the same model as Li et al. [11] and improve the segmentation perfor-
mance through the joint learning with sentence-level discourse parsing. However,
c© Springer Nature Switzerland AG 2020
X. Zhu et al. (Eds.): NLPCC 2020, LNAI 12431, pp. 95–107, 2020.
https://doi.org/10.1007/978-3-030-60457-8_8
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the aforementioned works are mainly concerned with lexical semantics and rely
on powerful pre-trained word vectors. In this work, we aim at investigating to
what extent the intra-sentence syntax information can help improve discourse
segmentation. In the literature, Braud et al. [1] first demonstrate that shallow
syntax features are not that effective in EDU segmentation. However, statistics
show that a great percentage of EDU boundaries are directly related to the
dependents of root units in structure. With this in mind, we take a deeper look
into intra-sentence dependencies to figure out the effect of syntax information in
EDU segmentation. Besides, there exit segmentation works on English, Spanish,
German and so on, but studies on Chinese are much less. With the release of
CDTB corpus, more and more works [8,21,24] have been proposed on Chinese
parsing, which calls for a generic segmentation model for different languages.

In this work, we seek further improvements on EDU segmentation to help
reduce error propagation in RST-style discourse parsing [17]. Inspired by [11],
we propose a sequence-to-sequence model to first encode the input text for N-
gram and syntactic information and then decode the sequence to obtain EDU
boundaries. In particular, we integrate a GCN model into the sentence encoder
to better leverage dependency structures for sentence encoding and equip the
decoder with a deep multi-head biaffine attention for EDU boundary determina-
tion. To obtain a generic segmentation model for different languages, we conduct
several experiments on both RST-DT and CDTB corpora to examine the effect
of our proposed approach. Experimental results show that the syntax informa-
tion we use is useful and the resulting model is competitive when compared with
the state-of-the-art (SOTA) works in EDU segmentation.

Fig. 1. Examples of EDU segmentation in both English and Chinese.

2 EDU Segmentation Model

The proposed segmentation model mainly consists of two stages: (i) the syntax-
guided sentence encoding and (ii) the biaffine attention based EDU boundary
decoding. Among them, the sentence encoding stage aims at equipping the word
unit representation with lexical, contextual, and dependency structure informa-
tion. While the biaffine attention based decoder is utilized to control the EDU
boundary determination process. For clarity, we use a sample sentence with n = 6
words in Fig. 2 to illustrate the proposed model architecture.
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Fig. 2. The encoder-decoder architecture of the proposed syntax-guided EDU segmen-
tation model. The partial dependency structure is shown with dash lines at the bottom,
where the head and dep indicate that the edge is directed along or opposite the depen-
dency arc, and the self denotes that the edge is a self-loop one.

2.1 Syntax-Guided Sentence Encoding

Formally, given an input sentence, we get its distributed representation U =
[u1, . . . , un] by concatenating the word embeddings and POS tag embeddings.
Since the input text is sequential in format, we simply employ L layers of bi-
directional GRUs to generate context-aware word representation as

[h1, . . . , hn] = BiGRU(L)(U, θ) (1)

Our ultimate goal in this part is to fuse explicit syntax information into
sentence representation. This is done by employing intra-sentence dependency
structures to refine the obtained context-aware word vectors. Theoretically, a
fake root is usually added in dependency structures and only one word is the
dependent of the root which we refer to as root-dep. For the convenience of com-
putation, we manually add a zero vector, h0, at the start of the input sequence
in Fig. 2 to serve as the root unit. To clearly illustrate the architecture of the
encoder, we build partial dependency structures between h0, h3 and h5 for exam-
ple, as shown in Fig. 2.

Formally, given a unit g, the edge set E(g) contains all the units connected
to g including the unit g itself. Inspired by [16], we employ a mapping table
M(g, g′), where g′ ∈ E(g), to determine whether the edge 〈g, g′〉 is directed (a)
along, (b) opposite, or (c) is a self-loop one (e.g.., the edge 〈h5, h0〉 is directed
along the dependency arc). After k layers of GCNs, the final representation of
the given unit g is formulated as

h
′(k)
g =f

( ∑
g′∈E(g)

W
(k−1)
M(g,g′)h

′(k−1)
g′ + b(k−1)

)
(2)
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where f(·) denotes the ReLU activation function, h
′(0)
g refers to the previously

obtained context-aware word vector in Eq. 1, and h
′(k)
g denotes the refined rep-

resentation of the unit g.
As illustrated in Fig. 2, with the aid of the mapping table, information is

shared between those syntactically related units. In this way, the explicit syntax
information is well employed for word representation refining. After that, we
take the refined vectors as input to a BiGRU encoder to generate candidate
EDU boundaries, [e0, . . . , en], for subsequent boundary determination.

2.2 Biaffine Attention Based Decoding

After achieving the latent representation of candidate EDU boundaries, we take
the previously refined word vectors, [h′

0, . . . , h
′
n] , as input to our uni-directional

GRU decoder and obtaining

d̃ = −→e n ⊕ ←−e n (3)
dt = GRU(h′

t, θ) (4)

where d̃ denotes the concatenation of last hidden states in both directions of the
previous encoder which also serves as the initial state of the decoder, h′

t and dt
refer to the input and output of the decoder at the t-th time step.

During the pointing phase, we compute the attention [5] scores between the
decoder output dt and the encoder outputs corresponding to the candidate EDU
boundaries (i.e., em = {ei|t ≤ i ≤ n}). Since the deep biaffine attention mech-
anism can strip away irrelevant information before attention computation, we
apply two multi-layer perceptrons before the biaffine classifier. And the attention
score is computed as

e′
m = MLP(enc)(em) (5)

d′
t = MLP(dec)(dt) (6)

At = e′
mUd′

t + e′
mu (7)

where N is the number of candidate boundaries, e′
m ∈ R

N×D1 , d′
t ∈ R

D2 are
outputs of the two MLPs, U ∈ R

D1×D2 , u ∈ R
D1 are model parameters, and

At ∈ R
N×1 denotes the attention weights assigned to candidate boundaries.

Here, the pointing phase is basically completed. However, due to the utiliza-
tion of GCN based hierarchical encoder, the representation of input sequences
usually consists of varied information (lexical, syntactic and contextual informa-
tion) while the original attention mechanism only focuses on a specific compo-
nent of the representation. Inspired by Chen et al. [4], we tackle this problem by
extending the pointing phase to a multi-head way as

At =
K∑

k=1

(e′
mU(k)d′

t + e′
mu(k))/K (8)
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where U(k) ∈ R
D1×D2 and u(k) ∈ R

D1 are model parameters of the k-th biaffine
attention module, At ∈ R

N×1 is the averaged weights assigned to the N candi-
date units. In this way, the final averaged attention weight is a integrated result
with different aspects taken into consideration.

At this point, the overall structure of the segmentation model permits con-
tinuous EDU boundary detection. For the example in Fig. 2, given the decoder
outputs d0, d3 and d5, the boundaries e2, e4 and e6 are picked out in turn.

2.3 Model Training with Similarity Penalization

To optimize our supervised discriminative segmentation model, we employ the
negative log-likelihood loss (NLL Loss) in this work to maximize the probability
of selecting the correct EDU boundary at each decoding step.

In particular, we aim at reducing the redundancy of the multi-head atten-
tion and encouraging the diversity between those attention vectors mentioned
in Sect. 2.2. To achieve this, we add an additional penalization term to the loss
function to maximize the cosine distance between each two attention vectors.
And the general loss objective at the t-th decoding step is detailed as

L(Θ) =μ
K∑

k=1

K∑
l=k+1

cos(A(k)
t ,A

(l)
t ) − log(p̂i,t) +

λ

2
‖Θ‖2 (9)

where Θ denotes the set of model parameters, μ is a balancing parameter, λ is
the l2 regularization parameter, and p̂i,t estimates the conditional probability of
selecting the correct EDU boundary i at the t-th decoding step.

3 Experimentation

3.1 Data and Metrics

RST-DT. The RST-DT corpus annotates 385 articles from the Wall Street
Journal. It is divided into a training set of 347 articles (6846 sentences) and a
test set of 38 articles (870 sentences). Following previous studies, we use the 10%
data of the shuffled training set as the development corpus.

CDTB. Motivated by the Penn Discourse Treebank and the Rhetorical Struc-
ture Theory, Li et al. [12] propose the Connective-driven Dependency Tree
(CDT) scheme and manually annotate a Chinese Discourse Treebank (CDTB)
with 500 Xinhua newswire documents. For supervised learning, the corpus is
divided into a training set of 425 documents (4058 sentences), a test set of 50
documents (487 sentences) and a development set of 25 documents (200 sen-
tences).

To avoid the overestimate of segmentation performance, following previous
works [11,13], we evaluate the proposed segmenter with respect to sentence-
internal EDU boundaries. We measure the Precision, Recall and F1-score for
segmentation performance. For fair comparison, all scores we report in this paper
are micro-averaged ones.



100 L. Zhang et al.

3.2 Experimental Settings

We employed the 300D word embeddings provided by GloVe [19] and the Peo-
ple’s Daily News for RST-DT and CDTB respectively, and did not fine-tune
the pre-trained vectors during training. For preprocessing, we used the Stanford
CoreNLP toolkit [15] and the pyltp toolkit for English and Chinese respectively
to obtain POS tags and intra-sentence dependency structures.

We optimized the following hyper-parameters during training: for both cor-
pora, the learning rate is 0.001, the dropout rate is 0.2, the hidden size of GRUs
is set by 200, and the layer numbers of GRUs and GCNs in the sentence encoder
are set by 3 and 1 respectively. The hidden size of MLPs in the deep biaffine
attention is set to 64 and 256 for RST-DT and CDTB respectively. We use
the Adam optimizer with an l2 (10−5) regularization term to minimize the loss
objective. For both corpora, we train the segmentation model iteratively on the
training set by 15 rounds and the batch size is set by 20. The segmentation
system is implemented with PyTorch framework and the codes will be published
at https://github.com/NLP-Discourse-SoochowU/EDU Segmentation.

3.3 Overall Experimental Results

In this paper, we compare with previous SOTA works on two benchmark corpora,
i.e., the English RST-DT corpus and the Chinese CDTB corpus. For RST-DT,
we compare with four strong baseline systems using the same evaluation met-
ric. Among them, Lample et al. [10] propose an LSTM-CRF model for sequence
labeling. Wang et al. [23] propose an end-to-end segmenter using a self-attention
based LSTM-CRF model. Li et al. [11] propose a sequence-to-sequence segmen-
tation model using the pointer network. Most recently, Lin et al. [13] employ
the same model as Li et al. [11] and further improve the performance by joint
learning with sentence-level discourse parsing.

Nevertheless, existing works mainly focus on the popular RST-DT corpus,
while for the under-developed Chinese CDTB corpus, there are few relevant pub-
lications. Under this condition, we duplicate the segmentation model of Lample
et al. [10] and Li et al. [11] in this work to serve as strong baseline systems. The
overall results are detailed in Table 1. From the overall experimental results we
can find that,

– Comparing the two different experimental settings (i.e., with and without
intra-sentence dependencies), the utilization of dependency structures can
significantly improve the segmentation performance on both corpora. And
this suggests the effectiveness of our approach of utilizing explicit syntax
information to discourse segmentation.

– Moreover, to clarify the effectiveness of the syntax information, we com-
pare with other works depending on context-aware semantics without using
those powerful pre-trained word vectors. The results show that our proposed
method achieves the best performance without using any hand-crafted fea-
tures.

https://github.com/NLP-Discourse-SoochowU/EDU_Segmentation
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Table 1. Comparison with previous works on both RST-DT and CDTB corpora.
Superscript * indicates the model is superior to Li et al. [11] with a p-value ≤ 0.05 and
† denotes the duplicated systems.

Method P R F1

EN Lample et al. [10] 89.1 87.8 88.5

Wang et al. [23] 87.9 84.5 86.2

Li et al. [11] 91.6 92.8 92.2

Lin et al. [13] 90.6 92.3 91.4

Ours (without dep) 92.7 90.9 91.8

Ours (with dep) 92.8∗ 92.9∗ 92.9∗

CH Lample et al. [10] † 90.9 92.1 91.2

Li et al. [11] † 92.0 92.1 92.1

Ours (without dep) 90.7 91.1 90.9

Ours (with dep) 93.3∗ 93.0∗ 93.2∗

Table 2. Comparison with the SOTA work using contextualized word vectors.

Method P R F1

Lin et al. [13] 94.1 96.6 95.3

Ours 94.1 95.9 95.1

Recent years have witnessed the effectiveness of contextualized word repre-
sentation in many NLP tasks, and the SOTA EDU segmenter also employs ELMo
to boost the segmentation performance. For reference, we follow the principle
of “control variates” to compare with the model of Lin et al. [13] without using
their “Joint Training” method, as shown in Table 2. As expected, the results
show that our model achieves results similar to theirs.

3.4 Effect of Model Depth

In practice it has been observed that increasing the scale of deep learning,
with respect to the model depth (or model parameters), the number of training
instances, or both, can drastically improve ultimate classification performance.
Therefore, we perform several additional experiments to test the effect of our
model w.r.t. the depth of our hierarchical sentence encoder.

To better illustrate this, we give two sets of comparisons with respect to
the layer number of GRUs (shown in Table 3) and GCNs (shown in Table 4)
respectively. The results in Table 3 indicate that multi-layer GRUs in the sen-
tence encoder is effective in both corpora and the segmentation model achieves
the best performance when the layer number equals to 3. Accordingly, Table 4
reports the segmentation performance with respect to the layer number of GCNs.
Comparing the first two rows, the GCN model we use can significantly improve
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Table 3. Performance comparison with respect to the layer number of GRU.

Layer number RST-DT CDTB

1 90.6 91.3

2 92.0 91.8

3 92.9 93.2

4 91.4 93.2

5 91.6 92.7

Table 4. Performance comparison with respect to the layer number of GCN.

Layer number RST-DT CDTB

0 91.3 90.9

1 92.9 93.2

2 92.2 92.1

3 91.8 93.1

the performance of EDU segmentation in both corpora, and this improvement
is especially evident in the Chinese corpus. Furthermore, comparisons between
the second row and the last two rows show that integrating multi-layer GCNs
into the sentence encoder does not show any further improvements in the exper-
iments. On the whole, the overall results above indicate that a multi-layer GRU
encoder along with GCNs can well capture intra-sentence dependencies and thus
strengthen the sentence representation learning for EDU segmentation.

3.5 Effect of Multi-head Biaffine Attention

To illustrate the effectiveness of the multi-head biaffine attention mechanism, we
give another group of comparison with respect to the number of attention heads,
as shown in Table 5. The experimental results show that our proposed segmen-
tation model achieves great performance in both corpora when the head number
equals to two. Comparing the first row with the last two rows, an interesting
phenomenon is revealed that the performances of our model on P, R, and F1

are more stable when a multi-head attention is leveraged. This means that with
the multi-head pointing phase, the proposed model no longer blindly pursues
the improvement of F1 score but develops a balanced development of recall and
precision. On the whole, the experimental results indicate that the multi-head
attention we use is useful for EDU segmentation in both corpora.
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Table 5. Performance comparison with respect to the number of the multi-head biaffine
attention heads.

Head number RST-DT CDTB

P R F1 P R F1

1 91.8 92.7 92.2 92.7 91.9 92.3

2 92.8 92.9 92.9 93.3 93.0 93.2

3 92.5 92.4 92.4 92.5 92.7 92.6

4 Case Study

To qualitatively illustrate the robustness of our model, we give two visualization
examples of EDU segmentation, as shown in Fig. 3. From the example, the
sentence “When they did, his commanders didn’t have the initiative to do more
than block a couple of roads.” in Fig. 3(a) is segmented into three EDUs step
by step and the boundaries colored in red are assigned with significant weights.
Although the word “more” is also assigned with relatively high boundary weights
(i.e., 7.6 and 1.1), the proposed model can still avoid mistaking it for an EDU
boundary. Furthermore, we randomly select a Chinese segmentation example in
Fig. 3(b) for comparison. From the examples, both English and Chinese EDU
boundaries are assigned with extremely high weights. Differently, punctuations
like “,” are more probable to be EDU boundaries in Chinese, and this language
phenomenon can be easily found in the CDTB corpus.

Fig. 3. Visualization of EDU segmentation for examples in both English and Chinese.
EDU boundaries in both examples are colored in red. Following Tesnière [22], the
dependency arcs we provide point from heads to dependents. (Color figure online)

To study the correlation between the EDU segmentation process and the syn-
tactic information we use, we give another analysis about the randomly selected
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Table 6. The proportion of EDU boundaries syntactically related to root-dep units.

RST-DT CDTB

Proportion 60.7% 37.9%

examples in Fig. 3. In dependency structure, a fake root is usually added and only
one word is the dependent of the root, which we refer to as the root-dep unit (e.g..,
the word “have” in Fig. 3(a)). Intuitively, we draw partial dependency structure
between EDU boundaries and root-dep units for the two examples respectively.
And the partial dependency structures in both examples reveal an interesting
language phenomenon that those words identifying EDU boundaries are direct
dependents of root-dep units. Scrupulously, we further display the proportion of
EDU boundaries related to root-dep units in Table 6, and the results show that
this language phenomenon is common in both corpora. Under the conduction of
explicit dependency structures, those text units serving as dependents of root-dep
units are well equipped with “hints” for EDU boundary determination. Hence,
we have reason to believe that the refining method we use is stable and useful
for RST-style discourse segmentation for languages like English and Chinese.

5 Related Work

Conventionally, given a sentence, the segmentation model identifies EDU bound-
aries and segments input sentences into EDU sequences. In general, previous
studies on EDU segmentation typically fall into two categories: (i) classifying
each text unit in the sentence independently and (ii) sequential labeling.

For the first category, the segmentation model scans the input text sequence
token by token. For each token, a binary classifier is leveraged to predict whether
to insert an EDU boundary after it or not. In this framework, statistical and
Logistic Regression models are used as classifiers for EDU boundary prediction.
Examples following this framework include Sorcuit and Marcu [20], Carlson et al.
[3], Fisher and Roark [7] and Joty et al. [9]. Among these studies, hand-crafted
features are used to train their binary classifiers to predict EDU boundary for
each word independently. The drawback of these EDU segmentation methods is
that they require domain-specific knowledge in the form of data pre-processing
and hand-crafted features.

For the second category, the segmentation model learns to capture the intra-
sentence features and dependencies and cast the EDU segmentation problem as
a sequence labeling task. Following this framework, Feng and Hirst [6] propose
a CRF based discourse segmentation model with some hand-crafted features. In
last few years, recurrent neural networks with CRF output layer achieved SOTA
performance in many sequence labeling tasks [10,23]. However, EDU segmenta-
tion suffers from the problem of tags sparsity which has limited the performance
of CRF models. Recently, sequence-to-sequence neural models [11] are employed
to alleviate this problem. Lin et al. [13] employ the same model as Li et al. [11]
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and further improve the segmentation performance with contextualized word
representation and the joint learning strategy.

In the literature, varied studies [6,20] have demonstrated the usefulness of
syntax information in EDU segmentation. However, the recent study [1] proves
that hand-crafted syntax features are less useful than expected. In this case, we
take a deeper look into intra-sentence dependencies to investigate if the syntax
information is totally useless, or to what extent it can help improve the segmenta-
tion performance. Moreover, the methods mentioned above are all implemented
in the English discourse corpus, but in other languages like Chinese, there are
few related works on. In this work, our segmentation model falls into the second
category, where a sequence-to-sequence model with a deep multi-head biaffine
attention is leveraged for EDU segmentation. In particular, we employ a GCN
model in the work to better utilize intra-sentence dependencies. It is worth men-
tioning that, we perform experiments on both RST-DT and CDTB corpus to
obtain a generic model for different languages.

6 Conclusion

In this paper, we propose a sequence-to-sequence model along with a deep multi-
head biaffine attention for RST-style discourse segmentation. In particular, we
use a GCN model to well leverage dependency structures for word unit represen-
tation enhancing. Experimental results on two benchmark corpora show that our
approach of utilizing syntax information is effective and our final syntax-guided
segmentation model is competitive when compare with the state-of-the-art. We
will extend EDU segmentation to discourse parsing in our future work.
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Abstract. Most previous studies used various sequence learning models to rep-
resent discourse arguments, which not only limit the model to perceive global
information, but also make it difficult to deal with long-distance dependencies
when the discourse arguments are paragraph-level or document-level. To address
the above issues, we propose a GCN-based neural network model on discourse
argument pair graph to transform discourse relation recognition into a node classi-
fication task. Specifically, we first convert discourse arguments of all samples into
a heterogeneous text graph that integrates word-related global information and
argument-related keyword information. Then, we use a graph learning method to
encode argument semantics and recognize the relationship between arguments.
The experimental results on the Chinese MCDTB corpus show that our proposed
model can effectively recognize the discourse relations and outperforms the SOTA
model.

Keywords: Macro discourse relation · Discourse argument pair graph · Graph
convolutional network

1 Introduction

In recent years, the focus of many natural language processing (NLP) applications shifts
from the clause-level or sentence-level shallow semantic analysis (e.g., traditional lex-
ical, syntactic analysis, and semantic role labeling) to discourse analysis that requires
deep semantic understanding. Compared with sentence-level, discourse analysis as a
larger granularity of text analysis has gradually become a NLP research hotpot.

Discourse analysis is to analyze the internal structure of natural texts and recognize
the semantic relationship between discourse arguments [1]. According to the granularity
of discourse arguments, discourse analysis can be divided into two levels: micro-level
and macro-level. The micro-level discourse analysis focuses on sentences and sentence
groups, while the macro-level focuses on paragraphs and chapters. Discourse analysis
studies texts from both structural and semantic perspectives, and can be widely used in
various NLP applications, including question answering [2], automatic summarization
[3], sentiment analysis [4], and information extraction [5].

Generally, discourse analysis consists of three sub-tasks, namely structure construc-
tion, nuclearity identification, and relation recognition. The task of relation recognition
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is to determine how two adjacent discourse arguments are connected semantically. In
principle, the discourse connectives between discourse arguments play a decisive role
in relation recognition. According to whether there is a connective between discourse
arguments, discourse relations are divided into explicit and implicit. For explicit relation
recognition, due to the presence of connectives, simple rule-based methods can achieve
satisfactory performance. For implicit relation recognition, the lack of connectives poses
a huge challenge to this task. Thus, it is important to grasp the semantics expressed by
discourse arguments to identify discourse relations better.

InChinese, there are few connectives that indicate semantic relations betweenmacro-
level discourse arguments (paragraphs). Therefore, Chinese macro discourse relations
can be regarded as implicit relations [6]. In this paper, we focus on recognizing macro
discourse relations in Chinese. As shown in Fig. 1, an example from the Macro Chinese
Discourse Treebank [7] illustrates the macro discourse relations.

Fig. 1. The macro discourse tree of chtb_0019 in MCDTB.

According to the text of chtb_0019 (see Appendix), the overall topic is “the con-
struction of Ningbo Free Trade Zone has achieved fruitful results”. Paragraph a is the
subject paragraph due to it is consistent with the overall topic. Paragraph b tells the
basic situation of Ningbo Free Trade Zone and forms the background of the incident
mentioned in paragraph a. The three paragraphs c, d, and e describe the detailed process
of the incident described in paragraph a from the aspects of import and export trade,
implementation of policies, and enterprise operatingmechanisms. Therefore, these three
paragraphs constitute a Joint relation internally, and an Elaboration relation with para-
graphs a and b externally. In Fig. 1, leaf nodes (a–e) are elementary discourse arguments
(EDUs), and internal nodes are discourse arguments (DUs), representing the discourse
relation between two children.

Compared with micro-level, macro-level discourse arguments (that contain one or
more paragraphs) are longer and have various internal expression forms. These charac-
teristics pose a huge challenge to the semantic modeling of macro discourse arguments.
Whether it is a semantic representation method based on word vectors or a sequence
learning method such as LSTM, CNN, etc., it will be powerless when dealing with long
texts such as macro discourse arguments. In addition, Chinese is a paratactic language,
and recognizing Chinese discourse relations relies more on the deep semantics of dis-
course arguments, especially the topical coherence. In most cases, only using discourse
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arguments themselves cannot provide enough semantic information for Chinese dis-
course relation recognition. Furthermore, we need the global semantic clues of the topic
behind discourse arguments [8].

Compared with the traditional model and sequence learning model, the graph-based
neural network method can directly process complex structural data and retain global
information to better learn long-distance dependence. Yao et al. [17] applied a graph-
based learning method to text classification, which achieved better performance. They
treated a single text as a document node and learned the representationof the node through
document-word edge. However, this method can’t be directly transferred into discourse
relation recognition that is a pairwise task. Therefore, we expand this method and build a
discourse argument pair graph to learn the difference and connection between discourse
arguments, which are not reflected in the original method. Experimental results show
that our method can effectively identify the discourse relations. The main contributions
are summarized as following:

• To the best of our knowledge, we are the first to introduce graph networks to Chinese
discourse relation recognition.

• We propose a discourse argument pair graph to integrate keywords information and
global information.

2 Related Work

In English, most previous studies based on the Rhetorical Structural Theory Discourse
Treebank (RST-DT) [9] and the Penn Discourse Treebank (PDTB) [10]. RST-DT [9]
annotates 385 documents from the Wall Street Journal using the RST tree scheme and
contains more than 20 types of rhetorical relations. PDTB [10] is another discourse
corpus with 2312 annotated documents from the Wall Street Journal and contains many
types of relations. Two corpora do not explicitly distinguish between micro-level and
macro-level discourse relation. On the RST-DT, Li et al. [12] proposed attention-based
hierarchical neural networks to encode arguments for discourse parsing. On the PDTB,
Bai and Zhao [13] proposed a deep enhanced representation to represent arguments at
the character, sub-word, word and sentence levels for relation recognition.

In Chinese, most previous studies based on the Chinese Discourse Treebank (CDTB)
[11] and the Macro Chinese Discourse Treebank (MCDTB) [7]. CDTB [11] annotates
500 documents and 17 discourse relations, which is a micro-level corpus. MCDTB
[7] is only available macro Chinese discourse corpus using RST-style including the
structure, nuclearity, and relation, which currently annotates 720 news documents and
contains 3 categories that further clustered into 15 sub-relations. On the micro-level,
Xu et al. [8] applied a topic model to learn topic-level representation of arguments for
relation recognition. On the macro level, Zhou et al. [6] proposed a traditional macro
discourse relation recognition model, which combines macro semantic representation
based on word vectors and structural features of discourse arguments to fill the gap
in macro discourse research. With the popularity of deep learning, Jiang et al. [14]
proposed a neural network model based on the gating mechanism for identifying macro
discourse relationships. Themodel first encodes the discourse arguments through LSTM
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and attention mechanism, and then uses topic gating and structure gating to filter the
arguments semantic representation to recognize relations.

3 GCN-Based Neural Network on Discourse Argument Pair Graph

In this paper, we focus on recognizing discourse relation between macro discourse argu-
ments in Chinese. Macro discourse arguments have complex long-range dependencies,
and recognizing their relations reliesmore on the deep semantics of discourse arguments,
especially on global information such as topical coherence. To solve the problems suf-
fered from long-distance dependence and lack of global information, we propose a
GCN-based Neural Network model on Discourse Argument pair Graph (DAGGNN)
and the overall architecture of the model is shown in Fig. 2.

Firstly, we calculate TF-IDF of the argument-word pair and point-by-point mutual
information (PMI) of the word-word pair in the corpus. Then we construct the discourse
argument pair graph to learn the semantic representation of the arguments and fuse the
global information. This graph contains the aforementioned two kinds of information:
the keyword information (TF-IDF) and the global information (PMI). The keyword
information TF-IDF serves as a priori attention information, allowing the model to place
emphasis on words that are important to arguments. The global information PMI derives
from the global words co-occurrence that represents the semantic link between words,
enabling the model to learn topic coherence between arguments. In addition, we apply
the graph convolutional network [15] on the established graph to learn the semantic
representation of arguments with global information. Finally, a multi-layer perceptron is
introduced to learn the semanticmatchingbetween arguments and complete the discourse
relation recognition.

3.1 Discourse Argument Pair Graph

First, we give the task definition of discourse relation recognition. Based on the number
of arguments, the discourse relations can be divided into binary relations and multiple
relations. Following previous work [6, 14], we convert multiple relations into binary
relations. Finally, the task of discourse relation recognition turns into the task of classifi-
cation of discourse argument pair. That is, given the discourse arguments arg1 and arg2,
this task is to recognize the relation between them. In this section, we will introduce
the details of building the discourse argument pair graph, including node representation,
edge link, and graph construction.

Node Representation. A discourse argument is a sequence of words arg =
{w1,w2, . . . ,wm}. In the discourse argument pair graph that we construct, there are
three kinds of nodes, namely the arg1 node, arg2 node and w word node. The argument
node arg1 and arg2 respectively represents two arguments in a sample holding a specific
relation. The word node w refers to a word that appears in the corpus. We decompose
each sample that is a form of (arg1, arg2, relation) into two argument nodes arg1 and
arg2 in the graph, because we found that treating each sample as a document node is not
a suitable choice in the preliminary experiments, which cannot fully reflect the semantic
difference and connection between arg1 and arg2. Thus, our graph consists of argument
nodes of all samples and all word nodes, and it is built on the entire corpus.
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We use the word2vec [16] to pre-train word embedding on a large-scale Chinese
corpus to initialize the representation of nodes. Compared with one-hot encoding in
Yao et al. [17], word embedding method not only alleviates the cold start problem, but
also brings more accurate word semantics. Extensive experiments have proved that pre-
trained word embedding is beneficial to many NLP tasks [19, 20]. For each word wi, we
represent it as a vector ei. We also represent each argument argi as a vector e_argi by
averaging the vectors of words it contains.

Edge Link. Asmentioned above, there areword nodes and argument nodes in the graph.
Therefore,we need to establish three kinds of edges among these nodes:word-word edge,
arg-word edge and self-loop edge.

Word-Word Edge. We construct “word-word” edges based on the global word co-
occurrence in a corpus. The global word co-occurrence can be explicitly used in argu-
ments representation learning. Specifically, we use PMI metric to measure the global
word co-occurrence on all arguments with a fixed-size sliding window. Formally, given
the word pair 〈i, j〉, the PMI is calculated as follows:

PMI(i, j) = log
p(i, j)

p(i) ∗ p(j)
(1)

p(i, j) = #W (i, j)

#W
(2)

p(i) = #W (i)

#W
(3)

where #W is the total number of sliding windows in all arguments, and #W (i) is the
number of sliding windows that contain the word i in all arguments. #W (i, j) is the
number of sliding windows containing the word pairs 〈i, j〉 and 〈j, i〉 in all arguments.
Generally, a positive PMI value means that there is a high semantic correlation between
two words. Thus, we only build edges between words with positive PMI values, and use
the PMI value as the weight of the “word-word” edge.

Arg-Word Edge. We establish an edge between the argument node and the word nodes
it contains. We construct “argument-word” edges based on the importance of words in
arguments, and use the TF-IDF values as the weight of the “argument-word” edges. TF-
IDF is similar to prior attention, which can make the model focus on important words
of arguments. TF is the frequency of occurrence of words in the argument; IDF is the
frequency of the inverse document after log normalization. When counting IDF, we treat
each argument as a document. In the way, we not only retain all word information in
the argument, but also increase the proportion of important words in the argument node
representation.

Self-loop Edge. Following previous work [15, 17], we add self-loop edges to the argu-
ment nodes arg1, arg2 and the word nodew. In this way, the nodes not only pay attention
to the information transmitted by the surrounding nodes, but also retain the information
they have learned.
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Graph Construction. Weextend the single-text graph constructionmethod ofYao et al.
[17] in the argument pair task, and establish a large heterogeneous text graph G named
DiscourseArgument Pair Graph on the entire corpus.We use a notationχ to represent the
dataset contains t samples: χ = {x1, x2, x3, . . . . . . xt}. Formally, the adjacency matrix A
of the graph G is defined as follows, where i, j are nodes.

Aij =

⎧
⎪⎪⎨

⎪⎪⎩

PMI(i, j) word i, j and PMI(i, j) > 0
TF · IDFij arg i, word j
1 i == j, self loop
0 other

⎫
⎪⎪⎬

⎪⎪⎭

(4)

The argument nodes can pay more attention to the important word nodes through the
“argument-word” edges with TF-IDF value. These words with higher TF-IDF values
reflect a certain extent to the topic of the argument. Besides, word nodes gather infor-
mation of words with similar semantics and provide global semantic clues about the
topic behind arguments, thereby better capture the connections and differences between
arguments. Finally, the total number of nodes in graph G is the sum of twice the total
number of samples and the size of the vocabulary in the corpus.

3.2 GCN-Based Discourse Relation Recognition

In this paper, we propose aGCN-based neural networkmodel on discourse argument pair
graph (i.e., DAGGNN) for the task of discourse relation recognition and its framework
is shown in Fig. 2. This framework includes three layers: input layer, encoding layer and
classification layer.

Input Layer. We construct the discourse argument pair graph to obtain the adjacency
matrix A and initial node feature matrixH 0 of the graph. They are the input of the model
and fed into the encoding layer.

Encoding Layer. The graph convolutional operation [15] is used to extract local neigh-
borhood information. The feature representation of the node is updated by gathering
information from its adjacent nodes. In this paper, two graph convolutional layers are
used to process the graph G constructed above.

After the first graph convolutional layer encoding, the argument node aggregates the
information of its connected word nodes and obtains its own semantic representation;
the word node aggregates information from the semantically similar word nodes con-
nected to it, and obtain global word co-occurrence features, as shown in Eq. 5. After
the second graph convolutional layer encoding, the argument node combines its own
semantic representation with the global semantic clues brought by its word nodes as
shown in Eq. 6.

H 1 = ReLU
(
ÃH 0W0

)
(5)

H 2 = ReLU
(
ÃH 1W1

)
(6)



114 Z. Sun et al.

Fig. 2. The framework of DAGGNN.

Classification Layer. The semantic representations of the two arguments in the sample
xi do not directly correspond to each other in the node representation matrix H 2. Thus,
we use a mask operation and a slice split operation on H 2 to obtain harg1 and harg2,
which are the semantic representations of the two arguments in the sample xi as shown
in Eq. 7. We concatenate all harg1, harg2 as Harg1, Harg2, respectively, as shown in Eq. 8
and 9.

harg1, harg2 = mask&split
(
H 2

)
(7)

Harg1 = concat
(
h1arg1, h

2
arg1, . . . , h

t
arg1

)
(8)

Harg2 = concat
(
h1arg2, h

2
arg2, . . . , h

t
arg2

)
(9)

After obtaining all arguments representationHarg1 andHarg2, we concatenate them asH
and feed it into a classifier consisting of two fully connected layers, as shown in Eq. 10,
11 and 12., where W2,W3, b2 and b3 are trainable parameters.

H = concat
(
Harg1,Harg2

)
(10)

Z = Tanh(W2H + b2) (11)

Ŷ = Softmax(W3Z + b3) (12)
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We use cross-entropy loss function to optimize our model, as shown in Eq. 13, where N
is the total number of train samples, yi is the indicator variable and ŷi is the predicted
probability.

L = − 1

N

∑N

i=1
yilog

(
ŷi

)
(13)

4 Experimentation

4.1 Dataset and Experimental Setting

In this paper, we verify our model DAGGNN on MCDTB [7] consisting of 720 articles
with macro information, including the discourse structure, nuclearity and relation. The
distribution of relation in MCDTB is shown in Table 1. In order to be more objective,
we use the same dataset division as Jiang et al. [14] and use five-fold cross-validation
for experiments. Following previous work, we also report the metrics micro-F1 and
Macro-F1 to evaluate the performance.

Table 1. The distribution of relation in MCDTB

Elaboration Causality Coordination

2406 828 3296

All experimental parameters are adjusted on the validation set (20% of the training
set), as shown in Table 2.

Table 2. Experimental parameter settings.

Name Value

Embedding dim 300

Hidden size 200

The number of graph convolutional layer 2

Dropout 0.5

Learning-rate 0.002

4.2 Experimental Results

To evaluate our model DAGGNN in the task of discourse relation recognition, we use
the following models for comparison:
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LSTM [14]. A Bi-LSTM was used to encode the word sequence of the argument, and
an attention layer was applied to all hidden states to obtain the semantic representation
of the argument. Finally, a multi-layer perceptron was used to identify the discourse
relation between two arguments.
MSRM [6]. It proposed a macro semantic representation method based on the difference
in information between word2vec [16] and glove [18] word vectors, and this method
combined two kinds of word vectors with some structural features, which were helpful
to relation recognition.
STGSN [14]. It proposed a semantic network model based on structure and topic gating,
which introduced the structure information and the topic information in arguments. The
model controlled the flow of semantic representation by gated linear unit and the two
kinds of information.

Table 3 shows the results of our model DAGGNN and all three baselines. Following
Jiang et al. [14], we use the three types (Elaboration, Causality and Coordination) for
evaluation in relation recognition. As expected, our DAGGNN outperforms all baselines
and achieves the best Micro-F1 and Macro-F1 score. Specifically, it got 70.01 and 55.38
on micro-F1 and macro-F1, which are 3.56% and 0.95% higher than the state-of-the-art
baseline STGSN, respectively.

Table 3. The performance comparison between DAGGNN and baselines.

Model Relation

Micro-F1 Macro-F1

LSTM 65.15 49.83

MSRM 66.29 51.55

STGSN 66.45 54.43

DAGGNN (ours) 70.01 55.38

When encoding the argument, MSRM fused the global information (from glove) but
ignored the inconsistency of the importance of words in the sentence. Due to building
“arg-word” edges based on TF-IDF that highlights keywords, our model DAGGNN is
conducive to modeling long texts and makes the semantic representation of arguments
more accurate. STGSN used a sequence-learning model and attention mechanism to cal-
culate the semantic representation of the argument. There are someflaws in this approach.
First, sequence models such as LSTM, CNN, etc. cannot capture complex inter-word
dependencies in long text well. Second, the attention mechanism does not perform well
when encountering long texts. In addition, STGSN ignores global information, which
results in ignoring the topical consistency between discourse arguments.

Compared with STGSN, our model DAGGNN considers the global information and
important information in the argument through the graphneural network, achievingbetter
performance. As a priori attention, TF-IDF increases the importance of keywords in the
argument representation; PMI brings global information into our model by the “word-
word” edges constructed in the graph because the PMI value represents the semantic
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correlation between words and reflect global word co-occurrence. Besides, the argument
node can learn better semantic representations by these edges, due to some “word-word”
edges that represent the inter-word dependence in the same argument.

4.3 Analysis on Different Relations

Table 4 shows the performance of different models on different relations. Comparedwith
MSRM, DAGGNN has greatly improved the performance onCausality (+13.42%). This
is due to that recognizing Causality relation requires not only the argument understand-
ing, but also the certain logical reasoning, while MSRM cannot reflect the process of
logical reasoning. Besides, DAGGNN can capture the implicit relationship between the
arguments after encoding, if the nodes arg1 and arg2 contain some same words. During
the semantic matching stage, our model can explicitly capture the interaction between
the arguments. Thus obtaining a better result. Moreover, it should point out that DAG-
GNN has obtained weaker results in terms of Elaboration and Coordination, because
MSRM uses word2vec and glove for initialization while DAGGNN only uses word2vec.
Compared with STGSN, DAGGNN has improved in all relations (+0.51%, +1.55%,
+0.78%) that prove the effectiveness of graph-based text modeling. Moreover, the F1-
score of the relationCausality is much lower than other two relations and themain reason
is due to the data sparsity where only 12.7% of relations in the corpus are Causality.

Table 4. Performance of all models in each relation.

Model Elaboration Causality Coordination

P R F1 P R F1 P R F1

LSTM 64.63 68.81 66.53 14.04 1.86 3.25 73.45 87.29 79.70

MSRM 66.45 68.16 67.30 62.50 3.62 6.85 73.29 89.26 80.49

STGSN 66.12 65.41 65.59 37.95 12.79 18.72 73.22 85.86 78.99

Ours 66.19 66.04 66.10 42.62 14.43 20.27 73.87 86.74 79.77

4.4 Analysis on Different Edges

We further analyze the importance of two types of edges in the recognition of discourse
relations and the results are shown in Table 5. We obtained two ablated models: the
w/o PMI model excludes word-word edges; the w/o TF-IDF model excludes TF-IDF
in initializing the weight of “arg-word” edges but keeps the reciprocal of the argument
length for initialization. It should be noted that we did not remove the “arg-word” edges,
because such edges are needed to learn the complete argument semantic representation.

It can be seen that the performance of the model is reduced when removed from
“word-word” edges with PMI values. This result is consistent with Zhou et al. [6],
which proves the importance of global information. Besides, the performance of the
model also decreases when replacing TF-IDF with the normalized argument length to
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Table 5. The ablation experiments of DAGGNN.

Model Relation

Micro-F1 Macro-F1

DAGGNN 70.01 55.38

w/o PMI −1.10 −3.31

w/o TF-IDF −2.36 −6.76

initialize “arg-word” edges. It shows that the priori attention information such as TF-
IDF is very important for the semantic representation of macro discourse arguments.
Therefore, our model DAGGNN considering the two kinds of information achieves the
best result.

5 Conclusion

In this paper, we propose a graph neural network based on discourse argument pair
graph (DAGGNN) for macro Chinese discourse relation recognition. We are the first to
introduce graph neural network into Chinese discourse relation recognition and treat this
task as a node classification task. First, we build a discourse argument pair graph that
considering the important keywords in arguments and global information to represent
discourse arguments better. Then, we adopt a graph-based learning method to learn
paragraph-level semantic representation frommacro discourse arguments, which can be
transferred to other sentence pair or multi sentences tasks. The experimental results on
MCDTB show that our model achieves the best performance. In the future, we will study
how to build better graphs to represent macro discourse arguments.
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Abstract. In the past few years, performance of dependency parsing has
been improved by large margin on closed-domain benchmark datasets.
However, when processing real-life texts, parsing performance degrades
dramatically. Besides the domain adaptation technique, which has made
slow progress due to its intrinsic difficulty, one straightforward way is to
annotate a certain scale of syntactic data given a new source of texts.
However, it is well known that annotating data is time and effort con-
suming, especially for the complex syntactic annotation. Inspired by the
progress in crowdsourcing, this paper proposes to annotate noisy multi-
annotation syntactic data with non-experts annotators. Each sentence is
independently annotated by multiple annotators and the inconsistencies
are retained. In this way, we can annotate data very rapidly since we can
recruit many ordinary annotators. Then we construct and release three
multi-annotation datasets from different sources. Finally, we propose and
compare several benchmark approaches to training dependency parsers
on such multi-annotation data. We will release our code and data at
http://hlt.suda.edu.cn/∼zhli/.

Keywords: Dependency parsing · Multi-annotation · Chinese
treebank

1 Introduction

As a fundamental NLP task, dependency parsing aims to convert the input
word sequence into a tree structure representing the syntax information. Given
a sentence S = w0w1w2...wn, dependency parsing aims to find a dependency tree
d = {(i, j, l) , 1 ≤ i ≤ n, 1 ≤ j ≤ n, l ∈ L}, as depicted in Fig. 1, where (i, j, l) is a
dependency arc from head word wi to the modifier word wj and l is the label of
its relation type. Dependency parsing has been found to be extremely useful for
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Fig. 1. An example of multi-annotation dependency tree. It’s a full tree of a Chinese
sentence with 5 words. Dotted lines and dashed lines are different annotations from
two annotators. English translation: “I eat the fish with a fork.”

a wide range of NLP tasks, such as event extraction [11], semantic parsing [13]
and sentiment analysis [1].

In recent years, dependency parsing has achieved great progress thanks to
the strong capability of deep neural networks in context representation. The
deep biaffine graph-based parser has achieved the state-of-the-art accuracy on
a variety of datasets and languages [5]. However, parsing performance drops
dramatically when processing texts are different from the training data. In fact,
the main challenge of dependency parsing is how to improve the performance
on real-life data which is usually cross-domain. But the research progress in this
field is slow because of its extreme difficulty.

A direct and effective solution is annotating a certain amount of data for
the target domain. With such extra domain-specific training data, dependency
parsers can handle the texts of this domain much better. However, it is well
known that data annotation is highly time- and money-consuming, especially
for complex tasks like dependency parsing. As far as we know, previous works
on treebanking usually rely on very few linguistic experts annotating, such as
PTB [21] and CTB [2], since it is very difficult to recruit many annotators with
linguistic background.

In this paper, we propose to annotate syntactic trees with non-experts anno-
tators, which is efficient and effective. To verify our approach in the dependency
parsing scenario, we launched a treebanking project and recruited annotators
without linguistic background to annotate independently after simple training.
In this way we created three noisy multi-annotation parsing datasets. Follow-
ing previous practice, as discussed in Sect. 2, multi-annotation data means that
annotations from multiple annotators are available but there is no actual ground
truth. Compared with annotation from experts, annotations from non-experts
may be of lower quality and inconsistency. In order to make effective use of
multi-annotation syntactic data, the parser need to eliminate inconsistencies
of training data. We proposed and compared several benchmark approaches to
training dependency parsers with these noisy multi-annotation data. We con-
ducted experiments based on the state-of-the-art biaffine parser, and found the
weighted ambiguous-labeling approach achieved a better performance.
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In summary, this paper makes two major contributions: 1) releasing three
multi-annotation parsing datasets; 2) proposing and comparing several bench-
mark approaches for learning from such multi-annotation data.

2 Related Work

There has been an intense research interest in using non-experts multi-
annotation data. Following Rodrigues et al. (2014) [17], we distinguish the con-
cepts of multi-annotation data and multi-label data. Multi-label data describes
the situation that an instance may have multiple gold-standard labels at the
same time. For example, a picture contains many objects in the object detection
task. Multi-annotation data means that annotations from multiple annotators
are available but there is only one unknown ground-truth label.

The first work to accommodate multi-annotation data can be traced back to
Dawid and Skene (1979) [3]. They proposed an EM-based algorithm to resolve
disagreement of patient’s medical records taken by different clinicians. Follow-
ing them, Raykar and Yu (2009) [15,16] proposed an algorithm for image and
text classification. They modeled the annotators by introducing the concepts
of sensitivity and specificity. Demartini et al. (2012) [4] described the annota-
tors’ reliability with a binary parameter to avoid estimation bias caused by data
sparseness.

Many works endeavoured to investigate and compare the quality of multi-
annotation data. Snow et al. (2008) [20] demonstrated that learning from the
non-experts multi-annotation data can be as good as the data annotated by
one expert. They compared the results on five NLP tasks: affect recognition,
word similarity, recognizing textual entailment, event temporal ordering, and
word sense disambiguation. Sheng et al. (2008) [19] showed how to improve
label quality through repeated annotating. Gurari et al. (2015) [9] compared the
accuracy between expert annotation and non-experts multi-annotation for image
segmentation.

In terms of learning from the multi-annotation data, most works in the NLP
field focus on the relatively simpler sequence labeling task, especially named
entity recognition (NER). Dredze et al. (2009) [6] proposed a multi-CRF model
to eliminate ambiguous labels in the sequence labeling task. Following their work,
Rodrigues et al. (2014) [17] took annotator identities into account and assumed
that only one annotator tagged the label correctly. Nguyen et al. (2017) [12]
introduced a crowd CRFs model in which they used the crowd vectors to repre-
sent the annotators’ reliability.

For the more complicated parsing task, research works on the multi-
annotation data are rare due to the lack of data. In this paper, we propose
three multi-annotation parsing datasets to facilitate future research. So far, we
have only proposed and compared several simple benchmark approaches. How-
ever, the models and the algorithms proposed for other tasks may also apply
to the parsing task and may achieve good performance. We leave this issue as
future work.
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3 Data Annotation

We launched a non-experts Chinese treebanking project and recruited some
annotators to participate in it. We focused on dependency parsing, so we only
annotated the dependency information of a sentence that had been well seg-
mented. At the same time, we adopt the active learning (AL) based partial
annotating method, i.e., only a few most valuable words of a sentence should be
annotated [7,10,18].

Annotation Flow. We built an annotating system for our project, which could
assign tasks for annotators automatically. As shown in Fig. 2, every sentence was
assigned to two independent annotators randomly. The private communication
during annotation process was prohibited. Each annotator was asked to give the
answer alone without any reference. The only help for them was a guideline [8]
which gave the basic knowledge of Chinese syntax and some annotation princi-
ples. Meanwhile, we had our experts check and correct sentences and determine
the ground truth for evaluation. With a view to facilitate the research, we kept
both the original annotations and the ground truth.

A task
Random double

annotation
Task completed

Expert check

Fig. 2. The workflow for annotating a task.

Annotator. We recruited part-time annotators from our university and trained
them through three steps: 1) a two-hour face-to-face meeting to explain job
content, some basic concepts of syntax and the dependency tree formalism; 2)
give them several days to learn the guidelines; 3) practice and evaluation. We
only kept applicants with reasonable accuracy as our annotators. For the three
datasets, we had 69 annotators in total. CTB, HIT and PMT were completed
by 20, 26 and 44 annotators respectively. The number of annotated sentences of
individual annotators was not equal and some of the annotators participated in
more than one dataset. There were 13 annotators take part in both CTB and
HIT, 6 annotators take part in both CTB and PMT, 6 annotators take part in
both HIT and PMT, and 4 annotators take part in all the three.

4 The Basic Biaffine Parser

There are two paradigms of dependency parsing, i.e., graph-based and transition-
based approaches. In this work, we adopt the state-of-the-art deep biaffine parser
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proposed by Dozat and Manning [5] as our basic parsing framework, which
belongs to the graph-based paradigm.

Figure 3 shows the basic framework of the biaffine parser. Considering a sen-
tence S = w0w1w2w3...wn, where w0 is the the pseudo root. The input layer
maps each input word wi into a vector xi, which is the concatenation of the
word embedding and the Char-BiLSTM embedding. The encoder layer is a multi-
layer BiLSTMs. The concatenated outputs of both directions of the former layer
BiLSTM is the input of the latter one. Then the MLP representation layer
takes the context-aware word representation hi outputted from encoder layer as
input. Finally, the biaffine scoring layer computes scores of all dependencies via
a biaffine operation.

. . .
BiLSTMs

. . . . . .

. . . . . . . . .

. . .Inputs xi xi+1
. . . xj

. . .

MLPD MLPH

hi hj

Biaffine

rDi rHj

score(i←j)

Fig. 3. Framework of biaffine attention model

5 Approaches to Learning from Multi-annotation Data

In this section, we introduce some approaches to train a dependency parser with
multi-annotation data.

5.1 Discarding Inconsistent Submissions

A straightforward approach is discarding the sentences that have inconsistent
answers to get a training set with no inconsistent data. Then the training set
can be treated as ground truth approximately, which can be fed to the parser
directly. This approach requires that the inter-consistency of annotators is not
very low, or it will lose information. It works in most multi-annotation scenarios.
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5.2 Concatenating

If a sentence has inconsistent answers, we can think of it as different valid anno-
tations with the same word sequence (described in Fig. 4). In this way, all the
annotation information has been retained. But the wrong answers may give neg-
ative effects to the parser at the same time. Actually, every valid annotation
affect the result with the same weight.

Fig. 4. An example of concatenating. Left is a double-label annotation sentence of a
dataset. The right is the concatenating dataset correspondingly.

5.3 Weighted Voting

The most common method is majority voting which based on an intuitive
assumption, that is, the more annotators give the same answer the higher prob-
ability this answer is right if we have no any other information about these
annotators. Furthermore, we can weight the annotators by their capabilities,
which is weighted voting. We describe an annotator’s capability by calculating
his consistency rate with others. The annotators with a higher consistency rate
have a higher weight. If there are N annotators {a1, a2, ..., aN}, s(ai) is the
number of all the words that ai has annotated, w(ai) is the number of words
annotated by ai for which there is another annotator gives the same answer,
w(ai)/s(ai) is the consistency rate of ai. Then normalize the consistency rate to
get the weight. The weight of annotator ai is described as:

weight(ai) =
e

w(ai)
s(ai)

∑
j e

w(aj)
s(aj)

(1)

5.4 Ambiguous-Labeling Learning

Another approach is that we make the model fit the data. We try to modify the
loss function of the model slightly to make use of the answers of every annotator.
In the biaffine attention parser, we usually use cross entropy as loss function.
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Consider a word wi in an input sequence W = {w0, w1, w2, ..., wd}. The head
word of wi is wj . It’s output score of this arc is scorearc(i, j). Then the arc loss
of word wi is calculated as:

lossarc (wi) = −log

(
escorearc(i,j)

∑
j′≤d escorearc(i,j′)

)

(2)

If there are T labels for every arc L = {l1, l2, ..., lT }. The label score of arc wi to
its head word wj with label lt is scorelabel(i, j, lt). The label loss of word wi is:

losslabel (wi, L) = −log

(
escorelabel(i,j,lt)

∑
t′≤T escorelabel(i,j,lt′ )

)

(3)

The final loss of wi is:

loss (wi, L) = lossarc (wi) + losslabel (wi, L) (4)

In a multi-annotation dataset annotated by N annotators, each word wi has N
annotations H = {h1, h2, ..., hN} for its head word. We calculated the arc loss
as:

lossarc m (wi,H) = −log

⎛

⎝
∑

k≤N

escorearc(i,hk)

∑
j′≤d escorearc(i,j′)

⎞

⎠

= −log

⎛

⎝
∑

k≤N

escorearc(i,hk)

⎞

⎠ + log

⎛

⎝
∑

j′≤d

escorearc(i,j′)

⎞

⎠

(5)

Also, there are N labels for each arc Y = {y1, y2, ..., yN}. According the biaffine
model, we can get the label score vector for each arc annotation hk in Y and the
corresponding label annotation yk in Y [5]. We use formula (3) to calculate the
label loss for each annotation pair (hk, yk) and sum them up. The final loss is:

lossm (wi, L,H, Y ) = lossarc m (wi,H) +
∑

(hk,yk)∈(H,Y )

losslabel (wi, L) (6)

5.5 Weighted Ambiguous-Labeling Learning

When considering the weight of annotators, i.e. weighted ambiguous-labeling
learning, the loss function should be written as:

lossarc m w (wi,H) = −log

⎛

⎝
∑

k≤N

weightke
scorearc(i,hk)

∑
j′≤d escorearc(i,j′)

⎞

⎠

= −log

⎛

⎝
∑

k≤N

weightke
scorearc(i,hk)

⎞

⎠ + log

⎛

⎝
∑

j′≤d

escorearc(i,j′)

⎞

⎠

(7)
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The weightk means the weight of the answers of annotator k, which can be
calculated by formula (1) in the front section. It should be noted that the label
scores are calculated based on the arc scores in the biaffine attention model. So
we don’t weight the label loss any more, the final loss is:

lossm w (wi, L,H, Y ) = lossarc m w (wi,H) +
∑

(hk,yk)∈(H,Y )

losslabel (wi, L) (8)

In this paper, the N is 2 for our datasets, and these methods also work when
N > 2.

6 Data

As shown in Table 1, We annotated three datasets named CTB, HIT and PMT
for experiments in this paper. CTB includes about 11K sentences chosen from
Penn CTB [21] and contains 198K tokens among which 50K tokens are selected
for annotation according to the annotation methodology described in Sect. 3.
Similarly, HIT includes about 10K sentences chosen from HIT-CDT [2] and
PMT includes about 10K sentences from PKU-CDT [14]. The number of tokens
and annotated tokens of HIT and PMT are listed in Table 1. Each datasets was
divided to TRAIN set, DEV set and TEST set by 7:1:2 for experiments.

Table 1. Statistics of annotated data. For each domain, we list the number (K means
thousand) of “All” annotated sentences. Among “All” tokens, “Anno” gives the number
of annotated tokens.

Domain Dataset(K Sent) #Sent (K) #Token (K)

Train Dev Test Anno All

CTB 8 1 2 11 50 198

HIT 7 1 2 10 51 164

PMT 7 1 2 10 35 173

Table 2, 3 and 4, show consistency rate of the top 10 annotators who anno-
tated most chosen from CTB, HIT and PMT. The last column means the anno-
tator’s overall consistency rate with others. The “anno1” to “anno10” is sorted
in reverse order of annotation quantity. The consistency rate of annotators who
has too little data (less than 100) was ignored and replaced by “–”. The inter-
annotator consistency is affected by multiple factors: capability of annotators,
difficulty of sentences (such as sentence length, degree of normalization in lan-
guage use), maturity degree of the guideline, etc. In our work, the annotator’s
overall consistency rate is used to evaluate the capability of annotators, shown
in Sect. 5.3.



128 Y. Zhao et al.

7 Experiments

7.1 Hyperparameter Settings

In this section, we give the hyperparameters in our model. As described in Sect. 4,
a biaffine attention parser contains an Embedding layer, a multi BiLSTM layer,
a MLP representation layer and a biaffine scoring layer.

In the embedding layer, we use a BiLSTM for the character embedding and
concatenate it to the word embedding as the input sequence. The dimension of
character embedding is 50 and the dimension of output from Char-BiLSTM is
100. The dimension of word embedding is 100 so the final dimension of output
from the whole embedding layer is 200. We add a dropout layer with 67% keep
probability.

After embedding layer, we choose triple 400 dimensional BiLSTMs and one
100 dimensional MLP layer with the Leaky ReLU function after that. The
dropout of BiLSTM is 67% keep probability and the same number is used for
MLP dropout.

We use the Adam optimizer with β1 = β2 = 0.9, learning rate 2e−3, annealed
continuously at a rate of 0.75 every 5000 iterations, with batches of 5000 tokens.
These hyperparameters were selected based on the suggestion of [5].

7.2 Results and Analysis

In this section, we compare the methods mentioned in Sect. 5 on our three
datasets. Each dataset was divided to TRAIN set, DEV set and TEST set
by 7:1:2 as described in Sect. 6. We kept expert-checked ground-truth of DEV
set and TEST set for testing. Table 5 reports UAS and LAS on test data of
parsers trained from CTB, HIT and PMT. From the table, we can find that
the weighted ambiguous-labeling learning performs better than discarding, con-
catenating and weighted voting on all the three datasets. The results of normal

Table 2. Annotator consistency of CTB

% anno2 anno3 anno4 anno5 anno6 anno7 anno8 anno9 anno10 overall

anno1 80 84 77 71 78 75 74 71 83 77

anno2 – 80 78 70 77 74 72 78 76 78

anno3 – – 76 72 75 72 76 74 – 79

anno4 – – – 71 75 77 70 74 78 76

anno5 – – – – 68 70 65 64 – 70

anno6 – – – – – – 67 75 – 75

anno7 – – – – – – 71 – – 77

anno8 – – – – – – – – – 71

anno9 – – – – – – – - – 72

anno10 – – – – – – – – – 80
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Table 3. Annotator consistency of HIT

% anno2 anno3 anno4 anno5 anno6 anno7 anno8 anno9 anno10 overall

anno1 80 75 80 84 83 74 83 72 78 77

anno2 – 76 77 80 86 81 78 76 80 78

anno3 – – 76 77 82 79 79 64 73 76

anno4 – – – 76 83 77 – 69 77 76

anno5 – – – – 87 75 76 66 74 76

anno6 – – – – – 78 73 78 – 81

anno7 – – – – – – 70 79 66 77

anno8 – – – – – – – 76 75 76

anno9 – – – – – – – – 69 72

anno10 – – – – – – – – – 74

Table 4. Annotator consistency of PMT

% anno2 anno3 anno4 anno5 anno6 anno7 anno8 anno9 anno10 overall

anno1 64 64 67 68 64 65 – 64 55 60

anno2 – 60 64 62 63 51 63 57 – 59

anno3 – – 69 65 62 – 70 67 52 60

anno4 – – – 67 – 67 71 65 54 63

anno5 – – – – – 68 65 68 – 63

anno6 – – – – – – – – – 60

anno7 – – – – – – 59 65 – 59

anno8 – – – – – – – – – 64

anno9 – – – – – – – – – 62

anno10 – – – – – – – – – 53

ambiguous-labeling learning is closed to the weighted one. We think the reason
is that the annotators are more distributed and their inner consistency rate is
close (Sect. 6). The weighted voting ranks the last place. One explanation is that
the model for annotator weight is too simple and the wrong annotations gives
too many negative effects when voting. It simply discards the annotations with
low weight which magnifies the weight of the chosen one.

Figure 5 shows the LAS convergence curves of each approach on the three
datasets. The convergence efficiency of the parsers on CTB, HIT is better than
one on PMT. The reason may be the quality difference between corpora. As
shown in Table 4, the average of consistency rate of PMT is lower, which means
lower accuracy of each annotator. The advantage of ambiguous-labeling learning
is more obvious when processing on PMT.
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Table 5. Results of each method on the three datasets.

CTB HIT PMT

UAS LAS UAS LAS UAS LAS

Golden-standard 66.43 60.85 68.22 62.13 50.91 40.27

Discarding 65.50 59.64 68.01 61.51 47.81 37.32

Concatenating 66.51 61.13 67.96 61.71 49.51 38.83%

Weighted voting 63.59 58.02 66.33 59.85 47.39 37.07

Ambiguous-labeling 65.59 60.40 68.89 61.91 50.63 39.57

Weighted ambiguous-labeling 66.78 61.34 68.78 62.53 49.77 39.39
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Fig. 5. Convergence curves(LAS vs. training epoches) on dev set from CTB, HIT,
PMT

8 Conclusions

This paper targets at the problem of dependency parsing with noisy multi-
annotation data. On the one hand, we introduced the process of creating multi-
annotation data using non-experts annotators. We obtain three datasets from
different sources for further experiments. On the other hand, we introduced how
to train a dependency parser with multi-annotation data. Following the state-
of-the-art biaffine attention model, we compared results with five benchmark
approaches, i.e., discarding, concatenating, weighted voting, ambiguous-labeling
learning, and weighted ambiguous-labeling learning. The experiments showed
that the ambiguous-labeling and weighted ambiguous-labeling performed better
than some baseline approaches on our datasets.

In the future, there are several interesting issues to be addressed. First, we
would like to expand our datasets to cover more domains. Second, we also plan
to explore more sophisticated approaches for utilizing multi-annotation data.
For example, there may be better ways than using consistency rates to model
abilities of annotators.
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Abstract. Dependency parsing aims to identify relationships between
words in one sentence. In this paper, we propose a novel graph-based
end-to-end dependency parsing model, including POS tagger and Joint
Bilinear Model (JBM). Based on prior POS knowledge from dataset, we
use POS tagging results to guide the training of JBM. To narrow the gap
between edge and label prediction, we pass the knowledge hidden in label
prediction procedure in JBM. Motivated by success of deep contextual-
ized word embeddings, this work also finetunes BERT for dependency
parsing. Our model achieves 96.85% UAS and 95.01% LAS in English
PTB dataset. Moreover, experiments on Universal Dependencies dataset
indicates our model also reaches state-of-the-art performance on depen-
dency parsing and POS tagging.

Keywords: Dependency parsing · Joint Bilinear Model · Prior POS
knowledge · Deep contextualized word embedding

1 Introduction

Dependency parsing is a tree-structured method to capture semantic relation-
ships between words in one sentence, which is important to other NLP tasks as
a downstream task. Existing approaches in dependency parsing can be classified
as graph-based and transition-based approaches.

In this paper, we present a novel graph-based end-to-end model with prior
POS knowledge. Recent successful parsers often need word embeddings and POS
(part-of-speech) tagging embeddings as input. However, pretrained POS tagging
embeddings from external POS tagger may lead deviation to the training pro-
cess of dependency parser. Our approach combines dependency parsing with
POS tagging, receiving segmented words as input, then producing both parsing
tree and POS tagging result simultaneously. During the process of dependency
parsing, we focus on relationships between POS and parsing label through prior
POS knowledge based on statistics result from training data. Through prior POS
knowledge, POS tagging results are used in a more explicit way for dependency
parsing. In parsing part, most of the existing graph-based approaches calculate
edge and label scores independently. However, label should be predicted for high
c© Springer Nature Switzerland AG 2020
X. Zhu et al. (Eds.): NLPCC 2020, LNAI 12431, pp. 132–143, 2020.
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potential edge. To narrow the gap between edge and label prediction, we present
Joint Bilinear Model (JBM) to combine edge parsing with label parsing.

Experiments show that our approach achieves state-of-the-art performance
on Penn Treebank 3.0 [1] and Universal Dependencies Treebank 2.4 in CoNLL
2018 multilingual parsing shared-task [2].

2 Related Work

In recent years, some graph-based approaches achieved state-of-the-art perfor-
mance. Dozat and Manning’s [3,4] presented a simple and accurate biaffine
dependency parser by using multilayer perceptron (MLP) or feedforward net-
works (FNN) to split word representations into its head and dependent repre-
sentation. These representations are applied to deep biaffine transformation, and
predict scores of edge and label matrix. Based on Dozat’s approaches, Xinyu
Wang [5] proposed a graph-based second-order semantic parser. Second-order
relation can be handled by trilinear function. This model use Conditional Ran-
dom Field(CRF) to decode and achieved higher performance. Tao Ji [6] used
graph neural networks (GNN) to capture high-order information concisely and
efficiently.

Transformer and self-attention mechanism are effective in many NLP tasks.
Inspired by this point, Ying Li [7] applied self-attention-based encoder to depen-
dency parsing as the replacement of BiLSTMs. They also tried to ensemble
self-attention encoder and BiLSTMs for parsing. As for word embeddings, they
employed external contextualized word representations ELMo and BERT [8,9],
which can further improve parsing performance.

Deep contextualized word embeddings are effective in many tasks. In the field
of dependency parsing, Kulmizev [10] investigated the impact of deep contextu-
alized word representations on transition-based parser and graph-based parser.
Experiments showed that ELMo and BERT provided significant improvements
on both of these parsers. Deep contextualized representations can overcome diffi-
culties on dependency length, non-projective dependencies, and sentence length.
Yuxuan Wang [11] applied BERT on cross-lingual dependency parser transforma-
tion. Their approach learned a linear transformation from mBERT to word align-
ments, which is a zero-shot cross-lingual transfer parsing approach. These works
show deep contextualized models significantly benefit the dependency parsing
task.

3 Approach

Our model architecture is shown in Fig. 1. Given an input sentence, our model
computes word representations through fine-tuned BERT. Word-level represen-
tations will be applied to POS tagger and Joint Bilinear Model (JBM), generat-
ing POS tagging and parsing scores. Differs from Dozat’s [3,4] approaches, JBM
applies prior POS knowledge and narrows the gap between edge and label predic-
tion. These two scores are decoded by Chu-Liu-Edmonds algorithm, producing
a dependency parsing tree.
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3.1 Word Representation

The input of our model is segmented words. These words will be fed into BERT.
In BERT tokenization process, word which is not in vocabulary will be divided
into subwords. As dependency parsing needs word-level input, we need to align
those subwords vector to a word-level vector. We tried two method: taking word’s
first subword vector and calculating average subword vectors of one word. Finally
we take the averaging method to align subword as in Eq. (1), feeding these vectors
into BiLSTM as in Eq. (2). Word-level representations will be applied to POS
tagger and JBM.

xi =

∑N
j=1 BERT (Wij)

N
(1)

R = BiLSTM(X) (2)

Fig. 1. Illustration of our model architecture.

3.2 Prior POS Knowledge

POS tagging is an important feature for dependency parsing. Most of previous
approaches concatenate word and POS tagging embeddings and feed them into
the model. As pretrained POS tagging embeddings from external POS tagger
may lead deviation to training process, we arrange POS tagger into our model
and produce POS tagging result. We calculate probabilities between POS tagging
and dependency label in training data, which constitute prior POS knowledge.
Based on tagging result and prior POS knowledge, POS-Dependency scores will
be introduced to JBM.
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We apply simple and effective multi-class POS tagger. Word representations
from outputs of BiLSTM are fed into 2-layers FNN, which is a multi-class classi-
fier, producing POS tagging result, as shown in Eq. (3,4,5). Every POS tagging
of words is transmitted to one-hot vector, and these vector are stacked to P
which is tagging result for the whole sentence, as shown in Eq. (6,7).

h
(tag)
i = BiLSTM (tag)(X) (3)

vi = FNN(h(tag)
i ) (4)

P (y(tag)
ik |X) = Softmaxk(Wvi) (5)

pi = argmax(yik) (6)

P = Stack(p(one−hot)
i ) (7)

Prior POS knowledge is statistical result from training data. We traverse all
dependency relationships in training data, combining following three elements
as a 3-tuple: POS tagging of head word in dependency arc, POS tagging of
tail word in this arc, and the dependency label of this arc. From all these 3-
tuples, we calculate prior probabilities of dependency label from two given POS
information. Prior POS knowledge will be filled by top-n 3-tuples with highest
probability and generate KnowledgeEdge and KnowledgeLabel matrix. The shape
of KnowledgeEdge matrix is (p,p), and the shape of KnowledgeLabel matrix
is (p,p,c), where p is the total number of POS tagging, c is the number of
dependency labels. KnowledgeEdge(i,j ) indicates the probability of a directed
arc from word with pi to word with pj . KnowledgeLabel(i,j,k) indicates the
probability of a fixed-class arc dk from word with pi to word with pj . Those two
matrices are statistical results from training data. For example, in English PTB
training data, there are 97 relations of PRP word to NNS word. Among these
relations, there are 68 relations with nsubj label. Therefore, the initial score of
PRP word to NNS word with label nsubj in KnowledgeLabel is 0.701. If this edge
score is in the top-n scores, it will be set at initial score 1.0 in KnowledgeEdge.
Scores in these two matrices are not constant, they requires backpropagation of
parsing errors in training process.

Both KnowledgeEdge and KnowledgeLabel matrix multiply with tagging
matrix P of the whole sentence, generating POS-Dependency scores E and L, as
in Eq. (8,9). Figure 2 illustrates the calculation process of E. E (i, j ) indicates the
edge score of wordi to wordj in this sentence based on POS tagging and prior
POS knowledge. while L(i,j,k) indicates the dependency labelk score of wordi

to wordj . Those two matrices are sparse as the large amount of p and c and
small number of prior POS knowledge selected. Most of probabilities in matrix
are zero. The advantage of applying POS tagger and prior POS knowledge is to
avoid deviation by pretrained POS embeddings in intuitively method. In addi-
tion, we can apply new rules based on the feedback of practical application.

E = P × KnowledgeEdge × PT (8)

L = P × KnowledgeLabel × PT (9)
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Fig. 2. Prior POS knowledge calculation process.

POS-Dependency scores E and L will be introduced to JBM parsing process.
As Chu-Liu-Edmonds althorithm decodes graph based on relative scores, adding
those two matrices will improve a small amount of scores in matrix, enable
these relationships corresponding to prior POS knowledge are more likely to be
selected as dependency arcs.

3.3 Joint Bilinear Model (JBM)

In parsing module, we select Dozat’s deep biaffine model as baseline. In their
model, top recurrent states from BiLSTM will feed into MLP to split it into head
and dependent representation, as in Eq. (10,11). Biaffine classifiers will calculate
multiplicative interactions between head and dependent representations, gener-
ating edge and label scores, as in Eq. (12,13,14). Original deep biaffine model
calculate edge and label scores sequentially and independently. However, label
should be predicted for high potential edge. To narrow the gap between edge
and label prediction, we present Joint Bilinear Model (JBM).

h
(arc−dep)
i = MLP (arc−dep)(ri) (10)

h
(arc−head)
i = MLP (arc−head)(ri) (11)

Biaffine(x1, x2) = xT
1 Ux2 + W (x1 ⊕ x2) + b (12)

s
(edge)
ij = Biaffine(edge)(h(arc−dep)

i , h
(arc−head)
i ) (13)

s
(label)
ij = Biaffine(label)(h(arc−dep)

i , h
(arc−head)
i ) (14)

JBM integrates edge and label prediction, combining with POS-Dependency
scores E and L in 3.2. Through FNN, word representation is splitted into d-
dimensional head and dependent representation vector, as in Eq. (15,16). We
use bilinear function to calculate Edge, where U (edge) is a (d,1,d)-dimensional
diagonal matrix, which predicts whether a directed edge exists between two
words or not. Label prediction is joined with edge prediction results. Once two
words’ edge score is at low rate, their label score will reduce. Label score will
increase with high credit edge score accordingly. The score of edge and label
combine with POS-Dependency scores through a interpolation coefficient α, as in
Eq. (17,18), where U (label) is (d,c,d)-dimensional. JBM narrows the gap between
edge and label prediction, which can further improve UAS and LAS performance
simultaneously.
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headi = FNN (head)(ri) (15)

depi = FNN (dep)(ri) (16)

Edgeij = α × headi × U (edge) × depT
j + (1 − α) × E (17)

Labelij = α × headi × U (label) × Softmax(Edgeij) × depT
j + (1 − α) × L (18)

3.4 Learning

Based on cross entropy loss, we define the following loss. These loss variables
will be used in maximizing accuracy for both edge and label. As mentioned
above, calculation of label loss takes edge prediction into consideration, back-
propagating error to labels in gold edges. Therefore, when the prediction of edge
meets gold parse graph and this label prediction misses, the penalty of loss will
increase. Relatively, when the prediction of edge misses, label loss of word pairs
will decrease, as in Eq. (19,20,21,22). We even out edge and label losses through
a interpolation coefficient λparsing, as in Eq. (23).

P (y(edge)
ij )|w) = Softmax(Edgeij) (19)

P (y(label)
ij )|w) = Softmax(Labelij) (20)

L(edge)(θ) =
∑

i,j

−LogSoftmax(Pθ(y
∗(edge)
ij |w)) (21)

L(label)(θ) =
∑

i,j

−LogSoftmax(Pθ(y
∗(label)
ij |w)) × Softmax(Pθ(y

∗(edge)
ij |w))

(22)

L(parsing) = λparsing × L(edge) + (1 − λparsing) × L(label) (23)

Finally, we even out parsing loss and POS tagging loss through λ, as in shown
in Eq. (24, 25).

L(POS)(θ) =
∑

i,j

−LogSoftmax(Pθ(y
∗(tag)
ij |w)) (24)

L = λ × L(parsing) + (1 − λ) × L(POS) (25)

4 Experiments

We evaluate our model on English Penn Treebank (PTB 3.0) and Universal
Dependencies (UD 2.4) from CoNLL 2018 shared task. We use standard splits
of PTB (train 02–21, dev: 22, test : 23), while for Universal Dependencies we
use official splits.

For evaluation metrics, we use labeled attachment score (LAS) and unlabeled
attachment score (UAS) as well as accuracy of UPOS. In PTB evaluation, we
ignore all punctuation marks in evaluation. In Universal Dependencies evalua-
tion, we use official evaluation script.
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4.1 Hyperparameters Setting

Table 1. Final hyperparameter configuration.

BiLSTM hidden size 4 @ 600

Bilinear hidden size 600

BiLSTM dropout rate 25%

Bilinear dropout rate 33%

Interpolation(λparsing) 0.6

Interpolation(λ) 0.6

Interpolation(α) 0.9

L2 regularization 3e−9

Learning rate 3e−3

BERT learning rate 1e−5

LR decay 0.8

Adam β1 0.9

Adam β2 0.99

We tune hyperparameters for our model on development data. The hyperparam-
eter configuration of our final model is shown in Table 1. For English dataset, we
select bert-large-cased model for input. For Chinese dataset, we use bert-base-
chinese model. While for other languages, we use bert-base-multilingual-uncased
model. We apply the last layer of BERT output as BiLSTM input. The BiLSTM
is 4 layers deep with 600-dimensional hidden size. Output from BERT and BiL-
STM is dropped at rate 20%, and in joint bilinear process, head and dependent
representations are dropped at rate 33%. Following Dozat [4], we use Adam for
optimizing model, annealing the learning rate by 0.8 for every 10,000 steps. The
model is trained with batch size of 16 sentences for up to 75000 training steps,
terminating early after 10,000 steps pass with no improvement in validation
accuracy.

4.2 Performance

We compare our model performance in PTB dataset with previous approaches in
Table 2. Chen and Manning [12], Dyer [13] and Andors’[14] models are transition-
based model. Kiperwasser and Goldberg’s [15] model is graph-based model. Ji’s
[6] model apply GNN. Li’s [7] model applied self-attention-based encoder to
parsing, we use their single self-attention with BERT version to compare. The
baseline is Dozat’s Biaffine parser with BERT model as input instead of pre-
trained word embeddings.

Dozat’s biaffine parser with BERT achieves 96.18% UAS and 94.48% LAS.
With more prior POS knowledge added, our model achieves higher improvements
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Table 2. Results on English PTB dataset.

Model UAS LAS

Chen and Manning 2014 [12] 91.8 89.6

Dyer et al. 2015 [13] 93.1 90.9

Kiperwasser 2016 [15] 93.1 91.0

Andor et al. 2016 [14] 94.61 92.79

Dozat and Manning 2017 [3] 95.74 94.08

Ji et al. 2019 [6] 95.97 94.31

Clark et al. 2018 [16] 96.60 95.00

Li et al. 2019 [7] 96.67 95.03

Baseline 96.18 94.48

Ours (Knowledge 0) 96.28 94.32

Ours (Knowledge 50) 96.42 94.77

Ours (Knowledge 200) 96.60 94.89

Ours (Knowledge 500) 96.85 95.01

and finally reaches 96.85% UAS and 95.01% LAS with 500 prior POS knowledge,
matching the state-of-the-art models, indicating the proper amount of prior POS
knowledge brings considerable improvement.

Table 3. Results on UD English EWT dataset.

Model UAS LAS UPOS

Dozat et al. 2018 [17] 86.40 83.87 94.47

Lim et al. 2018 [18] 86.90 84.02 93.98

Che et al. 2018 [19] 86.79 84.57 95.22

Ahmad et al. 2019 [20] 90.83 89.07 –

He et al. 2019 [21] 91.82 – 94.02

Baseline 92.17 89.60 –

Ours (Knowledge 200) 92.62 89.98 96.76

We compare model performances over UD English-EWT dataset on Table 3.
Dozat [17], Lim [18] and Che’s [19] model are CoNLL-2018 shared task submit-
ted approaches. Ahmad [20] and He’s [21] models are cross-lingual approaches.
They trained model on English-EWT dataset and applied their model on other
languages. We apply our model with 200 prior POS knowledge and achieves
92.62% UAS and 89.98% LAS. As for other languange in UD dataset, we com-
pare our model with Ji’s GNN parser [6] and achieve average 92.64% UAS and
89.46% LAS, as is shown in Table 4. Both UAS and LAS reach state-of-the-art
performance as well.
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Table 4. Parsing results on other languages in UD dataset.

Dataset GNN parser Ours

UAS LAS UAS LAS

Bulgarian 91.64 88.28 94.43 90.96

Chinese – – 90.25 86.82

Czech 92.00 89.85 92.66 89.83

France 86.82 83.73 93.71 91.90

German 86.47 81.96 88.68 83.79

Italian 90.81 88.91 94.52 92.20

Spanish 91.28 88.93 93.46 90.63

Romanian 89.11 84.44 91.93 86.82

Russian 88.94 86.62 94.12 92.16

Avg. 89.63 86.59 92.64 89.46

As an end-to-end model, our model produces both dependency parsing tree
and POS prediction. We compare accuracy of UPOS in Universal Dependencies
with two successful POS tagger in CoNLL 2018 shared task, as is shown in
Table 5. Experiment results show that our model reach state-of-the-art in POS
prediction as well, bringing average 0.64% improvement on UPOS accuracy.

Table 5. UPOS accuracy on UD dataset.

Dataset Dozat [17] Che [19] Ours

Bulgarian 98.68 99.03 99.00

Chinese 88.51 91.94 96.96

Czech 98.71 99.22 98.75

France 96.97 96.42 96.61

German 93.98 94.50 95.35

Italian 97.97 98.13 98.51

Spanish 98.70 98.80 98.31

Romanian 97.66 97.63 97.81

Russian 98.25 98.60 98.72

Avg. 96.60 97.14 97.78
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Table 6. The performance comparasion on prior knowledge and JBM on PTB dataset.

Model UAS LAS

Baseline 96.18 94.48

+ prior knowledge 96.23 94.58

+ JBM 96.37 94.62

4.3 Ablation Study

We study how prior POS knowledge and JBM affect the performance of our
parser. We trained our model with only prior POS knowledge without JBM.
And we trained our JBM model without prior POS knowledge on English PTB
dataset. The result is shown in Table 6. While both prior POS knowledge and
JBM can improve the parsing performance over the baseline, JBM leads to larger
performance gain on both LAS and UAS.

4.4 Error Analysis

Fig. 3. Parsing performance of baseline and our parser in length and graph factors.

Following Ji [6],we analyze errors from Dozat’s baseline (BERT+Biaffine) and
our model in PTB dataset as is shown in Fig. 3. Results show that our parser
improve performances in difficult cases.

Sentence Length. We evaluate models performance in different sentence
lengths. Our model improves the performance in middle and long sentences,
but is slightly worse in short sentences.

Dependency Length. Dependency length is the length between wordi and
wordj which have dependency relation. Our model improves the performance in
longer dependency length in both precision and recall than baseline.

Root Distance. Root distance is measured by the number of arcs in the path
from the root. Our model improves the performance in long root distance com-
pared with the baseline model in both precision and recall as well.
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5 Conclusion

We propose a joint bilinear end-to-end model with prior knowledge, taking POS
tagging into concern. POS tagging result calculate with prior POS knowledge
which is statistical result from training data, emphasizing POS as a strong fea-
ture for dependency parsing. Joint Bilinear Model brings relationship between
edge and label into consideration. Experiments on PTB and UD show the effec-
tiveness of our model. we will explore high-order joint parsing method and search
other type of prior knowledge in future work.
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Abstract. Nested named entity recognition attracts increasingly attentions due
to their pervasiveness in general domain as well as in other specific domains.
This paper proposes a multi-layer joint learning model for Chinese named entities
recognition basedon self-attention aggregationmechanismwhere a series ofmulti-
layered sequence labeling sub-models are joined to recognize named entities in
a bottom-up fashion. In order to capture entity semantic information in a lower
layer, hidden units in an entity are aggregated using self-attention mechanism
and further fed into the higher layer. We conduct extensive experiments using
various entity aggregationmethods. The results on theChinese nested entity corpus
transformed from the People’s Daily show that our model performs best among
other competitivemethods, implying that self-attentionmechanism can effectively
aggregate important semantic information in an entity.

Keywords: Nested named entity · LSTM-CRF model · Entity aggregation ·
Self-attention mechanism

1 Introduction

Named Entity Recognition (NER) aims to recognize words or phrases with particu-
lar meaning in a sentence, such as persons (PER), locations (LOC), and organizations
(ORG). Many machine learning approaches based on sequence labeling [1–4] have been
proposed to improve NER performance on different corpora. There is one particular type
of entities with overlapping structure called nested named entities, where an entity is
completely contained in another entity. For example, the Chinese entity “[[[中共]ORG[北
京]LOC市委]ORG宣传部]ORG” (Publicity Department of Beijing Municipal Committee
of the Communist Party of China) contains three internal entities, i.e. “[中共]ORG” (the
Communist Party of China), “[北京]LOC” (Beijing) and “[中共北京市委]ORG” (Beijing
Municipal Committee of the Communist Party of China). Nested named entities entail
rich entities and relationships between them, therefore, the recognition of nested named
entities [5–7] has become an important research direction.

Methods for recognizing nested entities are mainly divided into rule-based ones and
machine learning-based ones. In early years, after flat entities are recognized, rule-based
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post-processing is performed to obtain nested entities [8, 9], design of rules requires
human labor and lacks flexibility. Machine learning methods usually take a hierarchical
approach, regarding nested entities as a series of separate entities at different levels,
the problem is then cast as a multi-layer fundamental sequential labeling tasks. This
hierarchical perspective can be refined in three ways: 1) Label Hierarchization [10]:
instead of a single label, each word has a combined label which indicates all entity
labels layer by layer in a bottom-up fashion. However, this will lead to a large number of
labels and small-scale training instances for high-level entities; 2)ModelHierarchization
[10, 11]: separate sequence labeling models are trained at and applied to different levels
sequentially from bottom to top. Its disadvantages are that there are multiple models and
the training/test time might be long; 3) Corpus Hierarchization [12]: the entity instances
are generated up to n consecutive words, and each instance can be given an entity type, so
we can recognize nested entities with different lengths. The deficiency is that there will
be a huge amount of training and testing instances. In addition to these sequential labeling
models [13, 14], syntactic tree [15] and hynpergraph [5, 6] are also used to model the
task of nested entity recognition. The former uses a syntactic tree to find out the structure
of internal or external entities as well as the dependency relationship between them in a
sentence; the latter finds different levels of nested entities by using different paths in a
directed graph, nevertheless, the training and prediction are computation-intensive due
to its complex model structure.

At present there are several corpora available for nested named entity recognition
using supervised learning. GENIA V3.02 [16] is an English corpus that is widely used
in the biomedical field, and it has been used to nested entities recognition in related
research [5, 6, 13–15]. For Chinese named entity recognition there are two corpora
available, i.e. ACE2005 [17] and People’s Daily [18]. The ACE2005 corpus contains
nested entity mentions and People’s Daily has been developed into a fully functioned
corpus of Chinese nested named entities in a semi-automatic way [19].

Inspired by the success of applying a multi-layer sequential labeling model to nested
named entity recognition in biomedical domain [14], we follow the same path to deal
with Chinese nested entity recognition. We propose to use a self-attention mechanism
to aggregate the entity information and in turn feed the aggregated information to the
upper layer. Our self-attention mechanism takes full advantage of different importance
from different units in an entity mention and achieves promising experimental results in
a Chinese nested entity corpus.

Section 2 illustrates our multi-layer joint learning model for Chinese named entity
recognition, and details self-attention aggregationmechanism; In Sect. 3, the experiment
setting is described and experimental results are compared and analyzed among different
entity aggregation methods; Sect. 4 concludes the paper with future work.

2 Model

2.1 Chinese Nested Entity Recognition Based on Multi-layer Joint Learning

Figure 1 is our multi-layer model for recognizing Chinese nested entities, including an
input layer and multiple bottom-up BiLSTM-CRF sub-models, where each sub-model
consists of an LSTM layer, an entity aggregation layer and a CRF output layer. The input
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layer transforms the characters in a sentence into vectors, which are then fed into the first
BiLSTM-CRF sub-model. On one hand, the model outputs the first layer of entity labels
through its CRF output layer, on the other hand, the LSTM hidden units belonging to
an entity are aggregated in the aggregation layer and are further fed into the upper-layer
sub-model, and again we will obtain the second-layer entity labels and hidden units. In
this way, we will ultimately get highest-level entity labels.

Fig. 1. The multi-layer joint learning model for Chinese nested entity recognition

Input Layer
Similar to other sequence labelingmodels, ourmodel first converts theChinese characters
in a sentence into a sequence of continuous dense vectors. Formally, for a Chinese
sentence X = {c1, c2, c3, . . . , cn} with n characters, the vector ei ∈ R

de corresponding
to the i-th character ci can be obtained through a pre-trained character embeddingmatrix,
where de is the dimension of the character vector, i.e.:

ei = Lookup(ci) (1)

We use a 200-dimensional embedding matrix which was based on the Word2Vec
[20] and pre-trained on Gigaword and Chinese Wikipedia corpora.

LSTM Layer
Bidirectional long-term short-termmemory network (BiLSTM) [21] is a variant of recur-
rent neural network (RNN) [22]. Its advantage is that it can effectively capture the
long-distance information in both directions in sequence labeling. In the BiLSTM-CRF
model of the j-th layer, the hidden vectors in the forward and backward directions can
be expressed as follows:

�hji =
⎧
⎨

⎩

−−−→
LSTM

(�hji−1,
�hj−1
i

)
j > 1

−−−→
LSTM

(�hji−1, ei
)

j = 1
(2)
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Where ei is the i-th character vector. The final output vector h
j
i of the hidden layer at

the i-th moment of the j-th layer is composed of the forward vector �hji and the backward
vector

←
h
j

i and will be fed as input into the next layer.

CRF Output Layer
The conditional random field (CRF) is used to decode the hidden vector output from
each LSTM layer to obtain the entity labels. Assume that the hidden units in the j-

th LSTM layer of is Hj =
{
hj1, h

j
2, h

j
3, . . . , h

j
n

}
, and the label sequence is Y j =

{
yj1, y

j
2, y

j
3, . . . , y

j
n

}
, the output score can be expressed as:

s
(
Hj,Y j

)
=

n∑

i=0

A
yji ,y

j
i+1

+
n∑

i=1

P
i,yji

(5)

P
i,yji

= Wph
j
i + bp (6)

Where A denotes the label transition matrix, A
yji ,y

j
i+1

represents the transition score

from label yji to label yji+1. P is the state output matrix, and P
i,yji

represents the score

that the output of the i-th unit is label yji , which is linearly transformed from the i-th

output vector hji in the j-th layer.Wp and bp are the weight and bias matrices respectively.
Ultimately, the probability of label sequence in the j-th layer can be calculated as:

p
(
Y j|Hj

)
= es

(
Hj,Y j

)

∑
ỹ∈YH j e

s(Hj,ỹ)

(7)

Where YHj is the set of all possible label sequences in the j-th layer.
During training, the multi-layer joint learning model sums the loss functions from

each LSTM-CRFmodel. Assume the number of layers is L, then the whole loss function
for a training instance (X , y) is:

Loss(X , y) = −log(p(y|X )) = −
L∑

j=1

log
(
p
(
Y j|Hj

))

(8)
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Therefore, the overall training objective function can be expressed as:

J (θ) = − 1

m

M∑

i=1

Loss(Xi, yi) + λ||θ ||2 (9)

When predicting, each LSTM-CRF model uses the Viterbi algorithm to decode
independently, and the optimal label sequence for that layer is obtained by:

y∗ = argmaxỹ∈YH s(H , ỹ) (10)

Entity Aggregation Layer
The entity aggregation layer aggregates the hidden unit vectors belonging to the same
entity in the LSTM layer into a single vector. Then, these entity vectors and other non-
entity hidden unit vectors are reassembled in the original order into a new sequence,
and the sequence is input into the upper LSTM-CRF model. These same operations are
performed until all levels of nested entities are recognized.

2.2 Self-attention-Based Entity Aggregation

A simple method for entity aggregation is the average method [13], which takes the
average value of the consecutive hidden units belonging to an entity in the LSTM layer
as the entity representation as shown below:

mj = 1

end − start + 1

end∑

i=start

zi (11)

Where start and end indicate the start and end positions of the entity in the LSTM
sequence, and the zi denotes the i-th hidden vector. While j indicates the entity position
in the newly formed sequence fed to the upper LSTM-CRF submodel, andmj represents
its corresponding vector. The average method has achieved good performance in the
recognition of nested entities on the GENIA corpus [13].

The disadvantage of the average method is that it does not consider the different
contributions from different words in an entity to its meaning. For example, in the Chi-
nese nested entities “[[中共]ORG[安徽]LOC[宿州]LOC市委]ORG” (Anhui Suzhou
Municipal Party Committee of the Communist Party of China), after the first level of
entities such as “中共 (the Communist Party of China)”, “安徽(Anhui)” and “宿州
(Suzhou)” were recognized, these three entities need to be merged into their respective
units. Among three entities, the meaning of the second entity is evenly distributed on
two characters, while those of the first and third entities are mainly focused on the last
characters, i.e. the last characters determine their semantic types.

Attention mechanism is a selective mechanism for allocating the importance of each
unit in a sequence. It can selectively focus on some important units while ignoring others
[23, 24], so it has been widely used in various NLP tasks. However, its disadvantage is
that it does not take the syntactically structured information in a sentence into account.
To solve this problem, self-attention mechanism [24] is proposed and has been widely
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used in recent years. Self-attentionmechanism can evaluate the importance of other units
to each unit in a sequence, and this importance information can be regarded in some
degree as a kind of syntactic structure information. Formally, the self-attention function
Attention (Q, K, V) can be described as a mapping relationship between a query to a
series of key-value pairs in a sequence. Within a nested entity, if the query, key and value
in a sequence of continuous units belonging to the same entity, are denoted as Q, K and
V respectively, its aggregated vector mj can be expressed as:

⎡

⎣
Q
K
V

⎤

⎦ =
⎡

⎣
WQ

WK

WV

⎤

⎦Z (12)

M = Attention(Q,K,V ) = softmax

(
QKT

√
dk

)

V (13)

mj = MaxPooling(M ) (14)

Where Z = {zstart . . . zend } is a sequence of hidden units within an entity, and dk is
the input hidden vector dimension, j is the sequence number of the entity in the newly
merged sequence. WQ, WK , and WV denote the transformation matrices for Q, K, and
V, respectively.

3 Experimentation

This sectionmainly introduces the comparedmethods, the corpus used in the experiment,
the model parameter settings and the analysis of experimental results.

3.1 Compared Methods

From the perspective of entity aggregationmethods,we explore their performance impact
on Chinese nested entity recognition. The following methods are compared:

• No Aggregation: On the basis of the current LSTM layer, the units directly go to the
upper LSTM-CRF sub-model.

• Average Aggregation: As described in Sect. 2, the hidden vectors of the entities
recognized by the current LSTM-CRF sub-model are fed to the upper sub-model
after averaging [14].

• CNN Aggregation: A window with a size of 3 is used for convolution operation on
the hidden vectors within each entity in the current LSTM layer, and then maximum
pooling operation is performed to output the entity vectors to the upper submodel.

• LSTM Aggregation: A Bi-LSTM model is used to aggregate each entity and its last
units are fed to the upper sub-model.

• Attention Aggregation: the attention mechanism as in [25] are used for entity
aggregation.

• Self-attention Aggregation: the method we used as described in Subsect. 2.2.
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3.2 Corpus

We use the Chinese nested entity corpus transformed from the “People’s Daily” [19] as
the training and test corpus, which contains more than 40,000 sentences and more than
60,000 entities. The entity statistics in each layer are shown in Table 1. There are three
types of entities, i.e. person (PER), location (LOC) and organization (ORG). Nested
entities in layers 2–5 are called high-level entities, while those in the layer 1, no matter
whether they are nested in the upper entities, are called bottom-level ones.

Table 1. Entity statistics in different layers.

Layer PER LOC ORG Total

# % # % # % # %

1 19,808 100.0 28,174 97.4 5,779 45.7 53,761 87.6

2 0 0.0 723 2.5 6,107 48.3 6,830 11.1

3 0 0.0 13 0.0 715 5.7 728 1.2

4 0 0.0 1 0.0 40 0.3 41 0.1

5 0 0.0 1 0.0 1 0.0 2 0.0

High-level 0 0.0 738 2.6 6,863 54.3 7,601 12.4

Total 19,808 100.0 28,912 100.0 12,642 100.0 61,362 100.0

It can be seen from the table that all the person entities are at bottom level, while the
organization entities have most of the high-level entities, which account for over 12%
in all entities.

3.3 Evaluation

The corpus is randomly divided into three parts: training, development, and test sets
according to the ratio of 8:1:1. The model are trained on the training set and validated on
the development set in order to select the best model, and finally tested on the test set. In
order to verify the stability of the model, we run 5 times to get the average performance
score as the overall score.

The standard precision P, recall R and the harmonic F1 to evaluate nested entity
recognition performance [15].

3.4 Hyper-parameters

The dimension of word-embedding we take is 200. During training, we set the batch
size to 100, and the learning rate to 0.005, together with 0.5 dropout. The optimization
we take is Adam. It should be noted that during training, a random dropout process is
performed before entity aggregation, however it is not performed during testing.
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3.5 Experimental Results

Performance Impact of Different Entity Aggregation Methods
Table 2 compares the nested entity recognition performance of different entity aggrega-
tion methods. The performance scores are divided into bottom-level entities, high-level
entities and all entities. The values in parentheses on the right side of the F1 scores
indicate the standard deviations across 5 runs, and the highest values in each column are
indicated in bold. It can be seen from the table:

Table 2. Performance comparison of various entity aggregation methods

Aggregation
methods

Bottom-level entities High-level entities All entities

P(%) R(%) F1(%) P(%) R(%) F1(%) P(%) R(%) F1(%)

No 93.2 92.0 92.6(0.9) 78.4 84.4 81.2(4.4) 91.9 91.8 91.9(1.0)

Average 94.7 92.3 93.5(0.7) 81.8 82.9 82.4(5.9) 93.4 91.5 92.4(1.2)

Attention 93.4 92.2 92.8(0.7) 83.2 79.0 81.0(2.1) 92.8 91.0 91.9(0.6)

Self-attention 94.0 93.2 93.6(0.4) 84.6 86.3 85.4(1.5) 93.2 92.6 92.9(0.4)

CNN 94.4 92.1 93.2(0.2) 84.8 84.7 84.7(1.7) 93.5 91.6 92.6(0.4)

BiLSTM 94.1 93.1 93.6(0.5) 86.5 83.8 85.1(2.2) 93.2 92.6 92.9(0.8)

(1) From an overall perspective, various entity aggregation methods except the vanilla
attention perform better than the one without aggregation. Self-attention and LSTM
perform comparably, which are about 0.5 units higher than the average one. How-
ever, the standard deviation of self-attention is smaller than LSTM, implying the
former performs more stable than the latter.

(2) From the perspective of high-level entity recognition, self-attention performs
slightly better than LSTM, and both have reached over 85% of F1. We believe
that entity aggregation plays an important role in the process of high-level entity
recognition.While the average aggregation treats each character in an entity equally
and the LSTM aggregation selects the last unit, the self-attention mechanism can
effectively select themost important information across different units and therefore
improves the recognition performance for high-level entities.

Performance Comparison Between Entities at Different Levels
We compare the performance of entity recognition at different levels with the self-
attention aggregation method in Table 3. Since there is no entity recognized at all in the
4th and 5th layers, there are omitted in the table. For reference, the number and ratio of
entities at different layers are also reported in the 1st and 2nd data columns. It can be
seen from the table:
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Table 3. Performance of named entity recognition on various layers.

Layers # % P(%) R(%) F1(%)

1 53,761 87.6 94.0 93.2 93.6(0.4)

2 6,830 11.1 84.3 86.4 85.3(1.0)

3 728 1.2 74.1 73.1 73.1(5.4)

High-level 7,601 12.4 84.6 86.3 85.4(1.5)

Overall 61,362 100.0 93.1 92.7 92.9(0.4)

(1) With the level of layer increases, the performance of entity recognition consistently
and drastically decreases, and the standard deviation increases as well. The reason
for this phenomenon is that with the level of layer increases, the number of entities
in that level decreases at a rate of approximate 1/8–1/9. Reasonably, the F1 scores
for the 2nd and 3rd layers are roughly 8–12 units lower than their lower lays.

(2) Counter-intuitively, the overall F1 score of the high-level layers is slightly higher
than the weighted average F1 score of the 2nd and 3rd layers. This is due to the
phenomenon called “mis-layered recognition”, which occurs when an entity at
a higher level is recognized in advance at a lower level. This entity is regarded
as a false positive in the lower layer, but is a true positive in overall high-level
layers. For example, “[[[中共]ORG [北京]LOC 市委]ORG 宣传部]ORG” (Publicity
Department of Beijing Municipal Committee of the Communist Party of China)
is a three-layered nested entity, however, the entity “[中共北京市委]ORG”(Beijing
Municipal Committee of the Communist Party of China) is not recognized in the
2nd layer, but instead the outmost entity is recognized.

Performance Comparison Between Different Entity Types
Table 4 reports the performance scores on different types of entities on the test set using
self-attention for entity aggregation, where all entities are divided into bottom-level and
high-level. Also, the maximal score in each data column are indicated in bold.

Table 4. Performance on different types of named entities.

Type Bottom-level entities High-level entities All entities

P(%) R(%) F1(%) P(%) R(%) F1(%) P(%) R(%) F1(%)

PER 94.9 93.2 94.1(0.2) 0.0 0.0 0.0(0.0) 94.9 93.2 94.1(0.2)

LOC 93.8 93.7 93.7(0.6) 68.7 66.0 67.1(1.8) 93.4 93.2 93.3(0.6)

ORG 91.5 90.4 90.9(0.6) 86.4 88.7 87.5(1.8) 89.7 90.6 90.2(1.3)

Avg. 94.0 93.2 93.6(0.4) 84.6 86.3 85.4(1.6) 93.1 92.7 92.9(0.4)
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It can be seen from the table:

(1) For the bottom-level entities, the type of PER achieves the highest F1 score and the
ORG kind gets the lowest F1 scores. This is no surprise since the person entities
are simplest in entity composition while the organization entities are the most
complicated.

(2) From the high-level entities, the type of ORG performs better than LOC. The main
reason is that it has about 10 times more instances that LOC, so the former F1 score
is ~10 units higher than that for LOC.

(3) Overall, the type of PER achieves the highest F1 score which ORG gets the lowest
one. The reason is that there is no person entity at high levels where the recognition
performance will be significantly lower than that at the bottom level. For LOC,
though the F1 score at high levels are significantly lower than that for ORG, the
smaller number of high-level entities decreases the overall performance in less
degree than for ORG.

3.6 Error Analysis

We mainly analyzed 100 recognition errors in entities randomly selected from the test
set. They are roughly divided into the following 4 cases:

Long Entities
High-level entities contain internal entities; they are usually longer that flat entities. Long
entities with a length of 8–15 Chinese characters are often erroneously recognized by
the model, accounting for about 40% of all false negative instances. It seems clear that
there are fewer training examples for long entities and furthermore, long entities are
often complex and hard to be recognized. For example, in the instance “[[北京]LOC产品
质量监督检测所]ORG” (Beijing Product Quality Supervision and Inspection Institute),
the outer entity is not recognized by the model.

Cascaded Errors
Many high-level entities are mis-recognized caused by erroneously recognized internal
entities, accounting for about 27% of all high-level recognition mistakes. For example,
for the entity “[[江苏省]LOC[南京]LOC火车站]LOC” (JiangsuNanjingRailway Station),
the model mistakenly recognizes “[火车站]LOC” (Railway Station) as an entity, leading
to leave out the outmost entity.

Generic Entities
Nearly 50% of the false positives are related to generic nouns recognized as named
entities. For example, although the phrase “人民检察院” (People’s Procuratorate) might
be regarded as an entity of ORG, it is not labeled as an entity in the corpus due to its
unspecific reference.

Keywords Misleading
Some highly informative keywords plus infrequent charactersmay lead to false positives,
accounts for about 20% of false positives instances. For example, in the sentence “翩
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翩委屈地哇哇大哭” (Pianpian cries in grievances), the model mis-recognized “翩翩
委(Pianpian wei)” as an organization probably because the character “委” (committee)
is highly indicative of an organization and “翩翩” (pianpian) is an infrequent word.

4 Conclusion

This paper casts Chinese nested entity recognition as a multi-layer sequence labeling
task and proposes a joint learningmodel based on self-attention aggregationmechanism.
Various aggregation methods are explored and compared with self-attention mechanism
in terms of their performance scores on a Chinese nested entity corpus. Experiments
demonstrate the efficacy of our model. We also point out the existing problems with
Chinese nested named entity recognition via error analysis. Future work can be focused
on the augmentation of training data for long entities by semi-supervised learning and
reduce the impact of misleading keywords by introducing semantically powerful pre-
trained language models like BERT [26].
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Abstract. Due to the ability of expressively representing narrative
structures, proposition-aware learning models in text have been draw-
ing more and more attentions in information extraction. Following
this trend, recent studies go deeper into learning fine-grained extra-
propositional structures, such as negation and speculation. However,
most of elaborately-designed experiments reveal that existing extra-
proposition models either fail to learn from the context or neglect to
address cross-domain adaptation. In this paper, we attempt to system-
atically address the above challenges via an adversarial BiLSTM-CRF
model, to jointly model the potential extra-propositions and their con-
texts. This is motivated by the superiority of sequential architecture
in effectively encoding order information and long-range context depen-
dency. On the basis, we come up with an adversarial neural architecture
to learn the invariant and discriminative latent features across domains.
Experimental results on the standard BioScope corpus show the superior-
ity of the proposed neural architecture, which significantly outperforms
the state-of-the-art on scope resolution in both in-domain and cross-
domain scenarios.

Keywords: Scope resolution · Domain adaptation · Adversarial
BiLSTM-CRF

1 Introduction

So far previous studies mainly focus on modeling intra-propositional contents,
such as that in information extraction. Recently, there is an increasing interest
in the study of extra-propositional aspects in narratives, in general, including
negation and speculation. As two kinds of fascinating grammatical phenomena
due to the potential contribution of understanding the deep meanings of a sen-
tence, negation reverses the true value of a proposition, while speculation refers
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to a statement at a specific certainty level, or that of reliability, subjectivity and
perspective [13]. According to the statistics on the biomedical literature genre
[23], about 13.45% and 17.69% narrative sentences contain negative and specula-
tive expressions, respectively. Therefore, their resolution has become extremely
crucial for deep semantic analysis.

In principle, negation and speculation scope resolution aims to determine the
text fragment affected by a given negative or speculative keyword in a sentence.
Consider following two sentences as examples. The negative keyword “not” and
the speculative keyword “possible” dominate their corresponding scopes of “not
expensive” and “the possible future scenarios”, respectively.
(S1) [The chair is not expensive] but comfortable.
(S1) Considering we have seen, what are now [the possible future scenarios]?

In the literature, most of existing models recast scope resolution as a classi-
fication problem, determining each token in a sentence as being either inside or
outside a specific scope. This undoubtedly enables a wide range of use of various
machine learning models as the solutions, such as neural networks. Though it
also raises a challenging question: how to model context. On the one hand, the
existing learning models are difficult to capture long-distance syntactic features,
even if they have put into use the dependency parsing tree [16]; On the other
hand, the models heavily rely on highly-engineered features, such as the syntactic
path between the words inside and outside a candidate scope [24].

Another challenge for scope resolution is cross-domain adaptation. A robust
learning model generally has comparable performances over different domains of
data. On the contrary, a model is of less adaptation if it exhibits decreasing per-
formance when being transferred to other domain. This problem hasn’t yet been
completely overcome in the field of scope resolution, although ad-hoc heuristics
[22] and cross-domain universal feature representations [3] have been used.

In this paper, to well address the challenge in context modeling, we alterna-
tively treat the scope resolution as a sequence labeling problem, and thus turn
to the use of a bidirectional LSTM network integrated with a sequential CRF
layer, namely BiLSTM-CRF, to extract the long-distance contexts at sentence
level. Moreover, we replace the sophisticated syntactic features with the shallow
ones, which have been proven more suitable for a sequence-to-sequence model.
Besides, to well address the challenge in cross-domain adaptation, we come up
with an adversarial domain adaptation framework to transfer latent features
from the source domain to the target. Using such a framework, we attempt to
enable the learning model to be aware of both domain-specific discriminative
features and shareable ones among different domains.

Our experimentation is carried out on the BioScope corpus. For in-domain
scope resolution, our sequence-to-sequence model achieves 81.87% on negation,
while 87.43% on speculation, yielding an improvement of 4.73% and 1.68%
respectively than the state-of-the-art. In the cross-domain scenario, our adver-
sarial model also outperforms the benchmarks on two different genres. This sug-
gests the great effectiveness of our approach in both in-domain and cross-domain
negation and speculation scope resolution.



158 R. Huang et al.

2 Related Work

Extra-Propositional Scope Resolution. Earlier studies on extra-
propositional scope resolution mainly focused on developing various heuristic
rules with syntactic structures to identify scopes [14,21]. With the release of the
BioScope corpus [23], machine learning-based methods began to dominate this
task [11,12,22,24]. However, these models rely extensively on feature engineer-
ing.

In recent years, deep neural networks are alternative models that can learn
latent features automatically. Qian et al. [16] employ a CNN-based model with
syntactic path features to identify the negative and speculative scopes. Fancellu
et al. [3] introduce BiLSTM networks by only word embeddings and PoS embed-
dings for scope resolution. Different from their studies, we add a CRF layer on
the BiLSTM model and investigate the effects of various features. Moreover,
to the best of our knowledge, our work is the first to utilize the adversarial
adaptation framework for cross-domain scope resolution.

BiLSTM-CRF for NLP. BiLSTM-CRF is one of deep neural sequence models,
where a bidirectional long short-term memory (BiLSTM) layer [6] and a condi-
tional random fields (CRF) layer [8] are stacked together for sequence learning.
Currently, it has obtained certain successes on various NLP tasks, e.g., senti-
ment analysis [1] and named entity recognition [9]. We utilize such model to
learn bidirectional features at sentence level.

Adversarial Domain Adaptation. Recently, adversarial training have
become increasingly popular [5,10]. For domain adaptation, Ganin et al. [4] pro-
pose DANN to learn discriminative but invariant representations, transferring
features from the source domain to the target. In the NLP community, there are
a couple of studies in sentiment classification [2], dependency parsing [19], and
relation classification [17]. In this paper, we propose an adversarial framework to
represent invariant features across domains, and gain discrimination of features,
which allows our model to generalize better.

3 Extra-Propositional Scope Resolution

Figure 1 illustrates the architecture of BiLSTM-CRF networks for scope resolu-
tion. Regarding it as a sequence labeling problem, the sequence of embeddings
(xi) is given as input to BiLSTM networks, which generates a representation
of the left context (li) and the right context (ri) for each token in a sentence.
These representations are then concatenated (ci) and linearly projected onto a
CRF layer to take into account neighboring tags, yielding the final prediction
for every token (yi).
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Fig. 1. Architecture of BiLSTM-CRF networks for scope resolution.

3.1 Label Scheme

We apply the BIO label scheme.

– B: The token is inside the scope and occurs before the negative or speculative
keyword.

– I: The token is inside the scope and occurs after the keyword (inclusive).
– O: The token is outside of the scope.

Under such scheme, our model tags each word a label and decodes the scope.

3.2 Embedding Layer

We build an embedding layer to encode words, relative positions, constituency
nodes, and dependency relations by real-valued vectors. Given an input sentence
S = (w1, w2, ..., wn), we first transform each word into a real-valued vector xw ∈
R

dw by using a word embedding matrix W ∈ R
dw×|V |, where V is the input

vocabulary.
To capture the informative features of the relationship between words and

the negative or speculative keyword, we map the relative distance from keyword
to each word to a real-valued vector xp ∈ R

dp by using a position embedding
matrix P ∈ R

dp×|P |, where P is the set of relative distances which are mapped
to a vector initialized randomly [18].

Instead of complicated features, such as parsing trees [24] and syntactic paths
[16], we only employ a syntactic tag of the current token. For constituency pars-
ing, we map the direct syntactic categories of each word to a real-valued vector
xc ∈ R

dc by using a constituency embedding matrix C ∈ R
dc×|C|, where C is the

set of syntactic category. With the same manner, we can obtain the dependency
real-valued vector xd ∈ R

dd . We utilize the father node of the current word in
dependency tree as input.
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Finally, we represent a input sentence as a vector sequence x = {x1, x2, ...,
xn} with the embedding dimension d = (dw + dp + dc + dd).

3.3 Bidirectional LSTM

Inspired by the work Huang et al. [7] and Lample et al. [9], we present a hybrid
tagging architecture with BiLSTM and CRF for scope resolution.

Considering the contexts of each token xt in vector sequence x, a forward
LSTM and a backward LSTM are employed to generate a representation

−→
ht of

the left context and
←−
ht of the right, respectively. The representation of a token

using such bidirectional LSTM (BiLSTM). ht is obtained by concatenating the
left and right context representations

[−→
ht;

←−
ht

]
.

3.4 CRF Layer

As a scope is the text fragment in sentence governed by a negative or speculative
keyword, there are some strong dependencies across output labels. For instance,
the tag B cannot follow the tag I in our label scheme. It is difficult to learn these
constraints by BiLSTM. Therefore, we model them jointly using a conditional
random field (CRF) layer [8].

For an input sentence x, we denote C as the matrix of the output by BiLSTM.
C is of size n × k, where k is the number of distinct tags, and ci,j corresponds
to the score of the jth tag of the ith token in a sentence. For a sequence of
predictions y, we define its score to be

s(x,y) =
n∑

i=0

Ayi,yi+1 +
n∑

i=1

ci,yi
, (1)

where Ai,j denotes the score of a transition from the tag i to the tag j. y0 and
yn+1 are the additional tags of START and END, respectively. A softmax layer
over all possible tag sequences yields a probability for the sequence y:

p(y|x) =
1

Z(x)
exp(s(x,y)), (2)

where Z(x) =
∑

Y exp(s(x, Y )), and Y denotes all possible tag sequences. Dur-
ing training, we maximize the log-probability of the correct tag sequence:

Lc = max log(p(y|x)) (3)

While decoding, we predict the output sequence that obtains the maximum score
given by

y∗ = arg max
Y

s(x, Y ). (4)
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3.5 Domain Adaptation via Adversarial Training

The BiLSTM-CRF networks learn the latent feature representations which are
discriminative for scope resolution, while the adversarial domain adaptation
framework aims to make these feature representations invariant across domains.
To this end, we add a domain discriminator that takes the feature representa-
tions (output of the BiLSTM-CRF networks) as input, and tries to discriminate
between the source domain and the target domain.

Discriminator D

Source Domain

Target Domain

Embedding
Layer BiLSTM Feature

Rep.

CRF Predictor Label

B

I

O

Feature Extractor

...

SOURCE

TARGET

Lc

Ld

...

...

Fig. 2. Architecture of the adversarial framework for cross-domain scope resolution.

Figure 2 shows the architecture of our cross-domain adversarial framework,
containing three main components: a feature extractor that encodes an input
sentence S in shared feature space, a CRF predictor that labels the scope tags
(“BIO”) for S given the feature representations, and a domain discriminator
that indicates whether S is from “SOURCE” or “TARGET”.

We introduce BiLSTM networks as the feature extractor and a CRF layer
as the scope predictor, respectively. The domain discriminator D is a binary
classifier which is implemented as a fully-connected neural network. The training
objective of D is to distinguish the input source of feature representations as far
as possible:

Ld = E(xs,xt)∼data [D(H(xs)) − D(H(xt))] , (5)

where E(xs,xt)∼data [·] denotes the expectation in terms of the data distribution,
D(H) denotes the output of discriminator D to estimate the probability that
H comes from the source domain rather than the target, and xs and xt are
instances from the source domain and the target domain, respectively.

Finally, the feature extractor strives to minimize both the scope predictor
loss Lc (Eq. (3)) and the domain discriminator loss Ld (Eq. (5)):

Lf = −Lc + λLd. (6)

Algorithm 1 illustrates the adversarial training procedure. First, we initialize
the parameters by uniform distribution (step line 1). Then we interleave the
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Algorithm 1. Adversarial Training Procedure
Require: Training sets Dsou, Dtar

Ensure: BiLSTM-CRF model for target domain
1: Initialize model parameters.
2: repeat
3: Randomly sample each 50% instances from Dsou and Dtar, respectively
4: Train discriminator D through Eq. (5)
5: Train BiLSTM-CRF model through Eq. (6)
6: until convergence

Table 1. Parameter settings.

Common Learning rate η 0.015

Word embedding dimension dw 200

Position embedding dimension dP 50

Constituency embedding dimension dC 20

Dependency embedding dimension dD 20

PoS embedding dimension dpos 20

BiLSTM-CRF Dropout probability d1 0.5

Adversarial Dropout probability d2 0.3

Framework Adversarial balance λ 0.01

following steps at each iteration: (1) forming a mini-batch set by randomly sam-
pling each 50% instances from source domain and target domain, respectively
(step line 3), (2) optimizing the adversarial loss function by all of instances (step
line 4), and (3) optimizing the CRF loss function by only the instances of source
domain (step line 5). Note that, for the instances from source domain, both
Lc and Ld are active, while only the Ld is active for the instances from tar-
get domain. Upon successful training, the feature representations generated by
the BiLSTM networks are thus encouraged to be both discriminative for scope
resolution and invariant across domains.

4 Experimentation

4.1 Experimental Settings

We conduct our experiments on the commonly used BioScope corpus [23], which
is a widely used and freely available resource consisting of sentences annotated
with negative and speculative scopes in biomedical domain. We evaluate all of
the systems by using precision, recall, and F1-score over the number of tokens
correctly classified as part of the scope. Moreover, the Percentage of Correct
Scopes (PCS) is adopted to report the scope-based performance, which considers
a scope correct if all of the tokens in the sentence have been assigned the correct
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scope types. Obviously, PCS can better describe the overall performance for the
task.

We employ trained word vectors induced from 230M sentences in biomed-
ical domain1 [15]. In addition, both the constituency and dependency parsing
trees are produced by Stanford Parser2 automatically. All of the models are
optimized using the stochastic gradient descent (SGD). We pick the parameters
showing the best performance via early stopping. Table 1 shows the best settings
of parameters in our experiments.

We compare with the following systems for negative and speculative scope
resolution.

– CNN C and CNN D. The CNN-based models are proposed by Qian et al.
[16], which cast scope resolution as a classification problem. The features are
extracted by the path between the keyword and the current token in both
constituency (CNN C) and dependency (CNN D) parse trees. The CNN C
represents the state-of-the-art for in-domain scope resolution.

– CRF. The CRF-based model is proposed by Tang et al. [20], using PoS,
chunks, NERs, and dependency relations as features.

– BiLSTM PoS. This model is proposed by Fancellu et al. [3], which is a
sequence-to-sequence model with word embeddings and part-of-speech (PoS)
embeddings.

– BiLSTM-CRF PoS. To verify the effectiveness of the CRF layer, we
directly add it on the BiLSTM PoS system.

– BiLSTM-CRF P. For comparison of the effectiveness of PoS features and
position features, we replace the PoS embeddings with the position embed-
dings ( P). Note that this system only employs the simple features in the
word sequence with no syntactic features.

– BiLSTM-CRF ALL. To measure the best performance of our approach
for scope resolution, we utilize all features, including tokens, relative posi-
tion, constituency tag, and dependency tag. This system excludes the PoS
embeddings due to the descent of performance when adding it.

4.2 Experimental Results

In-domain Scope Resolution. Following the previous work [16,24], we divide
the Abstracts sub-corpus into 10 folds to perform cross-validation. Table 2 shows
the comparisons of our approach with the state-of-the-art systems and some
proper baselines for in-domain scope resolution.

First, our BiLSTM-CRF ALL system achieves PCS scores of 81.87% with
an improvement of 4.73% for negation scope resolution, and 87.43% with an
improvement of 1.68% for speculation, compared to the state-of-the-art (CNN C
/CNN D). Besides, it is worth noting that the CNN * systems heavily rely
on highly-engineered features, such as constituency and dependency parsing
1 http://evexdb.org/pmresources/vec-space-models/.
2 http://nlp.stanford.edu/software/lex-parser.shtml.

http://evexdb.org/pmresources/vec-space-models/
http://nlp.stanford.edu/software/lex-parser.shtml
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Table 2. Performances on the Abstract sub-corpus for in-domain negation and spec-
ulation scope resolution. Besides the word embeddings that utilized in all of systems,
it also involves other types of embeddings. “C”: Constituency path; “D”: Dependency
path; “P”: Position; “ALL”: All types of embeddings except the PoS.

System P R F1 PCS

Negation CNN C [16] 85.10 92.74 89.64 70.86

CNN D [16] 89.49 90.54 89.91 77.14

CRF [20] 75.36 81.84 78.47 68.24

BiLSTM PoS [3] 85.37 89.86 87.56 75.37

BiLSTM-CRF PoS 91.06 85.10 87.98 78.03

BiLSTM-CRF P 90.16 89.71 89.94 80.45

BiLSTM-CRF ALL 86.71 95.10 90.71 81.87

Speculation CNN C [16] 95.95 95.19 95.56 85.75

CNN D [16] 92.25 94.98 93.55 74.43

CRF [20] 81.30 72.13 76.88 74.14

BiLSTM PoS [3] 91.83 96.62 94.16 80.78

BiLSTM-CRF PoS 95.71 94.24 94.97 83.92

BiLSTM-CRF P 94.02 95.89 94.95 85.86

BiLSTM-CRF ALL 97.30 94.67 95.97 87.43

tree, while our system without any syntactic information (BiLSTM-CRF P) has
already outperformed theirs.

Second, compared with the sequence-to-sequence models (CRF system and
BiLSTM Pos system), it can be observed that our model (BiLSTM-CRF PoS)
outperforms on both negation and speculation datasets. The reason might be
that the BiLSTM-CRF network has more complicated hidden units, and offers
better composition capability. It indicates that combining CRF and BiLSTM
models can improve the performance. In addition, we see that CRF with a lot
of hand-crafted features gives comparable performance to CNN, but lower per-
formance than more complex DNN models.

Finally, comparing BiLSTM-CRF PoS with BiLSTM-CRF P, it is observed
that both PoS embeddings and position embeddings are effective, and the latter
improves more. Moreover, the BiLSTM-CRF P system (with only position fea-
tures) and the BiLSTM-CRF ALL system (with additional syntactic features)
achieve similar performances. This indicates that the position embeddings could
better capture and represent the information of relationship between tokens and
the negative and speculative keywords.

We manually analyzed each 50 of incorrect scopes predicted by BiLSTM-
CRF ALL for negation and speculation, respectively. Table 3 summaries the
error patterns. For the error pattern #1, if there are more than one negative
or speculative keywords in a sentence, the system might be interfered by other
confused keywords. For instance, when identifying the scope of “suggest”, it is
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Table 3. Main error patterns of the BiLSTM-CRF ALL system for in-domain
scope resolution. “Neg” and “Spe” denote negation and speculation, respectively;
Ground truth (keyword: in bold, scope: in square brackets); System prediction (scope:
underlined); Confused keyword: in round brackets.

# Error pattern Examples Number

1 Multi-keyword Neg: ... [not discriminate the stages, Neg: 8

(with the exception of ) the M-CSF receptor ]

Spe: ... [suggest that it regulates iNOS expression], Spe: 23

and (indicate) a regular role of nNOS

2 Subject missing Neg: ..., [the transcription factor Neg: 17

is not required for promoter activity]

Spe: ..., and [this may be related to Spe: 11

scavenging of endogenously produced NO]

3 Annotation Err. Spe: A putative function of BHRF1 [may be Spe: 6

to protect infected cells from death] in order to ...

difficult to block the effects of the other speculative keyword “indicate” in the
same sentence. For the error pattern #2, when a scope includes a subject in sen-
tence, the system sometimes misses it. The reason is probably the lack of such
samples in the training set. Thus we have counted the number of the sentences
(or clauses) including at least one subject in a scope, and find there are about
12% and 14% of instances in negation and speculation, respectively. Moreover,
we also noticed that a certain of instances are not consistent with the annotation
guideline of the BioScope corpus. Compared the error pattern #2 with #3, it
does not agree on whether include the subject into the scope of keyword “may”.

To further provide an empirical insight into the affects of the data size of
training set for our BiLSTM-CRF-based scope resolution model, we start from
only 10% of the preceding dataset for training, and keep adding 10% of dataset

Fig. 3. Comparison of the PCS when adding different sizes of training set from 10%
to 100%. The experiments is employ the BiLSTM-CRF ALL system on the Abstract
sub-corpus. (Color figure online)
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each time until 100%. As shown in Fig. 3, when decreasing the size of training
set from 100% to 30%, the performances of our model do not decline dramat-
ically, with about 9% and 7% of PCS for negation (the red dashed curve) and
speculation (the blue solid curve), respectively. It indicates that our BiLSTM-
CRF-based scope resolution model can efficiently utilize the supervision from a
smaller training dataset.

Table 4. Performances on the Full Paper and the Clinical Report sub-corpora for
cross-domain scope resolution. “AT” denotes Adversarail Training. †For cross-domain
comparison, we only highlight the best performances of the transfer learning systems in
this table, excluding the in-domain systems trained on the corresponding sub-corpus.

System Full paper Clinical report

Negation Speculation Negation Speculation

F1 PCS F1 PCS F1 PCS F1 PCS

CNN [16] 75.62 43.12 85.25 45.45 94.86 86.70 88.45 60.69

CNN+AT 75.76 44.79 85.67 47.48 95.16 87.69 88.74 61.65

BiLSTM PoS [3] 82.74 52.91 87.49 53.52 95.63 88.42 89.51 60.16

BiLSTM PoS+AT 82.33 53.44 87.55 53.81 95.72 89.56 88.84 61.30

BiLSTM-CRF ALL 82.54 57.67 88.47 59.24 95.98 90.83 90.20 67.72

BiLSTM-CRF ALL+AT 83.41 60.32 89.05 61.49 96.33 91.51 90.69 69.66

BiLSTM-CRF ALL (in-domain) 69.30 50.01 83.25 59.12 94.46 84.39 90.63 75.49†

Cross-domain Scope Resolution. Table 4 shows the experimental results for
our cross-domain scope resolution. The systems without the tag “+AT” (Rows
1, 3, and 5) train on the Abstract sub-corpus, and test on the other two sub-
corpora, i.e., Full Paper and Clinical Report. We can see that all of the systems’
performances are boosted by the adversarial domain adaptation framework with
the unlabeled target domain samples. Moreover, compared with the in-domain
system (Row 7), our cross-domain approach (Row 6) obtains higher performances
than it in all metrics, except the PCS of speculation scope on the Clinical Report
sub-corpus. Although the main reason might be the smaller sizes of training
datasets (e.g., only 376 negation instances and 672 speculation instances in the
Full Papers sub-corpus), note that our system utilizes only unlabeled data on
the target domain. Obviously, such approach has provided a flexible manner
to transfer the effective latent features from the richly-labeled domains to the
poorly-labeled domains. In addition, we can see that the results on Clinical
Reports sub-corpus are better than those on Full Papers sub-corpus (especially
on negation). It is mainly due to that the syntactic structures of the clinical
report texts are simpler than the others. For instance, while the average sentence
length on Clinical Report sub-corpus is 8.19 tokens, that on Full Paper sub-
corpora is 30.49.
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5 Conclusion

This paper presents an adversarial BiLSTM-CRF network for negation and spec-
ulation scope resolution. First, we develop a BiLSTM neural network with a
CRF layer to jointly modeling the extra-propositional clues and their contexts.
Experimental results on the BioScope corpus indicate that such model achieves a
performance of 81.87% with an improvement of 4.73% on negation, and 87.43%
with an improvement of 1.68% on speculation, compared with the state-of-the-
art system. Second, we come up with an adversarial neural architecture to learn
the invariant and discriminative latent features across domains. In the cross-
domain scenario, our approach also achieves the state-of-the-art. The datasets
and source code of this paper are publicly available at —. For future work, we
intend to apply our adversarial domain adaptation framework to learn the shared
latent feature representations in cross-language settings.
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Abstract. The discourse clause relational semantics is the semantic relation
between discourse clause relevance structures. This paper proposes a method to
represent the discourse clause relational semantics as a multi-dimensional feature
structure. Compared with the simple classification mechanism of discourse rela-
tions, it can reveal the discourse semantic relations more deeply. Furthermore,
we built Chinese discourse clause relational semantic feature corpus, and study
the clause relational semantic feature recognition. We Transfer the clause rela-
tional semantic feature recognition into multiple binary classification problems,
and extract relevant classification features for experiment. Experiments show that
under the best classifier (SVM), the overall semantic feature recognition effect
of F1 value reaches 70.14%; each classification feature contributes differently
to the recognition of different clause relational semantic features, and the con-
nectives contributes more to the recognition of all semantic features. By adding
related semantic features as classification features, the interaction between differ-
ent semantic features is studied. Experiments show that the influence of different
semantic features is different. The addition of multiple semantic features has a
more significant effect than a single semantic feature.

Keywords: Correlate structure of clause · Discourse semantics · Relational
semantic feature ·Multi-label learning

1 Introduction

Discourse structure analysis is one of the main issues in discourse understanding. Cur-
rent research on discourse structure analysis mainly represents discourse structures via
hierarchical frameworks [2–4], in which clauses or elementary discourse units are con-
nected by upper discourse units or concepts. However, it is very challenging to represent
semantic relations of clauses within discourse texts having complex discourse hierarchy
or multiple structure layers. Alternatively, clause correlation structure (hereafter CCS)
[1, 6, 7] characterizes semantic relations among clauses by connecting them directly,
making discourse relations and structures more clear and easier to be analyzed.

This paper explores discourse relation representation in CCS, which is also called
relational semantics of clause (hereafter RSC). Current discourse structure frameworks
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[2–6] often utilize exclusionary taxonomies for discourse relation, that is, two corre-
lated clauses have and only have one semantic relation. However, such assumption is
unrealistic, since two clauses may have multiple discourse relations. For example, two
clauses having the relation of causality may also have the relation of continuity, and the
reason lies in that, such two clauses are viewed based on different aspects, i.e., logical
and temporal one. In fact, such two relations are compatible in most cases. On the other
hand, different viewpoints lead to ambiguity of categorization, such as Penn Discourse
Treebank [7], which allows one-to-many phenomena between an implicit relation and
multiple discourse relation classes.

This paper proposes a discourse relation representation framework for RSC. By
regarding discourse relation as a combination of multiple relation aspects [8], each of
which represents a single discourse relation from a specific perspective, a discourse
relation is characterized as a multidimensional feature structure. In comparison with
exclusionary taxonomies, such feature structure helps represent discourse relation with
multiple aspects, which makes the analysis of discourse relation entirely and deeply.

The contribution of this paper lies in three folds:

1) We propose a relation representation framework for RSC, which includes a
ten-dimension feature space, representing ten discourse relation aspects. Every
dimension is non-exclusive so that such framework is easy to be expanded.

2) We build the annotation scheme for the framework.We also annotate a dataset having
5,212 correlated clause pair, each of which is represented by a multidimensional
feature structure with ten relation aspects.

3) Wemake a preliminary recognition experiment to testify the validation of the dataset.
Such recognition method can be employed by downstream tasks.

2 Related Work

2.1 Discourse Structure and Relation Semantics Representation

Discourse Structure and RSC. Currently, there are three main discourse structure
schemes: the Rhetorical Structure Theory (RST) [2], Penn Discourse Treebank scheme
(PDTB) [3] and the fusion of the two schemes [4]. RST maps a text-level discourse to
a hierarchical tree, while PDTB scheme decomposes it to discourse connectives with
arguments, which are roughly equivalent to elementary discourse units (EDU). Essen-
tially, both of such two schemes are hierarchical structure, which, however, is hard to
represent the direct semantic relation of two EDUs, not to mention semantic relations
between discrete or cross-level EDUs. Meanwhile, the discourse semantics framework
CCS [1] tends to solve the problem by focusing on the direct semantic relation between
two clauses. In fact, a discourse relation connects two clauses or EDUs by CCS, which
is more direct and clear than the representation by hierarchical discourse structure ones.
Although dependency-based discourse theories such as discourse dependency structure
[5, 6] can also represent direct semantic relations between two EDUs, they still consider
the problem of centroid, which impact the analyzing performance of discourse relation
[9]. In this paper, we study the discourse relationship semantics based on CCS.
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Relational Semantic Representation. Discourse relation schemes in most discourse
structure frameworks are a hierarchical taxonomy. For example, the RST Discourse
Treebank involves 78 relations belong to 16 groups [2, 10], while PDTB define a three-
level structure with 23 sub relations [3, 7]. However, relations in these systems are
always exclusive, meaning that two correlated clauses have and only have one relation.
In fact, two clauses may have multiple discourse relations since language objects are
multidimensional semantic units, as mentioned earlier. Since semantic understanding is
a task containing subjective judgment, it may not be suitable to employ exclusionary
taxonomies to represent discourse relations.

2.2 Feature Structure and Multi-label Learning

Feature Structure. In this paper, the relational semantics in a text-level discourse is
represented as amultidimensional feature structure of relational semantics. Such feature-
based representation have been successfully applied in phonological and word meaning
analysis [11]. Based on it, an analyzing target can be featured to discriminative aspects,
each of which profiles the target from a specific perspective and non-exclusive to each
other. Such characteristics also exist in discourse relation representation: discourse rela-
tions often contain different aspects, some of them may be correlated, and all of them
represent discourse relations. The characteristics make the feature structure suitable for
representing discourse relation.

Multi-label Learning. Essentially, the recognition of relational semantic feature in this
paper can be cast as a multi-label learning problem. Given a target sample, the task
of multi-label learning is to associates it with multiple correct category tags. Typical
strategies formulti-label learning are: 1) bi-categorization [12], that is, to judge if a target
sample belongs to each category, which can be viewed as a multi-classification problem,
2) classifier chain [13], that is, to build a classifier pipeline, by which a target sample is
sequentially tagged if it belongs to a class or not and, 3) label ensembling method [14],
that is, to ensemble multiple labels as a new one in order to make the original problem
as a single-label learning task. Being preliminary experiments, we utilize single-label
learning, which is also adopted in current discourse semantic relation analysis tasks [15,
16].

3 Representation and Annotation of RSC

3.1 RSC and Its Feature Structure Representation

In CCS, a clause is the minimum or elementary discourse unit [17], and two clauses can
be viewed as a compound sentence with semantic coherence and formal articulation.
Figure 1 gives an example described by CCS. Here the numeric superscripts represent
sequence numbers for clauses,while the lineswith tags represent their semantic relations.
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Fig. 1. RSC for the above example.

The development and opening up of Pudong is a cross-century project to revitalize
Shanghai and build a modern economy, trade and financial center. Accordingly, a large
number of newsituations andnewproblems that havenever been encounteredbefore have
emerged. To address this issue, Pudong is not simply to adopt the practice of “working
for a period of time, thenmaking regulations after accumulating experience”, but to learn
from the experience and lessons from developed countries and special economic zones
such as Shenzhen aswell as employ domestic and foreign experts and scholars to actively
and timely formulate and launch laws and regulations, so that economic activities in such
district are incorporated into the legal track as soon as they appear. Early last year, the
first medical institution drug procurement service center in China was born in Pudong
New Area. Just because the regularizing operation at the beginning according to such
laws and regulations, the drug turnover of the center achieves a total amount of more
than 100 million Chinese yuan without any case of kickback since it opens.

Compared with the hierarchical discourse structure frameworks, the semantic targets
in the framework for RSC are more precise and specific. For example, connectives in
the framework are utilized to represent semantic relations directly, such as the relation
“not…but” that reflects the relation of clause 3 and 6. Such relation, however, does not
appear directly according to the hierarchical analysis, whichmay increase the complexity
of semantic parsing in discourse.

In the framework for RSC, a discourse relation is characterized as amultidimensional
feature structure, and each dimension in it represents one discourse relation aspect (here-
after DRA), such as causality and continuity. Each DRA is a boolean value (+positive
or−negative), showing whether such DRA exists in two clauses or not. Accordingly, an
RSC can be represented by a series ofDRAs.We also define a primaryDRA in the feature
structure, indicating the uppermost relation between two clauses. For example, causality
is the primary DRA between clause 1 and 2, while reversibility between clause 3 and
6. In most cases, connectives indicate primary DRAs, e.g., the word because means a
causality relation, while the word but suggests the relation of reversibility. Table 1 shows
part of DRAs among clauses of the example text.
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Table 1. Feature structure representation for the RSC of the above example.

Clause
pair

Primary
DRA

DRA

Causality Purpose Condition Reversibility Sequence Coordination Illustration

1–2 Causality + – – – + – –

2–3 Causality + – – + + – –

3–6 Reversibility – – – + – + –

4–6 Condition + + + – + – –

5–6 Condition + + + – + – –

6–7 Purpose + + + – + – –

7–8 Illustration – – – – – – +

8–11 Causality + – + – + – –

9–11 Reversibility + – – + + – –

10–11 Reversibility + – – + + – –

Such feature structure has some advantages, comparedwith simple discourse relation
taxonomies: 1) it helps represent the discourse relationship semantics more comprehen-
sively. One is that, it is able to reveal small distinction between discourse relations. For
example, the clause pair (1,2) and (2,3) have the same discourse relation of causality,
but actually they are different because the pair (1,2) has another DRA reversibility. The
other is that, it helps uncover those relational indications that are usually overlooked.
For example, the clause pair (9,10) has the relation of reversibility, but they also has the
relation of causality and continuity. 2) It is an elastic and flexible scheme, because a
DRA can be appended or removed without affecting other DRAs, and the judgment of
DRAs is unaffected with each other.

3.2 Data Annotation

3.2.1 Annotation Scheme

We have defined 10 DRAs for the annotation experiments. In this subsection, we give
the explanation of 4 relations that are most occurred in text-level discourse.

Causality. From abstraction of the traditional Causal relation, if the situation presented
in clause A is recognized as a cause or an outcome for the action or situation presented
in B, the relation feature is annotated as positive, otherwise it is negative. In the example,
besides the clause pair 3–6 and 7–8, all other clauses are positive.

Condition. From abstraction of the traditional Condition relation, [conditional] is a
sub-feature of [causality]. When the necessity or adequacy of the causation is stressed,
it is annotated as the relation of condition. In the example, the clause pair 4–6, 5–6 and
6–7 have the relation of condition, while the other clauses have not.

Purpose. Abstracted from the traditional Purpose relation, the relation of purpose is a
sub-feature of the relation causality. When the activity is initiated in order to realize, it
is annotated as the relation of purpose. In the example, the clause pair 4–6, 5–6 and 6–7
have the relation of purpose.
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Reversibility. Abstracted from the traditional Transition and Comparative relations, if
there are opposite or reverse relationships between the situations presented in clause
A and B, then the relation feature is annotated as the relation of reversibility. In the
example, the clause pair 3–6, 9–11 and 10–11 have the relation of reversibility.

3.2.2 Annotation Evaluation

We labeled relational semantics in a dataset, which has been annotated with correlated
structure of clauses [1]. Two students were trained to label 20 news texts in the Chinese
Penn Treebank [18]. Two metrics are employed to measure the annotation performance:
the agreement rate was 96.84% and the result of Kappa evaluation was 84.49%, which
shows the feasibility of the annotation scheme. Then we extracted and labeled 300 news
texts from the Chinese Penn Treebank, and built a dataset containing 5,212 correlated
clause pairs. Table 2 shows the number of each DRA in the dataset.

Table 2. Number of positive data for each DRA

DRA Number

Coordination 1272

Reversibility 156

Explanation 1387

Illustration 545

Purpose 211

Commentary 718

Sequence 1436

Condition 153

Supposition 296

Casuality 1285

4 Preliminary Experiment for DRA Recognition

4.1 Experiment Setting

The task of DRA recognition is to identify the relational signatures contained in a given
pair of known sentences. Formally, the input is a clause pair with two clauses, the output
should be a vector with 12 dimensions, each of which is a boolean value representing
whether the specific DRA is positive or negative. Such problem can be cast as a bi-
categorization or multi-categorization task. Although the former strategy needs multiple
steps than the latter one, it still achieves a better performance. Based on it, we adopt
bi-categorization method for recognition.
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The labeled dataset includes 300 news articles from Chinese Penn Treebank. We
randomly select 80% articles as training data, and the other 20% as test data.

The aimof the preliminary experiment is to investigate the performances of classifiers
to this task, the contributionof features forDRAsand the impact of eachDRArecognition
to the overall performance. To this end, we adopt accuracy, precision, reall and F1 score
[14] as the evaluation metrics. Micro-averaging metrics are adopted to evaluate the
overall performance of each feature to DRA recognition in order to avoid the data bias
by imbalanced classes.

4.2 Features

There are 8 kinds of features that are employed in our experiment:

F1: connectives and their related DRA categories. Connectives are clue words for rec-
ognizing discourse relation. For example, the connective word therefore indicates the
class causality. In this paper, we classify connectives into 10 DRA categories, and make
a heuristics based on the labeling data.
F2: the first word (not the connective) and its part-of-speech of the latter clause. The first
word is usually a notional word (noun, verb, adjective or adverb), and it may indicate
the relation between two clauses. For example, if the latter clause starts with a verb,
it probably means that the subject constituent, which is as same as that of the former
clause, is omitted. Therefore, the two clauses may have the relation of coordination.
F3_1: predicate; F3_2: relation of predicates in two clauses; F3_3: the similarity of
predicate; F3_4: grammatical class of predicate. Such features are derived from the
assumption that relation of clauses is always reflected by the relation of their predicates.
We use CTB tool [18] to parse each clause and select the first VP node of the clause
as its predicate. There are three relations of predicate: accordant, synonymous, and
non-relative one. Tongyici Cilin is employed to judge the synonyms.
F4_1: the grammatical class of the former word of a predicate; F4_2: the former word
of a predicate; F4_3: the similarity of such two words in two clauses; F4_4: the latter
word of a predicate; F4_5: the similarity of such two words in two clauses. In fact, if
such two words in two clauses are same or synonymous, the clause pair often has the
relation of coordination.
F5_1: the number of identical words in the two clauses; F5_2: the part-of-speech of
the most common word in two clauses; F5_3: number of synonyms in two clauses.
Generally, the greater the number of the common words or synonyms is, the more likely
the topics of the clauses is. In other words, they may have the relation of coordination.
F6: sentence similarity of two clauses. The assumption is that, the more similar
the clauses are, the closer the meaning of the clauses, which means the relation of
coordination. The similarity of two clauses is computed by cosine similarity.
F7: punctuation at the endof the former clause. Inmost cases, a colonmeans the following
explanation, while a semicolon indicates a coordination relation.
F8: the distance of correlated clauses. A close distance always hints some specific
relations, such as explanation or coordination.
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4.3 Experimental Results and Analysis

4.3.1 DRA Recognition Performance

We employ three classifiers: support vector machine (SVM), decision tree and naive
bayes (NB). Table 3 show their overall performance of relation recognition.

Table 3. The overall performance of three classifiers (%).

Classifier Accuracy Precision Recall F1

SVM 86.43 72.60 68.42 70.14

Decision
Tree

86.03 71.06 66.04 67.97

Naive
Bayes

75.08 62.51 70.77 63.57

As shown in Table 3, the SVMmodel outperforms the other classifiers. The result is
reasonable, since SVM can solve the high-dimensional feature problem and handle the
interaction of non-linear features. By contrast, decision tree is prone to yield the problem
of overfitting, while NB model assumes that each feature is independent to each other,
which is inappropriate to this experiment. The following experiments are based on the
SVM model.

Table 4 shows the recognition performance for each DRA. We can see that, the
recognition of reversibility achieves the best performance (80.29% of F1), while the
recognition of explanation gets the lowest score (63.83% of F1). Although there are
much few positive examples on the relation of reversibility, most of them have explicit
connectives such as “but” and “however”, which aremuch conducive to recognizing such
relation. On the contrary, relations that have rich positive examples have low recognition
performance, and the reason is the that few of them have explicit connectives, which
increases the difficulty of recognition.

4.3.2 The Ablation Test

We also run some ablation tests to investigate the impact of each feature to the classifica-
tion. A feature or a feature group is removed at one time, and each negative value is the
decreasing value to the baseline, which is the recognition performance of the classifier
using all the features.

Table 5 show the impact of each feature to the overall performance. We can see that,
the feature F1 has the greatest influence to the classifier, since F1 score decreases by
3.7% after removing it from the feature set. Obviously, the feature F1 provides important
information for classification. On the other hand, the recall performances drop when
removing other features, indicating that our features are helpful for finding discourse
relations.

Table 6 shows a more detailed ablation test to survey the impact of each feature to
each DRA. It can be seen from the table that: 1) The feature F1 has positive effect on the
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Table 4. Detailed recognition results for each DRA (%).

DRA Accuracy Precision Recall F1

Coordination 79.70 72.26 67.96 70.04

Reversibility 98.06 93.58 70.30 80.29

Explanation 73.93 65.50 62.24 63.83

Illustration 89.98 75.00 63.19 68.59

Purpose 97.28 91.72 69.60 79.14

Commentary 90.98 85.83 73.17 79.00

Sequence 73.62 66.36 62.67 64.46

Condition 97.77 87.66 64.82 74.53

Supposition 94.70 83.32 58.37 68.31

Casuality 77.91 70.34 66.16 68.19

Table 5. The impact of each feature to the overall performance (%).

Accuracy Precision Recall F1

Baseline 86.43 72.60 68.42 70.14

w/o F1 −0.73 −1.79 −4.23 −3.7

w/o F2 0.66 2.01 −2.01 −0.94

w/o F3 0.32 0.93 −1.25 −0.61

w/o F4 −0.15 −0.16 −0.88 −0.67

w/o F5,
F6

0.46 1.91 −1.92 −0.91

w/o F7 −0.08 −1.21 −0.32 −0.63

w/o F8 −0.01 −0.19 −0.56 −0.44

recognition of all DRAs, and has the biggest effect on the recognition of reversibility;
2) One feature has different impact on the recognition of different DRA, and differ-
ent features have different impacts on the recognition of one DRA. For example, the
recognition of the relation coordination mainly depends on the similarity of connectives
(F1) and syntactic structures (F3 and F4) rather than lexical similarity (F5 and F6). It
suggests that the further work can be carried out to build general and specific features for
discourse relation recognition, that is, the aim of general features is to find whether two
clauses has a relation, while the specific features are employed to classify the discourse
relation.

This final experiment investigates the impact of the relevance between DRAs to their
recognition. Each time the gold standard for one DRA recognition is given and are added
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Table 6. The impact of each feature to each DRA (%).

DRA Baseline w/o F1 w/o F2 w/o F3 w/o F4 w/o
F5, F6

w/o F7 w/o F8

Coordination 70.04 −4.46 −0.11 −2.95 −1.91 0.62 −1.97 0.03

Reversibility 80.29 −18.39 −0.68 4.03 2.48 2.35 1.51 0.84

Explanation 63.83 −2.25 0.79 0.12 −0.77 2.22 0.61 1.98

Illustration 68.59 −1.48 −0.49 −1.85 −3.93 1.08 −1.33 0.24

Purpose 79.14 −4.62 2.47 0.68 1.32 −0.55 0.70 0.45

Commentary 79.00 −3.74 −1.80 −3.31 −2.41 0.23 0.13 0.23

Sequence 64.46 −2.99 −1.06 1.20 −2.43 −0.60 0.05 −0.22

Condition 74.53 −3.96 −3.53 −2.57 −4.19 −2.86 −3.96 −1.17

Supposition 68.31 −2.22 −0.62 −1.16 −1.68 −1.60 −0.50 0.27

Casuality 68.19 −4.82 −1.89 −2.32 −2.80 −1.63 −2.12 −1.07

to the classifier as an additional feature. Table 7 shows the changing performance for
each DRA.

Table 7. The impact of the relevance between DRAs(%).

DRA Coordination Reversibility Explanation Illustration Purpose Commentary Sequence Condition Supposition Casuality

Baseline 70.04 80.29 63.83 68.59 79.14 79.00 64.46 74.53 68.31 68.19

Coordination 0.05 5.47 2.7 0.43 0.65 −0.66 −1.83 2.56 2.18

Reversibility −0.6 – 1.23 0.27 1.39 0.94 −0.27 −1.24 0.16 −1.63

Explanation 2.68 1.6 – 0.08 2.7 0.25 1.23 −1.68 −1.1 0.59

Illustration 1.69 2.06 2.88 – 1.43 0.19 −0.71 −3.3 1.23 0.59

Purpose −0.11 0.69 1.49 −0.45 – −1.13 0.07 −4.23 −0.32 2.36

Commentary −0.09 2.62 3.19 0.16 −0.24 – −0.11 −0.65 0.12 0.2

Sequence −0.44 1.65 2.78 0.56 0.24 0.32 – −1.31 −2.76 −1.09

Condition 0.3 2.58 1.57 −0.9 1.43 −1.14 0.43 – −0.68 2.33

Supposition −0.09 1.4 1.45 0.39 −0.23 −0.42 −0.19 −2.11 – −1.61

Casuality 2.58 −2.22 3.79 2.54 1.85 −0.38 0.52 −1.97 −1.36 –

All others 20.08 3.01 20.2 15.01 2.71 7.07 2.32 1.24 −0.93 17.79

Table 7 shows that, multiple features are more instructive than a single feature. For
example, for the identification of the relation coordination, the increasing performance
is 2.68% after appending the feature of the explanation relation, while the performance
sharply increases by 20.08% after appending all the other features of DRA. In addi-
tion, not all of the DRAs promote the performance of recognition. For example, the
performance of recognizing the supposition relation decreases after adding other DRAs
as features. The reason lies in to two folds: 1) the less influenced relational semantics
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are themselves less relevant to other relational semantics, such as the relation supposi-
tion and other DRAs; 2) discourse relations with balanced data have slight influence by
other DRAs, while discourse relation with imbalanced data have significant influence
by others.

5 Conclusion

This paper propose a relation representation framework for relation structure of clause,
which includes a ten-dimension feature space, representing ten discourse relation
aspects. Compared with the current classification mechanism of discourse relation, all
the discourse relation aspects are compatible and the proposed framework is easy to be
expanded. We build a dataset having 5,212 correlated clause pair, and make a recog-
nition system for the preliminary experiments. The experiments show that the overall
performance of DRA recognition achieves 70.14%, showing the availability of our data
and the recognition approach for downstream applications.

Furtherworkwill focuses on enlarging our labeled dataset. In order to achieve a better
performance, sophisticated models such as deep neural networks will be considered, and
targeted features to identify the discourse relation should be designed as well.
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Abstract. Relation extraction has received increasing attention due to
its important role in natural language processing applications. How-
ever, most existing methods are designed for a fixed set of relations.
They are unable to handle the lifelong learning scenario, i.e. adapt-
ing a well-trained model to newly added relations without catastroph-
ically forgetting the previously learned knowledge. In this work, we
present a memory-efficient dynamic regularization method to address
this issue. Specifically, two types of powerful consolidation regularizers
are applied to preserve the learned knowledge and ensure the robust-
ness of the model, and the regularization strength is adaptively adjusted
with respect to the dynamics of the training losses. Experiment results
on multiple benchmarks show that our proposed method significantly
outperforms prior state-of-the-art approaches.

Keywords: Relation extraction · Lifelong · Dynamic regularization

1 Introduction

Relation extraction (RE) aims to identify relational facts for pairs of entities
in text, which can be applied to many NLP applications such as knowledge
base construction [3] and question answering [17]. Compared with traditional
approaches which focus on manually designed features, neural methods based
on either CNN [18,21] or RNN [9,20] have achieved impressive improvement
in this area. However, previous neural models assume a pre-identified set of
relations, which do not always exist in real-world RE scenarios.

Dealing with lifelong learning [14,15] (also called continual learning) for neu-
ral networks is a non-trivial problem, as the demand is usually dynamic and
evolving, that is, the set of relations that need predicting could be changed or
enlarged over time. Given such scenarios, a straight-forward solution would be
re-training. Nevertheless, this heuristic approach requires to store all previous
training data as well as new data to train a completely new model, which is
expensive and time-consuming.
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Therefore, the goal of lifelong learning is to enrich a model’s ability of handling
such a case, by trying to perform well on the entire set of tasks in an online way
that avoids revisiting all previous data at each stage. It is challenging because
of catastrophic forgetting [4] which refers to the significant drop in performance
when switching from a trained task to a new one. To alleviate forgetting problem,
recent work suggests to either use a regularizer that prevents the parameters from
drastic changes in their values yet still enables to find a good solution for the new
task [7], or augment the model with an episodic memory module [2,8].

These methods have resulted in considerable gains in performance on sim-
ple image classification datasets, but they are proved to perform poorly in the
context of NLP [16]. In fact, limited literature has discussed achieving lifelong
learning for NLP tasks such as RE. To remedy this, [16] proposed a method to
overcome the forgetting problem for RE models. They introduced an explicit
alignment model to mitigate the sentence embedding distortion of the learned
model when training on new data, and achieved state-of-the-art performances.

Although [16]’s method is able to work effectively, it relies on the use of
an alignment model which introduces additional parameters to already over-
parameterized RE models. This leads to an increase in the quantity of supervi-
sion, computing resources and memory required for training.

In view of these issues, we propose a dynamic regularization method for
lifelong RE. We model RE as a matching problem. Given an entity pair, the
input is a sentence-relation pair and the output is the corresponding matching
score. For knowledge preservation, our method maintains an episodic memory
for each old task, which is much smaller than the original dataset, and shows
the memory data to the deep learning model every time there is a new task
coming in. In this way, the model can review the representatives of the old
tasks while learning new information. To further retain the old knowledge, we
utilize two types of consolidation regularizers, the EWC regularizer and the
feature regularizers, to slow down updates on important weights and constrain
the model to produce fixed representation. The key problem is that current task
learning and old knowledge preservation often conflict with each other, so it’s
challenging to find the optimal trade-off. Instead of using fixed hyperparameters,
we propose that the regularization factors keep updating to follow the dynamics
of the training losses. This dynamic balance strategy can provide a comparable
or better trade-off between learning and forgetting.

We compare our approach with previous state-of-the-art methods on two
benchmark RE datasets. And extensive experiments show that our approach
achieves significant and consistent improvement over all baseline methods. More-
over, in a condition of no memory module, the accuracy of our model is also
competitive without any changes to the model.

2 Related Work

Relation Extraction. Early works on supervised RE employ feature-based
methods, which heavily depend on feature engineering and require many manual
efforts. To reduce manual work, recent studies have investigated neural methods
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for RE. Both CNN and RNN have been well applied to RE [9,18,20,21]. Fur-
thermore, RE can be improved by integrating attention mechanism [21], parser
tree [9], etc. However, all the previous neural models simply assume a closed
set of relations which has been specified during training, whereas the realistic
demand is usually dynamic, thus cannot be used directly in the real world.

Lifelong Learning. Recent lifelong learning work mainly falls into three cat-
egories: (1) Regularization methods [7,19]: In this setting, the loss function is
augmented with extra regularization terms to protect the consolidated knowl-
edge. Elastic weight consolidation (EWC) [7] is a representative work of this
category, which minimizes changes in parameters that are crucial for previous
tasks by correspondingly adjusting the learning rate. (2) Memory-based methods
[2,8]: The core idea is to partially keep samples from previous tasks to help the
network retain its old representations. For example, Gradient Episodic Memory
(GEM) [8] stores previous data and constrains gradient updates from deviat-
ing away from their original values. (3) Dynamic architectural methods [12,13]:
These methods dynamically allocate neural resources such as additional layers
or nodes to learn the new knowledge, but they suffer from scalability issues.

In this paper, we focus on the RE task in a lifelong setting. The exploration
of lifelong learning has produced impressive results for image classification. How-
ever, these have not yet been well-studied in the NLP domain. [16] propose a
lifelong RE method that employs an explicit alignment model to overcome forget-
ting, but such a method strongly relies on the alignment module and introduces
additional parameters to the network. Different from their approach, our method
adopts to the regularization methods and memory-based methods without intro-
ducing extra parameters.

Fig. 1. An overview of our framework. The basic idea is to incrementally train a neural
model efficiently using the current task data and the memory data of the old tasks.
We apply two types of consolidation regularizers to the network to retain the learned
knowledge. ∇Loss denotes the backward difference of the training losses. The dynamic
regularization aims to make a self-adaptive schedule throughout training by adjusting
the strength of the regularization factors λfn, λfm and λewc.
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3 Method

Our goal is to sequentially learn a deep RE neural network, that could not only
quickly adapt to a new task but also retain its performance on the old tasks.
The framework of our method is shown in Fig. 1. In the following, we will define
the problem setup and introduce our approach for lifelong RE in details.

3.1 Problem Setup

Let us consider a lifelong learning setup where a model needs to learn from
a sequence of datasets {D1,D2, . . . , DN}, where each dataset corresponds to
a task. The data for task k includes observation and label pairs Dk =
{(xk

i , yk
i )}|Dk|

i=1 . We assume that all relation sets in each dataset are disjoint from
the others. The goal of learning is to train a single neural network fθ parameter-
ized by θ ∈ R

p to perform well on both previous and new tasks. Consequently,
the objective is to find parameters θ that minimize the empirical risk of all
training datasets under our model:

Loss =
N∑

k=1

|Dk|∑

i=1

�(fθ(xk
i ), yk

i ) (1)

where N is the total number of datasets and �(·, ·) denotes the loss function
which could be ranking loss in our RE.

3.2 Architecture

In this paper, we model RE as a matching problem. Formally, a training sam-
ple from a dataset Dk is denoted as (xk

i , yk
i ), where xk

i includes a sentence sk
i

containing an entity pair and a candidate relation set {ck
ij}Nc

j=1, yk
i represents

the true relation label. Denote the output vector of the encoder (the high level
representation) as ok

i ∈ R
n for sk

i , vk
ij ∈ R

n for ck
ij and rk

i ∈ R
n for yk

i . In our
model, the predicted relation for a given input xk

i is:

pred = arg max
j∈{1,...,Nc}

cos(ok
i , vk

ij) (2)

where Nc is the size of the candidate set, cos(·, ·) is cosine similarity distance.
It is worth noting that the choice of encoder can be any gradient-based model

that could encode sequential data. To ensure a fair comparison to [16], we use
the same two-layer BiLSTM [6] encoder for sentences and relations.

Our model aims to predict well on all tasks 1, . . . , N , despite training in a
sequential manner. The main obstacle is the catastrophic forgetting problem,
which occurs because trained parameters on the initial task need changing in
favor of fitting new objectives.

To alleviate this problem, we adopt the memory-based methods which keep
a memory containing data from previous tasks and perform experience replay in
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new task training. Obviously, it is not scalable to store every example in memory.
In practice, we consider each previous task to store an episodic memory with
an equal number of B examples. When training for task k, we keep a memory
module M = {Mt}k−1

t=1 , where Mt contains selected examples from task t, such
that t ≤ k − 1. In experience replay, we follow Episodic Memory Replay (EMR)
[16] and use examples retrieved from memory to be trained alongside the current
examples. The loss function associated with memory while learning task k can
be written as:

Loss = Lk + Lm

=
|Dk|∑

i=1

�(fθ(xk
i ), yk

i ) +
k−1∑

t=1

B∑

i=1

�(fθ(xt
i), y

t
i)

(3)

where �(·, ·) denotes the ranking loss function. We call the first term Lk as
Current Loss and the second term Lm as Memory Loss.

3.3 Consolidation Regularizers

After a new dataset was trained with the current model, a subset representative
examples is selected based on the vectors produced by the sentence encoder and
stored in memory. The problem is that when we optimize the loss function for
new data, the representations of old data would definitely be affected by the
shared parameters in the single model. As a result, old data previously stored in
memory may no longer be representative, which invalidates the memory data. We
argue that the high level representations should not be distorted much in order
to make the model work consistently on previous tasks. To address the issue,
we add two types of consolidation regularizers to retain the old knowledge, as
described below.

Feature Regularizers. We use the following feature regularizer to force the
high level representations of the old data to remain stable during the new training
process. Following the setting in Sect. 3.2, ot

i and rt
i depend on the parameters

of the model. The Feature Loss on memory data is:

Lfm =
k−1∑

t=1

B∑

i=1

(‖ot
i(θnew) − ot

i(θold)‖ + ‖rt
i(θnew) − rt

i(θold)‖) (4)

where θnew is the parameters for the deep learning model trained with the old
data from memory and the new data from the new dataset; and θold is the
parameters for the trained model using the old data.

To further reduce forgetting, we also apply a feature regularizer to current
dataset. First we freeze the weights of the entire model before training. Then we
propagate the current training data (xk

i , yk
i ) through the encoders and get the

output vectors ok
i and rk

i . The Feature Loss on current task data is:

Lfn =
|Dk|∑

i=1

(‖ok
i (θnew) − ok

i (θold)‖ + ‖rk
i (θnew) − rk

i (θold)‖) (5)
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In this way, we can force the new trained model to maintain the old behavior
as the previously model, so that we could keep the memory of the old tasks.

EWC Regularizer. EWC [7] is an algorithm that modifies online learning
where the loss is regularized to overcome catastrophic forgetting by applying a
quadratic penalty on the difference between the new parameters and the old ones.
The core idea of this regularizer is to prevent drastic changes in the parameters
that contributed a lot for old tasks, but allows other parameters to change more
freely. Specifically, EWC regularizes the model parameter at each step with the
model parameter at the previous iteration via the Fisher information matrix for
the current task, which enables us to find a good solution for both tasks. Denote
the Fisher information matrix calculated from the old parameters as Fold, the
EWC regularizer can be formulated as Eq. (6). We call it as EWC Loss.

Lewc =
∑

i

Fold,i(θnew,i − θold,i)2 (6)

where i denotes the indexes of the parameters.
We include the EWC regularizer in our method. As the model train through

the sequence of tasks, the learning is slowed down for parameters that are impor-
tant to the old tasks, which can lead to less forgetting.

Loss Function. After adding the feature regularizers and the EWC regularizer,
the total loss function is given as:

Loss = Lk + Lm + λfmLfm + λfnLfn + λewcLewc (7)

where the lambdas are hyperparameters which balance current task k learning
and previous tasks forgetting. As we can see, the bigger lambdas are, the stronger
knowledge preservation and less knowledge update can be achieved. The key
problem is how to set proper hyperparameters lambdas to get a good trade-off.

3.4 Dynamic Balance Strategy

There are five terms in Eq. (7). The first term Lk :=
∑|Dk|

i=1 �(fθ(xk
i ), yk

i ) drives
the model toward current task learning. The rest terms preserve the previous task
knowledge. The fixed hyperparameters lambdas are applied to strike a balance
between adapting to new data and retaining knowledge from old data. This
simple balance strategy is commonly used in many previous model regularization
methods like [7,19]. However, as the gradients of those terms are unstable, the
fixed hyperparameters may not be able to give a good compromise between Lk

and the last three regularization terms in the entire data stream.
To overcome this problem, we propose a dynamic regularization for lifelong

RE which adaptively adjusts hyperparameters with respect to the dynamics of
the training losses. Specifically, at the beginning of training, the learner has
not yet acquired new knowledge from the current task, which means that the
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network should have less regularization strength to facilitate current task learn-
ing. However, through a certain number of iterations, the network may over-
emphasize the current task learning, causing a rapid increase of regularization
losses (including Feature Loss and EWC Loss). The design of our method needs
to follow these dynamics. If the Current Loss drops in an iteration, the reg-
ularization strength should increase to prevent the ignorance of retaining old
knowledge in the next iteration due to the bias to the current task; otherwise,
the regularization strength should decrease against insufficient learning of the
current task. If the regularization loss (Lfm, Lfn or Lewc) rises in an iteration,
the corresponding regularization strength should increase to consolidate the old
knowledge. Otherwise, leave that regularization strength unchanged.

The dynamic characteristic of the training loss can be model as the difference
of the training loss between successive iterations. For example, the backward
difference between the Current Loss at two successive iterations is defined as:

∇Li
k = Li

k − Li−1
k (8)

where Li
k denotes the smoothed Current Loss at the ith iteration. Since the loss

may fluctuate when feeding sequential mini-batches, we performed exponential
smoothing with an attenuation coefficient of 0.9 to eliminate the noise.

Our dynamic balance strategy is inspired by a previous deep learning model
optimizer, gradient descent of momentum described in [11]. We take λewc as an
example to illustrate the update of the regularization strength. To obtain λewc

in the next i+1 iteration, we first calculate a vector to record the magnitude and
direction that should be updated, which is analogous to the concept of gradient.
The value of Δλi+1

ewc is obtained via the backward difference of the Current Loss
and EWC Loss, which is calculated by the following two steps:

step 1 : Δλi+1
ewc =

{
−Δλewc ∇Li

k ≥ 0
+Δλewc ∇Li

k < 0

step 2 : Δλi+1
ewc =

{
Δλi+1

ewc + γΔλewc ∇Li
ewc ≥ 0

Δλi+1
ewc ∇Li

ewc < 0

(9)

where Δλewc is a small constant step for changing the regularization amplitude,
Δλi+1

ewc is a vector indicating the direction and magnitude that λewc will update
and γ is used to weigh the impact of Current Loss and EWC Loss.

Then we introduce an iterative variable vewc that takes into account both
the direction and magnitude of current and early updates, given as:

vi+1
ewc = βvi

ewc + (1 − β)Δλi+1
ewc (10)

where β ∈ [0, 1] is an attenuation coefficient that allows earlier updates to have
less impact on the current update. Otherwise, the update of the regularization
strength tends to oscillate or even diverge.

Finally, we sum up the vector vi+1
ewc in Eq. (10) and the regularization factor

of the previous iteration, given as:

λi+1
ewc = λi

ewc + vi+1
ewc (11)
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where λi+1
ewc is the final dynamic factor for the (i + 1)st iteration. From Eq. (11),

it can be observed that the update of the dynamic factor combines history and
current updates and follows the dynamics of the training losses in each iteration
of the training procedure.

4 Experiments

4.1 Datasets and Evaluation Metrics

We evaluate our model on Lifelong FewRel and Lifelong SimpleQuestions
datasets, both proposed in [16]. Lifelong FewRel consists of 10 tasks which are
obtained by dividing the FewRel [5] dataset into 10 disjoint clusters. Fewrel has
a total of 80 relations, so each cluster contains 8 relations, and each sample in
the cluster includes a sentence containing the target relation and a candidate set
selected by random sampling. Lifelong SimpleQuestions is built similarly, which
consists of 20 tasks derived from the SimpleQuestions [1] dataset.

Following [16], we adopt two metrics including ACCavg and ACCwhole to
evaluate our model. ACCavg measures the average test accuracy of the observed
tasks. If we define ai,j as the testing accuracy on task j after sequentially training
the model from task 1 to i, ACCavg on task i can be calculated by 1

i

∑i
j=1 ai,j .

ACCwhole is performing on the whole test set of all N tasks that measures the
overall performance of the model on both observed and unobserved tasks, and
ACCwhole on task i can be calculated by 1

N

∑N
j=1 ai,j .

4.2 Baselines

For comparison, we select several public models as baselines including: (1) Ori-
gin, which simply trains on new tasks based on the previous model; (2) EWC
[7], which slows down learning on parameters that are important to previous
tasks; (3) GEM [8], which yields positive transfer of knowledge to previous
tasks with an episodic memory; (4) AGEM [2], an improved version of GEM,
which makes GEM orders of magnitude faster at training time while maintaining
similar performance; (5) EA-EMR [16], the previous state-of-the-art method,
which performs lifelong learning in the embedding space.

And we also compare our model with its other versions, which do not have a
memory module to store old data but work with only one single consolidation reg-
ularization term. We name our model as “Our+FULL”, the version that applies
only the dynamic feature regularizer to the current task data as “Our+DF” and
the version that uses only the dynamic EWC regularizer as “Our+DE”.

4.3 Experimental Settings

The following settings are used throughout the experiments. For pre-trained
word embeddings, we use the 300-dimensional GloVe word embeddings [10]. On
both FewRel and SimpleQuestions, the attenuation coefficient β is set to 0.9
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(a) FewRel (b) SimpleQuestions

Fig. 2. The average accuracy of all the observed tasks on the benchmarks of Lifelong
FewRel and Lifelong SimpleQuestions during the lifelong learning process.

and the hyperparameter γ is set to 0.2. For the dynamic regularization, we set
all initial dynamic factors λ0

fm, λ0
fn and λ0

ewc to 0, and Δλfm = 0.05, Δλfn =
2 × 10−5, Δλewc = 5 for FewRel dataset and Δλfm = 0.002, Δλfn = 0.06,
Δλewc = 0.03 for SimpleQuestions dataset.

The settings of other hyperparameters, such as candidate set size, learning
rate, hidden size of LSTM and batch size, etc., are consistent with [16]. All
experimental results are presented by the average of 5 runs.

4.4 Main Results

The performance of our models at the last time step is shown in Table 1. Except
for ours, other models’ results come from [16]. From the results, we can observe
that Our+FULL achieves better results on both two datasets as compared to
other baselines. The reason is that our full model uses three powerful consolida-
tion regularization terms and can dynamically control the regularization strength
based on the training losses during the lifelong learning process to balance cur-
rent task learning and old knowledge preservation, while other baseline models
only consider the fixed balance strategy.

Figure 2 shows the average accuracy of all observed tasks during the whole
learning process. From Fig. 2, we can see that Origin performs poorly, which
only remembers the information of the current task batch. The results show
that our methods could overcome catastrophic forgetting and achieve superior
performance over Origin. In addition, we noted that EA-EMR performs better
than the rest methods, so we list it and compare it with our method. We conclude
that our dynamic regularizers are effective for lifelong RE. Overall, Our+FULL
performs best, Our+DE and Our+DF have good performance without storing
old data in memory.
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Table 1. Accuracy on the whole test data (“ACCwhole” column) and average accu-
racy on all observed tasks (“ACCavg” column) on the Lifelong FewRel and Lifelong
SimpleQuestions datasets after the last time step. Best results are marked in bold.

Method FewRel SimpleQuestions

ACCwhole ACCavg ACCwhole ACCavg

Origin 0.189 0.208 0.632 0.569

GEM 0.492 0.598 0.841 0.796

AGEM 0.361 0.425 0.776 0.722

EWC 0.271 0.302 0.672 0.590

EMR 0.510 0.620 0.852 0.808

EA-EMR(Full) 0.566 0.673 0.878 0.824

Our+FULL 0.608 0.736 0.880 0.839

Our+DF 0.563 0.689 0.872 0.829

Our+DE 0.591 0.721 0.870 0.826

Fixed style 0.589 0.718 0.865 0.831

4.5 Results Without Memory Support

Equipped with a memory module can significantly alleviate the catastrophic
forgetting problem, but it also needs to preserve the data of the old tasks, which
could lead to potential memory overhead. In addition, in some scenarios, such as
data streams, the model may not be able to access the data of old tasks at all.
Therefore, we also test the accuracy of our model without memory support. For
Our+DF, set Δλfn = 0.0001 for FewRel and Δλfn = 0.02 for SimpleQuestions,
for Our+DE, set Δλewc = 10 for FewRel and Δλewc = 0.01 for SimpleQuestions.

From Table 1, we can see that the accuracy of the Our+DF model is much
better than the EMR model, and it is not much different from the EA-EMR
model. Our + DE model performs similarly to the EA-EMR model on the Sim-
pleQuestions dataset and has about 3% ACCwhole increment and 5% ACCavg

increment as compared to the EA-EMR model on the FewRel dataset. Figure 2
also shows that Our + DE and Our + DF work well without the help of memory.

4.6 Effectiveness of Dynamic Balance Strategy

As shown in Table 1, the accuracy of Our+DE model is greatly improved as com-
pared to the EWC model, which proves that our dynamic regulrization effectively
achieves a better trade-off between learning and forgetting.

Apart from the proposed dynamic balance strategy, the regularization
strength can be fixed which is the case in many previous methods. That is,
keep the network structure unchanged and fix the hyperparameters in Eq. (7).
We compared our dynamic method with such a fixed schedule. Set λfm = 0.3,
λfn = 0.005 and λewc = 500 for FewRel. Set λfm = 60, λfn = 40 and λewc = 2



Efficient Lifelong Relation Extraction with Dynamic Regularization 191

for SimpleQuestions. Table 1 illustrates a comparison of regularization strate-
gies between fixed style and ours. Compared with them, the dynamic setting
achieves the best performance, which shows the effectiveness of our dynamic
balance strategy.

4.7 Comparison of the Number of Parameters

One of the motivations of adopting dynamic regularization is to reduce the mem-
ory cost in [16] where 36% parameters are used to anchor the sentence embedding
space, due to its extra alignment model. However, our method does not require
the use of additional alignment layers, and instead uses consolidation regularizers
to dynamically prevent distortion of the embedding space.

If we denote d, h, n to be the word embedding size, hidden size of LSTM and
alignment layer size respectively (n = 2h), then the total number of parameters
for [16] and our method can be calculated as follows:

EA − EMR[16] : 2 × d × h + 4 × h2 + 4 × h + 2 × h × n + n = 441, 200

Our + FULL : 2 × d × h + 4 × h2 + 4 × h = 280, 800

We can find that our total parameter space is 64% large as that in [16], and the
alignment model needs more 2hn + n = 160, 400 parameters. Without introduc-
ing more parameters, our method still outperforms theirs.

5 Conclusion

In this paper, we aim to deal with the scenario of lifelong relation extraction.
We propose two types of consolidation regularizers to handle the catastrophic
forgetting problem and a dynamic schedule to adjust the regularization strength
to fit the learning process. Our dynamic regularization is self-adaptive with the
change of the training loss, thus can provide a better compromise between learn-
ing and forgetting. In the experiments, our method achieves remarkable results
compared with the cutting edge methods. Furthermore, we demonstrate that the
performance of our model is still competitive without the memory module.
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Abstract. Entity Disambiguation (ED) aims to associate entity men-
tions recognized in text corpus with the corresponding unambiguous
entry in knowledge base (KB). A large number of models were proposed
based on the topical coherence assumption. Recently, several works have
proposed a new assumption: topical coherence only needs to hold among
neighboring mentions, which proved to be effective. However, due to the
complexity of the text, there are still some challenges in how to accurately
obtain the local coherence of the mention set. Therefore, we introduce
the self-attention mechanism in our work to capture the long-distance
dependencies between mentions and quantify the degree of topical coher-
ence. Based on the internal semantic correlation, we find the semantic
neighbors for every mention. Besides, we introduce the idea of “simple to
complex” to the construction of entity correlation graph, which achieves a
self-reinforcing effect of low-ambiguity mention towards high-ambiguity
mention during collective disambiguation. Finally, we apply the graph
attention network to integrate the local and global features extracted
from key information and entity correlation graph. We validate our graph
neural collective entity disambiguation (GNCED) method on six public
datasets and the results demonstrate a better performance improvement
compared with state-of-the-art baselines.

Keywords: Entity disambiguation · Local topical coherence ·
Long-distance dependencies · Entity correlation graph

1 Introduction

As the key technology of multiple natural language processing tasks, such as
knowledge graph construction, information extraction, and so on, entity disam-
biguation (ED) has gained increasing attention. Formally, it aims to associate
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entity mentions recognized in unstructured text with the corresponding unam-
biguous entry in a structured knowledge base (KB) (e.g.., Wikipedia). However,
this task is challenging due to the inherent ambiguity between surface form
mentions. A unified form of mention in different context may refer to different
entities, and different surface form mentions may refer to the same entity in
some cases. For example, the mention “Titanic” can refer to a movie, a ship, or
a shipwreck in different contexts.

To solve the problem, current ED methods have been divided into local dis-
ambiguation models and global disambiguation models. The former focus on
the local information around the mention and related candidate entity. The lat-
ter additionally consider the correlation between entity mentions in the same
document. Generally, based on the assumption that the mentions in the same
document shall be on the same topic, large numbers of global models have been
proposed. In particular, the work [1,18] claimed that topical coherence only need
to hold among mention neighbors, which we called “local topical coherence” in
this paper. They calculated sequence distance and syntactic distance respectively
to determine the mention neighbors, which may lead to inconsistent mention sets
due to insufficient mining of deep semantic associations between entities. In fact,
our paper will be developed based on the same assumption.

To solve the above problems, our paper tries to calculate the semantic dis-
tance between mention pairs and select a set of mention neighbors with the clos-
est semantic distance for each mention. Then, we introduce the self-attention
mechanism into our model to model the text deeply and better capture the
internal relevance of entity mentions.

Besides, we introduce the simple to complex (S2C) idea to the construction
of entity correlation graph. We fully exploit the key information brought by the
low-ambiguity mentions and the supplementary information obtained from the
external KB to promote the disambiguation of the high-ambiguity mentions,
to achieve the self-reinforcing of the collective process. In particular, we build
a heterogeneous entity correlation graph based on the correlation information
between mentions, and further aggregate the feature data.

Therefore, the main contributions of our ED method can be summarized as:

(1) We propose a semantic-information based mention neighbors selection
method to capture the semantic relevance between mentions and find top-
k closest semantic distance mention neighbors for each mention to disam-
biguate.

(2) We construct a new collective disambiguation entity correlation graph and
introduce the idea of simple to complex to dig the disambiguation effect of
the low-ambiguity mentions on the high-ambiguity mentions.

(3) We evaluate our method on several public datasets. The experimental results
compared with existing state-of-the-art ED baselines verify the efficiency and
effectiveness of our model.
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2 Related Work

Entity Disambiguation. Entity disambiguation in nature language process-
ing tasks, has gained increasing attention in recent years. Many research work
has been proposed based on two main disambiguation models: local models and
global models. Early local ED models mainly extracted string features between
candidate entities and the local context of current mention to find the optimal
solution for each mention [1,3,13]. Since the increasing popularity of deep learn-
ing, recent ED approaches had fully used neural network, such as CNN/LSTM-
encoders [4,8], to learn the representation of context information and model the
local features. By contrast, a large number of collective disambiguation mod-
els have been proposed based on the hypothesis: all mentions in a document
shall be on the same topic. However, the maximization of coherence between
all entity disambiguation decisions in the document is NP-hard. [11] had firstly
tried to solve it by turning it into a binary integer linear program and relaxing
it to a linear program (LP). [9] proposed a graph-pruned method to compute
the dense sub-graph that approximated the best joint mention-entity mapping.
[7,12,15,19] applied the Page Rank, Random Walk, Loop Belief Propagation
algorithm respectively to quantify the topical coherence for finding the optimal
linking assignment. Recently, [1,10,18] applied graph neural network into the
calculation of global coherence, such as GCN/GAT.

Self-attention. The self-attention mechanism was firstly proposed in the task
of machine translation [16], which caused a great of focus. Self-attention mech-
anism can associate any two words in a sequence to capture the long distance
dependency between them. And, it had been cited by a large number of studies
and generalized to many NLP tasks [2,17,21]. In our paper, we apply the self-
attention mechanism to capture the dependencies between distant mentions to
hold the topical coherence assumption.

3 Graph Neural Collective Entity Disambiguation

3.1 Overview of Framework

As with most entity disambiguation work, we take a document collection as input
where all the candidate entity mentions have been identified. Formally, we define
the collective disambiguation task as follows: given a set of mentions M(D) in
a document D and the candidate entities generated, C(mi) = {ei1, ei2, · · · , eij},
the goal of our model is to find an optimal linking assignment. As the Fig. 1
shown, our model mainly includes the mainly two modules: feature extraction
module and graph neural disambiguation module. The details are as follows:

Embedding of Word, Mention and Entity: In the first step, we need to get
the embedding vector to avoid manual features and better encode the semantics
of words and entities. Following the work of [6], we train the embedding of each
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Fig. 1. Overview of framework.

word and related entity at the same time (the mention embedding can calculate
from related word embedding).

Candidate Generation: As the essential procedure, the candidate generation
step affect the accuracy of entity disambiguation and the recall rate directly. Gen-
erally, we generate candidate entities for each entity mention in document based
on the mapping dictionary built by [1,9,14], noted as C(mi) = {ei1, ei2, · · · , eij},
where each entity corresponds to a specific entity entry in the knowledge base
(Wikipedia in our paper).

Feature Extraction: Disambiguation is the key step in the entity disambigua-
tion task. In this part, we consider extract two types of evidence to support
the final decision: local features and global features. The features include there
parts: string compatibility between the string of mention and candidate entities;
contextual similarity between the text surrounding the mention and the candi-
date entity; entity relatedness for all mentions in the document. Following the
work of [20], we construct the string compatibility features using the edit dis-
tance, noted as Simstr. To make full use of the context and external information,
we extract word level and sentence level contextual similarity evidence. On the
basis of above features, we come to extract the global features. In particular,
considering the local topical coherence, we propose a selection strategy based on
semantic information to select most relevant mention neighbors for each men-
tion. Then, we build the entity semantic correlation graph G = (V,E) for each
mention to characterize the relatedness between entities with the introduction
of the idea of simple to complex (S2C) and dig deep into the contextual infor-
mation and external KB, which achieves a self-reinforcing effect. The details will
be explained in Sect. 3.2–3.4.

Neural Network Disambiguation Model: After the process of feature
extraction, we can get a set of local similarity representation, and entity cor-
relation graph G for each mention. Considering the special representation of
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structured graph, Graph Attention Network (GAT) will be used in our paper
to better aggregate feature data and ensure the validity of feature information
transmission. The detailed implementation of the model will be explained in
Sect. 3.5.

3.2 Word and Sentence Level Contextual Compatibility

To extract local features, we first get the surrounding context of a mention and
the textual representation (from external KB) of the given candidate entity. For
mention mi, we can get a c-word context C(mi) = {w1, w2, · · · , wC1}, where C1

is the context window size. For every candidate entity, we can get the complete
description page from the knowledge base. To obtain more accurate keywords and
reduce information processing complexity, we focus on the first two paragraph
of the description page as the textual representation and extract the top C2

terms with the highest TF-IDF score for given candidate entity e, noted as
C(e) = {w1, w2, ..., wC2}. To represent the local context information mentioned
and the description information of the candidate entity more accurately, we
design our model in word and sentence level.

Firstly, based on pre-trained word embedding, we can directly obtain the con-
text representation at the word level [1]. The word level contextual compatibility
Sim(m, e) is defined as follows:

Sim(mi, e)word =
Dm · De

‖Dm‖ ‖De‖ (1)

where Dm and De are the weighted average of context vectors corresponding to
the mention’s and entity’s textual representations.

Secondly, we try to use the Bi-LSTM model to encode sentence-level evidence.
Differently, the evidence at sentence level takes the positional relation between
words into consideration, which is more conducive to retaining the deep mean-
ing of language. Feeding the sentence containing the mention m and the entity
description information (contains several sentences) into the model respectively,
we can obtain the final hidden state < hm, he > as the sentence level vectors of
the mention and entity. Then, the sentence level similarity is defined as follows:

Sim(mi, e)sen =
Hm · He

‖Hm‖ ‖He‖ (2)

3.3 Semantic Information Based Mention Neighbors Selection

In this section, we introduce our mention neighbors selection strategy based on
the assumption of local topical coherence. The whole process is shown in Fig. 2.

We use the self-attention mechanism [16] to obtain the relevant features of the
text from multiple angles. The self-attention mechanism is to do the attention
inside the sequence and find the connection of the inner part of the sequence.
We apply self attention mechanism to the entire document to catch the key
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Fig. 2. Mention neighbors selection

semantic information among entity mentions. Considering that there are many
words other than the mentions in the document and the needs of the problem,
we only calculate the attention value with other mentions and the context words
for every mi, which is used to measure the semantic correlation between each
mention pairs, which we called semantic distance αsd.

To calculate the αsd, we construct a basic multi-layer self-attention module to
model mentions in the entire document. We use {X1,X2, · · · ,Xn} to represent
the entire document, including all mentions Xmi

and their context words Xw.
For the calculation of each self-attention layer, the embedding of mention mi will
be updated by encoding the context information and the associated information
between mention pairs. The calculation process is as follows:

X ′
mi

=
∑

j,q

wijXmj
+ wiqXwq

; w =
Q · KT

√
dK

(3)

In the last layer of self-attention, we directly output the normalized attention
value between mention pairs.

[αsd]ij = X ′
mi

T
X ′

mj
(4)

[αsd]′ij =
exp[αsd]ij∑
j exp[αsd]ij

(5)

After the above calculation, the semantic correlation between any two men-
tions in the document D can be represented as [αsd]′ij . The larger the semantic
correlation value, the closer the semantic distance between mention pairs. For
mention mi, we select mentions with the top-k minimum semantic distance as
neighbors of the current mention mi, N(mi) = {m1,m2, ...,mk}.
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3.4 Construction of S2C Entity Correlation Graph

The entity correlation graph is the key module of feature extraction as the
structure of carrying and transmitting local and global information. To model
the global semantic relationships, we construct a heterogeneous entity semantic
graph for each mention mi based on its neighbor mentions N(mi).

Fig. 3. Illustration of entity graph construction

As shown in Fig. 3, the process is divided into three steps: (1) Initializa-
tion of the entity graph: Take the candidate entities of mention mi and its
neighbor mentions as the initial nodes of the graph, and build graph G1, and
establish edges between the candidate entities mentioned by different mentions.
(2) Pruning of the entity graph: Introduce the idea of S2C. First, we will
divide the entire mention set into simple and complex parts according to the
threshold setting τ . In this setting, we make full use of local features to prefer-
entially link (Simple) mentions with low ambiguity. Once the final entity referred
to by Simple mention is identified, the redundant candidate entity nodes that
mention has and the corresponding edges connected to these nodes are removed
from the initial diagram G2. (3) Supplement of the entity graph: Introduce
evidence nodes other than entity nodes. To maintain the influence of text con-
text, we introduce two kinds of evidence nodes into entity graph G2: one is the
top S1 surrounding words of the simple mention selected from the document;
another is the top S2 key words for entity selected from the description page.
We connect these evidence nodes with corresponding entity nodes to form new
edges. Then, the construction of the entity correlation graph G is completed.

For every entity node, we initialize the representation with the concentration
of pre-trained entity embedding and obtained local features, including Simstr,
Simword, Simsen. For every keyword node, we initialize the representation with
the concentration of pre-trained word embedding and weights between keywords
and corresponding entities. The initial representation have been expressed as f .

3.5 Disambiguation Model on Entity Correlation Graph

Our model adopts a Graph Attention Network to deal with the document-specific
S2C entity semantic graph. In particular, the input of the neural model is the
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sub-graph structure G = {V,E}, where contains all the entity and keyword nodes
we need. All nodes in the graph G represented by the entity and word embedding
are in the same space, so that the information between different nodes can be
directly calculated. The overall goal of our model is to maximize the value in
Eq. 6, where Score(m, ei) is a scoring function that our network model learns
from multi-features for mention m and its candidate entities.

Γ (m) = arg max
ei∈φ(m)

Score(m, ei) (6)

Encoder: In the first step, we use a multi-layer perception structure to encode
the initial feature vector, where F is the matrix containing all the candidate
entities and related word node representations f for a certain mention.

h1 = σ(FW 1 + b1) (7)

Graph Attention Network: The graph attention network module aims to
extract key features from the hidden state of the mention and its neighbor men-
tions. Then, we can derive the new representation for each mention as:

hl = σ(Ahl−1W l−1) + hl−1 (8)

where A is the symmetric normalized adjacent matrix of the input graph with
self-connections. We normalize A such that all rows sum to one, avoiding the
change in the scale of the feature vectors. To enable the model to retain infor-
mation from the previous layer, we add residual connections between hidden
layers.

Decoder: After going through multi-layer graph attention network, we will get
the final hidden state of each mention in the document-specific entity graph,
which aggregate semantics from their neighbor mentions in the entity semantic
graph. Then, we can map the hidden state to the number of candidates as follows:

Score = WLhL + bL (9)

Training: To train the graph neural disambiguation model, we aim to minimize
the following cross-entropy loss, where P (Δ) is a probability function calculated
by Score(m, ei).

Lm = −
n∑

j=1

yj log(P (ŷ = ej ; f, Ã, w)) (10)

4 Experiments

In this section, we compared with existing state-of-the-art methods on six stan-
dard datasets to verify the performance of our method.
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4.1 Setup

Datasets: We conducted experiments on the following sets of publicly-available
datasets used by previous studies: (1) AIDA-CoNLL: annotated by [9], this
dataset consists of there parts: AIDA-train for training, AIDA-A for valida-
tion, and AIDA-B for testing; (2) MSNBC, AUIAINT, ACE2004: cleaned and
updated by [7]; (3) WNED-CWEB, WNED-WIKI: two larger but less reliable
datasets that are automatically extracted from ClueWeb and Wikipedia respec-
tively [5,7]. The composition scale of the above datasets can be seen in Table 1.

Table 1. Statistics of datasets in this experiment.

Dataset AIDA(B) MSNBC AQUAINT ACE2004 WIKI CWEB

Total documents 213 20 50 36 320 320

Total mentions 4486 656 699 248 6821 11154

We train the model on AIDA-train and validate on AIDA-A. For in-domain
and out-domain testing, we test on AIDA-B and other datasets respectively.

Baselines: We compare our model with the following state-of-the-art
methods:

– AIDA [9]: built a weighted graph of mentions and candidate entities and
computed a dense sub-graph that maps the optimal assignment.

– Random-Walk [7]: proposed a graph-based disambiguation model, and
applied iterative algorithm based on random-walk.

– DeepEL [6]: applied a deep learning architecture combining CRF for joint
disambiguation and solved the global training using truncated fitting LBP.

– NCEL [1]: first introduced Graph Neural Network into the task of NED to
integrate local and global features.

– MulRel [12]: designed a collective disambiguation model based on the latent
relations of entities and obtained a set of optimal linking assignments by
modeling the relations between entities.

– CoSimTC [18]: applied a dependency parse tree method to drive mention
neighbors based on the topical coherence assumption.

– GNED [10]: proposed a heterogeneous entity-word graph and applies GCN
on the graph to fully exploit the global semantic information.

Experimental Settings: Our experiments are carried out on the PyTorch
framework. For fair comparison, we train and validate our model on AIDA-A,
and test on other benchmark datasets (including AIDA-B). We use standard
micro F1 score (aggregates over all mentions) as measurement. Following the
work [6], we get the initial word embedding and entity embedding with size
d = 300, γ = 0.1 and window size of 20 for the hyperlinks. Before training, we
have removed the stop words. We use Adam with a initial learning rate of 0.01
for optimization. For the over fitting problem, we use the early stopping to avoid
it. Then, we set epoch = 50 and batch size = 64 to train our model. Besides,
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we set top 10 candidate entities for every mention and the context window size
to 20 to extract the local features. For other hyper-parameters, we set different
values according to the situation.

4.2 Experimental Results

Overall Results: In this section, we compare our model with precious state-
of-the-art baselines on six public datasets. The results of the comparison are
listed in Table 2. It can be seen that our proposed model outperformed the
current SOTA baselines on more than half datasets. Our proposed method has
achieved the highest micro F1 score on AIDA(B), AQUAINT, ACE2004, and
WIKI. On average, we can see that our model has achieved a promising overall
performance compared with state-of-the-art baselines. For in-domain testing, our
proposed model reaches the performance of Micro F1 of 93.57%, which is a 0.5%
improvement from the current highest score. For out-domain testing, our method
has achieved relatively high-performance scores on three datasets of MSNBC,
AQUAINT, and ACE2004, which the best is achieved on the AUQAINT and
ACE2004 datasets. However, the improvement of our model on WIKI and CWEB
datasets is not obvious. We analyze the data and think that the reason for this
result may have a lot to do with the noise problem of the data itself.

Table 2. The micro F1 scores on six public datasets.

Model AIDA(B) MSNBC AQUAINT ACE2004 WIKI CWEB AVG

AIDA [9] – 79.00 56.00 80.00 58.60 63.00 67.32

Random-Walk [7] 89.00 92.00 87.00 88.00 77.00 84.50 86.25

DeepEL [6] 92.22 93.70 88.50 88.50 77.90 77.50 86.39

NCEL [1] 87.20 – 87.00 88.00 – 86.00 87.05

MulRel [12] 93.07 93.90 88.30 89.90 77.50 78.00 86.78

CoSimTC [18] – 94.16 90.90 92.92 76.96 75.02 86.00

GNED [10] 92.40 95.50 91.60 90.14 77.50 78.50 87.61

GNCED (our model) 93.57 95.00 92.40 93.92 78.03 82.67 89.27

Table 3. The comparison of mention neighbors selection strategy.

Model AIDA(B) WIKI

Basic ED + all mentions 74.16 89.41

Basic ED + sequence distance 76.30 90.44

Basic ED + syntactic distance 76.55 90.80

Basic ED + self-attention 78.22 92.27

Impact of Mention Neighbors Selection Strategy: In this part, we
designed experiments to verify the performance improvement brought by our
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self-attention based mention neighbors selection strategy in the whole ED model.
Specifically, we compared our selection strategy with the adjacency strategy [1]
and the syntactic distance strategy [18] respectively. To facilitate observation
and explanation, we implement experiments on two testing datasets, WIKI, and
AIDA(B). The results are shown in Table 3. We can see that for the document-
level disambiguation, our semantic-based mention neighbors selection strategy
can effectively improve the performance of collective disambiguation by selecting
a set of most semantically relevant subsets for each mention.

Fig. 4. The impact of hyper-parameters.

Impact of Hyper-Parameters: We analyzed the impact of three hyper-
parameter settings in the model on the performance of the entire model. As
in the last experiment, we completed this experiment on datasets, WIKI and
AIDA(B). The parameters include the number K of top relevant mention neigh-
bors for current mention m, the threshold parameter τ for mention division, the
number S1 of top related keywords for the entity of simple mentions, and the
number S2 of top related keywords for the entity of complex mentions. From
Fig. 4, we can see that the parameters of K and τ have an obvious impact on
the performance. Besides, the effects of parameters S1, S2 are big only when
the values are between zero and non-zero but gradually become small as the
values increase, which shows that the keywords selected from context and exter-
nal KB improve the performance of our model. Generally, with the increas-
ing of these parameters, the value of micro F1 will increase incrementally but
decrease slightly after reaching a certain maximum value. After a large number
of experiments, we found that the model performance can be the best when
K = 6, τ = 0.85, S1 = 5, S2 = 10.
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5 Conclusion

In this paper, we propose a semantic based mention neighbors selection strat-
egy for collective entity disambiguation. We use the self-attention mechanism to
find the optimal mention neighbors among all mentions for the collective disam-
biguation. We also propose an entity graph construction method. We introduce
the S2C idea to add more sufficient evidence information for the disambiguation
process of high ambiguity mention and achieve a self-reinforcing effect in the
disambiguation process. The results of experiments and module analysis have
demonstrated the effectiveness of our proposed model.
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Abstract. Multilingual knowledge graph (KG) embeddings have
attracted many researchers, and benefit lots of cross-lingual tasks. The
cross-lingual entity alignment task is to match equivalent entities in dif-
ferent languages, which can largely enrich the multilingual KGs. Many
previous methods consider solely the use of structures to encode enti-
ties. However, lots of multilingual KGs provide rich entity descriptions.
In this paper, we mainly focus on how to utilize these descriptions to
boost the cross-lingual entity alignment. Specifically, we propose two
textual embedding models called Cross-TextGCN and Cross-TextMatch
to embed description for each entity. Our experiments on DBP15K show
that these two textual embedding model can indeed boost the structure
based cross-lingual entity alignment model.

Keywords: Cross-lingual entity alignment · Graph Convolutional
Networks · Entity embedding.

1 Introduction

Knowledge graphs (KGs) organize human knowledge in a structured form, pro-
viding a data foundation for various AI-related applications, such as question
answering systems, recommender systems, relation extraction, synonym extrac-
tion, and so on. With the development of monolingual KG, many multilingual
KGs have been constructed, such as DBpedia [12], Yago [13], BabelNet [14],
and ConceptNet [17]. KGs usually represent knowledge in the form of triples
(subject, property, object). Besides, KGs often provide rich descriptions of enti-
ties. For multilingual KGs, there are also cross-lingual links referring to the
equivalent real-world entities in different languages. In Fig. 1, we show an aligned
entity pair in DBpedia with its associated triples and descriptions. However, not
all the equivalent entities are connected in most multilingual KGs, since these
multilingual KGs are built based on the existing cross-lingual links in Wikipedia.
But the cross-lingual links in Wikipedia are still far from complete, as they are
edited by human collectively.

Traditional cross-lingual entity alignment methods are typically based on
machine translation, which greatly depend on the quality of the translation.
c© Springer Nature Switzerland AG 2020
X. Zhu et al. (Eds.): NLPCC 2020, LNAI 12431, pp. 206–218, 2020.
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Real Love est une chanson écrite par John 
Lennon, qui a été ensuite retravaillée par 
les trois membres survivants des Beatles 

French English

"Real Love" is a song wri�en by John 
Lennon, and recorded with overdubs by the 
three surviving Beatles in 1995 

(                                                                      , Auteur, John Lennon )Real_Love_(chanson_des_Beatles) (                                                      , Songwriter, John Lennon )Real_Love_(Beatles_song)

Fig. 1. Example of an aligned entity pair with their triples and descriptions.

In recent years, a series of embedding-based methods have been proposed for
cross-lingual entity alignment tasks, such as JE [8], MtransE [2], ItransE [22],
JAPE [18] and GCN-Align [21]. However, most of these methods only use the
structural information of KGs, but ignore the descriptions of entities.

In fact, most entities in real-world KGs have literal descriptions to describe
the entity shortly. Taking DBpedia for example, we observe that it provides
5, 045, 732 short abstracts for English entities in DBpedia (2016-04)1. Since the
descriptions of an entity in different languages often share a lot of semantic
information, thus they would be utilized to boost cross-lingual entity alignment.

In this paper, we mainly focus on how to utilize the description of each
entity in the cross-lingual entity alignment task. On one hand, we build a cross-
lingual textual graph among KGs and then use Graph Convolutional Networks
(GCNs) to encode entities by transferring semantics among KGs through words
and entities. On the other hand, we use pre-trained cross-lingual aligned word
embeddings to encode the descriptions of entities, and then train a cross-lingual
entity matching model. Finally, these two textual embedding models can be
jointly trained with structure-based models to promote the performance of the
cross-lingual entity alignment.

2 Related Work

2.1 Monolingual Entity Alignment

Most entity alignment involves in the same language, and traditional entity
alignment techniques mainly focus on pairwise entity matching, especially for
records in database, such as DeepER [4], EMLC [19], GML [9] and ExplainER [3],
but they rely on the high-quality schema.

For entity matching between knowledge graphs, due to the heterogenity and
loose-schema of KGs, many works utilized the structural information (subject-
predicate-object triples). For example, HolisticEM [16] computes attributes
overlapping to construct a graph of potential entity pairs and uses personal-
ized page rank to gather local and global information for aligning instances.
HolE [15] uses tensor-based factorization and represent relationships with matri-
ces. MinoanER [5] proposed schema-agnostic similarity metrics that consider

1 http://wiki.dbpedia.org/downloads-2016-04.

http://wiki.dbpedia.org/downloads-2016-04
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both the content and the neighbors of entities. JE [8] jointly learns the embed-
dings of multiple KGs in a uniform vector space via a modified TransE model
to align entities in KGs. It combines the loss function with the loss of entity
alignments. ITransE [22] is a joint knowledge embedding approach for multiple
KGs. It first learns embeddings in each KG, then learns to join embeddings of
different KGs into a unified space. It also uses predicted entities with high confi-
dence to perform iterative entity alignment. ITransE requires all relations being
shared among KGs. Much of the work is done on multiple heterogeneous KGs
in the same language, but it only relies on its structural information, so it can
also be applied to cross-lingual KG alignment tasks.

2.2 Multilingual Entity Alignment

With the construction of cross-lingual KGs, more and more attention has been
focused on cross-lingual KG alignment tasks.

MtransE [2] is a multilingual KG embedding model, which consists of a
knowledge model based on TransE and an alignment model learning the transi-
tion of entities and relations between different embedding spaces.

JAPE [18] jointly embed relational triple embeddings and attribute triple
embeddings, using TransE and Skip-gram model respectively. The embeddings
can effectively maintain the structural features and attribute correlation of the
KG. While training, It needs aligned relations and entity attributes.

KDCoE [1] jointly trains multilingual KG embeddings and entity descrip-
tion embeddings. In the former, it combines triples loss with cross-lingual entity
distance loss. For the latter, it needs to train cross-lingual word vectors based
on machine translation and uses GRU and self-attention. KDCoE also adopts
iterative training to expand the training set for better performance.

GCN-Align [21] constructs models to encode relational embedding and
attribute embedding of multilingual KGs via GCNs. The approach does not
require pre-aligned relations. And is only based on a small number of aligned
entity pairs. It achieves the state-of-art performance on the cross-lingual entity
alignment task.

MtransE, JAPE, and KDCoE are based on the TransE method, and the
GCN-Align [21] and our Cross-TextGCN are trained via GCNs. Besides pre-
aligned entiteis, MtransE, JAPE, and KDCoE also need pre-aligned relationship
information which we do not need.

3 The Proposed Approach

In this section, we define the cross-lingual alignment with textual information
task in Sect. 3.1. Then, we elaborate two cross-lingual entity embedding models
with textual information: Cross-TextGCN and Cross-TextMatch in Sect. 3.2 and
Sect. 3.3. Finally, we integrate Cross-TextGCN and Cross-TextMatch into GCN-
Align for cross-lingual entity alignment.
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3.1 Problem Formulation

Knowledge graph G consists of a collection of triples T = (h, r, t) ⊂ E × R × E,
where E and R denote entity set and relation set respectively. We use D to
denote the textual descriptions of all entities. For two KGs in different languages
L1, L2, we have GL1 = (EL1 , RL1 , TL1 ,DL1) and GL2 = (EL2 , RL2 , TL2 ,DL2).
Therefore, the task of cross-lingual KG alignment is to find more entity align-
ments between GL1 and GL2 when giving some pre-aligned entity pairs between
KGs.

3.2 Cross-TextGCN

For Cross-TextGCN, we firstly construct a unified heterogeneous cross-lingual
textual graph GT from GL1 and GL2 and then use GCN to obtain semantic
representations of entities. Figure 2 shows the framework of our Cross-TextGCN.

entity-word edge

cross-lingual 
word-word edge

monolingual 
word-word edge

pre-aligned 
entity pair GCN score function

Fig. 2. Framework of Cross-TextGCN, where circles and squares denote entities and
words respectively.

GT has two types of nodes, including entities and words from entity descrip-
tions, and it has three types of edges, including entity-word edges, monolingual
word-word edges and cross-lingual word-word edges, which cover the information
of each entity description, the co-occurrence of two words in the same language,
and the cross-lingual word interaction between GL1 and GL2 .

For entity-word edges, we use term frequency-inverse document frequency
(TF-IDF) to calculate the edge weight. In our approach, the term frequency is
the number of times the word appears in the entity description, and the inverse
document frequency is the logarithmically scaled inverse fraction of the number
of entity descriptions that contain the word.

For monolingual word-word edges, we first calculate global word co-
occurrence in a fixed-size sliding window and then calculate their point-wise
mutual information (PMI). PMI is a measure for indicating whether two
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variables have a relationship and the strength of the relationship. Only when
the PMI value is positive indicates that there is a strong correlation between
two words, so we only keep the positive PMI value as the weight of monolingual
word-word edges. Formally, for the word pair (i, j), PMI is calculated as:

PMI(i, j) = log
p(i, j)

p(i)p(j)
, p(i, j) =

#W (i, j)
#W

, p(i) =
#W (i)
#W

where #W denotes the total number of sliding windows in descriptions, #W (i)
denotes the number of sliding windows that contains word i, and #W (i, j)
denotes the number of sliding windows that contain both word i and j.

For cross-lingual word pairs, we can not directly calculate their co-occurrence.
Since we have partial cross-lingual aligned entity pairs, we connect each word
of an entity to each word of its aligned entity (if there is) as word pairs, and
then count the co-occurrence among all aligned entities. We use X −DF (i, j) to
denote the co-occurrence of the cross-lingual word pair (i, j).

Thus, the adjacency matrix A of the cross-lingual textual graph

Aij =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

TF-IDF(i, j) i is an entity, j is a word

PMI(i, j) i and j are monolingual words

and PMI(i, j) > 0
X-DF(i, j) i and j are cross-lingual words

0 otherwise

Then, we train a two-layer GCN on GT . Let H(l) denote embeddings of nodes
in the l-th layer, and then H(l+1) can be computed as follows:

H(l+1) = σ
(
D̂− 1

2 ÂD̂− 1
2 H(l)W (l)

)

where Â = A+ I is the adjacency matrix A of the graph with diagonal elements
set to 1. D̂ is the diagonal node degree matrix of Â. W (l) is the weight matrix of
the l-th layer. σ is an activation function, and we use ReLU(·) = max(0, ·). Given
pre-aligned entity pairs S = {(e1, e2)|e1 ∈ GL1, e2 ∈ GL2}, we can construct a
negative set S′ = {(e1, e′

2)} ∪ {(e′
1, e2)}, where e′

1 or e′
2 is replaced by other

entities in GL1 or GL2 . Finally, we use the standard pairwise loss as follows.

Lgcn =
∑

p∈S,p′∈S′
p

[fgcn(p) − fgcn(p′) + γgcn]+

where fgcn(p) = ‖HL (e1) ,HL (e2) ‖1 is the score function, p = (e1, e2) is an
element of S or S′, HL (e) is the textual embedding of entity e from GCN, and
γgcn is the margin.

3.3 Cross-TextMatch

In order to better reflect the semantic information of entity descriptions in differ-
ent languages, we use BiLSTM (Bidirectional Long Short-Term Memory) with
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Wikipedia
Baidu Baike

partial parallel corpus

Google
Translate

Cross-lingual Word Embeddings

BILBOWA

BiLSTM Layer

…..

Average Pooling

Description Encoder

BiLSTM Layer

…..

Average Pooling

Description Encoder

score 
function

Fig. 3. Framework of Cross-TextMatch, where cross-lingual word embeddings are pre-
trained.

pre-trained cross-lingual word embeddings to encode the description. The frame-
work is shown in Fig. 3.

BILBOWA [7] is used to pre-train the cross-lingual word embeddings, since
it can induce bilingual distributed word representations from monolingual raw
text and a limited amount of parallel data, without requiring word-alignments
or dictionaries. In order to obtain the training data, we can download the latest
Wikipedia pages2 in English, French, and Japanese, and crawl articles from
Baidu Baike3, and then use Google Translate to obtain the partial parallel corpus
between Chinese-English, English-French, and English-Japanese.

Thus the description of an entity e can be represented as a sequence of cross-
lingual word embeddings Td = [w1,w2, ...,wd]. Then, Td is fed to a BiLSTM,
and the output is a set of vectors (h1,h2, ...,hd), where hi is a concatenation
hi = [

−→
h i,

←−
h i] of a forward and backward LSTMs:

−→
h i =

−−−−→
LSTM i(w1,w2, ...,wd)←−

h i =
←−−−−
LSTM i(w1,w2, ...,wd).

Thus, the entity e can be represented as ve = 1
d

∑d
i=1 hi. We also use the stan-

dard pairwise loss as in Sect. 3.2.

Lmatch =
∑

p∈S,p′∈S′
p

[fmatch(p) − fmatch(p′) + γmatch]+

where fmatch(p) = ‖ve1 ,ve2‖1, and γmatch is the margin.

2 https://dumps.wikimedia.org/.
3 https://baike.baidu.com.

https://dumps.wikimedia.org/
https://baike.baidu.com
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3.4 Model Integration

We can boost structure-based approaches for cross-lingual entity alignment by
integrating Cross-TextGCN and Cross-TextMatch.

In this paper, we employ GCN-Align [21] as the structure-based approach,
where an entity graph is built according to it structural information, and then
GCN is applied on the graph to represent each entity. The loss of the GCN-Align
can be defined as follows.

Ls =
∑

p∈S,p′∈S′
p

[fs(p) − fs(p′) + γs]+

where fs(p) = ‖hs (e1) ,hs (e2) ‖1 is the score function, and γs is the margin.
Therefore, when integrating Cross-TextGCN to GCN-Align, we can calculate

the distance between entity e1 ∈ GL1 and e2 ∈ GL2 as:

f(e1, e2) = α
fs(e1, e2)

ds
+ (1 − α)

fgcn(e1, e2)
dgcn

When integrating both Cross-TextGCN and Cross-TextMatch to GCN-Align,
the distance between entity e1 ∈ GL1 and e2 ∈ GL2 can be calculated as:

f(e1, e2) = α
fs(e1, e2)

ds
+ β

fgcn(e1, e2)
dgcn

+ (1 − α − β)
fmatch(e1, e2)

dmatch

where α and β are the hyper-parameters to tune the effect of GCN-Align, Cross-
TextGCN and Cross-TextMatch. ds, dgcn and dmatch are dimensions of the entity
embeddings in GCN-Align, Cross-TextGCN and Cross-TextMatch.

Our model can integrate both structural and textual information of entities,
so we call it STGCN when integrating GCN-Align and Cross-TextGCN. When
further integrating Cross-TextMatch, the model is denoted as STGCN+.

4 Experiment

In this section, we first describe the datasets and experimental setup, and then
evaluate the performance of Cross-TextGCN and Cross-TextMatch.

4.1 Dataset and Experimental Settings

We conduct our experiments on DBP15K [18]. DBP15K contains three cross-
lingual subsets built from DBpedia (2016-04), including Chinese-English (ZH-
EN), Japanese-English (JA-EN) and French-English (FR-EN), and each has 15
thousand pre-aligned entity links. The details of all subsets are shown in Table 1.
In order to introduce the descriptions for entities, we obtain short abstracts from
DBpedia (2016-04), and they cover 98.2%–99.6% of entities in each language of
the datasets.
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Table 1. Details of the DBP15K

Datasets Entities Relations Attributes Rel. triples Attr. triples

DBP15KZH−EN Chinese 66,469 2,830 8,113 153,929 379,684

English 98,125 2,317 7,173 237,674 567,755

DBP15KJA−EN Japanese 65,744 2,043 5,882 164,373 354,619

English 95,680 2,096 6,066 233,319 497,230

DBP15KFR−EN French 66,858 1,379 4,547 192,191 528,665

English 105,889 2,209 6,422 278,590 576,543

We compare our method with the aforementioned methods JE, MTransE,
JAPE, and GCN-Align, and the results of these approaches are obtained from [21].

To be the same with the compared approaches, we also use 30% of pre-
aligned entity pairs for training by default, and the rest 70% for testing. We
use Hits@k to evaluate the performance of the approaches, which indicates the
probability that the top k entities hit the aligned entity. Vectors we used are all
randomly initialized by truncated normal function. We choose the parameters of
the models through experiments, and set ds = 300, dgcn = dmatch = 100, γs = 3,
γgcn = γmatch = 1, the window size ws = 10 in the textual graph. We use Adam
with the learning rate of 0.1 to do optimization.

4.2 Results

Evaluation on Cross-TextGCN. In this experiments, we mainly evaluate
that whether Cross-TextGCN can boost cross-lingual entity matching, and the
results are shown in Table 2.

From the table, we can see that our model can achieve the best perfor-
mance in the cross-lingual entity alignment task in all scenarios. Since French
and English are much more similar, the Hits on FR-EN are higher than that on
other datasets, and Cross-TextGCN makes more improvement on FR-EN.

In addition, we also conduct experiments for Cross-TextGCN in different
settings, and the results are shown in Table 3.

From the table, we can see that (1) Both smaller and larger sliding window
size will degrade the performance, since smaller sliding window size may lose
word co-occurrence information, and larger size may introduce noise. (2) All
types of edges are useful and complementary in Cross-TextGCN. For example,
only using entity-word edges can achieve 27.19% in Hits@1 on ZH-EN, and
monolingual and cross-lingual word-word edges can increase 1.29% and 0.89%
in Hits@1 respectively.

Moreover, we also study how our approach will perform with varied propor-
tions of training data. We set the proportions from 10% to 50%, and the results
of STGCN with two strong baselines are showed in Fig. 4.

From the figure, we can see that all approaches get better performance with
the increasing size of training data, and our approach performs best at all
datasets all the time. Thus, our approach can be more suitable to a circum-
stance with less training data.
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Table 2. Results of cross-lingual entity alignment. Here, JAPE denotes its variants
as Structure Embedding without negative triples (SE w/o neg.), Structure Embedding
(SE), Structure and Attribute joint embedding (SE + AE). GCN-Align (SE) and GCN-
Align (SE+ AE) denote GCN-Align with only the relational triples and with both
relational triples and attributional triples respectively. We set α = 0.6 in STGCN.

DBP15KZH−EN ZH → EN EN → ZH

Hits@1 Hits@10 Hits50 Hits@1 Hits@10 Hits50

JE 21.27 42.77 56.74 19.52 39.36 53.25

MTransE 30.83 61.41 79.12 24.78 52.42 70.45

JAPE SE w/o neg. 38.34 68.86 84.07 31.66 59.37 76.33

SE 39.78 72.35 87.12 32.29 62.79 80.55

SE + AE 41.18 74.46 88.90 40.15 71.05 86.18

GCN-Align SE 38.42 70.34 81.24 34.43 65.68 77.03

SE + AE 41.25 74.38 86.23 36.49 69.94 82.45

STGCN 46.54 77.91 87.71 40.62 71.81 82.53

DBP15KJA−EN JA → EN EN → JA

Hits@1 Hits@10 Hits50 Hits@1 Hits@10 Hits50

JE 18.92 39.97 54.24 17.80 38.44 52.48

MTransE 27.86 57.45 75.94 23.72 49.92 67.93

JAPE SE w/o neg. 33.10 63.90 80.80 29.71 56.28 73.84

SE 34.27 66.39 83.61 31.40 60.80 78.51

SE + AE 36.25 68.50 85.35 38.37 67.27 82.65

GCN-Align SE 38.21 72.49 82.69 36.90 68.50 79.51

SE + AE 39.91 74.46 86.10 38.42 71.81 83.72

STGCN 45.38 75.91 86.27 43.61 74.48 84.50

DBP15KFR−EN FR → EN EN → FR

Hits@1 Hits@10 Hits50 Hits@1 Hits@10 Hits50

JE 15.38 38.84 56.50 14.61 37.25 54.01

MTransE 24.41 55.55 74.41 21.26 50.60 69.93

JAPE SE w/o neg. 29.55 62.18 79.36 25.40 56.55 74.96

SE 29.63 64.55 81.90 26.55 60.30 78.71

SE + AE 32.39 66.68 83.19 32.97 65.91 82.38

GCN-Align SE 36.51 73.42 85.93 36.08 72.37 85.44

SE + AE 37.29 74.49 86.73 36.77 73.06 86.39

STGCN 52.07 82.68 90.44 51.40 82.25 90.76

Evaluation on Cross-TextMatch. First, we show some examples of words
and their corresponding top 5 similar words in the pre-trained cross-lingual word
embedding space by BILBOWA in Table 4. From the table, we can see that
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Table 3. Ablation study for Cross-TextGCN.

DBP15KZH−EN ZH → EN EN → ZH

Hits@1 Hits@10 Hits50 Hits@1 Hits@10 Hits50

ws = 5 27.77 55.66 72.53 27.94 54.51 71.01

ws = 15 22.61 50.35 69.08 23.19 59.31 67.67

Entity-word edge 27.19 54.12 71.55 27.63 53.12 69.11

e-w and monolingual w-w edge 28.48 57.75 75.41 28.91 56.61 73.35

Cross-TextGCN 29.37 58.04 74.75 29.96 57.14 73.28

Table 4. Examples of words and their top 5 similar words in Chinese and English in
the pre-trained cross-lingual word embedding space, where the words in the parentheses
are the translated English words.

BILBOWA can efficiently learn the bilingual distributed word embeddings for
encoding description.

Table 5 presents the results of BILBOWA, Cross-TextMatch, STGCN and
STGCN+. From the table, we can see that (1) Cross-TextMatch can achieve a
better performance than BILBOWA, which only average the word embeddings
in description as the entity embedding. (2) With the help of Cross-TextMatch,
STGCN+ can obtain a much better performance against STGCN, which will
obtain about 10% more on all Hits.
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Fig. 4. Hits@1 with different proportions of training data

Table 5. Evaluation on Cross-TextMatch, where α = 0.4, β = 0.3 in STGCN+.

DBP15KZH−EN ZH → EN EN → ZH

Hits@1 Hits@10 Hits50 Hits@1 Hits@10 Hits50

BILBOWA 27.73 54.78 63.87 22.54 45.94 62.84

Cross-TextMatch 32.31 67.34 87.37 31.77 65.85 87.08

STGCN 46.54 77.91 87.71 40.62 71.81 82.53

STGCN+ 56.10 86.07 94.10 50.32 80.90 91.10

5 Conclusion and Future Work

In this paper, we verify that textual information of entities can be used to boost
cross-lingual entity alignment, and propose two textual embedding models Cross-
TextGCN and Cross-TextMatch. In our experiments, we integrate them into
structure-based cross-lingual entity alignment model GCN-Align, and the results
show the effectiveness of our models.

In future, we will integrate our textual embedding models to other cross-
lingual entity alignment approaches. Moreover, we will explore more sophisti-
cated deep learning models to the task of cross-lingual entity matching, such
as pretrained cross-lingual models, e.g. Unicoder [10] and XLM [11], and more
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sophisticated GCN-like models such as R-GCN [6] and GAT [20] to model the
complex cross-lingual textual graph.
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Abstract. Existing sequence generation models ignore the exposure bias prob-
lem when they apply to the multi-label classification task. To solve this issue,
in this paper, we proposed a novel model, which disguises the label prediction
probability distribution as label embedding and incorporate each label embedding
from previous step into the current step’s LSTM decoding process. It allows the
current step can make a better prediction based on the overall output of the previ-
ous prediction, rather than simply based on a local optimum output. In addition,
we proposed a scheduled sampling-based learning algorithm for this model. The
learning algorithm effectively and appropriately incorporates the label embedding
into the process of label generation procedure. Through comparingwith three clas-
sical methods and four SOTA methods for the multi-label classification task, the
results demonstrated that our proposed method obtained the highest F1-Score
(reaching 0.794 on a chemical exposure assessment task and reaching 0.615 on a
clinical syndrome differentiation task of traditional Chinese medicine).

Keywords: Multi-label classification · Sequence generation model · Label
embedding · Exposure bias problem

1 Introduction

Multi-label classification studies the problem where one real-world object might have
multiple semantic meanings by assigning a set of labels to the object in order to explic-
itly represent its semantics. Multi-label classification has a wide range of real-world
application scenarios, and the labels of one object often have correlations. For example,
a medical paper often has a set of correlated keywords, which summarizes the topics of
the paper’s content [1]; a traditional Chinese medicine (TCM) practitioner often uses
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multiple correlated syndromes to summarize the chief complaint in a clinical record of
TCM for one patient [2].

The multi-label classification task is usually solved by two types of methods. One
type is the problem transformation methods, such as the Label Powerset (LP) [3], the
Classifier Chain (CC) [4], and another type is the algorithm adaptation methods, such
as the ML-kNN [5], the Collective Multi-Label Classifier [6]. In recent years, deep
learning has shown excellent performance in various applications, including the multi-
label classification task. Researchers attempt to convert themulti-label classification task
into a multi-label sequence generation problem through applying the encoder-decoder
framework. This approach has yielded satisfactory results [7–9].

The exposure bias problem is often raised when the encoder-decoder framework is
applied to the sequence generation task [10]. However, it is ignored when researchers
build the multi-label sequence generation models. In consequence, we proposed a novel
model in this paper to solve this issue. The model disguises the label prediction prob-
ability distribution as label embedding and incorporates each label embedding from
previous step into the current step’s LSTM decoder process. Furthermore, we proposed
a scheduled sampling-based learning algorithm for this model. The experimental results
demonstrate that our method outperforms three classical methods, including Binary
Relevance (BR), LP and CC, and four SOTA methods, including TextCNN, RCNN,
Transformer and SGM, on two representative datasets of the multi-label classification
task.

2 Related Work

Considering the label correlation during designing multi-label classification models has
attracted much attention. Some work is done by introducing prior knowledge, e.g. the
hierarchical relationship among labels [11–14]. Others are done by mining and utilizing
the correlations of labels during model training procedure [15–17]. Inspired by the
researches of deep learning for machine translation and text summarization, Jinseok
et al. [18] proposed to treat the multi-label classification task as a multi-label sequence
generation problem and attempted it by using recurrent neural networks. Recently, multi-
label sequence generation models based on the encoder-decoder framework have been
proposed. Jonas et al. [7] believed that conventional word-level attention mechanism
could not provide enough information for the label prediction making, therefore they
proposed amultiple attentionmechanism to enhance the feature representation capability
of input sequences. Li et al. [8] proposed a Label Distributed sequence-to-sequence
model with a novel loss function to solve the problem of making a strong assumption
on the labels’ order. Yang et al. [9] further reduced the sensitivity of the sequence-to-
sequence model to the pre-defined label order by introducing reward feedback strategy
of reinforcement learning into the model training procedure. However, the exposure
bias problem has not been considered, although it is a common issue when the encoder-
decoder framework is used to solve the sequence generation problem.

The exposure bias problem is caused by an inconsistency in the training and the
inference procedures of the sequence generation models based on the encoder-decoder
framework. The inconsistency is reflected in the difference between the input of the
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next time-step’s encoding process in the training procedure and in the inference pro-
cedure. One is from the data distribution, and another is from the model distribution.
Consequently, when the sequence generation models are applied to the multi-label clas-
sification task, the inconsistency would in turn lead to error accumulation during the
inference procedure. There are some studies trying to solve the exposure bias prob-
lem. Bengio et al. [10] proposed a scheduled sampling algorithm to choose an input for
the next time-step from the ground truth word and the predicted word according to a
probability change during the sequence generation process. Sam et al. [19] attempted to
solve the exposure bias problem through improving the beam search algorithm. Zhang
et al. [20] addressed the exposure bias problem by randomly selecting the ground truth
word and the predicted word of the previous time-step. An important idea for solving
the exposure bias problem is to introduce the predicted words instead of the ground
truth words in the training procedure to improve the robustness of the model. How to
introduce the predicted words, i.e. the predicted labels, effectively for the multi-label
sequence generation models is still an open question.

3 Our Proposed Model

Formally, the multi-label classification task is to assign a label subset y, which contains
n labels from the label set L = {l1, l2, . . . , lL}, to a sequence x = {x1, x2, . . . , xm},
where xi is the ith word in x. From the perspective of a sequence generation model, this
multi-label-label classification task can be modeled as finding an optimal label sequence
y∗ which can maximize the conditional probability:

p(y|x) =
∏n

t=1
p(yt |y<t, x) (1)

We apply a sequence-to-sequence model with the attention mechanism for the multi-
label sequence generation task. The model in this paper consists of three components,
including the XLNet encoder, the attention mechanism and the LSTM decoder. The
framework of the model is shown in Fig. 1. h, c and s in Fig. 1 represent the hidden
states of the encoder, the context vector, and the hidden states of the decoder, respectively,
and the subscript t in the figure represent the time-step.

3.1 The XLNet Encoder

Different from Jonas et al. [7], we apply the generalized autoregressive language model,
XLNet [21], to replace the commonly used Bidirectional LSTM and GRU encoders in
this paper. The XLNet will output the hidden state vector hi for each word.

hi = XLNet(xi) (2)

3.2 The Attention Mechanism

Different words in one sequence often have different contributions when the model
predicts the labels. The attention mechanism can make the model have ability to give
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Fig. 1. Framework of our proposed model. LE denotes the label embedding method and SS
denotes the scheduled sampling process.

different weights to different words of a sequence according to the contributions of the
words to the label prediction task. The weight αti of a word xi in a sequence x at time-step
t is calculated by

αti = vT tanh(W1st−1 + U1hi), (3)

where st−1 is the hidden state of the decoder at time-step t − 1 and vT ,W1 andU1 are the
weighting parameters. The weights will be normalized by using the SoftMax function

wti = exp(αti)∑m
j=1 exp

(
αtj

) , (4)

and then the final context vector ct is computed as follows:

ct =
∑m

i=1
wtihi (5)

3.3 The LSTM Decoder

LSTM models the correlations between labels at different time-steps in the generated
label sequence. The context vector ct , the hidden state st−1 of the decoder at time-step t
− 1 and the label embedding, which will be introduced in Sect. 4, form the input to the
hidden state st of the decoder at time-step t as follows

st = LSTM
(
st−1,

[
ct; g

(
Py
t−1

)])
, (6)

wherePy
t−1 represents the label prediction probability distribution for the labels outputted

by the LSTM decoder at time-step t − 1, [; ] is the vector concatenation operation, and
g(·) is used to disguise the label prediction probability distribution as a label embedding,
which will be introduced in the next section.
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4 Label Embedding Method

Inspired by the Global Embedding [22] and the LSTM gating mechanism [23], we
proposed a label embedding method which is used to disguises the label prediction
probability distribution of the labels outputted by the LSTM decoder at time-step t − 1.
The label embedding outputted from g

(
Py
t

)
is formed by an expected label embedding

ēt at time-step t and a label embedding êt of which label with the highest probability in
Py
t .

g
(
Py
t

) = [
ot � ēt; (1 − ot) � êt

]
(7)

ēt = Py
t E, (8)

Py
t = SoftMax

(
st−1W2

γ

)
(9)

ot = σ
(
W3ēt + W4êt

)
(10)

where � is the element-wise multiplication operation, êt is selected from E ∈ R
k×L,

which is a learnable embedding matrix, k is the dimension of the label embeddings,
W2 ∈ R

d×L is a weight matrix, d is the dimension of the hidden state of the LSTM
decoders. The large L is, the more elements in Py

t tend to be zero. It would, consequently,
causes the back-propagation process having the vanishing gradient problem. This is why
we define Py

t in terms of Eq. (9), and the Eq. (9) is inspired by the Scaled Dot-Product
Attention method [24], where γ is a scaling factor used to solve the aforementioned
problem. σ(·) is the sigmoid function, and W3, W4 ∈ R

k×k . The range of the values
of ot are in (0, 1). ot and (1 − ot) define the contributions of ēt and êt , and ot will be
automatically determined by the learning algorithm.

5 Learning Algorithm

In this section, we designed the learning algorithm for the proposed model based on a
scheduled sampling process. The cross-entropy loss function is used in this paper, and
it is defined as follows:

lossCE = −
∑n

t=1
log pθ (yt |yt−1; x), (11)

ŷt = argmaxypθ

(
y|ŷt−1

)
, (12)

where θ is the set of parameters to be learned, ŷt represents the predicted label at time-
step t. In order to learn the parameters based on variable length sequences, following
the method used in [22], we also added a special token, <EOS> , at the end of each
sequence.

The scheduled sampling approach has been proven to be effective for solving expo-
sure bias problem [10]. Therefore, we followed this idea and proposed a scheduled
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sampling-based algorithm for our proposed multi-label sequence generation model. The
pseudo code is described in Algorithm 1.

If the label embedding method introduced in Sect. 4 is utilized in the early stages
of the training procedure, it may bring too much uncertainty to the loss leading to loss
fluctuation and may even cause the curve of the loss function to not converge. Therefore,
we designed a function of the number of the iteration index i,∈i = k(i−threshold), which is
used to control that only the ground labels will be used in the early stages of the training
procedure, and after a period of training time, the label embedding will be incorporated.
In ∈i, k is a hyperparameter which is ranging from 0 to 1, and threshold is the number
of iterations that the algorithm starts using the scheduled sampling algorithm to get êt . It
is clear that the value of ∈i begins to decay exponentially after the number of iterations
reaching the threshold .

6 Experiments

In this paper, we compared our proposed method with three classical multi-label clas-
sification methods and four SOTA methods on two biomedical domain datasets. One is
in Chinese, and another is in English. The datasets, the evaluation measurements, the
compared methods and the results will be introduced in following sections.

6.1 Datasets

We used two biomedical domain datasets in the experiments. Both of the datasets are
typically used to validate the multi-label classification methods. Detailed information of
these datasets is shown in Table 1. CEA (a Chemical Exposure Assessments dataset) is
an English dataset, and TCM (a syndrome differentiation dataset of traditional Chinese
medicine) is a Chinese dataset.

CEA: PubMed [28] provides a large amount of biochemical exposure information,
which is of vital research value for the study of human health. Larsson et al. [25] con-
structed the CEA dataset relying on the domain experts based on part of PubMed lit-
erature. The CEA dataset contains 32 labels which are keywords described from the
perspectives of biological detection and exposure pathway.
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Table 1. Detailed statistics information of the datasets CEA and TCM.

Dataset Number of labels Number of instances Number of words in
one instance

Number of labels
in one instance

Avg Max Min Avg Max Min

CEA 32 3661 233.6 622 49 2.0 8 0

TCM 1127 10000 8.84 35 1 1.85 5 1

TCM: The TCM dataset is composed of chief complaints and syndromes. The chief
complaints are noted by TCM experts during their daily work, and they are short and
concise texts. The syndromes are descriptive and positional order sensitive, and they are
the labels. The dataset is obtained from a real-world medical information system. An
example is list as follows:

A chief complaint: “ , , ,
, ”. (Palpitation, chest distress,

breathe hard, dry mouth, hydroadipsia, left rib-side distention, normal diet, bowel func-
tion is normal, dark red and swollen tongue, thin tongue fur, pulse waxes and wanes,
rhythm not neat).

Syndrome labels: “ ”. (Phlegm hot inside, heart qi insufficient).

6.2 Evaluation Measurements

There are two types of evaluation measurements for the multi-label classification task.
They are sample-based measure and label-based measure. In this paper, we used the
label-based measurements, including Precisionmicro (Pmicro), Recallmicro (Rmicro), and
F1micro, to evaluate the performance of different methods. The calculating methods of
Pmicro, Rmicro and F1micro are shown in Eq. (13), (14) and (15), respectively.

Pmicro = TP

TP + FP
(13)

Rmicro = TP

TP + FN
(14)

F1micro = 2 × Pmicro × Rmicro

Pmicro + Rmicro
(15)

6.3 Experimental Settings

CEA and TCM datasets are randomly divided into three parts, including a training
dataset, a validation dataset and a test dataset, with a ratio of 7:1:2. The learning rate
of XLNet is set to 3e−5, the learning rate of other layers in the model is set to 0.001,
we used the Adam optimizer, β1 = 0.9, and β2 = 0.999. The batch size is set to 16,
the hyperparameter k in the learning algorithm is set to 0.85, and the dropout and L2
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regularizer are used to avoid overfitting. The dimension of pre-trained XLNet word
embedding is 768.

Three classical multi-label classification models, i.e. BR, LP and CC, are imple-
mented by using Scikit-Multilearn [26], and LinearSVM is used in these models as the
base classifier. The descending order of label’s frequencies is used in CC. TextCNN and
RCNN are implemented based on an open source tool, named NeuralNLP [27]. We used
the SGM code published by Yang et al. [21] in this paper, and the default parameter
setting, which can yield the best result, is used.

6.4 Results

The best F1micro results achieved by different methods under different settings are listed
in Table 2.

Table 2. Comparison of different results of various methods.

Algorithms CEA TCM

Pmicro Rmicro F1micro Pmicro Rmicro F1micro

BR 0.896 0.555 0.685 0.843 0.402 0.544

CC 0.897 0.547 0.679 0.764 0.460 0.574

LP 0.669 0.483 0.561 0.606 0.609 0.608

TextCNN 0.740 0.643 0.688 0.800 0.487 0.605

RCNN 0.757 0.669 0.710 0.667 0.489 0.564

Transformer 0.629 0.590 0.609 0.713 0.484 0.576

SGM 0.590 0.584 0.586 0.559 0.566 0.552

SGM+XLNet 0.792 0.781 0.787 0.588 0.600 0.594

Our 0.796 0.776 0.786 0.610 0.597 0.604

+SS 0.788 0.788 0.788 0.614 0.603 0.608

+LE 0.801 0.776 0.789 0.628 0.593 0.610

+LE+SS 0.813 0.777 0.794 0.620 0.611 0.615

“Our” represents our proposed method, LE = Label Embedding, SS
= Scheduled Sampling

In general, it vividly shows in Table 2 that the proposed method outperforms other
methods. On the CEA dataset, the best F1micro (Our+LE+SS) obtained by our method
can reach 0.794, which is 0.149 higher than other methods on average. On the TCM
dataset, the best F1micro (Our+LE+SS) can reach 0.615, which is also higher than other
methods, but is a little bit lower than on the CEA dataset, it is because the label set size
of the TCM dataset is much larger than the CEA dataset.

The Pmicro and Rmicro results of SGMand our proposedmethod listed in Table 2 show
that converting the multi-label classification tasks into a multi-label sequence generation
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problem can achieve more balanced Pmicro and Rmicro results. Almost all other methods
have the problem of high Pmicro and low Rmicro.

Compared with SGM, our proposed method is much better. On one hand, XLNet
used in our method has a stronger encoding capacity than bidirectional LSTM used in
SGM, and XLNet can achieve good results with only limited sample fine-tuning. On the
other hand, our proposed label embedding method and the scheduled sampling-based
learning algorithm further improve the performance.

Through a further in-depth analysis of the results, we found that the unseen domain-
specific terms are a potential negative factor for the performance improvement. Taking
the results on the TCM dataset as an example, the dataset contains a large number of
domain-specific terms, e.g. “ ” (pulse fine), “ ” (mental fatigue), etc., which are
usually unseen in the vocabulary used in XLNet, because the XLNet is pre-trained on
a general domain corpus. Consequently, it would result in many inaccurate semantic
representations for these domain-specific terms and lead to a negative impact on the
performance.

Comparison of the Label Generation Results with Different Granularity.
The labels (i.e. the syndromes) in the TCM dataset are often composed of fine-grained
semantic units (characters or syndrome factors), e.g. syndrome factors “ ” (tendons),
“ ” (stasis) and “ ” (stagnation) making up the syndrome “ ” (tendons stasis
and stagnation). Therefore, we attempt to reduce the label set size by fine-grained labels.
With this approach, we expect to further improve the performance. The results are listed
in Table 3.

Table 3. Comparison of different granularity label generation results on the TCM dataset.

Granularity Pmicro Rmicro F1micro

Character level 0.513 0.322 0.396

Syndrome factor level 0.572 0.479 0.522

The results in Table 3 are worse than in Table 2. Character level’s results are worse
than syndrome factor level’s results, and both are worse than syndrome level’s results.
This result is mainly due to the fact that our proposed method cannot accurately generate
complete syndrome labels based on the fine-grained labels. This issue presents us a new
challenge that how to generate coarse-grained labels accurately based on the fine-grained
labels. This is our future work.

Comparison of the Loss Convergence Results. In order to verify the contribution of
the label embedding, we further examined the loss convergence results during training
procedure (shown in Fig. 2).

In Fig. 2, TCM and CEA represent that label embedding and scheduled sampling
are used during training. TCM+LE (truth) and CEA+LE (truth) represent just use the
label embedding of the ground truth from previous time-step. TCM+LE (predict) and



228 Y. Wang et al.

Fig. 2. Comparison of the loss convergence results with and without the label embedding.

CEA+LE (predict) represent just use the label embedding of the prediction with highest
probability from previous time-step. It is clear that our proposed method has better loss
convergence results on both datasets.

Qualitative Evaluation Results of Attention in Our Method. Figure 3 visualizes
four examples of the attention results. The left is examples of TCM, and the right is
examples of CEA. The results show that the attention mechanism is able to accurately
make use of corresponding key informative words in the sequence when predicting
labels.

Fig. 3. Four examples of the attention results visualized based on heatmaps.

7 Conclusion

Multi-label classification has a wide range of real-world application scenario. It is an
effective way to treat the multi-label classification as a multi-label sequence generation
task, and it is of great significance to use other auxiliary information (such as the label
embedding) to enhance the ability of multi-label sequence generation. The experimental
results show that our proposed label embedding method and the scheduled sampling-
based learning algorithm are effective and outperform the compared method.
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Abstract. Machine translation quality estimation (Quality Estimation, QE) aims
to evaluate the quality of machine translation automatically without golden refer-
ence. QE can be implemented on different granularities, thus to give an estimation
for different aspects of machines translation output. In this paper, we propose an
effectivemethod to utilize pretrained languagemodels to improve the performance
of QE. Our model combines two popular pretrained models, which are Bert and
XLM, to create a very strong baseline for both sentence-level and word-level QE.
We also propose a simple yet effective strategy, ensemble distillation, to further
improve the accuracy of QE system. Ensemble distillation can integrate different
knowledge frommultiplemodels into onemodel, and strengthen each singlemodel
by a large margin. We evaluate our system on CCMT2019 Chinese-English and
English-Chinese QE dataset, which contains word-level and sentence-level sub-
tasks. Experiment results show our model surpasses previous models to a large
extend, demonstrating the effectiveness of our proposed method.

Keywords: Machine translation · Quality estimation · Pretrained language
model · Knowledge distillation

1 Introduction

In recent years, with the development of deep learning, machine translation systems
made a few major breakthroughs and were wildly applied. The performance of machine
translation (MT) systems is usually evaluated by the metric BLEU based on golden
references, but there are many scenarios where golden references are unavailable or
hard to get. Besides, reference-based metrics completely ignore the source segment, and
are unable to capture lexical or word-order synonymy [1].

Machine translation quality estimation (Quality Estimation, QE) aims to evaluate
the quality of machine translation automatically without golden reference [2].The goal
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of the word-level QE task is to assign quality labels (OK or BAD) for each machine
translated word, and the goal of the sentence-level QE is to predict the quality of the
whole translated sentence, based on how many edit operations are required to fix it in
terms of HTER (Human Translation Error Rate) [3].

The construction of QE dataset is based on human corrected machine translation
outputs, which needs translation experts to post-edit the translated results, and then
calculate the discrepancy between translation results and post-edited results. Since post-
editing is expensively available, current QE datasets normally contain only 10–20K
sentence-pairs, making QE a highly data-scarce task [4].

In this paper, we propose an effectivemethod to utilize pretrained languagemodels to
improve the performance of QE. Our model combines two different models, Bert [5] and
XLM [6], to create very strong baselines for both granularities. We also introduce a few
functional strategies, namely further-pretraining for bilingual input, multi-task learning
for multi-granularities and weighted loss for unbalanced word labels. We also propose
a simple yet effective strategy, ensemble distillation, to further improve the accuracy of
QE system.

We evaluate our system on CCMT2019 Chinese-English and English-Chinese QE
dataset, which containsword-level and sentence-level subtasks. Experiment results show
our model surpasses previous models to a large ex-tend, demonstrating the effectiveness
of our proposed method.

2 Related Work

Early methods referred to QE as a machine learning problem [7]. Their model could be
divided into the feature extraction module and the classification module. Highly relied
on heuristic artificial feature designing, thesemethods did not manage to provide reliable
estimation results.

During the trending of deep learning in the field of natural language processing,
there were also a few works aiming to integrate deep neural network into QE systems.
Kreutzer [8] used neural networks to obtain sentence representations, combined with
some manually extracted features, and was applied to word-level quality assessment
tasks. Specia [9] employed a neural network model formed by stacking several bidirec-
tional LSTM and feedforward neural networks. Since QE is highly data-scarce, these
methods still needed manually extracted features as a part of their input.

Kim [10] proposed for the first time to leverage massive parallel machine translation
data to improve QE results. They applied RNN-based machine translation model to
extract high-quality feature vectors for each word, and predicted different-level QE
scores on top of the machine translation system. Fan [11] replaced the RNN-based
MT model with Transformer, and achieved strong performance without the help of
manually-designed features, which is the current state-of-the-art model.

After the emerge of Bert, there were a few tries on leveraging pretrained models on
the task of QE [12], but they just applied simple fine-tuning for Bert on QE data. The
potential of pretrained models on QE has not been thoroughly explored.
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3 Model Description

3.1 Pretrained Models for Quality Estimation

Pre-trained sentence encoders such as Bert and XLM have rapidly improved the state
of the art on many NLP tasks. There are many different pre-trained language models
after the emerge of Bert, and different models are trained with different strategies. The
diversity of pretraining strategies endow different models the ability to capture different
information for the same input text.

Our method is based on two recent proposed pretrainedmodels, Bert and XLM. Both
of these two models are based on multi-layer Transformer architecture with different
training procedures.

For both word-level and sentence-level QE task, we concatenate source sentences
and machine translated sentences following the way these two models treat sentence
pairs, and do prediction on the top of the pretrained models, as demonstrated in Fig. 1.
For sentence-level prediction, we directly use the first token accords to the special token
[CLS] to perform prediction, as we believe this logit integrates sentence-level informa-
tion. For word-level prediction, we use each logit accords to each token in the sentence
to generate word-quality label.

Fig. 1. Pretrained models for QE. Left is for sentence-level, and right is for word-level.

The loss functions for word and sentence-level are as follows:

Lword =
∑

s∈D

∑

x∈s
−(pOK log pOK + pBAD log pBAD) (1)

Lsent =
∑

s∈D
‖sigmoid(Wsh(s)) − hters‖ (2)

where s and x denote each sentence and word in the dataset, pOK and pBAD denote
the probability for each word to be classified as OK/BAD, h(s) denotes the hidden
representation for each sentence, and ws and ww denote the transformation matrices for
sentence and word level prediction.
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3.2 Further Pretraining for Bilingual Input

Despite the shared multilingual vocabulary, Bert is originally a monolingual model [13],
treating the input as either being from one language or another. To help Bert adapts
to sentence pairs from different languages, we implement a further pretraining step,
training Bert model with massive parallel machine translation data.

For our task of QE, we combine bilingual sentence pairs from large-scale parallel
dataset, and randomly mask sub-word units with a special token, and then train Bert
model to predict masked tokens. Since our input are two parallel sentences, during the
predicting of masked words given its context and translation reference, Bert can capture
the lexical alignment and semantic relevance between two languages.

After this further pretraining step, Bert model is familiar with bilingual inputs, and
acquires the ability to capture translation errors betweendifferent languages.Thismethod
is similar to the pretraining strategy mask-language-model in [5], while its original
implementation is based on only sentences from monolingual data.

In contrast, XLM is amultilingualmodelwhich receives two sentences fromdifferent
languages as input, which means further pretraining is likely to be redundant. This is
verified by our experiment results demonstrated in the following section.

3.3 Multi-task Learning for Multi-granularities

The QE subtasks at sentence and word-level are highly related because their quality
annotations are commonly based on the HTERmeasure. Quality annotated data of other
subtasks could be helpful in training a QE model specific to a target task [14].

We also implemented multi-task learning on our pretrained models. Since the linear
transformation for predictions accords to different granularities are implemented on
different positions, we can perform multi-task training and inference naturally without
any structure adjustment, as shown in Fig. 2.

Fig. 2. Multi-task learning combining word-level and sentence-level QE.

During training, predictions for different granularities are generated at the same time
on different positions, and losses are combined and back-propagated simultaneously. The
loss function is as follows:

Ljoin =
∑

s∈D

∑

x∈s
cross_entropy(Wwh(x), yx) + ‖sigmoid(Wsh(s)) − hters‖ (3)
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where h(x) and h(s) denote the hidden representations for each word and sentence.
Most model components are common across sentence-level and word-level tasks

except for the output matrices of each task, which is especially beneficial for sentence-
level prediction, since the training objective for sentence QE only consists of one single
logit containing limited information.

3.4 Weighted Loss for Unbalanced Word Labels

The quality of machine translated sentences in QE data is very high [4], which means
a huge proportion of the sentences do not need post-editing at all. This leads to an
unbalanced label distribution where most of the word labels are BAD, which makes it
very likely to give a skewed prediction with a very low F1 score for BAD words.

To improve the overall performance, we add up to the weight for BAD words when
calculating cross-entropy loss, enabling the model emphasize more on the incorrectly
translated words. The word-level loss function is as follows:

Lword =
∑

s∈D

∑

x∈s
−(pOK log pOK + λpBAD log pBAD) (4)

where λ is a hyper-parameter larger than 1.
We also tried other data augmentation skills to balance word labels, which is

demonstrated in the next section.

4 Ensemble Distilling

4.1 Ensemble Distilling via Unlabeled Data

Till now, we have built two different QEmodels trained with different strategies, and can
capture different information from the same text. Instead of simply ensemble multiple
models when doing inference which is heavy to implement, we want to strengthen single
models with the combination of multiple models. For that purpose, we come up with a
novel method to integrate ensembled knowledge into a single model, which is ensemble
distillation.

The objective of distilling is to enhance a student network bymatching its predictions
to the ones of a stronger teacher network [15, 16]. In our work, the teacher network is
the ensemble of two different models. Despite the predicted results are not hundred-
percent accurate, the output logits contain rich knowledge which could be helpful for
strengthening single models.

More importantly, despite the scarcity of post-edited data, parallel data with source
text and machine translated text is readily accessible. Since knowledge distilling is
exerted on the output logits rather than human annotated labels, our method is not
constrained by the data-scarcity nature of QE task.

Our Ensemble Distilling method contains the following steps:

1. Train two different models following the strategies explained in the former section.
2. Train a machine translation system on public-available parallel dataset.
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3. Infer monolingual data with the trained MT system, and refer to the original mono-
lingual text as the source sentence, and the machine translated text as the target
sentence, henceforth attain a huge amount of unlabeled QE data.

4. Infer the unlabeled QE data at different granularities with our two models, and then
ensemble word and sentence logits together. In this paper, we simply take the average
of logits on the same positions from different models.

5. Train the original single models with massive distilling data from scratch. Notice in
this step, no manually labeled data is needed, and the training of student model is
guided with only ensembled logits.

6. Finally, fine-tune each single model on the artificial labeled QE data, to further
improve the prediction performance.

After these steps, our model can learn from both ensembled logits and labeled data.
The training objectives vary on different granularities, which is explained in the next
section.

4.2 Soft Label vs Hard Label

The cross-entropy loss for word-level classification in Equation 3 is computed over hard
labels (binary OK/BAD). Prior works on knowledge distillation in the computer vision
community show that the logits on the other hand, contains more information and allow
the student to train on difficult targets [15].

Therefore, when incorporating word-level logits, we try two different training strate-
gies on both hard labels (binary OK/BAD) and soft labels (namely the logits). Different
loss functions are as follows:

Lsoft =
∑

x∈D
‖h(x) − logitx‖ (5)

Lhard =
∑

x∈D
cross_entropy(Wwh(x), yx) (6)

where h(x) refer to the output state of the student model, yx and logitx denote the hard
label and soft label for input x generate by the teacher model, respectively.

For sentence-level, the distilling objective is heuristic. Since sentence-level QE is a
regression problem, the output is a contagious real-value number, and the student model
can be trained to fit this contagious output following Eq. 2.

As mentioned in the former section, multi-task training on multi-granularities is
especially helpful for sentence-level QE, so the final training objective for sentence-level
distillation also consists of two transformations.

4.3 Iterative Ensemble Distillation

After the ensemble distillation step, each model is enhanced by a large margin, which
means the ensembledmodel based on these twomodels are also strengthened. It is natural
to think that the strengthened ensemble model can generate better distillation logits, and
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the single models further strengthened can generated an even better ensemble model,
which can be implemented in an iterative manner.

The final algorithm is described as follows:

Iterative Ensemble Distillation 
1
2

3
4
5

6
7
8

Train a neural machine translation model 
Infer monolingual data with the MT model from step 1 and generate 
source-target sentence pairs 
Fine-tune different pretrained language models on real-world QE data 
Repeat: 

Ensemble multiple models to infer source-target pairs and generate 
logits on different granularities 
Distill different pretrained language models on the logits from step 5 
Fine-tune different models from step 6 on real-world QE data 

Until single models are converged 

5 Experiment

5.1 Setup

Baseline. We mainly compare our system with [11], which is the state-of-the-art
architecture on QE tasks. We reimplement their experiment with open-source hyper-
parameters, and for the purpose of fair comparison, we constrain all experiments on
one single GPU, including their predictor part (which is basically a machine translation
system). And the data we use to train their predictor and further pretrain our models is
also the same.

We also compare with the winning system in CCMT2019 evaluation contest [17],
which is an extension of [11]. They replace the normal Transformer encoder in [11] with
deeper-layer and pre-norm architecture. Since their system is trained on eight GPUs, we
refer to this comparison as unfair.

Dataset. Weuse the QE data fromCCMT2019Machine TranslationQuality Estimation
tasks. CCMT QE tasks contain two different language directions (Chinese-English and
English-Chinese) on both sentence-level andword-level. The amount of data provided on
both language pairs and levels are very small (nomore than 15 k triples on all directions),
which makes QE a highly data-sparse task.

To train the predictor for [11] and further pretrain our models, we use the parallel
dataset for Chinese-English Translation task in CCMT2019, which contains nearly 10
million sentence pairs. We filter too long or too short sentences, and the sentence-pairs
with a too low alignment score provided by fast-align1, which leaves us rough 7 million
sentence pairs.

1 https://github.com/clab/fast_align.

https://github.com/clab/fast_align
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5.2 Experiment Results

The experiment results on both directions and granularities are shown in Table 1 and
Table 2, where postech2 and bi-expert3 denotes the models in [10] and [11], and
transformer-dlcl [17] and CCNN were the top2 systems in CCMT 2019 QE task.

Table 1. Experiment results on CCMT2019 sentence-level QE dev set

Language
direction

System Pearonr Spearman MSE

Chinese-English postech 0.5052 – –

bi-expert 0.4781 – –

CCNN 0.50 0.45 –

transformer-dlcl 0.5831 – –

Bert (distill) 0.6196 0.5426 0.5811

XLM (distill) 0.6147 0.5395 0.5784

Bert (iterative) 0.6248 0.5438 0.5855

XLM (iterative) 0.6173 0.5442 0.5820

English-Chinese postech 0.3491 – –

bi-expert 0.3542 – –

CCNN 0.53 0.41 –

transformer-dlcl 0.5537 – –

Bert (distill) 0.5483 0.4127 0.4805

XLM (distill) 0.5497 0.4132 0.4817

Bert (iterative) 0.5576 0.4194 0.4887

XLM (iterative) 0.5523 0.4179 0.4842

For sentence-level QE, we surpass all baselines on both directions with limited
computation resource. Especially on Chinese-English sentence-level QE, we surpass
[11] by 4 points on development set with the same data and much smaller computation
overhead.

For word-level QE, we do not release our results of iterative ensemble distillation,
since ensemble distillation seems not effective on word-level training. On Chinese-
English direction, we surpass all baselines by a large margin with limited computation
resource, but we fail to overtake the result of [17] on English-Chinese direction.

Notice on word-level task, we do not apply further pretraining step on both models
before finetuning, so the computation overhead is very low with just a few hours fine-
tuning on one single GPU.

2 https://github.com/Unbabel/OpenKiwi.
3 https://github.com/lovecambi/qebrain.

https://github.com/Unbabel/OpenKiwi
https://github.com/lovecambi/qebrain
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Table 2. Experiment results on CCMT2019 word-level QE dev set

Language
direction

System F1-Multi F1-BAD F1-OK

Chinese-English postech 0.4490 0.5369 0.8364

bi-expert 0.4257 0.5308 0.8021

transformer-dlcl 0.4739 0.5673 0.8353

Bert 0.4749 0.5543 0.8568

XLM 0.4939 0.5719 0.8636

Bert (distill) 0.4797 0.5656 0.8481

XLM (distill) 0.4976 0.5769 0.8702

English-Chinese postech 0.3524 0.4124 0.8544

bi-expert 0.3453 0.4013 0.8604

transformer-dlcl 0.4217 0.4695 0.8980

Bert 0.3916 0.4486 0.8728

XLM 0.3959 0.4478 0.8841

Bert (distill) 0.3769 0.4412 0.8541

XLM (distill) 0.3629 0.4222 0.8595

In a word, the pretrained language model can be a very strong baseline for QE at
both sentence-level and word-level. It requires no complicated architecture engineering
and massive training data, and can provide reliable performance.

5.3 Ablation Study

In this section, we will discuss the influence of different strategies on our model. Notice
although we described a lot of strategies to boost QE system in former sections, their
influence on different granularities are different.

Further Pre-training for Bilingual Input. As shown in Table 3, for XLM, a further
pretraining step couldnot lead to any improvement.On the contrary, it causes catastrophic
forgetting and makes the results decline by a large margin.

On the other hand, Bert is only trained with monolingual input, so it is reasonable
to believe further pre-training could help Bert adapted to multilingual input. But aston-
ishingly, we find further pre-training can only improve the sentence-level QE, and is
harmful for word-level QE on Bert, which needs our future investigation.

Multi-task Learning for Multi-granularities. As shown in Table 4, after joint trained
with different granularities, the results of sentence-level QE increase a lot, which verifies
our conjecture that word-level labels can help the training of sentence-level QE. For
word-level QE, the avail of multi-task learning seems limited.



240 H. Huang et al.

Table 3. Further pre-training for bilingual input

Language direction System Level Further pretrain Pearsonr/F1-multi

English-Chinese Bert Sentence No 0.4230

Yes 0.5169

Word No 0.3902

Yes 0.3837

Table 4. Multi-task learning for multi-granularities

Language direction Level Model Multi-task Pearsonr/F1-multi

English-Chinese Sentence Bert No 0.4893

Yes 0.5169

Word Bert No 0.3962

Yes 0.3902

Label Balancing for Word-Level QE. We try three different strategies including up-
sampling sentence-pairs with highHTERvalues and down-sampling sentence-pairs with
low HTER values, and find that weight balancing when calculating loss is a simple yet
effective strategy, as shown in Table 5. Although data sampling can also help the model
to emphasize more on the bad words when training, but it will damage the natural
distribution of sentence-pairs, and thus harmful to final performance. We try different
values for λ ranging from 5 to 20, and finally set λ as 10 in Eq. 4.

Table 5. Label balancing for word QE

Language
direction

Level Model Balancing strategy F1-multi

English-Chinese Word Bert No 0.3227

Up sampling 0.3847

Down sampling 0.3357

Weight balancing 0.3962

Ensemble Distillation. We try two different strategies when distilling ensemblemodels
to a single model, as explained in the former section.

As we can see from Table 6, for sentence level QE, the improvement introduced
by ensemble distillation is evident, especially when conducting multi-task training with
soft labels. And after several rounds’ iteration, distilled models can be further improved.
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Since improvement introduced by more iterations is marginal, and too many iterations
would occupy to much computational resource with no significant benefit, so we only
conduct iterative ensemble distillation for no more than three rounds.

Table 6. Ensemble distillation in iterative manners

Language direction Level Model Label Round Pearsonr/F1-multi

English-Chinese Sentence Bert No 0 0.5313

Hard 1 0.5316

Soft (no finetune) 1 0.5357

Soft 1 0.5483

Soft 3 0.5576

Word Bert No 0 0.3916

Hard 1 0.3769

Soft 1 0.3748

More interestingly, even before the fine-tuning step on real-world QE data, with
only the distilling data on our predicted logits, our model can still surpass the original
single model.We hypothesize that for the task of sentence-level QE, the prior knowledge
contained in pretrained models is more important than artificial annotated data, which
deserves our further exploration.

For word level QE, it seems ensemble distillation is not helpful. We believe it is
because the unbalanced word-level labels, which make output logits unable to represent
the accurate state for each sub-word. How to cater for the unbalanced word labels when
distilling remains a challenging problem.

6 Conclusion

Machine translation quality estimation (Quality Estimation, QE) aims to evaluate
the quality of machine translation automatically on different granularities. Since its
reference-free nature, QE can be applied in universal scenarios and attracts a lot of
research interest in recent years.

In this paper, we explore the application of pre-trainedmodels on both sentence-level
and word-level quality estimation. We implement the QE system based on two popular
pretrained models, Bert and XLM, and study different applicable strategies on QE task,
i.e. further pretraining on bilingual input, multi-task training on multi-granularities and
weighted loss forword labels.We also come upwith a novel training paradigm, ensemble
distillation, which can improve sentence-level QE of a single model by a large margin
when multiple models are available. We perform experiments on CCMT2019 QE data,
and our model achieve strong performance on both sentence-level and word-level QE
tasks with limited computation resource.
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Massive linguistic knowledge contained in pretrained models is very helpful for the
QE task even when there is limited training data. In the future, we will continue our
research on the application of pretrained models on different QE tasks.
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Abstract. Chinese grammatical error correction (CGEC), a task of
correcting grammatical errors in text, is treated as a translation task,
where error sentences are “translated” to correct sentences. However,
some grammatical errors in the training data can confuse the CGEC
models and have negative influence in the “translating” process. In this
paper, we propose a Grammatical Error Weakening Module (GEWM)
to impair the negative influence of grammatical errors in CGEC task.
The grammatical error weakening module first extracts contextual fea-
tures for each word in an error sentence via context attention mechanism.
Then the proposed module uses learnable error weakening factors to con-
trol the proportion of contextual features and word features in the final
representation of each word. As such, features from grammatical error
words can be suppressed. Experiments show that our approach has better
performance compared with the baseline models in CGEC task.

Keywords: Chinese grammatical error correction · Grammatical error
weakening · Attention mechanism

1 Introduction

Grammatical error correction (GEC) is a task of automatically correcting gram-
matical errors in text. Grammatical error correction models are helpful for facil-
itating the progress of language learners and improving the grammaticality of
machine generated text in natural language generation [6]. In recent years, some
English [11,12] and Chinese [25] shared tasks are devoted to promote the research
on grammatical error correction. In this paper, we focus on Chinese grammatical
error correction (CGEC).

Table 1 shows an example of error-correct sentence pair in CGEC task. Chi-
nese grammatical error correction is usually considered as a translation task [23],
where sentences with grammatical errors are translated to correct sentences.
Recent works on CGEC [3,9,13,15] adopt sequence to sequence architecture [19],
and achieve impressive performance. In their CGEC models, the encoder is used
to extract word features from error sentences. The decoder simply uses the fea-
tures extracted by the encoder to generate the correct sentences. However, simply
c© Springer Nature Switzerland AG 2020
X. Zhu et al. (Eds.): NLPCC 2020, LNAI 12431, pp. 244–255, 2020.
https://doi.org/10.1007/978-3-030-60457-8_20
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using these features could confuse the CGEC models since the information of
grammatical error words is mixed up in it, which leads to a failure in correcting
these grammatical errors.

Table 1. An example of error-correct sentence pair.

Error
Sentence (His mother said he was a deputy experience.)
Correct
Sentence (His mother said he was a deputy manager.)

To suppress the mixed grammatical error information extracted by the
encoder, we present a novel encoder-decoder model with a Grammatical Error
Weakening Module (GEWM). The grammatical error weakening module is
embedded in each layer of the encoder. For an error sentence, firstly, the gram-
matical error weakening module extracts contextual features for each word. Sec-
ondly, the module learns to assign different weights named error weakening factor
to different words in the sentence. These weights are then used to control the
proportion of the contextual features and word features extracted by multi-head
attention in the final representation of each word. As such, the decoder in our
model gains features with weak influence of grammatical error words. The con-
tributions of our work are summarized as follows:

1) We propose a novel architecture for CGEC task, which uses a grammatical
error weakening module to weaken the grammatical errors influence in error
sentences.

2) We evaluate the proposed architecture on NLPCC-2018 shared task test set,
the result shows that our proposed architecture has better performance com-
pared with baseline models in CGEC task.

2 Related Work

As grammatical error correction task is one of the most important tasks in
natural language processing, a lot of work have been done in it, especially in
the field of English grammatical error correction. Xiang et al. [21] proposed
to combine machine learning and rule-based methods to correct five types of
grammatical errors in English. Yuan and Briscoe [23] first used an encoder-
decoder architecture, which is similar to neural machine translation, to translate
the error sentences into the correct ones. In the work of Sakaguchi et al. [16],
they trained grammatical error correction model with reinforcement learning.
Later, the researchers noticed that the scarcity of training data deeply hin-
der the development of grammatical error correction. To address this problem,
Ge et al. [5] presented a fluency boosting method to generate additional error-
contained data for grammatical error correction. Xu et al. [22] obtained erroneous
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data for English grammatical error correction by randomly generating several of
five types of errors in a sentence. Motivated by the task of quality estimation in
machine translation, Chollampatt and Ng [1] proposed the first neural approach
to automatic quality estimation of grammatical error correction output sen-
tences that did not employ any hand-crafted features. Moreover, Chollampatt
and Ng [2] discovered that some errors can be corrected reliably using cross-
sentence context, they further improved the strong grammatical error correction
model by incorporating cross-sentence context from previous sentence. Recently,
Zhao et al. [24] first presented a copy-augmented architecture in grammatical
error correction, which allowed the grammatical error correction model to copy
the unchanged words from input sentence.

Compared with English, there are much fewer studies on Chinese grammat-
ical error correction. Since the great success of NLPCC-2018 [25] and NLPTEA
shared task [14], the researchers started to pay more attention to CGEC task.
Shiue et al. [18] corrected the grammatical errors by translating erroneous Chi-
nese into well-formed Chinese. The work of Fu et al. [4] contained two models.
They first detected the location and the type of errors in sentence via a bidi-
rectional Long Short-Term Memory model with a conditional random field layer
(BiLSTM-CRF), and then they used a correction model based on ePMI val-
ues and sequence to sequence model to correct the detected grammatical errors.
In the work of Fu et al. [3], they rescored the output sentence corrected by
five different models thought a 5-gram language model and their approach won
the first place in NPLCC-2018 shared task. Zhou et al. [8] combined statistical
models and neural models for the CGEC task. Different from others that used
multiple models, Ren et al. [15] built a single CGEC model based entirely on
convolutional neural network and applied a BPE-based algorithm to handle the
problem of out-of-vocabulary words in CGEC task. More recently, Qiu et al. [13]
presented a two-stage model to solve the CGEC problem. Li et al. [9] proposed
two optimization methods, shared embedding and policy gradient, to optimize
the CGEC model.

3 Background

Transformer [20] is a sequence to sequence framework based on attention mech-
anism, which has been demonstrated to be effective in grammatical error cor-
rection task [3,13]. Therefore, we use the Transformer as one of our baseline
systems. Recently, Copy-Augmented Transformer [24] achieved state-of-the-art
performance in grammatical error correction. We also use the Copy-Augmented
Transformer as another one of our baseline systems. In this section, we will intro-
duce the Transformer architecture and copying mechanism that are adopted in
grammatical error correction task.

3.1 Transformer Architecture

The Transformer is a new sequence to sequence architecture that relies heavily
on the attention mechanism. Both the encoder and the decoder of a Transformer
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are stacks of Transformer blocks, each of which consists two sub-layers: a multi-
head self-attention layer and a feed-forward network. The key component in the
multi-head self-attention layer is the scaled dot-product mechanism, which maps
a query and a set of key-value pairs to an output vector as below:

Attention(Q,K, V ) = softmax

(
QKT

√
dk

)
V (1)

where dk is the dimension of the key vector. {Q,K, V } represent the query, key
and value vectors and all of them come from the output of the previous layer.

Instead of performing a single attention function, multi-head self-attention
mechanism applies scaled dot-product attention mechanism to extract h different
representations of query, key and value vectors. These different representations
are concatenated and once again projected as the final output representation.
This can be expressed as follows:

headi = Attention(QWQ
i ,KWK

i , V WV
i ) (2)

MultiHead(Q,K, V ) = Concat(head1, ..., headh)WO (3)

where WQ
i , WK

i and WV
i are parameters matrices for the ith attention head,

WO is the final output projection matrix.
Each Transformer decoder block also attends to the encoder outputs through

an additional sub-layer between the two sub-layers mentioned above. The third
sub-layer is a modified multi-head self-attention based layer that receives previ-
ous decoder layer output as its query vector and the output of the encoder as
its key vector and value vector. By doing this, the third sub-layer enables every
position in the decoder to attend to all positions in the input sentence.

3.2 Copying Mechanism

Copying mechanism is an important mechanism of enabling neural model to
select words to be copied from the input. Copying mechanism has been proved
effective in many natural language processing task, such as text summariza-
tion [17] and semantic parsing [7].

Recently, Zhao et al. [24] observed that more than 80% of the words were
unchanged in the input sentence, they applied the copying mechanism to gram-
matical error correction task to directly copy the unchanged words from the
input sentence. The copying mechanism used in grammatical error correction
can be described as follows: At each output position t, the model generates a
final distribution P (yt) for the output token yt. Since the output tokens of the
grammatical error correction model come from a predefine vocabulary or the
words appearing in the input sentence, the final output distribution P (yt) is a
dynamic mixture of model generation distribution P gen(yt) and copy distribu-
tion P copy(yt). The mixture can be described as below:

P (yt) = (1 − αcopy
t ) · P gen(yt) + αcopy

t · P copy(yt) (4)

where αcopy
t ∈ [0, 1] is a mixture weight parameter that controls the dynamic

combination of these two distribution at each decoding step.



248 J. Liang and S. Li

4 Approach

In this section, we present a novel encoder-decoder model with a grammatical
error weakening module to weaken the negative influence of grammatical errors
in CGEC task. As show in Fig. 1, the grammatical error weakening module is
embedded in each layer of encoder and consists of two components: context
attention and combination module. To weaken the negative influence of the
grammatical error words, we first extract the contextual features for each word
in the sentence. Then we use the word features and their contextual features
to learn the error weakening factors for different words. These error weakening
factors are finally used to control the proportion of the word features and the
contextual features in the final representation of each word. Under the control
of the error weakening factors, the negative influence of the grammatical errors
is weakened. In the following subsection, we will introduce the context attention
and the combination module in details.

Fig. 1. The encoder-decoder model with grammatical error weakening module: context
refers to the context attention mechanism. Multi-Head is the multi-head self-attention
mechanism. FFN represents the feed-forward network. EWF refers to the network that
used to learn the error weakening factors. βn means the error weakening factors in the
nth encoder layer.
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4.1 Context Attention

The context attention is used to extract contextual information for each word
in the input sentence. The context attention is a variant of the original multi-
head self-attention. Different from the original multi-head attention that allows
a word to attend to arbitrary words in the input sentence, in context attention,
the word has a limited vision that can only connect with its surrounding words.
The context attention is achieved by adding a hard mask to each head. By this
way, we can redefine Eq. (1) as follows:

Attention(Q,K.V ) = softmax

(
QKT

√
dk

+ M(i,j)

)
V (5)

where M(i,j) is the hard masking function. For ith word, we add a hard mask
M(i,j) to the position j. The results of the soft-max function will be influenced
by the value of M(i,j). If M(i,j) = −∞, it means that the result of the soft-max
function equals to 0 and there is no attention of the ith word to position j. On
the contrary, if M(i,j) = 0, it means that the ith word can capture information
from the position j without any limitation. The masking function we employ in
the context attention mechanism can be described as below:

M(i,j) =

⎧⎪⎨
⎪⎩

−∞, i = j

0, otherwise

(6)

4.2 Combination Module

After extracting word information and contextual information via multi-head
attention and context attention, we obtain two features for each word: word fea-
tures and contextual features. The combination module learns to assign different
weights, named error weakening factor, to different words in the sentence. These
error weakening factors are real values between 0 and 1, which indicate that
the word features receive different degrees of suppression. Different from copy
mechanism that directly influence the output probabilities in the final decoding
process, error weakening factors aim to reduce the proportion of grammatical
error words features in the final representation of each encoder layer output,
which can also help the copy mechanism to focus more on the original correct
words (unchanged words). These error weakening factors are learned from word
features and contextual features. For the nth layer of the encoder stack, the error
weakening factor can be calculated as below:

βn = sigmoid (tanh(Hn
c · Wn

c + Hn
w · Wn

w) · Tn) (7)

where βn are the error weakening factors in the nth layer of the encoder stack,
Wn

c ∈ Rdmodel×dmodel , Wn
w ∈ Rdmodel×dmodel , Tn ∈ Rdmodel×1 are parameters

matrices and dmodel is the dimension of the feature vectors. Hn
c and Hn

w are the
contextual features and word features.
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These error weakening factors are then used to control the proportion of word
features and contextual features in the final representation of each word. The
combination function can be described as follows:

Hn
final = (1 − βn) ⊗ Hn

w + βn ⊗ Hn
c (8)

where Hn
final, Hn

w, Hn
c are the final representation, word features and contextual

features for each word in the input sentence. As shown in Eq. (8), by combin-
ing these two features, we gain the final representation with weak influence of
grammatical errors for each word.

5 Experiments

In this section, we will introduce the dataset, the evaluation method and the
experiment settings used in our experiments. Then, we will list our experiment
results on the dataset to show the effectiveness of the proposed approach in
CGEC task. Finally, we will analyze some study cases in our experiments.

Table 2. Information of corpus: correct means the number of sentences which do not
contain grammatical errors. Error refers to the number of grammatical error sentences
in the corpus. All the data comes from the NLPCC-2018 shared task 2. NLPCC-2018
refers to the training corpus and Test is the standard test set.

Corpus Num of pairs Correct Error

NLPCC-2018 1,220,069 123,500 1,096,569

Test 2,000 17 1,983

5.1 Datasets

We conduct our experiments on the dataset that comes from NLPCC-2018
shared task [25]. Table 2 shows the detailed information about the dataset.

The corpus provided by NLPCC-2018 is derived from lang-8 website, which
collects corrections for grammatical error sentences from the netizens who use
Chinese as their native language. To gain the high quality sentence pairs for
model training, we filter the corpus as follows:

1) The length of error sentence and correct sentence do not exceed 75 characters.
2) Sentence pair where the length of corrected sentence exceeds 1.5 times the

length of the error sentence will be removed.
3) The traditional Chinese are converted to simplified Chinese by wiki.

After filtration, our final experiment data is a collection over 1.17 million
sentence pairs. We randomly split our whole experiment data into two parts: a
validation set with 5,000 sentence pairs and a training set with the remaining
1,167,014 sentence pairs. The test set used in our experiments is the standard
test set in NLPCC-2018 CGEC shared task, which contains 2,000 sentence pairs.
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5.2 Evaluation

We use Max-Match (M2) algorithm, which is widely used in grammatical error
correction, to evaluate the results of our experiments. In grammatical error cor-
rection, M2 algorithm computes Precision, Recall and F0.5 for the outputs of
the grammatical error correction models to choose the hypothesis that holds
the highest overlap with the gold edits from annotators. Since the accuracy of
CGEC models corrections is profundly valued to gain the acceptance of users,
the F0.5 that emphasizes precision twice as much as recall is usually regarded as
the most important score in evaluating the performance of CGEC models.

Herein, we define {g1, g1, ..., gn} as the gold edit set from annotator and
{e1, e1, ..., en} as the system edit set. The Precision, Recall and F0.5 can be
calculated as follows:

P =
∑n

i=1|gi ∩ ei|∑n
i=1|ei|

(9)

R =
∑n

i=1|gi ∩ ei|∑n
i=1|gi|

(10)

F0.5 = 5 × P × R

P + 4 × R
(11)

where the intersection between ei and gi is defined as:

ei ∩ gi = {e ∈ ei|∃g ∈ gi(match(e, g))} (12)

5.3 Settings

For the proposed models in our experiments, we set the dimensions of word
embedding to 512. The encoder and decoder stacks consist of 6 layers. The
attention heads in both multi-head attention and context attention is set to 8.
And we set the inner layer size of the feed-forward network to 4,096. Moreover,
in the Copy-Augmented Transformer with grammatical error weakening module,
we set the copying attention head to 1.

For model optimization, we use Nesterovs Accelerated Gradient (NAG) [10]
optimizer to optimize both two models. The initial learning rate is set to 0.002
and the weight decay is 0.5 together with 0 patience. The momentum is 0.99
and minimum learning rate is 0.0001.

5.4 Experiment Results

We compare our approach with the following famous systems in grammatical
error correction task. The detailed information about these systems is listed in
the below:

1) Zhou et al. [8]: The system combines rule-based model, SMT-based model
and NMT-based model.

2) Fu et al. [3]: The winning solution to the NLPCC-2018 shared task 2 challenge,
which is based on spelling error correction model and NMT model.
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3) Ren et al. [15]: A seq2seq model that bases entirely on convolutional neural
network.

4) Qiu et al. [13]: A two-stage model that combines spelling check and Trans-
former for Chinese grammatical error correction.

5) Zhao et al. [24]: A Transformer architecture that enhanced by copying mech-
anism.

Table 3. Comparison of grammatical error correction systems on NLPCC-2018 test
set. Transformer-only and Copy-Augmented Transformer (Zhao et al. [24]) are our two
baseline systems. +GEWM refers to the grammatical error weakening module.

Model P R F0.5

Zhou et al. [8] 41.00% 13.75% 29.36%

Fu et al. [3] 35.24% 18.64% 29.91%

Ren et al. [15] 47.63% 12.56% 30.57%

Qiu et al. [13] 36.88% 18.94% 31.01%

Zhao et al. [24] 41.84% 16.49% 32.00%

Transformer-only 40.82% 15.25% 30.57%

Transformer-only+GEWM 41.65% 15.38% 31.04%

Copy-Augmented Transformer [24] 41.84% 16.49% 32.00%

Copy-Augmented Transformer+GEWM 42.40% 17.06% 32.69%

Table 3 presents the experiment results of our models and other different
grammatical error correction models on NLPCC-2018 test set. From the Table 3,
we can observe that:

Our basic CGEC model (Transformer-only) achieves 30.57% in F0.5. The
value of F0.5 increases to 32.00% with the application of copying mechanism
in Transformer model (Copy-Augmented Transformer, Zhao et al. [24]). Both
two baseline CGEC models in our experiments reach competitive results com-
pared with previous CGEC systems, which indicates that our baseline models
are strong CGEC systems.

For the Transformer-only+GEWM model, the precision increases 0.83% and
achieves 41.65% while the recall has slightly improvement from 15.25% to
15.38% compared with the Transformer-only model. The F0.5 value has 0.47%
improvement in the Transformer-only+GEWM model. For the Copy-Augmented
Transformer+GEWM model, all the evaluating metrics have better performance
compared with Copy-Augmented Transformer model. The precision and recall
increase by 0.56% and 0.57%. The F0.5 improves 0.69% and achieves a result of
32.69% in the Copy-Augmented Transformer+GEWM model.

The best performance on the NLPCC-2018 test set is achieved by the Copy-
Augmented Transformer+GEWM (F0.5 = 32.69%). It can not only reach a high
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precision in CGEC task, but also maintain a high recall at the same time, com-
pared to the current grammatical error correction systems. All the experiment
results demonstrate that our approach is effective in CGEC task.

(a) Copy-Augmented Transformer
attention weights

(b) Copy-Augmented Transformer
+GEWM attention weights

Fig. 2. Visualization of attention weights in Copy-Augmented Transformer and
Copy-Augmented Transformer+GEWM model. The grammatical sentence is

“ ” (meaning “The hardest part is grammar.”)

5.5 Cases Analysis

To further analyze the behavior of our proposed grammatical error weakening
module, we visualized the attention distributions in Copy-Augmented Trans-
former and Copy-Augmented Transformer+GEWM model and show an example
of grammatical sentence as plotted in Fig. 2.

In this example, the correction of this grammatical sentence is directly delet-
ing the word “ ” (“for”). Figure 2(a) shows that Copy-Augmented Transformer
focuses their attention weights on every word in the sentence. The information
from the grammatical error word “ ” confuses the Copy-Augmented Trans-
former, which leads to a failure in deleting the word “ ”. From the Fig. (2b), we
can notice that the Copy-Augmented Transformer+GEWM model reduces the
attention weight on the grammatical error word “ ” compared with the Copy-
Augmented Transformer. It means that the Copy-Augmented Transformer model
assigns a high error weakening factor to the grammatical error word “ ” and
the features of word “ ” is suppressed in the final representation. Meanwhile,
from the Fig. (2b), we can also observe that the attention weights of some orig-
inal correct words (such as “ ” (“is”), “ ” (“language”)) are slightly lowered.
This suggests that the Copy-Augmented Transformer+GEWM can better uti-
lize the contextual features to understand the meaning of these original correct
words during the correcting process. The analysis mentioned above indicates
that our CGEC model can effectively utilize the contextual features and weaken
the negative influence of the grammatical errors.
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6 Conclusion

In this paper, we propose a novel architecture for CGEC task, which uses a gram-
matical error weakening module to weaken the grammatical errors influence in
error sentences. Firstly, the grammatical error weakening module extracts con-
textual features for each word in sentences. Secondly, the module learns to assign
different weights named error weakening factor to different words in the sentence.
These weights are then used to control the proportion of the contextual features
and word features extracted by multi-head attention in the final representation
of each word. We evaluate our approach on NLPCC-2018 test set, the results
show that our approach has better performance compared with baseline systems
in CGEC task.
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Abstract. Emotion distribution prediction aims to simultaneously iden-
tify multiple emotions and their intensities in a sentence. Recently, neu-
ral network models have been successfully applied in this task. However,
most of them have not fully considered the sentence syntactic informa-
tion. In this paper, we propose a syntax-aware self-attention neural net-
work (SynSAN) that exploits syntactic features for emotion distribution
prediction. In particular, we first explore a syntax-level self-attention
layer over syntactic tree to learn the syntax-aware vector of each word
by incorporating the dependency syntactic information from its parent
and child nodes. Then we construct a sentence-level self-attention layer
to compress syntax-aware vectors of words to the sentence representation
used for emotion prediction. Experimental results on two public datasets
show that our model can achieve better performance than the state-of-
the-art models by large margins and requires less training parameters.

Keywords: Self-attention · Syntax-aware · Emotion prediction

1 Introduction

Most of previous work about emotion analysis is to classify the text emotion
into one or multiple categories. However, it is also important to simultaneously
identify emotion classes and their intensities in a sentence (i.e., emotion distri-
bution prediction), such as for social media analysis, public opinion analysis and
etc. [21].

Some early strategies of label distribution prediction have appeared in the
image recognition field. They can be generally divided into three categories:
problem transformation (e.g., PT-Bayes), algorithm adaptation (e.g., AA-KNN)
and specialized algorithms (e.g., SA-IIS) [4]. These approaches are based on
machine learning algorithms or parametric models. The drawback is the lack
of exploring textual semantics if directly applying them to emotion distribution
prediction.

Recently, some neural network-based methods have been proposed for emo-
tion distribution prediction [19,21]. For example, Zhang et al. [21] uses a con-
volutional neural network to compose the sentence semantic representation and
c© Springer Nature Switzerland AG 2020
X. Zhu et al. (Eds.): NLPCC 2020, LNAI 12431, pp. 256–266, 2020.
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predicts emotion distribution with multi-task learning. However, existing meth-
ods have not fully considered the sentence syntactic information that has shown
advantages in some other natural language processing tasks [17].

To this end, we exploit syntactic information in our model. Specifically, we
learns dependency syntactic features with a self-attention network. Various self-
attention mechanisms have been adopted in many neural models because of their
flexibility in sentence encoding and time efficiency [14,18].

In this paper, we propose a syntax-aware self-attention network (SynSAN)
for emotion distribution prediction. First, we explore a syntax-level self-attention
layer to learn a syntax-aware vector for each word by encoding the dependency
syntactic features from its parent and child nodes over the syntactic tree. Then
a sentence-level self-attention layer is constructed to compute the importance
weight of each word and compose the final sentence representation for emotion
prediction from weighted syntax-aware vectors of words. Experimental results on
two public datasets show that our proposed model outperforms the state-of-the-
art ones on most evaluation metrics and also requires less training parameters.

2 Related Work

2.1 Emotion Distribution Prediction

The early methods of label distribution prediction have been proposed for image
recognition. They can be mainly categorized into three types: problem trans-
formation (e.g., PT-Bayes), algorithm adaptation (e.g., AA-KNN) and special-
ized algorithms (e.g., SA-IIS) [4]. These methods usually adopt machine learn-
ing algorithms or parametric models. For example, PT-Bayes has constructed
a Bayes classifier to predict the probability of each label. The disadvantage
is that textual semantics can not be considered if applying these methods to
emotion distribution prediction. Later on, topic-based methods have been pro-
posed [12,13]. They construct a latent topic model with emotion layer to leverage
the association of the document topics and the emotions. Recently, many neural
network-based methods have been presented for emotion distribution predic-
tion [10,11,21,22]. They usually compose a semantic vector representation for
the document based on convolutional neural networks or recurrent neural net-
works. For example, Li et al. [10] have developed a phrase-level convolutional
neural network to learn word-phrase and phrase-sentence relations for reader
emotion prediction. Zhang et al. [21] have constructed a convolutional neural
network to encode sentence semantics and predicts emotion distributions with
multi-task learning.

2.2 Attention Mechanisms

Attention Mechanisms can adaptively learn different weights for different com-
ponents of the input sequence. There have been various attention mecha-
nisms proposed and they have been successfully applied in many natural lan-
guage processing tasks, e.g., text classification [9,20], machine translation [2].
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Syntac�c Tree
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X

Z

S

Fig. 1. The overall framework of the proposed SynSAN model. X denotes the word
embeddings. Z denotes the syntax-aware vectors of words. s denotes the sentence rep-
resentation.

Recently, self-attention networks have widely attracted research interest. Com-
pared with traditional neural models, they are more flexible in learning long-
distance relations between words and more time efficient [14,18]. Different from
the existing self-attention networks that consider the temporal feature, we incor-
porate the syntactic knowledge into self-attention and construct a syntax-aware
self-attention network.

3 The SynSAN Model

The overall framework of the SynSAN model is presented in Fig. 1. It consists
of a syntax-level self-attention layer and a sentence-level self-attention.

3.1 Syntax-Level Self-attention

In this layer, we learn the syntax-aware vector of each word. Given a sentence
containing N words, we first transform each word into the hidden state through
a fully connected layer, which is calculated as:

hn = tanh(W(h)xn + b(h))
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Fig. 2. The left part is the dependency syntactic tree. The right part is the illustration
of the syntax-level self-attention layer.

where hn ∈ R
dh is the hidden state of the n-th word, and xn ∈ R

dw is the word
embedding, which is a real-valued vector obtained by a pre-trained word2vec
model.1

We adopt a syntactic parser to obtain the dependency tree of the sentence,
where each node represents a word and each edge represents a dependency syn-
tactic relation. As shown in the left part of Fig. 2, each word is connected with
its parent and child nodes (we call them syntactic context). For each word, a
syntax-aware vector is learned by the syntax-level self-attention layer. We first
calculate the alignment scores between the word and its syntactic context with
the multi-dimensional alignment function which generates a feature-wise score
vector [14]:

aij = sigmoid(W(c)hi + U(c)hj + b(c)), j ∈ C(wi)

where C(wi) denotes the syntactic context of the ith word wi, and W(c),U(c) ∈
R

dh×dh ,b(c) ∈ R
dh are learnable parameters. Based on the alignment score vec-

tor aij , the syntactic context vector ci can be calculated as follows:

ci =
∑

j

exp(aij)∑
k∈C(wi)

exp(aik)
� hj

where ci ∈ R
dh is the syntactic context vector of wi, and � denotes the point-

wise product. The syntax-level self-attention allows the network to assign larger
weights for the context words with important dependency relations (like subject-
predicate relation) and smaller weights for unimportant context words (like
preposition). Therefore, we argue that the generated syntactic context vector
ci captures effective dependency syntactic features about the word wi.
1 https://code.google.com/archive/p/word2vec/.

https://code.google.com/archive/p/word2vec/
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We then fuse the hidden state hi and the syntactic context vector ci with a
gate function to obtain the syntax-aware vector zi of the word wi:

g = sigmoid(W(g)hi + U(g)ci + b(g))
zi = g � hi + (1 − g) � ci

where W(g),U(g) ∈ R
dh×dh ,b(g) ∈ R

dh are learnable parameters. And zi ∈ R
dh

contains both the original word information of wi and the syntactic context
information about wi over the dependency syntactic tree. Following the same
process, the syntax-aware vectors of all words can be easily computed, and we
denote them as [z1, z2, . . . , zN ].

3.2 Sentence-Level Self-attention

Considering that words are not equally important for sentence encoding, we
construct a sentence-level self-attention layer to calculate the importance weight
for each word and compose the fixed-length sentence representation:

mi = VT sigmoid(W(s)zi + b(s)) + b(v)

s =
N∑

i=1

exp(mi)∑N
j=1 exp(mj)

� zi

where V,W(s) ∈ R
dh×dh , b(s),b(v) ∈ R

dh are learnable parameters. And mi is a
weight vector rather than a scalar in the multi-dimensional attention. Through
this layer, the dependency syntactic information is incorporated into the final
sentence representation s ∈ R

dh .

3.3 Emotion Distribution Prediction

We feed the obtained sentence representation s into a linear layer, generating
a label vector whose dimension is the number of the emotion labels E. Then a
softmax layer transforms the label vector to the predicted probability vector ŷ:

ŷ = softmax(W(l)s + b(l))

where W(l) ∈ R
E×dh and b(l) ∈ R

E are learnable parameters. Each value in ŷ
means the predicted probability intensity of each emotion.

For training, we adopt the Kullback-Leibler divergence between the gold
emotion distribution y and the predicted one ŷ as the loss function:

Loss(ŷ,y) =
1
E

E∑

k=1

yk(log(yk) − log(ŷk))

4 Experiment

We evaluate the performance of the proposed SynSAN model on two public
datasets and report the experimental results in this section.
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Table 1. Experimental results of distribution prediction on SemEval. The first group
is existing traditional methods. The second group is existing neural network-based
models. The third group is neural sentence encoders implemented by ourselves.

Models Euclidean Sφrensen Squaredχ2 KL divergence Cosine Intersection

PT-Bayes 0.7724 0.7036 1.1776 2.5013 0.3798 0.2964

AA-KNN 0.5483 0.5457 0.8006 1.3988 0.5897 0.4543

SA-IIS 0.5175 0.5277 0.7324 0.8047 0.6447 0.4723

BCPNN 0.5207 0.5281 0.7399 0.8377 0.6383 0.4719

MT-CNN 0.4438 0.4196 0.5519 0.7306 0.7291 0.5804

BiLSTM 0.3617 0.3338 0.3982 0.5462 0.7904 0.6663

TreeLSTM 0.3427 0.3176 0.3743 0.4876 0.8086 0.6825

DiSAN 0.3363 0.3178 0.3652 0.4211 0.8179 0.6822

SynSAN 0.3355 0.3147 0.3619 0.4369 0.8199 0.6853

4.1 Experiment Settings

Datasets: SemEval is a multi-label dataset provided by the SemEval-2007 task
14 [16]. It contains 1,250 English news headlines with 6 emotion labels: anger, dis-
gust, fear, joy, sadness and surprise. Each label is annotated by an intensity score
of [0, 100]. FairyTales is a single-label dataset consisting of 185 children’s sto-
ries [1], each sentence of which is annotated with one of five emotion classes:
angry, fearful, happy, sad and surprised. All experimental results on the two
datasets are the mean of tenfold cross validation.

Parameter Settings: We obtain word embeddings based on the 300-
dimensional English word2vec model provided by Google.2 The dimension of
hidden layers is set to dh = dw = 300. Stanford Parser [8] is used to construct
dependency trees. The whole network is trained by the Adam optimizer [7] with
a learning rate of 0.005. Consistent with baselines, we use the dropout rate [15]
of 0.5 and the batch size of 50.

Evaluation Metrics: Six metrics including Euclidean, Sφrensen, Squaredχ2,
KL divergence, Cosine and Intersection are used to evaluate the quality of pre-
dicting emotion distribution [3]. Four metrics including Precision, Recall, F1-
score, and Accuracy are used for the evaluation of classification performance. On
the single-label dataset FairyTales, only the classification indicators are adopted.

Comparison Models: The following distribution prediction methods are used
as baselines on the multi-label dataset SemEval: PT-Bayes, AA-KNN, SA-IIS [4],
BCPNN [19] and Multi-Task CNN (MT-CNN) [21]. The following classification
models including NMF [6], CNN and MT-CNN [21], are the baselines on the
single-label dataset FairyTales.

For more comprehensive analysis of our proposed SynSAN, we also implement
three effective neural models for comparison: Bidirectional LSTM (BiLSTM)

2 https://code.google.com/archive/p/word2vec/.

https://code.google.com/archive/p/word2vec/
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Table 2. Classification performance on SemEval. The first group is existing traditional
methods. The second group is existing neural network-based models. The third group
is neural sentence encoders implemented by ourselves.

Models Classification

P(%) R(%) F1(%) Acc(%)

PT-Bayes 11.28 16.60 12.67 22.00

AA-KNN 26.67 19.01 18.33 24.40

SA-IIS 6.90 15.94 9.44 28.00

BCPNN 18.13 22.40 18.44 30.00

MT-CNN 48.33 42.23 41.41 51.60

BiLSTM 49.23 47.34 47.29 54.96

TreeLSTM 55.78 52.44 51.62 57.84

DiSAN 57.78 50.04 51.72 58.08

SynSAN 58.23 50.79 51.91 58.72

Table 3. Classification performance on FairyTales. The first group is existing tradi-
tional methods. The second group is existing neural network-based models. The third
group is neural sentence encoders implemented by ourselves.

Models P R F1 Acc

NMF 74.70 73.10 73.30 -

CNN 76.68 77.28 76.27 76.82

MT-CNN 78.21 79.23 78.72 79.21

BiLSTM 74.63 69.97 72.30 69.83

TreeLSTM 78.50 74.79 75.96 79.67

DiSAN 80.02 75.97 76.87 80.25

SynSAN 80.70 78.51 79.22 82.04

[5]: a widely-used sentence encoding network; Tree-structured LSTM (TreeL-
STM) [17]: a LSTM network based on syntactic tree; Directional Self-Attention
Network (DiSAN) [14]: a fully attention network that considers temporal order
information.

4.2 Experimental Results

The results on the two datasets are presented in Table 1, 2 and 3. We can see that
the proposed SynSAN achieves better performance by a large margin than the
existing methods. Specifically, our SynSAN increases F1, Acc by 10.50%, 7.12%
than the best existing model (i.e., MT-CNN) on SemEval, and increases F1,
Acc by 0.5%, 2.83% on FairyTales. Our SynSAN also performs best compared
with the other strong sentence encoder baselines (i.e., BiLSTM, TreeLSTM and
DiSAN).
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Table 4. The comparison of the number of model parameters |θ|. dim means the
dimension of sentence representation.

Models dim |θ|
BiLSTM 600 1.45M

TreeLSTM 300 0.72M

DiSAN 600 1.63M

SynSAN 300 0.63M
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Fig. 3. The accuracy performance of BiLSTM, TreeLSTM, DiSAN and our SynSAN
against the sentences with different lengths.

Three traditional methods based on machine learning algorithms or paramet-
ric models (i.e., PT-bayes, AA-KNN, SA-IIS) on SemEval, and the non-negative
matrix factorization-based model NMF on FairyTales perform worse than neural
network-based models (e.g., BCPNN, MT-CNN, etc.), as the latter can capture
more effective textual semantics.

The DiSAN and our SynSAN are both fully attention-based models. It can be
observed that they obtain better results than the two LSTM-based models (i.e.
BiLSTM, TreeLSTM) because self-attention mechanism is more flexible in learn-
ing long-distance relations among words. Moreover, different from DiSAN that
utilizes temporal order information, our proposed SynSAN learns the syntax-
aware vector for each word by syntax-level self-attention and incorporates the
syntactic features into the final sentence representation. Experimental results
show that our SynSAN outperforms DiSAN on the two datasets, which indicates
the effectiveness of encoding sentences with syntactic information for emotion
distribution prediction.
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Fig. 4. (a) The dependency syntactic tree of the sample sentence. (b) The visualization
of alignment scores between each word and its syntactic context in the syntax-level
self-attention layer. The vertical axis represents original words. The horizontal axis
represents their syntactic context words. (c) The visualization of attention weight of
each word in the sentence-level self-attention layer.

Table 4 presents the number of network parameters to be trained. It can be
seen that compared with the three strong sentence encoders BiLSTM, TreeLSTM
and DiSAN, our SynSAN is also a light network model requiring much less
training parameters.

4.3 The Influence of Sentence Length

We also study the prediction performance of different models on the sentences
with different lengths. Taking the dataset FairyTales as an example, Fig. 3 plots
the accuracy performance of BiLSTM, TreeLSTM, DiSAN and our SynSAN
against varying sentence lengths. We observe that the SynSAN significantly out-
performs the other models when the sentence length is in the range of [11, 30].
It does not show superiority when the sentence is longer than 30, whose reason
may be that syntactic parsing performs worse on long sentences than short ones
and thus reduces the effectiveness of syntax-aware self-attention in SynSAN. The
similar trend can also be seen in the comparison of TreeLSTM and BiLSTM.



SynSAN: A Syntax-Aware Self-attention Neural Network 265

4.4 Case Study and Visualization

In Fig. 4, we visualize the alignment scores between each word and its syntac-
tic context in the syntax-level self-attention layer and the attention weight of
each word in the sentence-level self-attention layer. As the alignment scores and
attention weights are both vectors, we average each of them along the vector
dimension to get a scalar value. The example sentence is from SemEval: ”Even
before its release, world climate report is criticized as too optimistic”.

Figure 4(a) presents the dependency syntactic tree of the sample sentence. It
can be seen from Fig. 4(b) that the syntax-level self-attention layer successfully
captures the important parent or child words to compose the syntax-aware vector
for each word. For example, “criticized” and “too” are more important than
“as” for the word “optimistic”, and “criticized” is more important than “word”,
“climate” for the word “report”. Meanwhile, as Fig. 4(c) shows, in the sentence-
level self-attention layer, the important emotional words usually obtain lager
attention weights (e.g., “criticized”, “optimistic”) than the other non-affective
words (e.g., “its”, “report”, “as”). These observations reveal that our SynSAN
can learn an effective sentence representation for emotion prediction.

5 Conclusion

In this paper, we have proposed a SynSAN model for emotion distribution predic-
tion. It contains a syntax-level self-attention mechanism to leverage the depen-
dency syntactic information and constructs a sentence-level self-attention layer
to compose the final sentence representation. Experiments on two public datasets
show that the proposed SynSAN can achieve better performance than the state-
of-the-art models and also requires much less training parameters. In the future,
we would like to study how to further consider more features such as the prior
relations between emotions into our methods.
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Abstract. Many E-commerce platforms allow users to write their opin-
ions towards products, and these reviews contain rich semantic informa-
tion for users and items. Hence review analysis has been widely used in
recommendation systems. However, most existing review-based recom-
mendation methods focus on a single view of reviews and ignore the
diversity of users and items since users always have multiple prefer-
ences and items always have various characteristics. In this paper, we
propose a neural recommendation method with hierarchical multi-view
attention which can effectively learn diverse user preferences and multi-
ple item features from reviews. We design a review encoder with multi-
view attention to learn representations of reviews from words, which can
extract multiple points of a review. In addition, to learn representations
of users and items from their reviews, we design a user/item encoder
based on another multi-view attention. In this way, the diversity of user
preference and item features can be fully exploited. Compared with the
existing single attention approaches, the hierarchical multi-view atten-
tion in our method has the potential for better user and product modeling
from reviews. We conduct extensive experiments on four recommenda-
tion datasets, and the results validate the advantage of our method for
review based recommendation.

Keywords: Recommender system · Attention · Review mining

1 Introduction

Recommendation System (RS) is an information filtering system that can learn
user preferences according to historical behaviors of users and predict items
that user would like or purchase [7]. RS is now widely used on e-commerce
platforms such as Amazon and Netflix [7]. Traditional recommendation methods
c© Springer Nature Switzerland AG 2020
X. Zhu et al. (Eds.): NLPCC 2020, LNAI 12431, pp. 267–278, 2020.
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are usually based on Collaborative Filtering (CF), which decomposes the user-
item rating matrix into latent factors to model the user preference and the item
features for rating prediction [6,13,14]. For example, Mnih et al. [13] proposes to
learn user and item latent factor from the rating matrix via a probabilistic matrix
factorization method. However, these methods only based on rating matrix would
suffer from the natural sparsity of the rating data due to the large numbers of
users and items [2,5,19].

Therefore, in order to alleviate this problem, many works begin to exploit
reviews posted by users to capture user preference and item features. These text
reviews contain rich semantic information about users and products, which is
useful to learn representations of users and items [2,4,5,8,11]. These methods
usually extract features from the reviews to enhance the recommendation phase.
For example, DeepCoNN [19] utilizes Convolutional Neural Networks (CNN) to
learn the features from reviews as the latent features of users and items. After-
wards, Factorization Machine is used to predict the user rating towards the target
item. D-Attn [15] introduces the word-level attention to focus on more impor-
tant words in reviews and NARRE [2] utilizes the review-level attention and
takes review usefulness into consideration. Although the attentions in existing
works could help find out the important words or reviews, they usually ignore
the diversity of user preference and item features for that these methods based
on single attention mechanism would be incapable of capturing the complex
semantic information from reviews.

Thus, our approach is motivated by the following observations towards the
review influence on user and item representations. First, the same word in a
review would be of different informativeness while focusing on different views. For
example, suppose there is a review “I like this package, although it is expensive,
but the quality is very good”, the word “expensive” would be more important
than the word “quality” for users who care product price, and less important for
users who focus on item quality. Likewise, when representing users or items from
their reviews, a review should be differently treated since the user preference and
item features are always of diversity. However, existing attention-based methods
always learn a single weight for words or reviews, which would be insufficient to
explore the complex rating behaviors between users and items.

To this end, we propose a Neural Recommendation model with hierarchical
Multi-view Attention (NRMA) to fully exploit diverse features of users and items
from reviews. Firstly, we design a review encoder to extract semantic features of
a review from words, and propose a multi-view attention model over word level to
learn different weights for a word when focusing on multiple views. Afterwards,
we propose a user/item encoder to learn the representations of users/items from
their reviews. We utilize another multi-view attention network over review level
to focus on diverse user preference and item features, and aggregate all repre-
sentations of reviews according to the diverse weights of reviews to model users
and items. The core of our method is that the query vectors are multiple in both
word- and review-level attention modules, which is inspired by the superior abil-
ity to capture the multiple semantic meaning of multi-head mechanism in self
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attention [18]. Different query vectors would indicate different attention points
of reviews, users and items. The experimental results on benchmark datasets
show that our method can achieve a superior performance in terms of rating
prediction compared to recent competitive baseline methods.

2 Related Works

There are many review-based recommendation works proposed. In this section
we will introduce the related works in the following two categories.

2.1 Recommendation Models with Reviews

Traditional approaches utilized topic modelling technology such as Latent Dirich-
let Allocation (LDA) to extract the semantic feature of reviews [1,12,16]. For
example, McAuley et al. [12] learn the latent factors of users and items from
reviews via a LDA-like technique. Tan et al. [16] propose a effective rating-
boosted method RBLT which integrates the rating-boosted reviews and rating
scores together for recommendation. However, the methods suffer from the lim-
itation that the topic modelling ignore the word order and hence is incapable
of fully extracting the semantic information in reviews. With the development
of deep learning, many works utilize neural network to learn representations
of users and items from reviews [4,5,10]. For example, Kim et al. [5] propose
to use convolutional neural network to extract features from item reviews, and
then combine matrix factorization together (ConvMF) to learn representations
of users and items. DeepCoNN [19] adopts a parallel CNN to obtain the features
of users and items from their reviews simultaneously.

2.2 Attention-Based Neural Recommendation with Review

The above neural recommendation methods have achieved significant perfor-
mance, nevertheless they most treat words or reviews equally, and ignore that
the reviews contain noise information. Hence, it is necessary to indicate those
important words or reviews separately. D-Attn [15] use word-level local and
global attention mechanism to select more informative words in the reviews.
NARRE [2] utilizes review-level attention to find useful reviews automatically
since different reviews are of different importance for users and items. Liu et
al. [9] uses a rating-guided attention method to enhance the review learning
procedure. Tay et al. [17] propose to use an attention-based pointer network
to indicate those useful words and reviews explicitly. Recently, Liu et al. [8]
design a mutual attention layer between users and items to learn the relevant
semantic information, which could demonstrate the importance words under the
user-item pair. However, these attention-based approaches most focus on a single
view about a word or a review, which would be difficult to interpret the diversity
of user preference and item features as denoted in Sect. 1. Hence in this paper
we propose to apply multiple views attention in both word and review level to
help select more important words and reviews under different views for users
and items.
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3 Proposed Method

In this section, we will introduce our method NRMA in detail, which con-
tains three components, a review encoder to learn representations from words,
a user/item encoder to learn latent factor from reviews, and a rating prediction
module for recommendation. Since the structures of modelling users and items
are similar, we will describe the user modelling in the following part. The whole
framework of our approach is shown in Fig. 1.

Fig. 1. The framework of our approach NRMA.

3.1 Problem Definition

Give the user set U , item set I and the rating matrix R ∈ R|U |×|I|, the entry
Ru,i denotes that the rating user u ∈ U has given item i ∈ I. Besides, the review
du,i = {w1, · · · , wt} denotes there are t words in the review posted by user u
towards item i. The goal in recommendation is to predict the ratings that users
would score towards unobserved items.

3.2 Review Encoder

We use the review encoder to learn review representations from words. We firstly
utilize word-embedding to map each word in the review into a low-dimensional
vector and use Convolutional Neural Networks (CNN) to extract the semantic
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features from review. Then, we introduce a hierarchical multi-view attention into
review encoder to make use of the various information of user preference and
item features.

Word Embedding and Convolution Layer. Given a review du,i, we map each word
wk in du,i into a dw dimensional vector wk via the word embedding technology.
Thus, we convert the review text du,i into a matrix Tu,i = [w1,w2, · · · ,wt].
Afterwards, we extract the semantic features from the embedding matrix Tu,i

of the review du,i by convolutional operation:

cf = σ(Wf ∗ Tu,i + bf ) , 1 ≤ f ≤ K , (1)

where ∗ is the convolutional operator, K is the number of filters, Wf and bf are
the parameters of the f -th filter.

Then we stack the outputs of all filters, denoted as H = [c1, c2, · · · , cK].
Since we have conduct zero padding on the before convolution layer, the j-th
column of H is the semantic representation of the j-th word in the review du,i,
denoted as hj, 1 ≤ j ≤ t.

Multi-view Attention Over Word Level. As each review would contain different
aspects, such as price, quality, etc., hence, the same word would output different
meanings under different views. Hence inspired by the multi-head mechanism in
self attention [18], we adopt the similar attention mechanism to learn represen-
tations of multiple views for each review from their words.

As shown in User-Net of Fig. 1, there are m attention view query vectors
instead of only one, to indicate the different views of words in review, denoted as:

qw = [qw
1 ,qw

2 , · · · ,qw
m]T . (2)

Each view query vector could help point one aspect of words. We define the
attention weight of the i-th word in the review under the j-th query vector qw

j

by αi,j :

αi,j =
exp(Mi,j)

∑t
i=1 exp(Mi,j)

, αi,j ∈ (0, 1) , j ∈ {1, 2, ...,m} , (3)

Mi,j = hi � FC(qw
j ) , i ∈ {1, 2, ..., t} , j ∈ {1, 2, ...,m} , (4)

where � is the inner product operator, FC is a linear transformation for dimension
reduction and hi is the feature vector of the i-th word.

Afterwards, we utilize weighted summation to obtain the representation of
the review under the j-th attention query vector:

Or
j =

t∑

i=1

αi,jhi , j ∈ {1, 2, ...,m} . (5)

To obtain the more comprehensive representation of the review, we concatenate
all the features of the review under different views, denoted as:

ru,i = Or
1 ⊕ Or

2 ⊕ · · · ⊕ Or
m , (6)
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where ⊕ is the concatenation operation, ru,i ∈ Rm×K is the final feature of the
review ru,i derived from multi-view attentions, which can reflect different views
of the review.

3.3 User/Item Encoder

We have obtained the representations of all reviews of the user u via the review
encoder:ru = ru,1, ru,2, · · · , ru,n, n is the review number of user u, and in the
proposed user/item encoder, we aim to learn latent features of users according
to their reviews via another attention module.

As users always have various preferences, hence the reviews of a user would
have multiple importance when learning user representation from reviews. Simi-
lar with the multi-view word-level attention, we apply another multi-view atten-
tion network over review level to capture the review importances under different
views. Similarly, we define another m query vectors for m views:

qr = [qr
1,qr

2, · · · ,qr
m]T . (7)

These attention vectors are used to indicate different weights of a review with
respect to different preference of the user u. The attention weight βi,j of the i-th
review of the user u under j-the query vector qr

j is denoted as:

βi,j =
exp(Ni,j)∑n
i=1 exp(Ni,j)

, βi,j ∈ (0, 1) , j ∈ {1, 2, ...,m} , (8)

Ni,j = ru,i � FC(qr
j ) , i ∈ {1, 2, ..., n} , j ∈ {1, 2, ...,m} . (9)

Afterwards, we utilize weighted summation to aggregate all review representa-
tions under the j-th attention vector, which is defined as the j-th feature of the
user u:

Ou
j =

n∑

i=1

βi,jri , j ∈ {1, 2, ...,m} . (10)

Then we combine all the m representations derived from multi-view attentions
which can reflect user diverse preference as the final representation of the user
u, denoted as Pu:

Pu = Ou
1 ⊕ Ou

2 ⊕ · · · ⊕ Or
m . (11)

Likewise, we can obtain the representation of item i as Qi. In this way, the
representations Pu and Qi could indicate the multiple latent features of users
and items derived from reviews.

3.4 Rating Prediction

In this section we will introduce how to predict the ratings that users would score
items based on Pu and Qi. Considering that some users or items would have very
few or no reviews, motivated by Latent Factor Model (LFM) [6], we introduce
the User-ID embedding Xu and the Item-ID embedding Yi as the extra latent
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factors of user and item. ID embeddings are widely used in recommendation
models, which can be viewed as the features of users and items to characterize
their own intrinsic properties.

Then we combine the ID embedding and features from reviews of users and
items as the final interaction latent feature

Ô = (Xu + Pu)�(Yi + Qi) , (12)

where � is the element-wise sum operator, and the vector Ô is the final repre-
sentation that integrates the user and item feature.

Based on LFM, the predicted rating Ru,i that user u would score towards
item i is computed by

Ru,i = f(WT
1 Ô) + bu + bi + μ , (13)

where f() is a non-linear activation function (e.g., ReLU in this paper), bu is
the user bias, bi is the item bias, μ is the global bias and WT

1 is the parameter
matrix in LFM.

3.5 Training

We adopt squared loss function to train our rating prediction model:

Lsqr =
∑

u,i∈Ω

(R̂u,i − Ru,i)2 , (14)

where Ω denotes the set of instances for training, and R̂u,i is the ground truth
rating assigned by the user u to the item i.

4 Experiments

4.1 Datasets and Experimental Settings

Datasets. We adopt four widely used recommendation datasets from Amazon
Review1 to evaluate the performance, i.e., Digital Music, Office Products,
Tools Improvement and Video Games. Each dataset contains reviews along
with ratings (from 1 to 5) for user-item pairs. Note that all users and items have
at least five ratings in the datasets. Besides, following [2], we keep the length
and the number of reviews covering 85% percent users and items respectively
since there would be a long tail effect. The details of the datasets are shown in
Table 1.

We randomly split each dataset into training (80%), validation (10%) and
testing sets (10%), and the validation dataset is to tune the hyperparameters.

1 http://jmcauley.ucsd.edu/data/amazon/.

http://jmcauley.ucsd.edu/data/amazon/
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Table 1. Statistical details of the datasets.

Dataset #users #items #ratings density(%)

Digital Music 5,540 3,568 64,666 0.327

Office Products 4,905 2,420 53,228 0.448

Tools Improvement 16,638 10,217 134,345 0.079

Video Games 24,303 10,672 231,577 0.089

Hyperparameter Setting. In our experiments, the word embedding is pretrained
via GloVe, and its dimension is 300. The dimension of the query vectors are set
32. The filter number in CNN is 100 and the window size is set to 3. Besides,
the optimal view number of attention in both word and review level is set to 5
among all datasets. We use Adam optimizer to update parameters in our model,
and the learning rate is 0.001.

Evaluation Metric. Following previous works, we use Mean Square Error (MSE)
as the evaluation metric:

MSE =

∑
u,i∈Ω(R̂u,i − Ru,i)2

|Ω| , (15)

where ˆRu,i is the ground truth rating and Ru,i is the predicted rating. The lower
MSE, the better performance of the methods.

4.2 Performance Comparison

In this section, we compare our method with recent competitive baseline methods
including:

– PMF [13] uses probabilistic matrix factorization to learn user and item latent
factor only based on rating matrix.

– DeepCoNN [19] learns users and items representations from their reviews via
CNN.

– D-Attn [15] uses word-level attention mechanism to learn representations of
users and items from review.

– ANR [3] utilizes aspect-level attention in review documents to point aspect
importance for users and items.

– NARRE [2] introduces the review-level attention mechanism to help select
useful reviews for modeling users and items.

– MPCN [17] designs a pointer-based network to learn important words and
reviews.

– DAML [8] adopts local attention and mutual attention layer to select infor-
mative words.
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Table 2. MSE comparison of all methods among all datasets.

Methods Digital Music Office Products Tools Improvement Video Games

PMF 1.206 1.092 1.566 1.672

DeepCoNN 1.056 0.860 1.061 1.238

D-Attn 0.911 0.825 1.043 1.145

ANR 0.867 0.742 0.975 1.182

NARRE 0.812 0.732 0.957 1.112

MPCN 0.903 0.769 1.017 1.201

DAML 0.913 0.705 0.945 1.165

NRMA 0.792 0.699 0.943 1.104

The experimental results of MSE are summarized in Table 2. Note that the
difference of baselines to our NRMA is statistically significant at 0.05 level. We
can have the following observations. First, the review-based methods always
outperform PMF, which is only based on rating matrix. The reason is that the
reviews contain rich information about users and items. Second, for the neu-
ral network approaches, the methods with attention mechanisms (i.e., NRMA,
MPCN, DAML, NARRE, ANR, D-Attn) perform better than DeepCoNN. This
is because attention mechanism can help select more informative words or
reviews for users and items.

Third, our NRMA method achieves the best performance among all datasets
and outperforms other state-of-the-art attention-based baselines. These baselines
do not take the diversity of users and items into consideration and the single
attention model could not fully exploit the rich semantic information of reviews.
Our approach utilizes multi-view attention to learn the more comprehensive
representations of users/items, which can improve recommendation performance.

Table 3. The effect of the number of views.

Number of Views Digital Music Office Products Tools Improvement Video Games

1 0.815 0.728 0.968 1.128

5 0.792 0.699 0.943 1.104

7 0.829 0.711 0.947 1.204

4.3 Analysis of NRMA

The Effect of Multi Views. Since the core of our method is hierarchical
multi-view attention, we further analyze the effect of different numbers of the
views, i.e., the number of view query vectors defined in Eq. (2) and Eq. (8).
From the results in Table 3, we can find that when the optimal number of views
is 5. The reason would be that multi-view attention can capture the multiple
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aspects of reviews, users and items while single attention models can only focus
one aspect for users and items. When the number becomes more larger, the
performance will decrease a little, this may because the model of larger size with
more parameters would result in overfitting problem.

Music Office  Tools Video
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0.6

0.7

0.8

0.9

1

1.1

1.2

M
SE

NRMA
NRMA−UA
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Fig. 2. The effect of our multi-view attention in different components.

Ablation Study. To further explore the effect of our model, we conduct abla-
tion study by removing different attention parts in our NRMA.

We design four variants:

– NRMA-UA: remove the word- and review-level multi-view attention in User
Net.

– NRMA-IA: remove the word- and review-level multi-view attention in Item
Net.

– NRMA-WA: remove word-level attention in User and Item Net.
– NRMA-RA: remove review-level attention in User and Item Net.

Note that when we remove the attention part, we adopt a normalized constant
weight to all words or reviews.

From the results in Fig. 2, we can find that NRMA-UA and NRMA-IA both
perform worse than NRMA. This indicates that the multi-view attentions in both
User-Net and Item-Net are useful and could improve the performance in recom-
mendation tasks. In addition, we find NRMA outperforms both NRMA-WA and
NRMA-RA, which shows that the multi-view attention in word- and review- level
can both improve the experimental performance. This is because that the dif-
ferent words and reviews are of different informativeness to represent users and
items, and attention mechanism could help select more important words and
reviews, which meets the conclusion of previous attention-based approaches.
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Our method NRMA composed of UA, IA, WA, and RA can perform best,
which indicates the effectiveness of our multi-view attention in recommendation.

4.4 Case Study

Product arrived in the condition and of a quality that I expected. It is a standard black color and functions as expected.

Product arrived in the condition and of a quality that I expected. It is a standard black color and functions as expected.

Product arrived in the condition and of a quality that I expected. It is a standard black color and functions as expected.

Product arrived in the condition and of a quality that I expected. It is a standard black color and functions as expected.

2
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Product arrived in the condition and of a quality that I expected. It is a standard black color and functions as expected.5

1

Product arrived in the condition and of a quality that I expected. It is a standard black color and functions as expected.All

Fig. 3. The multi-view attention weight visualization of a review from Office Products
dataset in the User Net.

In this section, we conduct a case study to demonstrate the effectiveness of multi-
views attention intuitively. We show an example review from Amazon Office
Product in Fig. 3. There are 5 query vectors in our word-level attention, and we
select 3 words with the highest weight in the review under each query vector.
From the visualization result, we can find that different query vectors can help
indicate different important words of the review, which could express different
preference of the user. Besides, combining the results of all the query vectors can
select more informative words, hence our multi-view attention could learn more
comprehensive representations of reviews from words, which would benefit the
feature learning of users and items.

5 Conclusion

In this paper, we propose a Neural Recommendation method with Hierarchical
Multi-view Attention (NRMA) to learn representations of users and items from
review texts. We design a review encoder to learn representations of reviews, and
a user/item encoder to learn representations of users and items. We propose two
multi-view attention modules both on review encoder and user/item encoder to
exploit the rich information of reviews and diversity of users and items. Extensive
experimental results verify that our method can effectively improve the perfor-
mance of neural recommendations, and our multi-view attention could learn
more comprehensive representations of users and items.
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1 Introduction

Nowadays, information is highly overloaded, and recommendation systems have
been widely used in many online web applications, such as E-commerce, job
recommendation, and movie platforms.

There are mainly two types of classical recommendation systems: collabo-
rative filtering (CF) and content-based (CB). CF algorithms usually conduct
matrix factorization to get user & item embeddings based on user-item interac-
tions. While content based methods often utilize features such as user profiles
and item attributes to get items that similar to the ones the user preferred in
the past [9]. The two types of recommender systems contribute to the recom-
mendation, and there are many studies try to combine them together. Besides,
sequential based recommendation methods achieve good performance recently,
as they consider the time-order of user-item interactions and focus on the sequen-
tial relationship among the items. Each of the three types of recommendation
algorithms has its own advantages, while to the best of our knowledge, most of
existing studies integrate two of them. The combination of all the three types of
recommendation systems has not been well studied yet.

Fig. 1. User interaction sequence and feedback information in recommendation system
(taking movies as example).

On the other side, user feedback, which shows user preferences, is very impor-
tant in system training for the recommendation. For example, a lot of work have
been done in recommendation with user implicit feedback [11], which takes some
types of user interactions (e.g.: user click, forwarding) as positive feedback. When
negative feedback of the users is already recorded in the dataset, it should be
directly introduced as negative feedback for model training. While these meth-
ods often face the problem of lacking negative feedback (users will not show
which items they dislike), so negative sampling is applied to randomly sample
some items as negative items. However, though explicit negative feedback is
unavailable, we argue that implicit negative feedback (e.g.: user’s skip behavior
in browsing) should be taken into consideration instead of random sampling.
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Figure 1 shows an example of user-item interaction sequence and user feed-
back in movie recommendation. When the system try to generate a recommen-
dation list for the user with current context, the features of both the user and
movies, the user’s interaction with the past impression list should be taken into
consideration.

Motivated by above findings, we propose a Negative Feedback aware Hybrid
Sequence neural recommendation model (NFHS) to combine CF, content-based,
and sequential recommender systems with user implicit negative feedback in
this study. Firstly, a two-module framework is designed to take advantages from
the three types of recommender systems. CF and content-based features are
used in static module and sequential features are applied at sequence module.
Secondly, to better utilize different types of one-hot features (user/item IDs, user
demographic features, item attributes) [3,7], we adopt a Bi-Interaction pooling
method [6] to transfer the one-hot embeddings into dense embeddings, which
is similar to factorization machine (FM) [12]. Thirdly, different from previous
studies, users’ implicit negative feedback is adopted as negative samples in model
training. Our main contributions are as follows:

– A novel recommendation model named NFHS is proposed in this study. NFHS
is able to take the advantages of CF, CB, and sequential recommender sys-
tems, which combine user’s static preferences and dynamic item sequence
features for the prediction task.

– We propose to adopt user implicit negative feedback (such as: skip) as nega-
tive samples in model training, which is also used in NFHS model.

– Experimental results on two real-world datasets from Zhihu and Xing demon-
strate that our model outperforms various of state-of-the-art approaches
significantly.

2 Related Work

2.1 Traditional Recommendation Models

CF and CB are two types of classical methods in recommender systems. CF
methods [13] try to predict the utility of items for a particular user based on
his/her interaction history. Matrix factorization (MF) [8] is the most popular
latent vector-based CF algorithm, which projects users and items into vectors of
latent features. The utility of a item to a user is modeled by the inner product
result of their latent factors. Koren et al. [8] propose a recommendation model
named SVD++, it integrates implicit feedback with explicit feedback to leverage
multiple sorts of user feedback for improving user profiling, which improves its
accuracy on rating prediction task. He et al. [7] propose a neural CF model which
constitute the inner product of the user and the item to a non-linear transfor-
mation. Manotumruksa et al. [10] propose a model to capture user-venue inter-
actions in a Collaborative Filtering (CF) manner with users’ positive interaction
sequence, which enhance the performance of CF. While it does not take user
and item content information into consideration.
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On another line of research, CB algorithms conduct recommendation based
on user/item content features [9]. Some hybrid recommendation models [1] com-
bines CF and content-based methods achieved many progresses. Many hybrid
recommendation models use both user ID, item ID, and their content features
as inputs and combine CF with content-based model adaptively to take advan-
tage of both recommendation models. For example, Google [3] proposes Wide &
Deep model in 2016, which combines the deep neural network and linear model.
It works very well but largely rely on manually crafting combinational features.
Shi et al. [14] proposes ACCM model in 2018, which can unify both content
and historical feedback information in the recommendation. He et al. [6] point
out that FM’s performance has been limited due to its linearity, they devised
a new operation called Bi-linear Interaction (Bi-Interaction) pooling to conduct
feature interaction.

Some hybrid methods try to combine CF and CB together, while these models
usually ignore the time-order of items user consumed/liked and unable to capture
user dynamic preference change from his/her interaction sequences.

2.2 Sequential Interactions in Recommendation System

Sequential interactions of users (e.g. sequences of clicks) play an important role in
improving the performance of many recommendation tasks, as they reveal user’s
dynamic preference. A lot of work focus on sequential recommendation now,
such as next-basket [2], next-item [16], and session-based [15] recommendations.

Deep learning techniques, such as recurrent neural network (RNN), are
designed to better utilize time-ordered features. Many approaches have been
proposed to capture users’ interaction history for recommendation. Gated Recur-
rent Unit network (GRU) [4] is a special kind of RNN and capable of learning
long-term dependencies and it requires less computation than Long Short-Term
Memory network (LSTM) [5] and achieved state of art performance. However,
existing work usually only focuses on user’s positive feedback (e.g. click), neglect-
ing user’s negative feedback (e.g. impression, delete).

The differences between sequential recommendation models and our NFHS
model is that content features, especially user features, are applied in our model.
Besides, both positive and negative feedback are taken into consideration.

3 Negative Feedback Aware Hybrid Sequence Neural
Recommendation Model

In this section, we will give the problem definition and introduce the proposed
NFHS model, which takes all types of features (IDs, content features and interac-
tion sequences) to predict user’s feedback toward an item. NFHS model mainly
consists of two parts (namely static part and sequence part) to model users’
long-term and short-term preferences, respectively.
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3.1 Problem Definition

If a user u interacted with a item i, the feedback score of u towards i is defined
in Eq. 1. Positive feedback means user u shows interest towards item i, which is
reflected in the user’s bookmark, click, etc. And negative feedback means user u
skipped or deleted item i.

rui =
{

1, positive feedback happened
0, negative feedback happened

(1)

Given a user set U, an item set I, their content features, and each user’s
interaction item sequence Su =

{
Su

i1, S
u
i2, ..., S

u
|Su|

}
, where Su

i ∈ I denotes a user
u interacted with an item i. Our target is to predict the feedback score of users
towards different items. Formally, this problem is to learn r̂ = f (u, i|Θ), where r̂
denotes the predicted score of the feedback rui, Θ denotes the model parameters,
and f denotes the function which maps the parameters to the predicted score.

3.2 Model Overview

The framework of NFHS is illustrated in Fig. 2. The two parts are surrounded
by dashed lines in the figure. User and item embeddings are the input of static
part and the output is noted as est, in which content features are applied. The
sequential feature is used in sequence part and the output is denoted as eseq.
Then, the concatenation of est and eseq is applied to predict the feedback score
p with a hidden layer, as shown in Eq. 2.

p = hT (est ⊕ eseq) (2)

where h denotes the hidden layer, ⊕ denotes concatenation operation. Besides,
several biases (global bias bg, user bias bu and item bias bi) are taken into
consideration, so the final predict value of NFHS is calculated by Eq. 3

r = p + bg + bu + bi (3)

where user bias bu is the summation of user ID bias buid and user feature bias
buf as Eq. 4, item bias bi is the summation of item ID bias biid and item feature
bias bif as Eq. 5.

bu = buid + buf (4)

bi = biid + bif (5)

3.3 Static Part of NFHS

The input of static part of NFHS is the content features of the user and the item
which the user currently interacts with. To better model the interactions between
features, we adopt Bi-interaction pooling here [6], which can be regarded as a
pooling operation that converts a batch of embedding vectors into one vector.
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Fig. 2. The architecture of negative feedback aware hybrid sequence neural recommen-
dation model (NFHS).

Bi-interaction calculates the summation of element-wise dot product of every
two embedding vectors, as Eq. 6.

fBI(Vx) =
n∑

i=1

n∑
j=i+1

xivi � xjvj (6)

Where Vx denotes the set of all feature embedding vectors, vi ∈ Vx denotes the
ith embedding vector of the features and xi ∈ {0 , 1} denotes the value of the
ith value of the one-hot encoding sparse feature vector. � means the operation
of element-wise production of two vectors, n is the dimension of the one-hot
encoding sparse feature vector.

Besides, Bi-interaction pooling method is able to calculate fBI efficiently in
linear time [6], and Eq. 6 can be reformulated as Eq. 7:

fBI(Vx) =
1
2

⎡
⎣

(
n∑

i=1

xivi

)2

−
n∑

i=1

(xivi)
2

⎤
⎦ (7)

As denoted in Eq. 6, Bi-interaction is used for features embedding: The content
features of user u and current item i can be turned to very sparse vectors after
one-hot encoding. Embedding vectors Vx are generated from the sparse vector,
then the sum vector est of the element-wise product of every two embedding
vectors is calculated via Eq. 7 and the sum vector est can be viewed as the
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embedding of the content features of the user and current item. Notice that the
user ID and item ID are not treated as input feature, since when the user number
and item number are huge, the IDs of the user and the item are too sparse to
make model underfitting. Instead we use ID biases in Eq. 4 and Eq. 5 to combine
the benefits of collaborative filtering.

3.4 Sequence Part of NFHS

The recent n items which the user has recently interacted with are kept in the
sequence part of NFHS. n is a hyperparameter of the model. We use the content
features of each item isj , and combine them with the content features of the user
u as the input sequence. The features of each node in the sequence are turned into
a sparse vector via one-hot encoding. Notice that the same item with positive
feedback and negative feedback are treated as different items in the model. By
this way, negative feedback is directly introduced to NFHS model. We also use
Bi-interaction pooling mentioned in Sect. 3.3 to generate the feature embedding
of each node. Es denotes the total sequence embedding set, esi ∈ Es is the
embedding of the i-th node of the sequence. Then we treat them as input and
use a Bi-directional GRU [4] to generate the final embedding of the sequence
part. The final Bi-directional GRU state hsn is treated as the embedding of
sequence part eeq.

3.5 Model Learning

Squared loss is chosen as loss function here. In Eq. 8, χ denotes all the training
examples, rgt(x) is the ground truth of instance x, ‖·‖ denotes the l2-norm,
λ ‖W‖ is the regularization term, and W denotes all the variables to be learned
from the model.

L =
∑
x∈χ

(r(x) − rgt(x))2 + λ ‖W‖2 (8)

Though neural network models have strong representation ability, they are
easy to over-fit the training dataset. So dropout, which is known to be a regu-
larization technique to avoid over fitting, is used in the process of Bi-interaction
during feature embedding. Batch normalization is also used in model training.

4 Experiments

In this section, we conduct experiments to answer the following research
questions:

1. Does our proposed NFHS model outperform the state-of-the-art approaches?
2. What is the impact of using negative feedback in model training?
3. Are all types of input (IDs, contents, sequences) helpful to the performance

of NFHS?
4. What is the impact of different interaction sequence length?
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Table 1. Statistics of the datasets.

Statistics Zhihu Xing

# users 135,089 1,193,996

# items 296,634 613,824

# feedback 13,546,369 26,614,334

Avg. feedbacks per user 100.28 22.29

# positive feedback 3,413,462 5,102,175

# negative feedback 10,132,907 21,512,159

# pos:# neg (feedbacks) 1:2.969 1:4.216

4.1 Experimental Settings

DataSet. Experiments are on two real-world datasets: Zhihu and Xing. Some
statistical information is shown in Table 1.

1. Zhihu dataset. This dataset1 is used for the evaluation challenge of the 24th
China conference on information retrieval (CCIR2018). Zhihu is an online
knowledge-sharing community. In this dataset, we take click as user’s positive
feedback and impression (without click) as negative feedback. User and item
have abundant features in this dataset.

2. Xing dataset. This dataset2 is used for recsys challenge 2017 and Xing is
a job sharing and recommendation German social networking site. We take
impression and delete as negative feedback and other interactions as positive
feedback. User and item also have abundant features in this dataset.

For both dataset, we remove the users whose interaction number is less than
20 and sort all the items interacted by each user according to the interaction
time. 70%, 10%, and 20% data are divided as training, validation, and test set.

Baselines and Variations of Our Model. We compare our proposed NFHS
model with the following state-of-the-art algorithms. Each has been trained and
optimized on each dataset. We use the same hidden factor and loss function
between NFHS and the baselines.

– Wide & Deep [3]: It is proposed by Google in 2016, which combines the
deep neural network and linear model. One-hot vectors are directly fed into
the wide linear part and embedded in the deep neural part.

– NFM [6]: It is Neural Factorization Machine proposed by He and Chua in
2017. A generalized factorization machine which use bi-linear interaction to
capture pairwise feature interactions and use deep learning to model higher-
order and non-linear feature interactions.

1 https://biendata.com/competition/CCIR2018/.
2 http://www.recsyschallenge.com/2017/.

https://biendata.com/competition/CCIR2018/
http://www.recsyschallenge.com/2017/
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– ACCM [14]: It is an attentional collaborate & content model proposed by
Shi and Zhang in 2018, which can unify both content and historical feedback
information in the recommendation.

– DRCF [10]: It is a deep recurrent collaborative filtering framework proposed
by Manotumruksa in 2017, which can capture user’s static and dynamic pref-
erences.

Table 2 shows the comparisons between NFHS and baselines. Our NFHS
model takes all features into account, especially directly introduces negative
feedback in the model.

Table 2. Comparisons between NFHS, baselines and its variations

Method ID Content Pos sequence Neg sequence

NFM
√ √

WideDeep
√ √

ACCM
√ √

DRCF
√ √

NFHS
√ √ √ √

Besides, to better understand the structure of NFHS model, we did ablation
study and tested some variations of our model, including NFHS - ID (without
ID features), NFHS - sequence (without sequence features), NFHS - neg
(without negative sequence features), NFHS - pos (without positive sequence
features), and NFHS + ID Emb (ID features are used in bi-interaction pool-
ing).

Metric and Parameter Settings. AUC (Area Under Curve) and RMSE
(Root Mean Squared Error) are chosen as the evaluation metrics in our task.
We implemented our NFHS model based on tensorflow. To ensure the usability
of the model, the maximum length of sequence N is set to 5 in Zhihu dataset
and 1 in Xing dataset. The size of hidden factor of NFHS and baselines is 8 in
two datasets, and the batch size of NFHS is 10,240 in both datasets. L2 regu-
larization coefficient is 1e−4 to prevent over-fitting. Besides, the dropout ratio
is 0.2 and batch Normalization is conducted in training.

4.2 Model Performance

Overall Performance (RQ1). Table 3 shows the overall performance of NFHS
and baselines. From the results, we have following observations:

Our proposed NFHS model outperforms all the baselines significantly, and
the reason is that NFHS makes use of all the information contained in Table 2.
User and item IDs are used to capture user’s interaction history, user and item
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content features are used to find the content relationship between the user and
the current interaction item, both positive and negative feedback is used to help
NFHS capture the interacted items sequence features. The NFHS model makes
better use of all information than other baselines.

Table 3. The performances of all methods in terms of AUC and RMSE. The best
performing result is highlighted in bold. *Denotes the improvement over the baseline
is significant (P-value < 0.01)

Algorithm Zhihu dataset Xing dataset

AUC RMSE AUC RMSE

NFM 0.6909 (+2.95%)* 0.4243 (−3.34%)* 0.8756 (+7.82%)* 0.3215(−21.09%)*

Wide & Deep 0.6938 (+2.52%)* 0.4240 (−3.28%)* 0.8772 (+7.63%)* 0.3233 (−21.53%)*

ACCM 0.6740 (+5.53%)* 0.4281 (−4.20%)* 0.8599 (+9.79%)* 0.3515 (−27.82%)*

DRCF 0.6960 (+2.20%)* 0.4261 (−3.75%)* 0.9168 (+2.98%)* 0.3208 (−20.92%)*

NFHS 0.7113 0.4101 0.9441 0.2537

The Impacts of Negative Feedback (RQ2). As mentioned above, NFHS
model directly introduces negative feedback to model training. We removed the
items with negative feedback in the items sequence input and trained the mod-
ified NFHS model (NFHS - neg), the result comparing with the primary one is
recorded in Table 4.

From the table, NFHS - neg’s performance decreased significantly comparing
with NFHS. The reason is that items with negative feedback in the sequence
contain more information about what the user dislike.

Table 4. Performance in terms of AUC and RMSE between NFHS and its ablations.
The best performing result is highlighted in bold. *Denotes the improvement over the
ablation of NFHS is significant (P-value < 0.01)

Algorithm Zhihu dataset Xing dataset

AUC RMSE AUC RMSE

NFHS-ID 0.6781 (+4.90%)* 0.4269 (−3.94%)* 0.9141 (+3.28%)* 0.2558 (−0.82%)

NFHS-sequence 0.6927 (+2.69%)* 0.4241 (−3.30%)* 0.8932 (+5.70%)* 0.3097 (−18.08%)*

NFHS-neg 0.6947 (+2.39%)* 0.4243 (−3.35%)* 0.9063 (+4.17%)* 0.3090 (−17.90%)*

NFHS-pos 0.6941 (+2.48%)* 0.4240 (−3.28%)* 0.8897 (+6.11%)* 0.3100 (−18.16%)*

NFHS+ID Emb 0.7093 (+0.28%) 0.4203 (−2.43%)* 0.9425 (+0.17%) 0.2555 (−0.70%)

NFHS 0.7113 0.4101 0.9441 0.2537

Ablation Study (RQ3). Table 4 shows the performance of NFHS and all its
ablation variations. From the results, following observations can be made:

Our proposed NFHS model outperforms all its ablation models. It clearly
shows that all these input data contains valuable information which could help
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NFHS model to improve its performance. It can also be found that treating user
and item IDs the same as content features doesn’t improve model performance.
The reason is that user and item ID embeddings are very sparse and the model
is very easy to under-fitting. It is also very space consuming when the user and
item numbers are huge. Besides, we can see that user and item IDs are the most
important features in the model, which indicates that personalization is the most
important factor in the recommendation.

Impact of Variational Items Sequence Length (RQ4). As the input of
the sequence part of NFHS is the recent n items sequence which the user has
recently interacted with, and n is a hyper-parameter of NFHS model. We train
NFHS model with different n (from 1 to 10). The experiment result is shown in
Fig. 3. The black polyline represents NFHS model. The blue polyline represents
the best performing baseline.

The results show that the performance of NFHS model becomes better as n
increases in Zhihu dataset and the performance of NFHS model has remained
stable in Xing dataset. The reason is that the users and items in zhihu dataset
have a lot more content features and items sequence in zhihu dataset carries
more information to fit the NFHS model as n increases. It is valuable to find
that even the items sequence is short (5 in Zhihu dataset and 1 in Xing dataset),
NFHS model can already achieve good performance.

Fig. 3. AUC w.r.t. the max sequence length of recently interacted N items on Zhihu
dataset and Xing dataset. The blue polyline represents the best performing baseline
(DRCF).

5 Conclusions

In this work, we propose a new negative feedback aware hybrid sequential
model that combines the user’s static preferences from user & item features and
dynamic preferences from user’s feedback sequences. We use both positive and
negative feedback in our model, and the results reveal that introducing negative
feedback can improve the performance of NFHS. We also find when the feedback
sequence’s length is very short, it can still effectively improve our model perfor-
mance. The experimental results on two real-world datasets demonstrate the
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effectiveness of our model by outperforming various state-of-the-art approaches.
In the future, we will try different feature embedding method such as BERT and
try to model long and short term preference in item sequence. We will also try
to introduce new auxiliary information as knowledge graph to our model.
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Abstract. Recent works on open-domain question answering (QA) rely
on retrieving related passages to answer questions. However, most of
them can not escape from sub-optimal initial retrieval results because
of lacking interaction with the retrieval system. This paper introduces
a new framework MSReNet for open-domain question answering where
the question reformulator interacts with the term-based retrieval system,
which can improve retrieval precision and QA performance. Specifically,
we enhance the open-domain QA model with an additional multi-step
reformulator which generates a new human-readable question with the
current passages and question. The interaction continues for several times
before answer extraction to find the optimal retrieval results as much as
possible. Experiments show MSReNet gains performance improvements
on several datasets such as TriviaQA-unfiltered, Quasar-T, SearchQA,
and SQuAD-open. We also find that the intermediate reformulation
results provide interpretability for the reasoning process of the model.

Keywords: Open-domain QA · Question reformulation · Neural
network

1 Introduction

Due to recent advances in reading comprehension systems, there has been a
revival of interest in open-domain Question Answering(QA), where the support-
ing passages must be retrieved from an open corpus rather than the given inputs.
To tackle the scalable open-domain QA problem, one can leverage a retrieval-
reader paradigm to make a system [2], in which the answer span can be extracted
by a Machine Reading Comprehension(MRC) model. However, the accuracy of
the final QA system is bounded by the ability of the search engine in finding
the relevant passages for the MRC model [9]. Therefore, an open-domain QA
model needs to have the ability to recover from sub-optimal results returned
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Fig. 1. An example of 1 step question reformulation and answer is in boldface. At
first, passages retrieved by the search engine don’t contain an answer. After one step
reformulation, the passages containing answers appear in the returned passage set.

from the search engine since it adopts search engine to tackle a large collection
of passages. An example of this problem shows in Fig. 1.

Based on the above observations, we think a general open-domain QA system
should have features as follows: (1) Scalable, i.e., the scale of the corpus can be
arbitrarily expanded without retraining the model. (2) Interactive, i.e., inspired
by the human QA process, if the initial search results are sub-optimal, a human
will iteratively modify the question to increase the appearing probability of answer
in search results. (3) Interpretability, i.e., the process of question modification
should be human-readable. Previous open-domain QA systems do not meet above
principles more or less. (a) DrQA [2] and BERTserini [28] rely non-parametric
TF-IDF retriever, which performs worse than retriever based on neural network.
R3 [24], DocumentQA [4], Multi-Passage BERT [26], DS-QA [16], HASQA [20]
and RE3QA [10] have sophisticated retriever and reader models jointly trained.
However, the retriever-reader framework has not introduced interactive design so
that they can not recover from initial mistakes. Moreover, the neural retriever has
to rank a lot of passages, which limits its application to the larger corpus. (b)
Lee et al. [15] and Seo et al. [22] introduced fully trainable models that retrieve
a few candidates directly from large-scale corpus. These methods find documents
independently and match passages in latent space. These methods are scalable
but rely on latent space matching thus lack human-readable intermediate output.
Moreover, they do not have multi-step interactions with the retriever. (c) Das
et al. [5] proposed a multi-step retriever-reader interaction model, which re-ranks
passages in latent space multiple times. Nevertheless, the process of multi-step
interaction is still only understandable by the model.

In this paper, we aim to propose a framework which addresses the above
three features simultaneously. We introduce an open-domain QA architecture,
MSReNet, in which the reformulator reformulates question and interacts with
the search engine to improve the retriever precision and the reader performance.
Our model first retrieves and ranks passages related to the question. Whereas the
answer might not exist in the initially retrieved passage set, the model would have
to combine information across multiple passages [25]. We equip the retriever-
reader framework with an additional reformulator based on Gated Recurrent
Unit(GRU) [3]. It takes in the ranked passages and generates a new question.
Then the retriever uses the new question to create a new passage set, which
allows the model to read new passages and combine evidence across multiple
passages. After several interactions, the passage set reaches optimal state and
the passage reader is triggered to extract answer in the passage set.
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To summarize, our paper makes the following contributions: (1) We intro-
duce a new framework for open-domain QA in which the reformulator reformu-
lates question and interacts with the search engine in a multi-step manner, which
allows it to retrieve and combine information across multiple passages. Thus, our
model can be easily integrated with an existing search engine. (2) The interme-
diate reformulation results are human-readable, which provides interpretability
for the model’s reasoning process. (3) Lastly, experiments show improvements
in performance and interpretability on various open-domain QA datasets such
as TriviaQA-unfiltered, Quasar-T, SearchQA, and SQuAD-open.

2 Related Work

Open-Domain QA is a well-established task that widely attracts researchers’
attention. In many open-domain systems [2,28], the retriever is a simple infor-
mation retrieval pipeline without trainable parameters and recovering from mis-
takes. Recent works such as R3 [24], DocumentQA [4], Multi-Passage BERT
[26], DS-QA [16], HASQA [20] and RE3QA [10] using a sophisticated trained
retriever have shown improvement on performance. However, they can not scale
to full open-domain settings because they only re-rank on a small closed set,
and neither do their support multi-step reformulation to recover from initial
mistakes due to the pipelined nature of the search process. Lee et al. [15] and
Seo et al. [22] introduced fully end-to-end models to retrieve from Wikipedia col-
lections. The work most related to ours is Das et al. [5] which trains a multi-step
retriever-reader model using the GRU [3] to regenerate query vector multiple
times. Nevertheless, it retrieves passage in a latent space which is not human-
readable and is hard to integrate with an existing search engine.

Query Reformulation can date back to days when search engine became
popular. Previous works [13,27] augment original query with terms from top-k
retrieved documents, which has proven to be an effective search engine arte-
fact. Instead of using handcraft query reformulation methods, Rodrigo and
Kyunghyun [19] trains a neural query reformulation model to maximize the
recall of information retrieval results by Reinforcement Learning (RL). The most
related to our work is Active Question Answering (AQA) [1], which reformulates
the question sent to downstream MRC model and aggregates the downstream
answers to the user. The main difference between AQA and our work is that
our model reformulates question interactively and selects words in documents to
query search engine rather than generating sentence using a Seq2Seq [3] model
to query the MRC model.

3 Methodology

In this section, we will introduce our framework in details. We first retrieve
passages related to the question from the open-domain corpus using term-based
retriever to narrow the scope to the initial passage set (Sect. 3.1). Next, we rank
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each passage in the initial passage set and continue to narrow the scope from the
initial passage set to ranked passage set by passage ranker (Sect. 3.2). At the
final step, to recover from initial mistakes, we adopt multi-step reformulator
to reformulate the question and extract the answer from the refined passage set
using passage reader (Sect. 3.3 and Sect. 3.4). These components form our
open-domain QA pipeline which is illustrated in Fig. 2.

Fig. 2. An overview of our framework. Our
framework first retrieves passages related to
the question, followed by the passage ranker
to generate ranked passage set, which is
then adopted in multi-step reformulator to
conduct multi-step reformulation. After sev-
eral iterations, the termination gate sends
the “STOP” signal and the passage reader
returns the answer span with the highest
score.

Formally, our model takes a natural
language question Q = (q1, ..., q|Q|)
consisting of |Q| tokens and a passage
collective P

c = (P1, ..., Pi, ..., Pm)
containing m passages where Pi =
(p1i , ..., p

|pi|
i ) is i-th passage consist-

ing |pi| tokens. Our model extracts a
span of text a as an answer to the
question from the passage set in P

c.

3.1 Term-Based Retriever

The term-based retriever is a stan-
dard procedure in open-domain QA
literature [2,14,18]. It can efficiently
find relevant passages from a very
large corpus without expensive com-
puting overhead. Given a question Q,
it is leveraged to retrieve the initial
passage set P

0(P0 ⊂ P
c) to keep the

size of passage set computable for
downstream processing.

3.2 Passage Ranker

To narrow the initial passage set P0, we rank each passage in P
0 with input ques-

tion using BERT-base [6] model. Under distantly supervised setting, passages
containing answer are regarded as positive samples while others are regards as
negative samples. Therefore, we feed the question and passage into BERT-base
model as [CLS]Q[SEP ]P 0

i . We then apply an affine layer and a sigmoid activa-
tion on the last layer of BERT-base model of the [CLS] token, which outputs a
scalar value ŷp. The parameters are updated by the objective function:

lossranker = −
∑

i∈Tpos

log(ŷp) −
∑

i∈Tneg

log(1 − ŷp) (1)

Where Tpos is the positive set and Tneg is the negative set.
The scalar value ŷp is regarded as the relatedness score between question

and passage, which will be used to sort all upstream passages in P
0. Then, P1

(P1 ⊂ P
0) will be a narrowed new passage set by selecting top kp passages having

relatedness score higher than threshold value hp.
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3.3 Multi-step Reformulator

To recover from initial sub-optimal retrieval results, we conduct multi-step refor-
mulation on passage set. To be specific, multi-step reformulator takes question
Q and passage set P1

t as input and outputs a new question Qt and a termination
signal tt, which facilitates iterative interaction between reformulator model and
retrieval model. The reformulated question Qt is sent back to the term-based
retriever which adopts it to retrieve a new passage set P0

t+1 in the corpus, while
the termination signal tt is an indicator of whether the passage reader will exe-
cute at the t time step. The architecture of multi-step reformulator is illustrated
in Fig. 3.

Fig. 3. The architecture of multi-step
reformulator.

More formally, we apply BERT-
base model to encode the passages,
[CLS]Qt−1[SEP ]P 1

1 + P 1
2 +...+P 1

|P 1|,
where P 1

i stands for passage i in the
passage set P

1
t and + means concate-

nating texts from different passages,
and Qt−1(we set Q0 = Q) is the refor-
mulated question at a previous time
step. We deem that last layer output
of the [CLS] token ct ∈ R

d captures
the state information of P1

t and feed it
into GRU. Thus, we have a new GRU
output ot = GRU(ct, ht−1) (ot ∈ R

d),
where ht−1 is the hidden state of GRU
at the last time step. We avoid nor-
malizing over a large vocabulary by only using terms from the retrieved pas-
sages. To be specific, we map ot to a vocabulary space V which is constructed
by passage words in P

1
t , question words in Qt−1 and an artefact token <EOS>.

And then we sum the attention value which occurs in different place of the text
sequence Qt−1 + P 1

1 + P 1
2 +...+P 1

|P 1| but shares the same word.

αt
j =

exp(ot � mt
j)∑

j′
exp(ot � mt

j′)

Pt(w|V ) =
∑

i∈I(w,t)

αt
i, w ∈ V

(2)

Where mt
j is the representation of the last layer of BERT-base encoder at jth

word, excluding [CLS] token and [SEP ] token, and I(w, t) indicates the posi-
tions that word w appears in text sequence Qt−1 + P 1

1 + P 1
2 +...+P 1

|P 1|. Finally,
we sample Pt(w|V ) kw times to formulate a new question Qt.

Besides, the termination gate tt is computed by an affine layer and a sigmoid
activation on the current GRU state ot. If tt is greater than a threshold ha, the
multi-step reformulation will stop, and the passage reader will execute at the t
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time step; otherwise, the multi-step reformulator will continue generating a new
question Qt.

Training: To train the parameters, we consider the reformulation as Partially
Observable Markov Decision Process (POMDP) [12]. We model the multi-step
reformulation under POMDP as follows:
(1) State: a state st in the state space consists of the entire corpus, the reformu-

lated question trajectory, the term-based retriever, the passage ranker, and
the passage reader.

(2) Observation: to get the representation of the current state and the memory
of last states, we map ct and ht−1 to ot by GRU.

(3) Action: the action is denoted as at and the policy πt which generates question
Qt(at in RL literature) can be described by multinomial distribution, where
the generation procedure of each unique word is modelled as a |V |-side die
rolled kw times.

π(at|st; θ) = Multinomial(Pt(w|V ), kw) (3)

(4) Reward : at every step, the reward rt+1 is measured by how well the passages
containing answer are retrieved by the term-based retriever. We use the
improvement of the precision score as the reward at each step.

rt+1 = precision(P0
t+1) − precision(P0

t ) (4)

(5) Transition: the environment evolves deterministically after getting Qt sent
by the multi-step reformulator. Specifically, the term-based retriever and
passage ranker will retrieve passage set P

1
t+1 for Qt.

(6) Termination condition: to avoid infinite reformulations, we set a lucky step
count cl, which allows the multi-step reformulator to continue reformulating
the question when the precision cl steps after the current maximum precision
is equal or greater than current maximum precision. The maximum preci-
sion step is termination step T , and we train the termination gate tt with
the supervision of T . Especially, the non-termination steps are regarded as
negative samples and termination steps are regarded as positive samples.

Our policy is parameterized by the neural networks. To stabilize training dynam-
ics and strengthen sample efficiency, we maximize the expected return by the
PPO algorithm [21]. We treat the reward at each step equally and no discounting
is applied.

lossreform = lossactor + αclosscritic − αpEπθold
(Entropy(π))

lossactor = Eπθold
[−min(rt(θ)Ât, clip(rt(θ), 1 + ε, 1 − ε)Ât)]

losscritic = Eπθold
[
1
2
Â2

t ]

(5)

Where Ât = −Vθ(st) + rt + rt+1 + ... + rT−1 + Vθold
(sT̂ ). Ât, which is calculated

by a two layer value network V (st) with RELU activation, is an advantage
estimator that does not look beyond time step T̂ , rt(θ) denotes the ratio rt(θ) =

π(at|st;θ)
π(at|st;θold)

, and Entropy(π) is an entropy bonus which encourages the policy
network exploring action space sufficiently.
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3.4 Passage Reader

To extract the answer span from P
1
T , we follow [6] for answer span prediction

modelling. Specifically, we feed question Q and passage set P
1
T into BERT-base

model as [CLS]Q[SEP ]P 1
1 + P 1

2 +...+P 1
|P 1|, where P 1

i stands for passage i in
passage set P

1
T and + means concatenating texts from different passage.

lossreader = −(log(
∑

i

ŷs
i ) + log(

∑

i

ŷe
i )) (6)

Where ŷs
i and ŷe

i are the predicted probability on the distantly supervised start
and end positions for the ith passage. For passages without any answers, we set
start and end positions to the [CLS] token.

3.5 MSReNet
Algorithm 1. Training
Input: Question text Q, the passage col-

lection P
c, hyperparameters kp, hp, ha,

kw, cl, αc, αp and ε. Experience replay
poll E.

Output: Model parameters Θ.
1: Pretrain passage ranker.
2: Pretrain passage reader.
3: Pretrain multi-step reformulator.
4: for iteration=1, 2, 3, ... do
5: for actor=1, 2, 3, ... to N do
6: sample Q in the dataset.
7: Let t = 0, Qt = Q.
8: while not reach termination con-

dition do
9: Retrieve P

0
t+1 using Qt.

10: Rank P
0
t+1 to get P

1
t+1.

11: Randomly sample
π(at+1|st+1; θ) to get Qt+1.

12: Computer rt+2.
13: Let t = t + 1.
14: Store

< Qt,P
0
t+1,P

1
t+1, Qt+1, rt+2 >

in E.
15: end while
16: end for
17: Sample minibatch in E and optimize

lossranker, lossreform and lossreader.

18: Optimize the termination gate tt
according to the termination condi-
tion.

19: end for

Training. During training, we first
pretrain passage ranker and passage
reader by distantly supervised data.
To pretrain multi-step reformulator,
we set the number of multi-step
reformulation steps to 1 and con-
struct pseudo training data by forc-
ing model reconstructing question
and answer texts, discarding stop
words in constructed texts. After the
pretraining coverages, we train our
model using PPO. The entire process
is summarized in Algorithm 1.

Inference. During inference, we
apply greedily policy to decode the
reformulated question. The initial
question Q0 is first used to retrieve
initial passage set, followed by the
passage ranker to generate ranked
passage set, which is then adopted
in multi-step reformulator to conduct
multi-step reformulation. After sev-
eral iterations, the termination gate
sends the “STOP” signal and the
passage reader returns the answer
span with the highest score.
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4 Experiments

4.1 Datasets

(1) Quasar-T [7] consists of 43k open-domain trivia questions and their answers
obtained from various internet sources.

(2) SQuAD-open [2] is an open-domain version of the SQuAD dataset. We
use the 2016-12-21 English Wikipedia dump. 5,000 QA pairs are randomly
selected from the original training set as our validation set, and the remain-
ing QA pairs are taken as our new training set. The original development
set is used as our test set.

(3) TriviaQA-unfiltered [11] is a version of TriviaQA built for open-domain QA.
We randomly hold out 10,000 QA pairs from the original training set as
our validation set and take the remaining pairs as our new training set. The
original development set is used as our test set.

(4) SearchQA [8] is another open-domain dataset which consists of question-
answer pairs crawled from the J! archive. The passages are obtained from 50
web snippets retrieved using the Google search API.

Table 1. Performance on test sets of various datasets. The metric is rounded one
decimal place and * indicates the result is obtained from [5].

Quasar-T SearchQA TrivalQA-unfiltered SQuAD-open

EM F1 EM F1 EM F1 EM F1

AQA [1] 40.5 47.4

R3 [24] 35.3 41.7 49.0 55.3 47.3 53.7 29.1 37.5

DS-QA* [16] 37.3 43.6 58.5 64.5 48.7 56.3 28.7 36.6

Dr.QA* [2] 36.9 45.5 51.4 58.2 48.0 52.1 27.1

Multi-step reasoner [5] 40.6 47.0 56.3 61.4 55.9 61.7

DocumentQA* [4] 61.6 68.0

Multi-Passage BERT (Base) [26] 51.3 59.0 65.2 70.6 62.0 67.5 51.2 59.0

ORQA [15] 45.0 20.2

DENSPI-Hybrid [22] 36.2 44.4

BERTserini [28] 38.6 46.1

HASQA [20] 63.6 68.9

RE3QA (base) [10] 64.1 69.8 40.1 48.4

Ours 52.2 60.1 63.1 68.3 61.7 67.3 51.7 60.5

4.2 Basic Settings

For simplicity, we use Elasticsearch as our term-based retriever and BM25 as
ranking function. For each dataset, the articles are pre-segmented into segments
by sliding window with windows size 100 words and stride 50 words, and each
segment is indexed and treated as a “passage”.
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If not specified, the pre-trained BERT-base model with default hyper-
parameters is adopted. We set kp to 5, hp to 0.6, ha to 0.8, kw to 7, cl to 2,
αc to 0.5, αp to 0.01 and ε to 0.2. The optimizer is AdamW [17] with learning
rate of 3e−5 and learning rate warmup is applied over the first 10% steps, and
linear decays of the learning rate until converges. We use batch size of 32. The
sequences longer than 512 are truncated to 512. For multi-step reformulator,
we employ truncated backpropagation through time [23] to train the model. We
restrict our max reformulation steps up to 5. During training, the passage ranker
ranks top 10 passages. During testing, the passage ranker ranks top 20 passages.
Following Chen et al. [2], we adopt EM and F1 as our evaluation metrics.

4.3 Overall Performance

Table 1 compares the performance of our model with various competitive base-
lines on four open-domain datasets. One of main observation is that our model
performs better than ORQA and DENSPI-Hybrid, which indicates that retrieval
in latent space is inferior to lexical matching and multi-step reformulation. More-
over, on the SQuAD-open and Quasar-T datasets, our model improves at least
0.5 EM and 1.1 F1 scores than the state-of-art. On the SearchQA and TrivalQA-
unfiltered datasets, our methods also yield competitive performance.

4.4 Model Analysis

Fig. 4. Distribution of reformulation
step and associated F1 score of each
step on SQuAD-open dataset. We
limit the maximum reformulation step
to 5.

Table 2. Retrieval performance on Quasar-T.
For our retriever (initial), we report precision
after passage ranking, and for our retriever
(multi-step), we report precision on the last
reformulation step.

Model P@1 P@3 P@5

R3 [24] 40.3 51.3 54.5

Multi-step reasoner [5] 42.9 55.5 59.3

Our retriever (initial) 45.1 57.8 63.7

Our retriever (multi-step) 47.7 61.3 64.2

Large Scale Experiment. Although there are average 100 passages for each
question in the benchmark datasets, it is still not adequate for real open-domain
applications since the size of the evidence corpus is much bigger. To test the
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Fig. 5. Examples of how multi-step reformulator iteratively modifies the question by
reading passages to find more evidence (discarding overlapping segments) and answers
are in boldface. Figure (top) shows an example where the reformulator recovers from a
partially correct answer. Figure (bottom) shows an example where the initially retrieved
passages containing answer are ranked at the bottom of the results. After reformulation,
golden passages are ranked at top of the results.

ability of manipulating search engine, we create Trivia-QA-open setting. For
any question, we combine all evidence passages in the development set, resulting
in a passage set containing about 1.6M passages for each question. Our model
achieves a score of EM = 41.3 and F1 = 45.6. This indicates that: (1) our model
is capable to deal with large scale corpus with an existing search engine. (2)
the overall performance decreases compared to closed passage set setting (from
67.3 to 45.6 F1), which indicates that the open-domain QA under open setting
is more complicated than the closed setting.

Retrieval Performance. We investigate the performance of our retrieval
model. Our retriever is based on term-based retriever, passage ranker and multi-
step reformulator. Results in Table 2 demonstrate that our retriever performs
better than other models. Moreover, we also measure the performance of our
reformulator reformulating the question after a few steps. As shown in Table 2,
the question reformulation results in better P@k than the initial model. It proves
that reformulation can benefit the overall performance of our model.

Number of Reformulation Steps. We analyze the multi-step reformulation
ability of our model on SQuAD-open dataset. Figure 4 shows the distribution of
reformulation step associated with the F1 score of each step. We find that our
model prefers to stop at 2nd step, at which the model gains the best F1 score,
while a greater or less step will yield a worse result. We conjecture that when the
reformulation step is less than 2, the model has not collected enough evidence to
answer the question. Whereas when reformulation step is greater than 2, there is
too much noise in reformulated question to retrieve the passages, which under-
mines the F1 score.
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Table 3. Retrain ablations on Quasar-
T dataset.

Model EM F1

w/o multi-step reformulator 50.2 58.7

w/o passage ranker 35.7 45.1

Full model 52.2 60.1

Ablation Study. Table 3 shows the effect
of removing different submodules of our
framework and the importance of these
submodules. We can find that our pas-
sage ranker gives us 16.5 EM score and
15.0 F1 score improvements, while multi-
step reformulator gives us 2.0 EM score
and 1.4 F1 score improvements. This ver-
ifies that passage ranker is an indispens-
able submodule in our framework, while multi-step reformulator ices on the cake
of our framework.

Analysis of Results. In this section, we are interested in how our model gathers
evidence and reformulates the question. We conduct this study on Quasar-T test
set. The retrieved results are then ranked by passage ranker. As depicted in Fig.
5, the results improve after several reformulations. Although correct answers are
not ranked at top of the results at first, our method can retrieve more evidence
passages once words related to answers are fetched.

5 Conclusion

This paper introduces a new framework for open-domain QA in which the refor-
mulator reformulates question and interacts with the search engine, to improve
the retriever precision and the reader performance. We also show our model can
be easily integrated with an existing search engine. Moreover, we investigate the
intermediate reformulated question to show the interpretability of the reason-
ing process in our model. Finally, our model brings an increase in performance
to popular and widely used open-domain QA datasets. In the future, we plan
to consider inter-correction among passages for open-domain QA and integrate
query-agnostic [15,22] model into our framework.
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Abstract. In a sponsored search engine, generative retrieval models are
recently proposed to mine relevant advertisement keywords for users’
input queries. Generative retrieval models generate outputs token by
token on a path of the target library prefix tree (Trie), which guaran-
tees all of the generated outputs are legal and covered by the target
library. In actual use, we found several typical problems caused by Trie-
constrained searching length. In this paper, we analyze these problems
and propose a looking ahead strategy for generative retrieval models
named ProphetNet-Ads. ProphetNet-Ads improves the retrieval ability
by directly optimizing the Trie-constrained searching space. We build a
dataset from a real-word sponsored search engine and carry out exper-
iments to analyze different generative retrieval models. Compared with
Trie-based LSTM generative retrieval model proposed recently, our sin-
gle model result and integrated result improve the recall by 15.58% and
18.8% respectively with beam size 5. Case studies further demonstrate
how these problems are alleviated by ProphetNet-Ads clearly.

Keywords: Sponsored search engine · Generative retrieval model ·
Keywords extension · Information retrieval · Natural language
generation

1 Introduction

In a sponsored search engine, search queries from the user are expanded to appro-
priate advertisements (Ads) keywords. Advertisers bid on triggered keywords to
display their ads and pay by click. The primary income for a sponsored search
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engine is to provide ads that users potentially need. Therefore the applications
of keywords extension from queries to relevant keywords in the ads library are
deeply concerned. At the beginning, search engines trigger ads when the queries
are identical with an ads keyword. Then, methods like Information retrieval
(IR) with quality filter [4] are commonly used to recall more relevant keywords.
However, traditional IR techniques are unable to fill the semantic gap between
queries and ads keywords. Thus sponsored search engines pay much attention on
how to excavate more semantic-related keywords. A solution is to re-write the
initial user queries to a range of intermediate queries and then combine all the
outcomes retrieved from them, such as [5] from Yahoo, [11] from Google, and [1]
from Microsoft. Re-writing strategies are widely used because directly extending
queries to keywords will lead to the low-efficiency problem: very few extensions
are included in the keywords library. Recently [9] used Trie-based LSTM model
to address this problem by constraining the generation searching space. Trie
means a prefix tree. Trie-based NLG models generate tokens on paths of a Trie
to make sure outputs are covered by the keywords library.

Fig. 1. In example 1, “pro” is a noise word with low generation score if NLG model
is not trained on this data. In example 2, generative retrieval models will be easily
trapped into the common prefix “coupon code xxx”. In example 3, both “in” and “of”
have high generation scores but “of” has no desired suffix “texas”.

However, simply adding a Trie constraint to a natural language generation
(NLG) model is not enough, and we found several common problems in daily use.
The biggest problem of Trie-based generative retrieval model is that it cannot
utilize global information. We list three examples in Fig. 1. The first problem
is that noise tokens will have a very low generation score thus lead to a wrong
searching path. A second common problem is called “common prefix has no
target object in the future tokens”, which implies that the entire beam search
space is filled with common prefixes. Although these prefixes may compose good
keywords, sometimes expected suffixes are not in the Trie to compose desired
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keywords. We cannot simply throw these sequences from beam search unfinished
queue as these prefixes are really “common” and take a portion of good results.
The last problem is that models are hard to decide which one is better when sev-
eral tokens have similar high generation scores. For keywords extension, models
have no idea which suffix will lead to desired keywords in a Trie.

Inspired by ProphetNet [15], which is able to predict next several tokens
simultaneously, we propose ProphetNet-Ads to alleviate above problems with
the future information. ProphetNet is proposed as a new pre-training architec-
ture to predict next n-grams. ProphetNet-Ads employs the future tokens’ scores
to look ahead several steps in the Trie, which directly optimizes the searching
space. With Trie-based beam search, the next token to generate is constrained to
possible suffixes of the decoded hypothesis according to the Trie. ProphetNet-
Ads is proposed for better selection of the suffixes. ProphetNet-Ads modifies
the predicting tokens’ scores as a weighted sum of its generation score and
future information scores to optimize the searching space. We rank the decoding
hypothesis with the modified scores, but store the unchanged sentence scores,
which optimizes searching space and meantime keeps the scores consistent to
original NLG model. The experimental results show that our proposed strate-
gies recall more relevant keywords with an obvious improvement. Case studies
further demonstrate how ProphetNet-Ads alleviates these typical problems.

2 Background

ProphetNet
ProphetNet [15] is recently proposed as a new pretraining NLG architecture. To
alleviate strong local correlations such as bi-gram combination and enhance the
hidden states to contain more global information, next n-grams are trained to
predict. ProphetNet employs n-stream self-attention to support next n-grams
from any starting positions in a given output are trained to predict simultane-
ously. Although next n-grams are explicitly used in the training procedure, only
the next first token is predicted in the inference procedure like traditional NLG
models. These future tokens’ scores can be used to point out whether the next
first token has desired information in a Trie.

Trie-Based NLG
A Trie is a prefix tree, and a path from the starting token to an internal node
denotes a prefix of a sequence, a path from the starting token to a leaf node
denotes a complete sequence. Suppose the already decoded token sequence is
a prefix of a legal keyword sequence, then it must be a route in Trie, and we
generate next tokens from the suffix nodes of this route. In this manner, all of
the generated outputs are in-library. Trie-based inference have been successfully
used in NLG tasks in recent years [6,7,9,16]. [6] firstly used Trie to constrain
the model output candidates for email replying task. It can also been seen as
picking responses from already given sentences in a Trie for any given email.
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Keywords Extension for Sponsored Search Engine
Sponsored search engine service providers are deeply concerned with the task
of extending users’ input queries into ads keywords. Researches are carried out
to fill the semantic gap between queries and ads keywords. One solution is to
re-write the initial user queries to intermediate queries to retrieve keywords,
such as [1,5,11]. With the improvement of NLG techniques, [3] used LSTM
to train the re-writing model, utilizing the deep learning network for better
semantic modeling ability. [8] from Microsoft directly trained a NLG model to
generate candidate ads keywords. Even though the NLG model’s outputs are
highly qualified, however, they have a high likelihood to be out of the target set.
Recently [9] used Trie-based NLG model to overcome the low-efficiency barrier
by restricting the search space, and this methodology brought a considerable
enhancement for their system with an additional 10% revenue each year.

3 ProphetNet-Ads

Based on ProphetNet which is able to predict more future tokens, we propose
an explicit looking ahead strategy named ProphetNet-Ads as a possible solu-
tion for problems discussed in the introduction. ProphetNet-Ads modifies the
scores of the next first predicting tokens by looking ahead future tokens’ scores
and directly optimizes the searching space. Figure 2 shows an illustration of
ProphetNet-Ads generation procedure.

ProphetNet-Ads modifies the in-Trie suffix tokens’ scores with the informa-
tion of its future tokens when beam searching on a Trie. We look ahead � steps,
where � is usually n − 1 for a ProphetNet n-gram generation model, since we
can generate n tokens simultaneously, the next first predicting token, and n − 1
future tokens to look ahead for this suffix. A residual weight λ is set to control
the weight of next token’s generation score and its looking ahead score.

As shown in Fig. 2, a Bi-gram ProphetNet is able to generate next two tokens’
generation scores at each time step, and we can call them g1, g2. We refer the
previous decoded sequence as seq, and next first suffixes of seq as s1. For each
node ρ1 in s1, one step further suffixes of ρ1 are noted as s2. The generation
score of next first token ρ1 is modified as:

g1[ρ1] = λ × g1[ρ1] + (1 − λ) × max(g2[s2]) (1)

For example, the step scores for the suffixes we are predicting from Fig. 2 are
modified as:

g1[“in”] = λ × g1[“in”] + (1 − λ) × max(g2[“toronto”], g2[“texas”])
g1[“of”] = λ × g1[“of”] + (1 − λ) × g2[“tokyo”]

(2)

Similarly, a n-gram generation model could output the probability distribu-
tions of next n tokens as g1, g2, ...gn. We use a recursive function to modify their
scores from the furthest to the nearest next first tokens’ scores. Scores of gn−1

are modified with their highest children nodes’ scores in gn, and then be used



ProphetNet-Ads 309

Algorithm 1: N-gram ProphetNet-Ads Trie-based Searching
input : Beam Size b, n-gram ProphetNet P, Trie T , Residual weight λ, Input

query X, max output token length l
output: Keywords extensions π
alive buffer: H ← ∅ ; finished buffer: π ← ∅ ; // with [hypothesis, scores]

put [bos, score bos] in H ; // Initialize the alive buffer

while best alive score ≥ worst alive score and decoded length < l do
Osen ← ∅ ; // Original sentence scores to be stored in H
Msen ← ∅ ; // Modified sentence scores to be ranked temporarily

for seq in H do
[g1,g2,...,gn] ← P(seq, X) ; // Next future n tokens’ scores

s1, m1 ← T (seq) ; // s1: suffix tokens, m1: mask vector

Otoken = Mtoken = g1 + m1 ; // Mask the tokens out of Trie

for ρ1 in s1 ; // Start looking ahead

do
s2, m2 ← T (seq + ρ1);
for ρ2 in s2 ; // Could be replaced with recursive function

do
s3, m3 ← T (seq + ρ1 + ρ2) ;
for ρ... in s... do

...;
for ρn−1 in sn−1 do

// Modify scores from the farthest nodes

sn, mn ← T (seq + ρ1 + ρ2 + ... + ρn−1);
gn−1[ρn−1] = λ × gn−1[ρn−1] + (1 − λ) × max(gn + mn) ;

end
...;

end
g2[ρ2] = λ × g2[ρ2] + (1 − λ) × max(g3 + m3);

end
// Modify scores until the next first token

Mtoken[ρ1] = λ × Otoken[ρ1] + (1 − λ) × (max(g2 + m2));

end
// Calculate new sentence scores with previous decoded score

and next first tokens’ step score

O ← func(seq.score, Otoken) put O into Osen ; // Original scores

M ← func(seq.score, Mtoken) put M into Msen // Modified scores

end
// Rank with modified scores but store their original scores

new seqs, id ← top b of(Msen) ;
new finished seqs, id f ← top b of(π.socres, Msen.eos) ;
H ← new seqs, Osen[id] ;
π ← new finished seqs, Osen[id f ];

end
return π;
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Fig. 2. An example of Bi-gram ProphetNet-Ads. When generating next token for “the
best hotel”, “in” and “of” are its suffix tokens according to the Trie. Though both of
them are good suffixes to generate, “of” has no future tokens with high score, while
future tokens of “in” cover desired token “texas”. Thus “in” is generated.

to modify gn−2, until next first tokens’ scores g1 are modified. Then, the best
token in g1 is chosen. Considering a high-confidence suffix before explicit looking
ahead strategy, if it has no good tokens steps further, a low future score will be
passed backward. On the opposite if there are any noise tokens in suffix but with
expected tokens in the future, further high-confidence scores will also be passed
across the noise to give a bonus for the token we are predicting.

However, if we directly use the modified generation tokens’ score g1 to cal-
culate decoded sequence scores in beam search, results are inconsistent with the
generation model as it modifies the output sequences scores, which could bring
error accumulation. Thus, we only use the modified scores to rank and pick the
best sequences, but store their original scores. ProphetNet-Ads not only opti-
mizes the searching space but also keeps the scores consistent to the generation
model. The algorithm of ProphetNet-Ads is described in Algorithm 1.

4 Experiment

In this section, we introduce the dataset and implementations of models to vali-
date ProphetNet-Ads. Since ProphetNet only releases its Bi-gram uncased pre-
trainied checkpoint1 for now, for fair comparison, in this paper the Uni-gram to
Tri-gram ProphetNet or ProphetNet-Ads are finetuned in ProphetNet architec-
ture but without pretraining.

1 https://github.com/microsoft/ProphetNet.

https://github.com/microsoft/ProphetNet
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4.1 Dataset

The keywords extension dataset is collected from Bing search engine keywords
extension library, formed as “query, triggered ads keyword” pairs. They are
collected from advertisers, human labelling, searching log history, high quality
extensions from old algorithms, etc. 260 million keywords are used to build a Trie
as the searching space. After a quality model and Trie-filtering, we randomly
select one million high-qualified training data and ten thousand testing data.
The average length for target keywords after WordPiece tokenization is 6.69 and
the average length for training data query input is 4.47. Each query from the
testing data has at least one associated ads keyword, but we are unsure of how
many other related keywords it has in the Trie. In actual use for a sponsored
search engine, a number of relevant keywords are generated for a given query for
further filtering and subsequent processing. More relevant keywords are recalled
is concerned. Under this setting, we use recall rate to compare different models.
MAP (mean average precision) is also included for comparison in the main results
Table 1.

4.2 Model Settings

We implement both traditional IR algorithm BM25 and a list of generative
retrieval models as our baseline. Okapi BM25 [12] is a traditional IR strat-
egy, with the word tokenization of nltk [10] and parameters as k1 = 1.2, b =
0.75, ε = 0.25. Second type baseline is Trie based LSTM models as proposed
by [9]. A 4-layer encoder, 4-layer decoder uni-directional LSTM+Trie model is
implemented according to the complex model for offline use of [9]. Improve-
ments are added based on it. We change the uni-directional LSTM encoder to
bi-directional LSTM encoder to validate the effects of encoding bi-directional
information. Copy mechanism [2,13] gives a bonus to generation scores of those
words appear in the input sequence. Output keywords often have some overlap
with the input queries, and copy mechanism allows model to directly pick some
tokens from the input to compose the answer, which improves the generation
ability for overlapped tokens. We train ProphetNet large [15] models with copy
mechanism as the third baselines. ProphetNet-Ads shares the same checkpoint as
ProphetNet baselines, with additional proposed optimization by looking ahead.

All generative retrieval models use a same 30,000 words vocabulary with
WordPiece [14] tokenization and share the same Trie. The LSTM based models
are implemented according to [13], and trained for 10 epochs. ProphetNet and
ProphetNet-Ads are implemented according to [15], trained with learning rate
3e−4, 5 epochs. Other hyper-parameters are same to the referenced models.
Training batch sizes are all set to 36, with a maximum input token length of 20
and a maximum output length of 20.
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4.3 Results Analyze

Table 1. Comparison with traditional IR algorithm BM25 and generative retrieval
models. Results include recently proposed Trie-based LSTM model and its enhanced
variants, ProphetNet generative retrieval model and ProphetNet-Ads. ProphetNet-
Ads uses same checkpoint as Tri-gram ProphetNet, with looking ahead optimiza-
tion. Merged Tri+Tri-Ads means the results merged with Tri-gram ProphetNet and
ProphetNet-Ads. R@x for generation model means recall of generation procedure with
beam size x, for BM25 means recall of top x of the IR results.

Model R@5 R@10 R@15 R@20 MAP@5 MAP@10 MAP@15 MAP@20

BM25 27.86 33.40 37.30 39.13 0.2051 0.2125 0.2156 0.2166

LSTM 62.47 71.81 75.63 77.76 0.5716 0.6267 0.6442 0.6534

Bi-LSTM 63.28 72.28 76.21 78.13 0.5770 0.6292 0.6479 0.6563

Bi-LSTM+Copy 67.37 76.12 79.40 83.37 0.6114 0.6616 0.6755 0.6811

Uni-gram ProphetNet 75.00 82.50 84.90 86.50 0.6929 0.7362 0.7461 0.7526

Tri-gram ProphetNet 75.48 83.08 85.45 86.68 0.6974 0.7426 0.7518 0.7565

ProphetNet-Ads 78.05 84.28 86.24 87.54 0.7133 0.7472 0.7542 0.7580

Merged Tri+Tri-Ads 81.34 86.83 88.45 89.39 / / / /

Merged above 86.56 90.11 91.34 92.15 / / / /

We analyze different keywords extension models according to the results in
Table 1. Firstly, we can easily draw the idea that traditional IR algorithm like
BM25 is not suitable for keywords extension task, since it cannot fill the seman-
tic gap. Compared with LSTM with the beam size 5, replacing encoder with
bi-directional LSTM could improve the recall by 0.81% and adding copy mecha-
nism could improve the recall by 4.09% further. Copy mechanism enhances the
results obviously, because the keywords are likely to cover some same words as
the input query, copy mechanism enables model to directly fetch some words or
word pieces from the input, which is a strong assistant to our model. Compared
to the LSTM variants, Uni-gram ProphetNet which is similar to Transformer,
improves recall by 7.63%. This is mainly because the stacked Transformer archi-
tecture are deeper and keywords extension task has a big training corpus, with
a large amount of features and information for the generation model to capture
and learn. Tri-gram ProphetNet improves the recall by 0.48%, which shows that
trained to predict more future tokens helps NLG ability even the future tokens
are not explicitly used. ProphetNet-Ads uses the same trained model as Tri-
gram ProphetNet, and improves the recall by 2.57% further. This shows that
optimizing searching space in the inference procedure could help a generative
retrieval model a lot, and our proposed looking ahead strategy can optimize it
effectively by incorporating future information. Merged result is more concerned
by sponsored search engine for offline use. From the merged results we observe
that, with the same one million training data, integrating different searching
space optimization models can generate more satisfactory results.
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With the comparison between our models and the baseline models, we see
that our proposed looking ahead strategies improve the results obviously. It
shows that simply using Trie to constrain the searching space is not enough,
and our looking ahead strategies can optimize the searching space and help the
keywords extension task effectively.

4.4 Ablation Analyze

In this part, we will analyze the choice of how many tokens to predict as the n
for n-gram ProphetNet-Ads and the choice of residual weight λ.

Firstly, we discuss the choice of n with Fig. 3. Compared with the Uni-gram
model, we obverse that looking ahead one future token significantly improves
the results and the benefit of looking further is limited. It is due to the short
length of target keywords. Most of the problems could be alleviated even with
one token to look ahead. We can also see in the case study Sect. 4.5 that one
length noise token is common for keywords extension. Thus we do not carry
experiments for n ≥ 4.

Fig. 3. Results of different grams to predict. Improvement is significant by looking
ahead one token, but benefit is limited by looking ahead more.

Secondly, we discuss options for the residual weight of λ. We conduct results
for a Bi-gram model with λ equals 0.4, 0.6, 0.8. Results can be seen from Table 2.
We observe that using λ = 0.6 or λ = 0.8 reaches comparable results. This result
is reasonable. Firstly, λ = 0.6 or 0.8 reaches the balance between maintaining
sufficient representation for the decoding token and using future information to
assist. Further, no matter what value λ is, it is used to modify the ranking score
rather than real sentence score, thus as long as one sequence is put into the
alive buffer, the same NLG model-consistent sentence score is recorded. Thus
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our strategy is robust to the choice of hyper-parameter λ. In other chapters of
the paper, explicit n-gram strategies uses λ as 0.8.

Table 2. Results for different residual weight λ for a Bi-gram model.

λ R@5 R@10 R@15 R@20 R@25 R@30

0.4 76.31 82.03 84.23 85.54 86.22 86.89

0.6 78.13 84.09 86.07 87.23 87.89 88.65

0.8 77.54 84.14 86.15 87.44 88.17 88.88

4.5 Case Study

In this section, we discuss on how ProphetNet-Ads helps to solve the problems in
the generative retrieval model with actual cases. We list three examples that the
best baseline model, Tri-gram ProphetNet, failed to find golden ads keywords
with the beam size 30 and our model could successfully generate with the beam
size 5 (Table 3).

In the first case of “lone wolf discount code”, baseline model fails on generat-
ing the desired keyword with the prefix “lone wolf distributors”. “distributors”
in this case is a noise token for NLG model and baseline model fails to skip the
noise. Meanwhile, baseline model search space is filled with the common pre-
fix “coupon code” and finally ending in a range of low-scored outputs because
“coupond code” does not have “lone wolf” related suffixes. Baseline model will
never achieve “lone wolf discount” with an increasing beam size in this scenario
unless we cut Trie’s “coupon code” brunch and foresee that “lone wolf distrib-
utors” prefix will contain correct information in future tokens. Looking ahead
strategies assist in avoiding a optimal local trap in a generative retrieval model,
skipping the noise token “distributors”, and finally generates all five extensions
reasonable.

In the second case of keywords extensions of “kalathil resort”, we can see
that “kalathil” actually means “kalathil lake” in India. However, “kalathil” is a
lake which is an unknown information for a generative retrieval model. Baseline
method generates a lot of extensions resembling the input query, but most of
them are wrong. Our model implicitly knows the combination of “kalathil lake”,
by looking ahead. Looking ahead strategies allow generative retrieval model to
find a proper path with golden target information to go.

In the last case of keywords extensions of “workmans car insurance”, two
difficulties are there for generative retrieval models: “workmen” is misspelled as
“workmans” and synonym words “car” and “auto” used in the query and out-
puts. Both of the models are powerful enough to learn that “car” and “auto” are
synonymous, but baseline model fails in generating “workmen”. It is because no
sufficient data about misspelled “workmans” and correct “workmen” are pro-
vided in the training corpus. But our model successfully generate it by look-
ing ahead future information. Other extensions are also more reasonable than
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Table 3. Extensions of queries from ProphetNet-Ads and baseline model.

Baseline:input:

lone wolf discount code lone wolf coupon code

lone wolfsgolden:

lone wolf distributors coupon code coupon code discount

Ours: lone wolf car rentals

lone wolf coupon code coupon code coupon code

lone wolf distributors coupon code coupon code contact

lone wolf distributors discount code ...

lone wolf distributors promotional code coupon code pet well being

lone wolf distributors promotional codes coupon code athleta yoga

Baseline:input:

kalathil resort kalathil resort

kalamata resortgolden:

kalathil lake resort kalahari hotel

Ours: resort kalahari

kalathil resort khao resort

kalathil lake resort koh samui resorts

kalathi lake resorts ...

kalathil lake khao lak resort khao lak hotel

kalathil lake resort india koh samui all inclusive holiday

input:

workmans car insurance

Baseline:

workmans auto insurance quote

golden:

workmen auto insurance

worx products

walmart car insurance rates

Ours: workman islington

workmen auto insurance walmart auto insurance quote

workmens auto car insurance walmart auto insurance toronto

car insurance man ...

car insurance driver women worxs website call

workmans auto insurance quote worx warranty registration usa

baseline ones, with diverse prefix “workmen”, “workmans” and “car insurance”,
which also show the strong retrieval ability of our model.

5 Conclusion

In this work, we investigate the weakness of present generative retrieval models
and propose ProphetNet-Ads to improve the retrieval ability. For the experi-
ments, we collect a keywords extension dataset from a real-world search engine.
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We carry experiments on the recently proposed Trie-based LSTM generation
model and other variants of generative retrieval models to analyze genera-
tive retrieval models in keywords extension task. Experimental results show
that ProphetNet-Ads brings significant improvement over the recall and MAP
metrics.
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Abstract. Taking advantage of the rapid growth of community plat-
forms, such as Yahoo Answers, Quora, etc., Community Question
Answering (CQA) systems are developed to retrieve semantically equiv-
alent questions when users raise a new query. A typical CQA system
mainly consists of two key components, a retrieval model and a rank-
ing model, to search for similar questions and select the most related,
respectively. In this paper, we propose LARQ, Learning to Ask and
Rewrite Questions, which is a novel sentence-level data augmentation
method. Different from common lexical-level data augmentation pro-
gresses, we take advantage of the Question Generation (QG) model to
obtain more accurate, diverse, and semantically-rich query examples.
Since the queries differ greatly in a low-resource code-start scenario,
incorporating the QG model as an augmentation to the indexed col-
lection significantly improves the response rate of CQA systems. We
incorporate LARQ in an online CQA system and the Bank Question
(BQ) Corpus to evaluate the enhancements for both the retrieval pro-
cess and the ranking model. Extensive experimental results show that
the LARQ enhanced model significantly outperforms single BERT and
XGBoost models, as well as a widely-used QG model (NQG).

Keywords: Question generation · Data augmentation · Community
Question Answering

1 Introduction

The developments of community platforms bring various Frequently Asked Ques-
tions (FAQ) pages on the web [26]. When users raise a question on the platform,
Community Question Answering (CQA) systems retrieve the relevant question-
answer (Q-A) pairs from these FAQ pages to make a response or suggestion [12].
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Retrieving high-quality comprehensive answers is challenging as the queries
which are semantically equivalent may differ greatly, especially in a low-resource
cold-start scenario.

It is noticeable that retrieving from more existing Q-A pairs results in more
comprehensive and accurate candidates, but sacrifices more efficiency. Therefore,
the basis of an online CQA system contains a retrieval model, which not only
constructs a large indexed collection containing existing Q-A pairs, but also yield
a candidate set of relevant questions for a certain user query efficiently. Under
the performance requirements, search engines - such as Elasticsearch and Lucene
- are utilized to effectively seek a relative high-quality candidate set. Afterwards,
a powerful ranking model, e.g. a sentence similarity model, picks out answers of
the most relevant questions as the final responses.

Existing approaches mainly improve CQA models in both components. For
the retrieval model, some researchers [3,13,17,18,29,33] propose a complicated
and precise answer selection method, e.g. using pre-trained language models
fine-tuned on human-labeled datasets. Others [23,26–28] create a novel ranking
model considering many features. Nonetheless, large-scale manually constructed
training data for each new domain is extremely expensive and practically infea-
sible, and training a ranking model with limited data inevitably results in a low
performance [21,24].

Original Query A:
Lowest point in Norway?

Generated Query B:
What is the lowest point in Norway?

User Query C:
What is the lowest elevation of Norway?

Fig. 1. Narrow the gap from A → C to A → B → C.

Instead of designing deep sophisticated models to measure query similari-
ties, we propose to narrow the gaps between the relevant queries. For example,
as shown in Fig. 1, supposing that we generate a query B which is semanti-
cally equivalent to the query A, we can straightforwardly determine answers
for the query C because it is similar to the query B. The data for relevant
queries can be easily crawled abundantly from community platforms such as
Yahoo Answers, Quora, and Stack Overflow. Finally, we propose to generate
semantically-equivalent queries for existing query-answer (Q-A) pairs as an aug-
mentation, which is denotes as Question Rewriting (QR).

In this paper, we propose a novel data augmentation method LARQ,
Learning to Ask and Rewrite Questions for Community Question Answer-
ing. The intuition behind LARQ is that, given a search query, we can gen-
erate various similar queries that have the same meaning as the original one.
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Therefore, the CQA system may seek out the correct answer which is related to
a query with scarce rhetorical modes. Our major contributions can be summa-
rized as follows,

– We propose LARQ, a QG model to effectively generate query-query relevant
pairs, which are accurate, diverse, and semantically-rich.

– We introduce the queries generated from LARQ into the retrieval process
of an online task-specific CQA system and achieve an impressive response
accuracy in cold-start scenarios.

– We leverage LARQ into Bank Question (BQ) Corpus and demonstrate the
effectiveness of enhancing the training set for the ranking model.

We conduct LARQ enhanced CQA system in comparison with single
BERT [11] and XGBoost [6] based CQA baselines, and extensive experimen-
tal results show that LARQ achieves significantly better performances, which
demonstrates the effectiveness of incorporate QG models into the CQA systems
as a sentence-level data augmentation component.

2 LARQ Model

The relevant query-query pairs generation can be formulated as a sequence-to-
sequence process. We construct the LARQ model utilizing BERT as the encoder
and the Transformer [30] decoder, as shown in Fig. 2.

Fig. 2. LARQ is constructed by BERT as encoder and Transformer decoder.

2.1 Question Generation Structure

BERT Encoder. The input text of the BERT model is tokenized into Word-
Pieces [32], and two special tokens [CLS] and [SEP] are utilized as the repre-
sentation and separation tokens for input sentences, respectively. We use BERT
as the encoder of LARQ. The final hidden state of the special token [CLS] is
treated as the representation of Q, which is the input of the generation module.

Transformer Decoder. We employ a multi-layer Transformer decoder as the
decoder of LARQ. We feed the hidden state of token [CLS] as the input and
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add a mask matrix for the relevance query Q′ to preserve the auto-regressive
property. We apply a copy mechanism [14] to address the out-of-vocabulary
(OOV) issue. Given the Transformer decoder state st and the attentive vector
ct on source sequence at time t together with the source Q, the probability of
generating any target word yt is given by the mixture of probabilities as follows:

p(yt|st, yt−1, ct, Q) = p(yt, g|st, yt−1, ct, Q) + p(yt, c|st, yt−1, ct, Q), (1)

where g stands for the generate mode, and c the copy mode. Sharing the normal-
ization term, the two modes are basically competing through a softmax function.

2.2 Training

BERT Pre-training. BERT proposes the masked language model (MLM)
objective to represent the input text without the unidirectional constraints.
Additionally, the next sentence prediction (NSP) task is introduced to jointly
pre-train text-pair representations. We utilize the Whole Word Masking pre-
trained Chinese BERT checkpoints1 [8] for LARQ. They fine-tune the official
Chinese BERTBASE checkpoint using the Chinese Wikipedia (13.6M lines) after
obtaining word segmentation by LTP2.

Fine-Tuning. We fine-tune the whole model using corpus described in Sect. 4.1.
We exploit the log-likelihood objective as the loss function. Given a set of
training examples {(Qi, Q

′
i)}|Ki=1, the loss function L can be defined as L =

∑K
i logP (Q′

i|Qi).
We use the Adam algorithm to optimize the final objective with all the

parameters described in Sect. 4.1. Furthermore, we employ a beam-search mech-
anism to obtain more relevant diversity results.

3 Question Answering

We leverage the relevant query-query (Q-Q’) pairs generated from LARQ as
an augmentation for CQA systems, including 1) enlarging the indexer for the
retrieval model of an online CQA system, and 2) extending the training examples
for a sentence-matching based ranking model.

3.1 General CQA System

As illustrated in Fig. 3, the CQA system is typically an end-to-end structure and
takes query-answer (Q-A) pairs as inputs and outputs. An online CQA system
consists of two key components - a retrieval model and a ranking model, and
utilizes a trigger model to determine the final response.

1 https://github.com/ymcui/Chinese-BERT-wwm.
2 http://ltp.ai/.

https://github.com/ymcui/Chinese-BERT-wwm
http://ltp.ai/
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Fig. 3. General CQA system. We incorporate LARQ as an augmentation for both the
indexer of the retrieval model and the training data for the ranking model.

Retrieval Model. For an online CQA server, there is a pre-constructed indexer
contains frequently asked Q-A pairs. When a user question coming, the retrieval
model seeks relevant queries in the indexer and presents a candidate set for
further judgments. Since a larger indexer provides more comprehensive answers,
the efficiency of retrieval methods become particularly important. Therefore,
rule-based matching methods, e.g. search engines, are widely-used to effectively
seek relatively high-quality candidates.

Ranking Model. Taking the relatively high-quality Q-A candidates as inputs,
a ranking model is usually constructed by a sophisticated and precise sentence-
matching models to evaluate the real semantic relevance between user query and
each query of the candidates. The sentence-matching based ranking model takes
two sentences as inputs and output a similarity score based on their semantic
relevance. Hence, in line with similarity scores between the user question and
each query in the candidate set, the ranking model presents a list of sorted Q-A
pairs for the final response.

Trigger Model. Receiving the sorted candidate Q-A pairs, the trigger model
controls the final response based on specific pre-defined policies:

– Reply: The answers in this mode should have a high precision. Given a
relative-high threshold a, if the Top 1 candidate answer has a higher sim-
ilarity with the user query, the CQA system responds it as a directly reply.

– Suggest: A CQA model should suggest potential answers balancing the pre-
cision and recall. Given a relative-soft threshold b (b < a), the CQA system
presents Top K results with higher scores in candidates as suggestions;

– NoAns: There would be no response or respond by chat skills if the scores of
Top K are less than b.

We focus on incorporating duplicate questions crawled from the web com-
munity platform into both the retrieval and ranking models in the CQA system,
described as follows.
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3.2 Improving Retrieval Process

We evaluate the enhancement of the relevant Q-Q’ pairs generated from LARQ
in the retrieval process of the CQA system. It inevitably performs poorly with
limited datasets in a new cold-start domain. Therefore, we propose to augment
the limited user data by the relevant Q-Q’ pairs generated from LARQ to estab-
lish the indexed collection as:

RQA = {Q,A},
RQ′A = RQA ∪ {(Q′, A)|Q′ ∈ LARQ(Q)},

(2)

where RQA represents the original Q-A pairs; Q is the query and A is the
corresponding answer; LARQ(Q) represents relevant queries of Q generated by
LARQ. We use RQ′A as the new indexed collection, and RQ′A contains much
more different expressions than RQA while they are semantically-equivalent. It
is valuable when users express the same query in various ways.

3.3 Improving Ranking Model

We evaluate the relevant Q-Q’ pairs on two widely-used ranking models, BERT
and XGBoost based sentence similarity models, which focus on the semantic-level
and character-level information of pairs respectively. A ranking model takes Q
- the original query, and Qi - from the candidate pair (Qi, Ai), as inputs, and
predicts a similarity score Si. We demonstrate the enhancement for the BERT
based model, which is the same as XGBoost.

Formally, a ranking model is trained on a set of triples:

RQQ = {(Q1i, Q2i, Li)}|Ni=1, (3)

where N denotes the total number of training examples; Q1i and Q2i are two
queries; and Li equals 1 if two queries have the same semantic, otherwise 0.

We propose to extend the training set of the ranking model using LARQ as,

RQQ′ = {(Q′
1i, Q2i, Li)|Q′

1i ∈ LARQ(Q1)}
∪ {(Q1i, Q

′
2i, Li)|Q′

2i ∈ LARQ(Q2)}

∣
∣
∣
N

i=1
, (4)

where LARQ(Q) represents the generated queries of Q from LARQ, which cre-
ates arbitrarily large, yet noisy, query-query relevance pairs in a target domain.

We introduce a similarity filter model to denoise the low-confidence relevant
pairs generated from LARQ. And the final enhanced training set of the ranking
model is constructed as:

RQQ′+ = RQQ + f(RQQ′),
f(RQQ′) = {(Q1i, Q2i, Li)| cos(BAS(Q1i),BAS(Q2i)) > T },

(5)

where f is the filter function; T denotes the filter threshold; BAS stands for the
bert-as-service3 tool to encode a query text using the BERT model.
3 https://github.com/hanxiao/bert-as-service.

https://github.com/hanxiao/bert-as-service
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4 Experiments

To demonstrate the effectiveness of incorporating the relevant Q-Q’ for CQA
systems, we evaluate LARQ over several tasks, namely 1) question generation
rewriting, 2) improving the retrieval process, and 3) improving the ranking
model.

4.1 Question Generation Rewriting

Setup. We construct the encoder using the BERTBASE model and form the
decoder using the Transformer decoder with the same size as the encoder. Both
the encoder and decoder are with 12 layers, a hidden size of 768, a filter size
of 3072, and 12 attention heads. The lengths of the queries are limited to 64
tokens, and the max decode step is also 64. We set batch size as 32, learning
rate as 3e−4, and fine-tune 3 epochs using Adam optimizer with datasets below.
We combine a copy mechanism with beam size 5 during decoding. The encoder
is warm-start using public Chinese BERT [8], leaving parameters of the decoder
as randomly initialized.

Dataset and Evaluation. The training data for LARQ consists of two parts:
the Phoenix Paraphrasing datasets4 (75.6%) and the Large-scale Chinese Ques-
tion Matching Corpus (LCQMC) [20] (23.5%). 1) The Phoenix Paraphrasing
is a public Chinese paraphrasing dataset of Baidu broad that contains 450K
high-quality commercial synonymous short text pairs with a precision of 95%.
2) The LCQMC is more general as it focuses on intent matching rather than
paraphrase, so we select the pairs labeled positive to ensure the semantic qual-
ity, resulting in 138K question pairs. Finally, the average sentence lengths of the
source and target queries in our dataset are 8.92 and 8.91 tokens, respectively.

We apply LARQ to an education customer service scenario, with a total of
866 Q-A pairs that users actually met and asked before. After generating the
4330 (beam size 5) relevant Q-Q’ pairs by LARQ, we perform a human judgment
to determine the quality of all these pairs. For each Q-Q’ pair, 3 participants give
scores in i) “good”, ii) “not bad”, and iii) “bad”, in order of informativeness -
capturing important information, fluency - written in well-formed Chinese, and
relevance - having the same semantics with the original. A pair is treated as
“good” or “bad” if more than one participants give “good” or “bad” scores,
otherwise, it is determined as “not bad”. We take NQG [36] for comparison with
the same queries and human evaluation.

Results. As shown in Fig. 4a, 63.07% of the generated queries are regarded
as “good”, 19.86% as “not bad”, and only 17.07% as “bad”. The useful ratio
is up to 82.93% (“good” & “not bad”), which presents that LARQ has a quite
competitive performance.

Besides, 25% of the NQG generated queries are the same as the original
query, while the rest also has a low editing distance. As seen in Fig. 4b, the
4 https://ai.baidu.com/broad/introduction.

https://ai.baidu.com/broad/introduction
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Fig. 4. The quality of LARQ and comparisons with NQG.

queries generated from NQG are just omitting some words or change the order
of the tokens. This demonstrates that LARQ has a relatively strong ability to
generate more accurate, diverse, and semantically-rich queries.

4.2 Improving Retrieval Process

Dataset and Evaluation. The retrieval model of the online CQA system uti-
lizes the Elasticsearch (ES)5 whose default retrieval algorithm is BM25 [25].
We initialize the indexer with 866 real Q-A pairs to form a cold-start scenario.
Then we collect another 866 real queries (Q′) as the test set, each of which is
corresponding to an answer (A) with the original queries (Q) one-by-one. This
is a 100% answerable and 100% coverage dataset for this CQA system. There
are practically 80% answerable queries in the real CQA scenario, therefore we
add 141 (13%) queries without correct answers in the indexer, and 76 (7%) chat
sentences to construct a variant test set.

As shown in Sect. 4.1, there are around 17.07% queries unavailable after
generated from LARQ. We heuristically filter out the low-confidence Q-Q’ pairs
by a cosine similarity of BAS(Q) and BAS(Q′) with a threshold 0.1. Finally,
we obtain 3513 (81.13%) among the total 4330 relevant queries and feed them
into the indexer as an augmentation.

In line with Sect. 3.1, the final end-to-end CQA system would respond in 3
kinds of results:

– Top 1: the top 1 candidate if satisfied the Reply policy;
– Top 5: a maximum of top 5 candidates for the Suggest policy;
– NoAns: no response if all the candidate results are below the suggestion

threshold.

5 https://github.com/elastic/elasticsearch.

https://github.com/elastic/elasticsearch
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Results. As shown in Table 1, for the 100% answerable test set, the LARQ
augmentation gains a 4.62% improvement of the reply and suggestion accuracy.
The NoAns examples decrease from 31 to 20, and we gain 39 more accurate
answer in Top 1 correct numbers. For the 80% answerable scenario, we also
obtain a 3.79% gain. The significant improvement in both Top 1 and Top 5
accuracy demonstrates the effectiveness of introducing LARQ generated queries
into the indexer of the CQA system. The NoAns examples decrease from 65 to
43, and we gain 38 more accurate answer in Top 1 correctness. The significant
improvements in both Top 1 and Top 5 accuracy demonstrate the effectiveness
of introducing LARQ generated queries into the indexer of the CQA system.

Table 1. Accuracy of the cold start end-to-end CQA model with LARQ. Numbers
inside brackets denote the correct while those outside denote the total.

Index Test Top 1 Top 5 NoAns Acc@5

100% answerable test set

cold-start 866 866 196 (103) 835 (307) 31 35.45%

cold-start+LARQ 866+3513 866 281 (142) 846 (347) 20 40.07%

80% answerable test set, including out of index set and chat sentences

cold-start 866 866+141+76 215 (106) 1018 (308) 65 28.44%

cold-start+LARQ 866+3513 866+141+76 316 (144) 1040 (349) 43 32.23%

Table 2. F1 score of the cold start end-to-end CQA model with LARQ.

Precision Recall F1 Correct

Top 1

cold-start 52.55% 11.89% 19.39% 103

cold-start+LARQ 50.53% 16.40% 24.76% 142

Δ −2.02% +4.50% +5.37% +37.86%

Top 5

cold-start 36.77% 35.45% 36.10% 307

cold-start+LARQ 41.02% 40.07% 40.54% 347

Δ +4.25% +4.62% +4.44% +13.03%

Table 2 gives F1-score and correct number on the 100% answerable dataset.
In the Top 1 scenario, we get 4.50% and 5.37% increment of Recall and F1,
respectively, while only a minor decrement of Precision due to the noise. In the
Top 5 scenario, we have 4.25%, 4.62% and 4.44% increment of Precision, Recall
and F1, respectively. The results present that the LARQ augmentation promotes
the whole probability of the CQA system instead of simply increasing the recall.



LARQ: Learning to Ask and Rewrite Questions for CQA 327

4.3 Improving Ranking Model

Setup. As illustrated in Sect. 3.3, both BERTBASE and XGBoost models take
Q-Q’ pairs as inputs and predict a similarity score, and we introduce LARQ to
enlarge the training data described below. For the BERT model, we set batch
size as 32, learning rate as 3e−4, and fine-tune 3 epochs using Adam optimizer.
And for the XGBoost model, we set learning rate as 0.1, max depth as 15,
and train 800 rounds in total. Similar to it in Sect. 4.2, we propose to find a
low-confidence filter threshold for LARQ. And we also conduct experiments on
different training data size to simulate low-resource scenarios.

BERT with threshold=0.65 XGBoost with threshold=0.75

Fig. 5. Ranking model performance on BQ corpus with different filter thresholds and
different training sizes.

Dataset and Evaluation. We evaluate our model on the Bank Question (BQ)
corpus [5], a Chinese corpus for Sentence Semantic Equivalence Identification
(SSEI). The BQ corpus contains 120K question pairs from 1-year online bank
custom service logs. It is split into three parts: 100K pairs for training, 10K
pairs for validation, and 10K pairs for test. There is no sentence overlap among
training, validation, and test sets.

Results. Figure 5 shows that the LARQ augmentation works for both BERT
and XGBoost models in all different data settings. It’s remarkable that when
the training data contains 1K examples (in Fig. 5a and 5b), the BERT and
XGBoost models achieve 2.67% and 1.40% performance promotion respectively.
The LARQ augmentation also has a slightly better or comparable accuracy than
the original model in the training set of 100K examples, which demonstrates that
the LARQ augmentation is indispensable in a low-resource scenario.

Besides, the best filter thresholds for BERT and XGBoost are 0.65 and 0.75,
respectively. As the higher threshold means less diversity while lower contains
more noise, we notice that the XGBoost model is more sensitive to bad cases
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than Bert model. The slight performance drop of the XGBoost model without
filter function also verifies this appearance, while BERT still obtains a slight gain
without filtration (the blue and red lines in Fig. 5a and 5b). Both models achieve
significant increment after filtering the bad generation cases, which proves the
indispensable of the LARQ augmentation for the ranking model.

5 Related Work

Our approach is related to 1) the community question answering tasks, and 2)
the data augmentation methods, especially the question generation approaches.

Community Question Answering. The CQA systems consist of two compo-
nents: a retrieval model and a ranking model. Recent works [9,15,22,34] have
shown that deep neural scoring models significantly improve the ranking quality.
However, these approaches rely on the candidates generated by ad-hoc retrieval
systems and they require large supervised training sets [35]. Besides, weakly
supervised data achieves a competitive performance and can be developed from
raw corpora, e.g., click data [4,10]. Nevertheless, even weakly supervised data is
scarce for many domains [7,16].

Question Generation. To tackle the issue that even no (weakly-)supervised
data is available, data augmentation [31] approaches are proposed to lever-
age public domain question-answer pairs or high-quality human-annotated
datasets [1]. Additionally, question generation [2,19] has been employed to
increase training data for CQA tasks. However, such task-specific objectives
have not been distinctly introduced to the retrieval and ranking processes in
ad-hoc retrieval systems [21].

6 Conclusion

In this paper, we propose LARQ, a novel sentence-level data augmentation
method for Community Question Answering systems, based on a Question Gen-
eration model. We demonstrate that LARQ, constructed with the BERT as
the encoder and the Transformer decoder, produces more accurate, diverse,
and semantically-rich relevant query pairs, which significantly enhance both the
retrieval and ranking processes in CQA models. Experimental results on an
online task-specific CQA system and the Bank Question Corpus show that our
approach effectively improves the Reply and Suggest accuracy in a cold-start
scenario, especially for the low-resource domain.
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Abstract. Currently, the mainstream abstractive summarization method uses a
machine learning model based on encoder-decoder architecture, and generally
utilizes the encoder based on a recurrent neural network. The model mainly learns
the serialized information of the text, but rarely learns the structured information.
From the perspective of linguistics, the text structure information is effective in
judging the importance of the text content. In order to enable the model to obtain
text structure information, this paper proposes to use discourse relation in text
summarization tasks, which can make the model focus on the important part of
the text. Based on the traditional LSTM encoder, this paper adds graph convolu-
tional networks to obtain the structural information of the text. In addition, this
paper also proposes a fusion layer, which enables the model to pay attention to
the serialized information of the text while acquiring the text structure informa-
tion. The experimental results show that the system performance is significantly
improved on ROUGE evaluation after joining discourse relation information.

Keywords: Abstractive summarization · Text structure · Discourse relation

1 Introduction

As an important field of natural language processing, text summarization has aroused a
lot attention [1, 2] from researchers in the past few decades. By compressing and refine
the text, it generates concise sentences to form a summary for users. From the method
of realization, text summarization can be divided into: extractive summarization [1] and
abstractive summarization [2]. Compared with the extractive methods, abstractive sum-
marization can utilize the words not in document to generate more novelty summary,
which is closer to our human. Currently, mainstream abstractive summarization is usu-
ally based on Encoder-Decoder framework [3], which generally uses Recurrent Neural
Networks (RNN) for encode and decode. However, traditional neural networks can only
use the serialized information of text, while ignoring the structured information, such as
discourse relation. From the perspective of linguistics, the discourse relation is effective
to the judgment of the text content. For example, for the transition relation, we will auto-
matically focus on the part after the transitional word. And for the juxtaposition relation,
wewill regard the sentences on both sides of the juxtapositionword as equally important.
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X. Zhu et al. (Eds.): NLPCC 2020, LNAI 12431, pp. 331–342, 2020.
https://doi.org/10.1007/978-3-030-60457-8_27

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60457-8_27&domain=pdf
https://doi.org/10.1007/978-3-030-60457-8_27


332 W. Wei et al.

The same is true for the model that discourse relation can allow it to understand the text
better.

In this paper, we propose an abstractive summarization model based on discourse
relation and graph convolutional networks (GCN) [4]. It hasmade the following improve-
ments on the traditional sequence-to-sequence framework: (I) At the encoder part, graph
convolutional network is added on the basis of bidirectional LSTM[5] to obtain the struc-
tural information of the text. (II) Discourse relation is integrated into the model by the
identification of connecting words. (III) A fusion layer is proposed, which aims to enable
themodel to pay attention to the serialized information of the text while acquiring the text
structure information, by integrating the LSTM representation into the target sequence.

2 Related Work

Since the birth of the text summarization in the 1950s, it has been widely concerned by
researchers. Early text summarization methods were mainly extractive and based on sta-
tistical machine learning, such as Naive Bayes algorithm, HiddenMarkovModel. These
methods all treat the text summarization tasks as a binary classification problem, train it
with a suitable classifier, and then obtain candidate summary sentences. However, with
the development of deep learning, abstractive summarization based on neural networks
has received more attention, especially the methods of encoder and decoder architecture.

Rush et al. [6] applied the encoder and decoder framework to the text summarization
for the first time, and utilized the attention mechanism to generate the summaries. It has
achieved good results on summarization tasks. Based on encoder and decoder model,
Gu et al. [7] proposed the CopyNet mechanism, which copies the rare words in the
source text with a certain probability to solve the problem of OOV words that are not
covered in the vocabulary. A similar point has been made by Gulcehre et al. [8], using
a selection gate to control whether a word is coped from the text or selected from
the vocabulary. As an extension to the traditional model, Cohan et al. [9] proposed a
hierarchical encoder, which takes the output of the previous neural network layer as
the input of the subsequent neural network layer and aims to obtain the hierarchical
information of the text. The experimental results show that the model has achieved
high scores on long text summarization tasks, which makes up for the shortcomings of
recurrent neural networks that are not good at processing long sequences.

With the development of discourse theory and the construction of large-scale English
corpora, discourse-level research has receivedmore attention. In recent years, algorithms
based on discourse analysis have been widely used in various tasks in the NLP field.
Farzi et al. [10] used phrasal dependency tree to solve the word reordering problem, and
has achieved good experimental results onmachine translation. In addition to supervised
learning, discourse analysis is also widely used in unsupervised learning. Jernite et al.
[11] exploited signals from paragraph-level discourse coherence to train these models to
understand text, which speeds up the convergence of models. Inspired by these works,
this paper uses discourse relation to assist in the generation of summaries. On the basis of
encoder, we utilize graph convolutional network to encode the input sequence. Besides,
we propose a fusion layer, which integrates the LSTM representation into the target
sequence, so that the model can also pay attention to the serialized information of the
text while acquiring the text structure information.
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3 Model Description

In this section, we firstly give an overview of our model. We then discuss various type of
discourse relation in English and their impact on model. Finally, we elaborate on each
part of the model.

3.1 Overview of the Model

The abstractive summarization model based on discourse relation and graph convo-
lutional networks proposed in this paper mainly contains three parts: discourse-based
encoder, fusion layer and decoder which equipped with Multi-Head attention [12]. The
discourse-based encoder is composed of a bidirectional LSTM and discourse-based
GCN, which aims to gain the representation that contains text structure by incorpo-
rate the discourse relation. The task of the fusion layer is to pool and normalize the
sequence representation, then fuse the serialized semantic representation and the tar-
get sequence, which allows the model to refocus on the serialized information of the
text after LSTM. The decoder layer is responsible for generating summaries through
semantic representation.

Figure 1 depicts the overview of our model. At the encoding end, the input word
vectors pass through the bidirectional LSTM and discourse-based GCN in turn to obtain
serialized semantic representations and text structure semantic representations, respec-
tively. Here, we incorporate the discourse relation into the GCN, in order to make the
model focus on the important parts of the text, so as to better understand the meaning
of the document. It should be noted that only serialized semantic representation enters
the fusion layer and merges with the target sequence because the model also needs the
serialized information obtained by LSTM. We also add relative position embedding to
the target sequence, which is the same as used by Raffel et al. [13]. Then the target
sequence fused with serialized semantic features is taken as input, and the Multi-Head
attention are used on representation obtained by the discourse based encoder for atten-
tion distribution. At last, the final output probability distribution is obtained through the
dense layer and softmax function.

3.2 Discourse Relation in English

Discourse relation refers to the semantic connections between sentences or clauseswithin
the same discourse. In English, discourse relation can be divided into four categories:
causality, juxtaposition, transition and interpretation, as shown in Table 1.

For causality, the model needs to focus on the clauses after conjunctions such as “to”,
“as” and “because”, for the purpose and conditions are generally the parts containing
important information. The same is true for the transitional relation. The model should
be focus on the transitional part, such as the information after the words “but”, “howev-
er”, etc. For interpretational relation, the model needs to pay attention to the entity being
interpreted, because the interpretation part usually only plays an auxiliary role. For the
special relation of juxtaposition, the model needs to pay attention to the information on
both sides of the parallel conjunction at the same time. We use the existing relational
conjunctions recognition tool to recognize the discourse relations in the text, and assign
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Fig. 1. Overview of the model based on discourse relation and GCN

Table 1. Division of discourse relation in English.

Category Relation Example

Causality causality, inference, assumption, purpose, condition,
background, etc.

thus, to, as, because, etc.

Juxtaposition juxtaposition, comparison, progression, etc. and, while, etc.

Transition transition, concession, etc. however, but, etc.

Interpretation interpretation, illustration, comment, etc. all this shows, etc.

different weights to words and clauses accordingly, which achieves the purpose of inte-
grating the discourse relation in the model. According to our statistics, we can find that
the integration of discourse relation has an impact on the summaries generated. That is,
the more frequently a relation appears in the source text, the higher the probability of
the relation in the summary.

3.3 Discourse-Based Encoder

Figure 2 shows the structure of the discourse-based encoder. As we can see, it consists
of two parts: bidirectional LSTM and discourse-based GCN. The bidirectional LSTM
is well-known to the researches, so it will not be elaborated. The following mainly
interprets discourse-based GCN.

Discourse-Based GCN. From Fig. 2, it can be noted that the text is divided into a set
of sentence sequences, and then put into the tree-GCN. Each sentence corresponds to
a GCN in the tree-GCN, which means that the model treats each sentence as a graph
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Fig. 2. Overview of the discourse-based encoder

structure, and uses GCN to learn the structure information of its sequence. As we know
the main algorithm of GCN is as follows:

Hi+1 = σ(AHiW i) (1)

Where Wi refers to the trainable matrix, Hi indicates the ith hidden layer, and A is
the adjacency matrix, which is a square matrix of order N. From here we can see that
how to construct the adjacency matrix becomes the key of the model. From a linguistic
point of view, in most cases, there is a connection between each word in a sentence.
They can be transition, condition, causality, progression, etc. From this perspective, we
consider constructing an adjacency matrix of related words, that is, the previous word
and the next word in each sentence are related. We set the value of each relevant position
in the adjacency matrix to 1. At the same time, we also consider that each word is
related to itself, that means, the diagonal elements of the adjacency matrix are set to
1. Then the output of the GCN corresponding to each sentence is concatenated as the
input of another GCN to further integrate the relationship between sentences into the
model. When initializing the adjacency matrix of this GCN, we use discourse relation
to assign values. 14 kinds of relation are used among the four categories of discourse
relation listed in Table 1 to initialize this GCN’s adjacency matrix. The central sentence
judged by these discourse relations will be given a high weight in the corresponding
position of the adjacency matrix, which is usually a number between 3–5 according
to experimental results. For non-central sentences, we generally set the corresponding
values in the matrix to a decimal between 0 and 1. For the special case of juxtaposition,
which without a central sentence, we set the relative weights of the clauses to be equal,
and when the value is between 2–3, the model has the best performance. For the weights
that are not related to these discourse relations, we use the similarity between sentences
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to assign values, which is calculated as follows:
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The smaller the calculated angle, the higher the similarity between sentences, that is,
the more relevant the two sentences are. The resulting adjacency matrix is no longer of
type 0–1, but decimal type. Besides, in order to make the adjacency matrix trainable in
learning, we connect a dense layer to it as follows:

Â = g(W ∗ A + b) (3)

Where W is a trainable matrix, b is a bias vector, and g(·) is the sigmoid function.
Besides, we also use a GCN on the original text sequence (not divided by sentences),

whose adjacency matrix is constructed similarly to the tree-GCN. Here, the relationship
is considered between previous and next sentences, that is, the last word of the previous
sentence is related to the first word of the following sentence. Each central sentence
judged by the discourse relation will be added with appropriate weight to reflect its
importance. For example, when the previous one of the two adjacent sentences is deter-
mined to be the central sentence, a larger weight will be added to the corresponding
position of the adjacency matrix of the GCN. Then, the output of the GCN and the
tree-GCN are concatenated to obtain the final semantic representation of the encoder
through the linear layer:

R = linear([Gtree;G]) (4)

Note that we have also used addition and dot product methods, but the result is not as
good as the linear transformation after concatenating.

3.4 Fusion Layer

The purpose of adding the fusion layer is to enable the model to show solicitude for
the original serialized information of the text. The main functions of the fusion layer
are pooling, normalization and fusion. Here we choose Max-Pooling [14] as the pool-
ing method to remove redundancy and use Layer-Normalization [15] to normalize the
representation of a layer. The so-called fusion is to combine the representation of bidi-
rectional LSTM with the target sequence after passing through the pooling layer and
normalization layer. Since the semantic representation finally obtained at the encoding
end is based on GCN, considering the output of the model may pay too much attention to
the structural information of the text, and ignore the serialized information. Therefore,
we fuse the serialized representation of the text extracted by bidirectional LSTM into
the target sequence, and the calculation method is as follows:

Yi = yi ∗ W1 ∗ hT + W2 ∗ hT (5)

Where yi is the target sequence,W1 andW2 are trainable parameter matrices, hT denotes
the representation of the text obtained by bidirectional LSTM. Here, we are not using
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the linear transformation like conventional fusion layer, because the dot product method
can fuse the information more thorough. Experiments have also proved that this method
is more effective. As shown in formula (5), in order to prevent the loss of presentation
after fusion, we also add W2 ∗ hT to it, which is similar to the residual network [16].

3.5 Decoder Layer

We implement a unidirectional LSTM decoder equipped with Multi-Head attention
mechanism to read the representation of the text and generate the summary word by
word. Different from traditional attention, the Multi-Head attention mechanism splits
the representation into N tensors with the same dimension. The tensor divided here is
usually called the head. For each head, the attention distribution is calculated by scaling
and dot product. It is described below:

Attention(Q,K,V ) = softmax(
QKT

√
dk

)V (6)

Where Q (Query) refers to the hidden layer matrix for the target sequence, K (Key) and
V (Value) denote the hidden layer matrix for the input sequence. dk is the last dimension
of each matrix. Each head needs to be scaled and dot product, and then the results are
concatenated to obtain the final attention distribution. It is described below:

headi = Attention(QWQ
i ,KWK

i ,VWV
i ) (7)

MultiHead(Q,K,V ) = Concat(head1, . . . , headN )WO (8)

4 Experiments

In this section, we first introduce the experimental settings. Then we report the results of
our experiments and compare the performance of our model with some state-of-the-art
models and classic methods. Finally, we discuss the impact of different components on
the model.

4.1 Experimental Settings

Dataset. We conduct our experiments on CNN/Daily Mail dataset [2], which has been
widely used for long document summarization tasks. The corpus is constructed by col-
lecting online news articles and human-generated summaries on CNN/Daily Mail web-
site. We use the non-anonymized version [17], which is not replacing named entity with
the unique identifier. Table 2 shows the statistics of the dataset.

Training Details. WeuseTensorflow learning framework, and conduct our experiments
with 1 NVIDIA 1080Ti GPU. During training and testing time, we limit the vocabulary
size to 10k and truncate the source text to 600 words. For word embedding, we use
pre-trained case-sensitive GloVe embeddings [18] for the task and set its dimension to
256. The number of LSTM hidden units is 512, and we set the number of LSTM layers
to 1 in both the encoder and the decoder. The batch size is set to 32. We use Adam
optimizer [19] with the default settings: α = 0.001, β1 = 0.9, β2=0.999.
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Table 2. The statistics of CNN/Daily Mail dataset.

CNN/Daily Mail Numbers Avg-token-len (article) Avg-token-len (abstract)

Train 287726 790 55

Vaild 13368 768 61

Test 11490 777 58

Evaluation Metrics. This paper utilizes ROUGE [20] as the evaluation standard for
the generated summaries. We use F-measures of ROUGE-1, ROUGE-2 and ROUGE-L
metrics which respectively represent the overlap of N-gram and the longest common
sequence between the gold summaries and the generated summaries.

4.2 Comparison of Results

To evaluate the performance of our model, we compare it with following baselines:
LEAD-3 [2], which takes the first three sentences as the summary; PG + Coverage
[17], which uses a pointer-generator network and a coverage mechanism to generate the
summaries; S2S-ELMo [21], which uses the pre-trained ELMo [22] representations;
Bottom-Up [23], which implements a bottom-up content selector based on Seq2Seq
model; Aggregation Transformer [24], which uses the history aggregation based on
transformer model; ProphetNet [25], which each time step predicts the next several
tokens instead of one.

Table 3 shows the experimental results on the CNN/Daily Mail test set. We can see
that our model(DGF) performs slightly better than ProphetNet, but far better than other
comparative experiments. The results confirm that our model is effective, and the theory
of incorporating discourse relation is feasible.

Table 3. Results on CNN/Daily Mail test set.

Model ROUGE-1 ROUGE-2 ROUGE-L

LEAD-3 40.42 17.62 36.67

PG + Coverage 39.53 17.28 36.38

S2S-ELMo 41.56 18.94 38.47

Bottom-Up 41.22 18.68 38.34

Aggregation Transformer 41.06 18.02 38.04

ProphetNet 43.68 20.64 40.72

DGF 44.39 21.03 41.14
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4.3 Influence of Different Components on the Model

In order to explore the contribution of each part of the model, we decompose the model
into the following four types: Baseline, its encoder uses only bidirectional LSTM and
the decoder is equipped with a Multi-Head attention mechanism;GM, which adds GCN
to the encoder on the basis of the Baseline model; GM-DR, based on GM model, it
integrates discourse relation into the model; DGF, the model proposed in this paper,
which adds a fusion layer to the GM-DR model.

Table 4 demonstrates the experimental results of the abovemodels on the CNN/Daily
Mail test set. It can be seen that after joining the GCN, the performance of the model
has improved by 1.42, 0.90 and 1.48 points on ROUGE-1, ROUGE-2 and ROUGE-L,
respectively. This shows that it is effective to use the GCN to obtain the text structure
information. After merging discourse relation in GM, the model has been significantly
improved, which is increased by 1.66, 1.38 and 1.96 points on ROUGE-1, ROUGE-
2 and ROUGE-L respectively. This shows that the theory of integrating the discourse
relation into the model is feasible; it can improve the quality of the generated summaries.
Similarly, after the adding of the fusion layer, the model has also been improved by
0.89, 0.81 and 0.91 points on ROUGE-1, ROUGE-2 and ROUGE-L, respectively. This
confirms that the fusion layer is effective, but also illustrates the disadvantages of using
GCN from the side, that is, the model will pay too much attention to the text structure
information, and ignore the linear information.

Table 4. Experimental results with different component models.

Model ROUGE-1 ROUGE-2 ROUGE-L

Baseline 40.42 17.94 36.79

GM 41.84 18.84 38.27

GM-DR 43.50 20.22 40.23

DGF 44.39 21.03 41.14

As an extension of the traditional evaluation standard ROUGE method, the following
will compare and analyse the summaries generated by the abovemodels from the aspects
of generality and readability, using manual evaluation.

For a given text sample, the summaries generated by each model is shown in Table 5.
In order to facilitate the comparison of the generated summaries, the important informa-
tion in the source text is bold and underlined. For the generated summaries, the part that
contains the important information of the source text or similar to the standard summary,
are also bold and underlined to highlight.

It can be seen from the table that the summary generated by the Baseline model has
the following two problems: first, it covers less important information of the source text;
second, it is poor language readability. After adding the GCN, the summary generated
by the GMmodel obviously covers more important information, that is, the generality is
enhanced. This confirms that the encoder composed of GCN can output representations
with text structure information, to enable the model to capture important information
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Table 5. Comparison of summaries generated by each model.

Text(truncated):The Palestinian authority officially became the 123rd member of the
international criminal court on Wednesday, a step that gives the court jurisdiction over
alleged crimes in Palestinian territories. The formal accession was marked with a ceremony
at the Hague, in the Netherlands, where the court is based. The Palestinians signed the ICC’s
founding Rome statute in January, when they also accepted its jurisdiction over alleged
crimes committed “in the occupied Palestinian territory, including east Jerusalem, since
June 13, 2014.”
Later that month, the ICC opened a preliminary examination into the situation (…)

Gold(standard):Membership gives the ICC jurisdiction over alleged crimes committed in
Palestinian territories since last June.

Baseline:The accession mark at Netherlands, in the Palestinian territories, gives the court
jurisdiction over crimes.

GM: Palestinian gives the jurisdiction over alleged crimes in territories, over alleged
crimes in Palestinian, since June.

GM-DR: Palestinian gives the jurisdiction over alleged crimes in territories, since June.

DGF: Palestinian officially became the member, that gives the jurisdiction over alleged
crimes in Palestinian territories.

in the source text. After incorporating the discourse relation, the repetitiveness of the
generated summary is reduced and the readability is enhanced. This shows that the
discourse relation can make the model understand the text better, thereby improving the
quality of the generated summaries. Similarly, after joining the fusion layer, the summary
generated by the DGF model is obviously more readable. This also confirms that after
adding the fusion layer, the model will refocus on the serialized information of the text,
making the generated summaries more logical, and greatly improve the readability.

5 Conclusion

The model proposed in this paper, based on the traditional Seq2Seq abstractive sum-
marization framework, has made the following improvements: first, we incorporate dis-
course relation into the model, to make it focus on the important part of the source text;
second, on the basis of LSTM encoder, we join the GCN, which can output the repre-
sentations with text structure information; last, a fusion layer is proposed, which aims to
enable the model to pay attention to the serialized information of the text. Experimental
results show that compared with classic abstractive summarization models and some
SOTA methods, this model has a significant improvement in ROUGE evaluations, and
the generated summaries have better generality and readability. As a future work, wewill
consider joint learning of text summarization tasks and discourse relation recognition.

Acknowledgments. This research is supported by National Natural Science Foundation of China
(Grant No. 61976146, No. 61806137, No. 61702149, No. 61836007 and No. 61702518), and
Jiangsu High School Research Grant (No. 18KJB520043).



Abstractive Summarization via Discourse Relation 341

References

1. Gupta, V., Lehal, G.S.: A survey of text summarization extractive techniques. J. Emerg.
Technol. Web Intell. 2(3), 258–268 (2010)

2. Nallapati, R., Zhou, B., Santos, C.N., Gulcehre, C., Xiang, B.: Abstractive text summariza-
tion using sequence-to-sequence rnns and beyond. In: Conference on Computational Natural
Language Learning, pp. 280–290 (2016)

3. Cho, K., et al.: Learning phrase representations using rnn encoder-decoder for statistical
machine translation. arXiv Computation and Language. arXiv:1406.1078 (2014)

4. Kipf, T., Welling, M.: Semi-supervised classification with graph convolutional net-
works. arXiv Learning arXiv:1609.02907 (2016)

5. Elman, J.L.: Finding structure in time. Cogn. Sci. 14(2), 179–211 (1990)
6. Rush, A.M., Chopra, S., Weston, J.: A neural attention model for abstractive sentence

summarization. arXiv Computation and Language. arXiv:1509.00685 (2015)
7. Gu, J., Lu, Z., Li, H., Li, V.O.: Incorporating copying mechanism in sequence-to-sequence

learning. In: Meeting of the association for Computational Linguistics, pp. 1631–1640 (2016)
8. Gulcehre, C., Ahn, S., Nallapati, R., Zhou, B., Bengio, Y.: Pointing the unknownwords. arXiv

Computation and Language. arXiv:1603.08148 (2016)
9. Cohan, A., et al.: A discourse-aware attention model for abstractive summarization of long

documents. North American Chapter of the Association for Computational Linguistics,
pp. 615–621 (2018)

10. Farzi, S., Faili, H., Kianian, S.: A neural reordering model based on phrasal dependency tree
for statistical machine translation. Intell. Data Anal. 22(5), 1163–1183 (2018)

11. Jernite, Y., Bowman, S.R.: Discourse-based objectives for fast unsupervised sentence
representation learning. arXiv Computation and Language. arXiv:1705.00557 (2017)

12. Vaswani, A., Shazeer, N., Parmar, N., Uszkoreit, J., Jones, L., Gomez, A.N., et al.: Attention
is all you need. arXiv Computation and Language. arXiv:1706.03762 (2017)

13. Raffel, C., Shazeer, N., Roberts, A., Lee, K., Narang, S., Matena, M.: Exploring the limits of
transfer learning with a unified text-to-text transformer. arXiv Computation and Language.
arXiv:1910.10683 (2019)

14. Graham, B.: Fractional max-pooling. arXiv Computer Vision and Pattern Recognition. arXiv:
1412.6071 (2014)

15. Kim, T., Song, I., Bengio, Y., et al.: Dynamic layer normalization for adaptive neural acoustic
modeling in speech recognition. arXiv Computation and Language. arXiv:1707.06065 (2017)

16. He,K., Zhang,X., Ren, S., Sun, J.: Deep residual learning for image recognition. In; Computer
Vision and Pattern Recognition, pp. 770–778 (2016)

17. See, A., Liu, P. J., Manning, C.D.: Get to the point: summarization with pointer-generator
networks. In: Meeting of the Association for Computational Linguistics, pp. 1073–1083
(2017)

18. Pennington, J., Socher, R., Manning, C.: Glove: global vectors for word representation. In:
Proceedings of the 2014 Conference on Empirical Methods in Natural Language Processing
(EMNLP), pp. 1532–1543 (2014)

19. Kingma, D.P., Ba, J.: Adam: a method for stochastic optimization. arXiv Learning. arXiv:
1412.6980 (2014)

20. Lin, C.: ROUGE: a package for automatic evaluation of summaries. In: Meeting of the
Association for Computational Linguistics, pp. 74–81 (2004)

21. Edunov, S., Baevski, A., Auli, M.: Pre-trained language model representations for language
generation. arXiv Computation and Language. arXiv:1903.09722 (2019)

22. Peters, M.E., et al.: Deep contextualized word representations. In: North American Chapter
of the Association for Computational Linguistics, pp. 2227–2237 (2018)

http://arxiv.org/abs/1406.1078
http://arxiv.org/abs/1609.02907
http://arxiv.org/abs/1509.00685
http://arxiv.org/abs/1603.08148
http://arxiv.org/abs/1705.00557
http://arxiv.org/abs/1706.03762
http://arxiv.org/abs/1910.10683
http://arxiv.org/abs/1412.6071
http://arxiv.org/abs/1707.06065
http://arxiv.org/abs/1412.6980
http://arxiv.org/abs/1903.09722


342 W. Wei et al.

23. Gehrmann, S., Deng, Y., Rush, A.M.: Bottom-up abstractive summarization. Empirical
Methods in Natural Language Processing, pp. 4098–4109 (2018)

24. Liao, P., Zhang, C., Chen,X., Zhou,X.: Improving abstractive text summarizationwith history
aggregation. arXiv Computation and Language. arXiv:1912.11046 (2019)

25. Yan, Y., et al.: ProphetNet: predicting future n-gram for sequence-to-sequence pre-training.
arXiv Computation and Language. arXiv:2001.04063 (2020)

http://arxiv.org/abs/1912.11046
http://arxiv.org/abs/2001.04063


Chinese Question Classification Based
on ERNIE and Feature Fusion

Gaojun Liu1,2, Qiuxia Yuan1, Jianyong Duan1,2(B), Jie Kou1, and Hao Wang1,2

1 School of Information Science, North China University of Technology,
Beijing 100144, China
duanjy@ncut.edu.cn

2 CNONIX National Standard Application and Promotion Laboratory,
North China University of Technology, Beijing 100144, China

Abstract. Question classification (QC) is a basic task of question
answering (QA) system. This task effectively narrows the range of can-
didate answers and improves the operating efficiency of the system by
providing semantic restrictions for the subsequent steps of information
retrieval and answer extraction. Due to the small number of words in
the question, it is difficult to extract deep semantic information for the
existing QC methods. In this work, we propose a QC method based
on ERNIE and feature fusion. We approach this problem by first using
ERNIE to generate word vectors, which we then use to input into the
feature extraction model. Next, we propose to combine the hybrid neural
network (CNN-BILSTM, which extracts features independently), high-
way network and DCU (Dilated Composition Units) module as the fea-
ture extraction model. Experimental results on Fudan university’s ques-
tion classification data set and NLPCC(QA)-2018 data set show that our
method can improve the accuracy, recall rate and F1 of the QC task.

Keywords: Chinese question classification · ERNIE · Highway
network · Feature fusion

1 Introduction

QA is a hot research topics in the field of information retrieval. It is a more
intelligent form than traditional search engines. It does not require users to input
keywords to be retrieved, but allows users to ask questions in natural language,
and the system returns accurate answers instead of a document or web page
related to the answer. The question answering system mainly consist of three
modules: question analysis, information retrieval and answer extraction [1]. QC
is the most basic tasks, which can effectively reduce the range of the candidate
answers. It can influence the answer extraction strategy, and adopt different
answer selection strategies according to different categories of questions [2].

Different from the general text classification, the corpus of question classifi-
cation has the following two characteristics:

c© Springer Nature Switzerland AG 2020
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• The text of the question is usually short so that the information of the feature
is insufficient.

• Natural language questions presented by users are often colloquial and
ambiguous, which is mainly due to the different cultural levels and expressions
of users.

Current methods on QC are mainly based on machine learning [3] or deep
learning [4–7]. Zhou et al. [8] proposed a novel combined model (C-LSTM) by
combining the convolutional neural network with the long short-term memory
model, which makes the convolutional neural network and the long short-term
memory model complement each other. Good performance has been achieved
in both sentiment classification and question classification tasks. In 2016, Ying
Wen et al. [9] proposed a hierarchical hybrid model combining a recurrent con-
volutional neural network (RCNN) with the highway layer, which is superior to
ordinary neural network models in sentiment analysis task. Jin Liu et al. [10]
combined the advantages of convolutional neural network, bidirectional GRU
and attention mechanism to classify questions, and achieved good classification
results.

Despite such impressive achievements, it is still challenging to Q&A with
short text, due to problems such as insufficient semantic representation and
textual ambiguity. In this paper, we combine the deep learning model with a
pre-training model, and present a method based on ERNIE and feature fusion.
Specifically, we propose to embed words using ERNIE to get dynamic word
vectors with enhanced semantic information in order to eliminate ambiguity to
the greatest extent. However, this also requires us to increase some parameters
of the neural network, resulting in a certain degree of training difficulties. To
tackle this challenge, we implement a novel framework (HCNN-HDBILSTM)
that combines the advantages of CBILSTM, highway network and DCU modules
to extract features from the questions.

2 Related Work

Most of the traditional deep learning methods are based on non-dynamic charac-
ter or word vectors as input. The non-dynamic character or word vectors contain
relatively single information and cannot be changed according to its context.
The methods in Word2Vec [11] and Glove [12] represent words as vectors, where
similar words have similar word representations. Recently, lots of works such as
BERT [13] improved word representation via different strategies, which has been
shown to be more effective for down-stream natural language processing tasks.
Yu Sun et al. [14] present a language representation model enhanced by knowl-
edge called ERNIE (Enhanced Representation through Knowledge Integration).

ERNIE improved two mask strategies based on the phrase and entity (like
names, locations, organizations, products, etc.). It treats a phrase or entity com-
posed of multiple words as a unified unit, and all of the words in this unit
are uniformly masked during training. Compared with the way of mapping the
query of knowledge classes directly into vectors and then adding them directly,
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the way of unifying mask can learn knowledge dependence and longer semantic
dependence more potentially, which makes the model more generalized. Figure 1
shows the different mask strategies of BERT and ERNIE. Knowledge (such as
phrases, proper nouns, etc.) learned in the pre-training process helps ERNIE
realize the transformation from question text to dynamic word vector better
than BERT. The obtained dynamic word vector is more closely related to the
context information, and it contains richer semantic information to distinguish
ambiguity.

Fig. 1. The different mask strategy between BERT and ERNIE.

In recent years, deep learning has achieved excellent performance in natural
language processing fields. There are many scholars use deep learning technology
to solve natural language processing tasks. Srivastava et al. [15] propose a new
architecture designed to ease gradient-based training of very deep networks. It
allows unimpeded information flow across several layers on information high-
ways, thus alleviating the problem of obstructed flow of gradient information as
the network deepens. Yi Tay et al. [16] proposed a new combined encoder DCU
(didactic composite units) for reading comprehension (RC). It explicitly models
across multiple granularities using a new dilated composition mechanism. In this
approach, gating functions are learned by modeling relationships and reasoning
over multi-granular sequence information, enabling compositional learning that
is aware of both long and short term information.

3 Method

Our method involves three main modules: question representation, feature
extraction and feature fusion. A key aspect of this method is to accurately extract
the needed feature from the question corpus. The method structure is shown in
Fig. 2. In this section, we introduce this method in detail.

3.1 Question Representation Based on ERNIE

Traditional deep learning methods are based on non-dynamic character or word
vectors as input. For example, the word vectors learned by Word2Vec or Glove
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Fig. 2. Overall framework of Chinese question classification based on ERNIE and
HCNN-HDBILSTM.

are fixed non-dynamic word vectors, and there is only one-word vector in a
word. Its relatively simple information coverage makes it difficult to distinguish
ambiguity and provide deeper semantic information for subsequent steps. In
order to solve the above problems, we use ERNIE to represent the question
corpus.

Firstly, the input original question text data set T is preprocessed to ensure
the standardization of the question text, and finally the question text data set
T ′ is obtained, where len (T ′) is the number of question texts, and t′b is the bth

question text in T ′::
T ′ =

{
t′1, t

′
2, · · · , t′len(T ′)

}
(1)

The question text data set T ′ is vectorized by ERNIE: unify the question text t′b
into a fixed length LMAX (short complement and long cut); then each text t′b in
T ′ is tokenized and Converted into the form of token, and a token sequence
T ′′ is obtained, where t′′c represents the cth text, and c ∈ [1, len (T ′)],d ∈
[1, len (LMAX)] , Wd represents the dth token representation in each text:

T ′′ =
{

t′′1 , t′′2 , · · · , t′′c , · · · , t′′len(T ′),
}

(2)

t′′c = {W1,W2, · · · ,Wd, · · · ,WLMAX
} (3)

Then, each token in t′′c is sent to the Token Embedding layer, Position Embed-
dings layer and dialogue embedding layer of ERNIE respectively to obtain three
vector codes V 1, V 2 and V 3; add the three and input them into ERNIE’s bidi-
rectional Transformer to get a word vector sequence, where V (We) represents
the vector representation of the eth token:

si = {V (W1) , V (W2) , · · · , V (We) , · · · , V (WLMAX
)} (4)
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The final output is a word vector sequence S composed of len (T ′) si, where si
is the output vector representation of the ith text:

S =
{
s1, s2, · · · , si, · · · , slen(T ′)

}
(5)

3.2 Question Feature Extraction

In feature extraction, our model deeply encodes the word vector sequence
obtained in the previous section twice to extract feature information. In this
process, we implement Highway-CNN that extracts local features. At the same
time, we combine the DCU module with Highway-BILSTM to extract sequences
features. we refer to this network as Highway-DCU-BILSTM. This section will
describe some details of Highway-CNN and Highway-DCU-BiLSTM.

3.2.1 Highway-CNN
In the Highway-CNN network layer, taking si as an example, the word vector
sequence si obtained in the previous section is used as the input of the Highway-
CNN layer to extract features. As shown in Fig. 3, compared with the traditional
convolutional neural network, the Highway-CNN network adds two non-linear
conversion layers, a transform gate and a carry gate.

Fig. 3. Highway-CNN. The input layer is the word vector obtained by ERNIE, B
represents the CNN network, T is the transform gate in the highway layer, C is the
carry gate, Layer = n represents the nth layer network, and the output of n–1th layer
in the entire network is used as the input of the nth layer

After the input information of the word vector sequence si passes through
the transform gate T and the CNN network, part of the information is converted,
and the relevant local features are obtained while some original information is
still retained through the carry gate C:

y = T · HCNN + x · C (6)
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T = σ (WTx + b) (7)

HCNN = σ (WCNNx + b) (8)

Where T represents the output vector of the “transform gate”, WT is the weight,
and b is the bias term; HCNN is the output obtained by the convolutional pooling
operation; C is the output of the carry gate; x is the network input and y is the
output. Finally, the output feature vector F 1 = {y1, y2, · · · , yn} of the Highway-
CNN is obtained.

3.2.2 Highway-DCU-BiLSTM
We use the Highway-DCU-BILSTM network to extract the sequence features
of the question text. As shown in Fig. 4, we embed the DCU module into the
Highway BiLSTM network to form Highway-DCU-BILSTM.

Fig. 4. Highway -DCU-BiLSTM. The input layer is the word vector obtained by
ERNIE, B represents the BiLSTM network, D is the embedded DCU module, T is
the transform gate in the highway layer, C is the carry gate, Layer = n represents the
nth layer in the highway network, and the output of n–1th layer in the entire network
is used as the input of nth layer.

We use the Highway-DCU-BILSTM model which integrates the respective
advantages of various network modules to extract contextual information for
Chinese questions. The specific calculation flow is as follows: firstly, the word
vector sequence si is used as the input of the model, and part of the information
is calculated by BiLSTM for forward and reverse semantic information, and then
the output vector HB is obtained. Then HB is used as the input sequence of
the DCU module. Through the unique structure of the DCU module, a series of
hidden vectors HD = {h1, h2, · · · , hl} are obtained from the input sequence by
folding, transforming, unfolding, reasoning over multiple blocks and recurrent
encoding operations. Other operations are similar to the Highway-CNN layer.
HD and the output of transform gate T are the final outputs of the information
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transform. At the same time, part of the original information is retained through
the carry gate C.

y = T · HD + x · C (9)

where T represents the output vector of the “transform gate”, C is the output
of the carry gate; x is the network input and y is the output. Finally, the output
feature vector F 2 = {y1, y2, · · · , yn} of the entire Highway-DCU-BiLSTM layer
is obtained.

3.3 Feature Fusion and Probability Output

Connect the output vector F 1 of the Highway-CNN layer with the output vector
F 2 of the Highway-DCU-BiLSTM network to obtain a new feature vector F 3:

F 3 = F 1 + F 2 (10)

Then F 3 is linearly dimensionalized through the full connection layer, and the
following results are obtained:

F 4 =
{
F 4
1 , F 4

2 , · · · , F 4
c

}
(11)

Where c is the number of question categories. Input the F 4 into the softmax
layer so that each real number in the input vector is mapped between 0 and 1,
and the sum of all real numbers in the output vector is 1. These real numbers
represent the probabilities of the corresponding categories, and the final output
is the probability prediction vector:

P = {p1, p2, · · · , pf , · · · , pc} (12)

Among them, pf represents the probability that the question text is the fth

category, search for the maximum value in the vector P , and use the classification
result corresponding to the maximum value as the final output, that is, the result
of the question classification is Yout.

4 Experiment and Analysis

4.1 Selection and Processing of Data Sets

In order to verify the effectiveness of this method, we conducted experiments
on two data sets, including the Q&A data set of the NLPCC2018 QA evalua-
tion of CCF International Natural Language Processing and Chinese Computing
Conference and Chinese Question Classification Data Set of Fudan University1

(hereinafter referred to as FUDAN). The Fudan contains 17,243 questions and
13 categories. For categories with significantly more samples, we randomly delete
some samples. For the categories with a small number of samples, we use Python
1 http://code.google.com/p/fudannlp/w/edit/QuestionClassification.

http://code.google.com/p/fudannlp/w/edit/QuestionClassification
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to crawl questions on Baidu Know and Sogou Ask and filter them. Finally, each
category and its actual example are shown in Table 1 (top). In this paper, the
NLPCC data set with only question answer pairs was manually labeled with the
question classification system proposed by the Information Retrieval and Social
Computing Center of Harbin Institute of Technology [5], and the questions are
divided into six categories: description type (DES), human type (HUM), location
type (LOC), number type (NUM), time type (TIME) and entity type (OBJ).
Each question was independently labeled by four people, and the data with
objections was finally negotiated and labeled. After marking, each category and
its actual example are shown in Table 1 (below).

Table 1. Categories and examples of datasets.

4.2 Comparative Experiment

To verify the effectiveness of our method, we carry out comparative experiments
on the two data sets processed in the previous section. Text-CNN. The basic
convolutional neural network model proposed by Kim et al. [17] It consists of
the convolutional layer, pooling layer and fully connected layer. LSTM. Simple
long short-term memory model for QC task. C-LSTM. Zhou et al. [8] combined
the convolutional neural network with the LSTM, characterized text sequences
by the convolution layer, and input them into the LSTM, using a novel vector
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rearrangement mode. AB-BIGRU-CNN. Jin Liu et al. [10] proposed a model
combining CNN, bidirectional GRU and attention mechanism. Our method:
Combines the advantages of Highway networks, DCU module and ERNIE to
classify the questions.

Accuracy, precision, recall and F1 are used as evaluation indicators. The best
model parameter settings obtained after model tuning is shown in Table 2.

Table 2. Parameter settings.

Parameter Epoch Batch size Dropout Padding size Learning rate Initialize weight of highway

Value 50 128 0.1 32 5e−5 5

4.3 Comparative Experiment Results and Analysis

By comparing with different models to verify the applicability and superiority of
this method in the question classification task, the results obtained on the two
data sets are shown in Table 3.

Table 3. Classification results of different models on two data sets.

Model FUDAN NLPCC(QA)-2018

acc P recall F1 acc P recall F1

Text-CNN 0.7430 0.7420 0.7575 0.7424 0.8366 0.7956 0.8621 0.8041

LSTM 0.7479 0.7675 0.7677 0.7477 0.8333 0.8027 0.8710 0.8033

C-LSTM 0.7550 0.7872 0.7898 0.7769 0.8689 0.8291 0.8905 0.8330

AB-BIGRU-CNN 0.7598 0.8012 0.7778 0.7775 0.9450 0.9141 0.9274 0.9192

Our method 0.8379 0.8703 0.8600 0.8598 0.9741 0.9452 0.9734 0.9573

Our method is superior to other models in the scores of each indicator on
the two data sets. As shown in Fig. 5, the F1 score of this method is higher
than the five baseline methods by 11.74%, 11.21%, 8.29%, 8.23% and 2.21% on
Fudan, and higher by 15.32%, 15.4%, 12.43%, 3.81% and 0.26% on NLPCC(QA)-
2018. Experimental results show that this method not only solves the problem
of insufficient semantic information obtained by traditional methods, but also
improves the performance of the model in the feature extraction stage to a certain
extent.
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Fig. 5. Comparison of F1 scores of different methods.

4.4 Ablation Experiment

Convolutional neural network and the bidirectional long short-term memory
model in deep learning have a strong ability to capture local information and
extract sequence features. We use a hybrid neural network model CBILSTM as
the benchmark model (CNN-BILSTM, which are independent of each other).
The experimental results after adding the highway networks, DCU module,
ERNIE and BERT to the benchmark model are shown in Table 4.

Table 4. Comparison of model performance after adding different modules.

Model FUDAN NLPCC(QA)-2018

acc P recall F1 acc P recall F1

CBILSTM 0.7030 0.7575 0.6919 0.6949 0.8414 0.8020 0.8790 0.8034

CBILSTM+highway 0.7479 0.7675 0.7677 0.7477 0.8916 0.8511 0.9209 0.8595

CBILSTM+DCU 0.7491 0.7938 0.7740 0.7759 0.8689 0.8161 0.8885 0.8301

CBILSTM+Bert 0.8201 0.8488 0.8362 0.8377 0.9660 0.9396 0.9759 0.9547

CBILSTM+ERNIE 0.8272 0.8507 0.8510 0.8457 0.9676 0.9294 0.9544 0.9401

Our method 0.8391 0.8666 0.8552 0.8580 0.9741 0.9452 0.9734 0.9573

The results in Table 4 prove that the different modules added in this method
can have a positive impact, optimize the performance of the model. Figure 6
shows the cross entropy loss in the training process.

The loss curve of the model after adding the Highway Layer tends to be
smoother and more stable, while also decreasing. Embedding the DCU into the
model gives the model excellent reasoning and representation capabilities for a
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Fig. 6. Cross entropy loss in training process.

single granular block and multiple granular blocks when extracting timing fea-
tures, and effectively solves the time-consuming and laborious shortcomings of
BiLSTM for processing long text sequences. Use ERNIE to complete the conver-
sion of question text to dynamic word vector. This method not only enhances
the contextual semantics, but also allows the parameters of the neural network
to be increased appropriately.

5 Conclusion

In this paper, we have presented a novel method for Chinese QC by considering
the semantic information as well as feature fusion. The empirical study shows
the effectiveness of each components of our architecture. This method not only
solves the problem of difficulty in extracting deep semantic information, but to
a certain extent alleviates the disappearance of gradients caused by the network
being too deep, and finally improves the performance of the model. The current
QC task still faces the problem of lack of corpus. Besides the idea of continuing
to collect and label new data, it is also a feasible direction to use a large number
of unlabeled corpora for semi-supervised learning. Besides, how to better feature
fusion is also the research direction of the next step.

Acknowledgements. This research work has been partially supported by two NSFC
grants, No. 61972003 and No. 61672040.
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Abstract. The sequence-to-sequence model based on the RNN attention mecha-
nism has been well applied in abstractive summarization, but the existing models
generally cannot capture long-term information because of the defects of RNN.
So an abstractive text summarization method is proposed in this paper, which is
based on global gated double encoding (GDE). Combined with Transformer to
extract global semantics, a global gating unit based on dual encoder is designed
that can filter the key information to prevent the redundant information, and the
problem of insufficient semantics is compensated dynamically. Many experiments
on the LCSTSChinese and CNN/DailyMail English datasets show that our model
is superior to the current advanced generative methods.

Keywords: Abstractive summarization · Seq2Seq · Global semantics · Global
gating unit · Pointer generator

1 Introduction

Automatic text summarization is the process of compressing and streamlining a long
text to a short text. The short text can simply and accurately express the meaning of the
original text and retain key information. In the era of information overload, automatic
text summarization technology is more important. It not only accurately expresses the
author’s intention, but also effectively reduces the user’s reading cost.

Recently, there are two broad approaches of summarization: extractive and abstrac-
tive. Extractive summarization directly extracts the element information from the original
text to form summarization. This method is easy to produce redundancy of information
and semantic incoherence between sentences. Abstractive summarization expresses the
original text information with concise words by understanding the key contents. This
process is similar to the mode of manual summarization, so abstractive summarization
has become a hot spot in the text summarization.

This paper is Supported by the National Key Research and Development Program of China
under Grant No. 2018YFC0832102 and National Natural Science Foundation of China (Grant
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With the successful application of deep learning, thanks to the advantages of
Recurrent Neural Network (RNN) in processing sequence data, sequence-to-sequence
(seq2seq) models are widely applied in abstractive summarization. However, RNN
mainly focuses on current information and is easy to forget the previous memory infor-
mation. Moreover seq2seq model is prone to generate numerous Out-Of-Vocabulary
(OOV) and repeated words, which affects the readability of the generated summary and
reduces the quality of the summarization.

To solve the above problems, in this paper, the long-short-term memory (LSTM) is
introduced to make up for the defects that RNN forgets semantic information and the
Transformer structure proposed by Vaswani [1] is used to obtain the global semantics.
To avoid redundancy caused by semantics extraction by Transformer, we design a global
gating unit to filter key information. At the same time, a pointer generator network with
coveragemechanism is used to directly copy thewords in accordwith semantics from the
original text. It makes the semantics of the generated summarization more completely
and accurately.

2 Related Work

Text summarization is a typical task in natural language processing, which is very similar
to machine translation. Therefore, many machine translation methods were applied to
generate summarizations. To solve the problem of insufficient sequence annotation data
in machine translation, Sutskever et al. [2] proposed an end-to-end seq2seq model.
The model includes encoder and decoder. The encoder is responsible for obtaining the
semantic vector of input information and the decoder is responsible for transforming
the semantic vector into output information. Bahdanau et al. [3] and Luong et al. [4]
improved seq2seq model. Enlightened by the thinking mode that people’s attention
will be focused on the keyword part while reading, they improved the soft attention
mechanisms that significantly enhanced the effect of machine translation.

Then many natural language processing tasks have introduced seq2seq model based
on the attention mechanism. Rush et al. [5] first applied the attention-based seq2seq
model in abstractive summarization task, and achieved good results on theDUC2004 and
Gigaword datasets.Hu et al. [6] proposed thefirstChinese large-scale text summarization
dataset LCSTS, which used characters or words as units to train a neural network model,
then produced a baselinemodel for Chinese text summarization evaluation that promoted
the development of the Chinese text summarization field. By using the seq2seq model
based on RNN, Nallapati et al. [7] constructed an abstractive summarization in which
both encoder and decoder used Bi-GRU.

With the development of abstractive text summarization research based on seq2seq
model, researchers found that the quality of text summarization obtained once was not
high. Hence, Zeng et al. [8] proposed a rereading mechanism to simulate the reading
process of human beings, and just confirmed which words are the key points after
finishing reading. Since the vocabulary list cannot completely cover all words, OOV
words are inevitably appeared in the process of summary generation. Gu et al. [9]
proposed to directly copy OOV words into the output sequence. A pointer generator
network is proposed to solve the problems of direct generation, direct copy, and copy



GDE - Improving Global Information for Abstractive Summarization 357

position of the decoder in [10]. In [11], the authors designed coverage mechanism on
the pointer generator network, which solved the problem of repeated words better when
generating summary.

Due to the lack of structural characteristics of the article in abstractive text summa-
rization, combined the latent structure vector with the variational auto-encoder (VAE),
Li et al. [12] proposed to add the structural vector into the end-to-end model. In [13],
by evaluating the semantic relevance between the target summary and the source text,
the authors proposed a function that maximized the similarity between the original text
and the generated summary. To improve the performance of the encoder, an adversarial
learning was introduced to measure the supervision strength of encoder in [14]. The
authors found that the more relevant the original text and summary were, the stronger
the supervision learning was, and the better the quality of generating summary was.

3 Proposed Model

In this section, we will illustrate our model in detail. The framework of our proposed
model is shown in Fig. 1. Dual encoders read input text and extract global semantic
information; Global gating unit further filters the semantic information obtained above
and deliveries it to the decoder to generate the context semantic vector; Pointer generator
and Coverage mechanism directly copy the unregistered words to avoid OOV words
while generating summarization via obtained semantic vector. The first contribution of
our model is using dual encoders to extract more abundant global semantic information
to make up for the lack of Bi-LSTM. The second is using the global gating unit to
distinguish more global key information to avoid redundant information extracted by
dual encoders.

3.1 Dual Encoder

Our model is based on pointer-generator network [11]. The tokens of the input text
X = {x1, x2, . . . , xn} are fed into the encoder, where n represents the length of the input
text. The purpose of task is to output summarization text Y = {y1, y2, . . . , ym}, where
m(m < n) represents the length of the output text.

Since Bi-LSTM must rely on the input of the previous unit and process the input
sequence word by word, it cannot better represent the global information. We use dual
encoder model (Bi-LSTM + Transformer) to model summarization task. The introduc-
tion of the Transformer encoder can improve the performance of Bi-LSTM by obtaining
more global semantic information. Then the word embedding matrix Wx is used to
convert the word xt of the input text into a word embedding representation E, where
t ∈ (0, n). The conversion formula is as following:

E =
∑n

0
Wxxt (1)

After obtaining theword embedding representationE, it is sent to the twoencoders for
encoding separately. Bi-LSTM encoder is composed of forward and backward networks,
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Fig. 1. An overview of GDE which mainly includes Bi-LSTM Encoder, Transformer Encoder,
Global Gating Unit, Pointer Generator and Coverage Mechanism, and LSTM Decoder with
Contextual Semantic Vector.

and its output is H1 = {h1,h2, . . . ,hn}, in which every output includes two directions

of hidden states (hi = [−→h i,
←−
h i]) at each moment. It can be calculated as following:

H1 = BiLSTM(E) (2)

To collect more global semantic information, the Transformer encoder is composed
of multiple Transformer Blocks, each block is composed of a multi-head self-attention
mechanism and a fully connected feedforward network. The self-attention formula is
denoted:

Attention(Q,K,V) = softmax

(
QKT

√
dk

)
V (3)

The multi-head self-attention mechanism is used to calculate the attention weight
of each word in the sequence. Through increasing the number of Transformer block
layers, the self-monitoring ability of the multi-head self-attention is strengthened, and
the word weight of each head will be adjusted so that some heads can get global semantic
information. Then the output of Transformer encoder H2 can be get.
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3.2 Global Gating Unit

As the length of text sequence increases, although the combination of Transformer and
Bi-LSTMcan capturemore global semantic information, it still contains toomany redun-
dant words, and only a few words can become the key information of input sequence.
Since the key information is the essential information for the text summarization. A
global gating unit is designed to filter the result of the above-mentioned dual encoders
structure.

To enhance the global semantic information expression of the input sequence, the
semantic vectors H1 and H2 output by the dual encoders are spliced into H firstly,
then the screening probability gt is generated after they passed through the gating unit.
Finally, the semantic vector Ot containing the global key information is obtained. It can
help the decoder to effectively use key information to generate summary. The specific
formulas are as follows:

H = concat(H1,H2) (4)

gt = σ
(
WgH

)
(5)

Ot = (
1 − gt

)
H1 + gtH2 (6)

Where concat(·) is the splicing function, σ is the sigmoid function, andWg is learnable
parameter.

3.3 Pointer-Generator Network and Coverage Mechanism

Pointer-Generator Network. In the decoding process, the model may generate new
words. If some new words are not in the vocabulary, it will cause OOV problems.
We use a pointer generator network, which can not only copy words directly from the
original text, but also generate words directly from the vocabulary to avoid OOV words.
Assuming at time t of decoding, the probability pgen ∈ [0, 1] of word selection in the
vocabulary list can be calculated by the following formula with the input xt of decoder,
hidden layer status st , and context semantic vector ct at the current moment:

pgen = σ
(
Wcct + Wsst + Wxxt + bgen

)
(7)

Where vectorWc,Ws,Wx and scalar bgen are learnable parameters, and σ is the sigmoid
function.

1− pgen is the probability of copying words from the original text through attention
distribution at . The calculation formula for generating the target word w at time t of
decoding is as follows:

P(w) = pgenPvocab(w) + (
1 − pgen

)∑
i:wi=w

ati (8)

Note that if w is an OOV word, then Pvocab(w) is zero; similarly if w does not appear in
the source text, then

∑
i:wi=w ati is zero.



360 L. Peng et al.

Coverage Mechanism. To address the repetitive problem in text summarization, a cov-
erage vector is set. The value of this vector is the sum of the attention distributions
computed by all previous prediction steps. Based on the coverage vector, our model
(GDE) has already paid attention to each word of the source text. Meanwhile, the loss
function is designed by the authors in [11] to punish the attention on the repeated words.
Summarization generated by seq2seq model often brings about repetition in a sentence.
Then we introduce a coveragemechanism to overcome this problem. In the experimental
verification, the coverage mechanism is only used for the CNN/Daily Mail dataset, and
not be used in the LCSTS dataset, because the training process on LCSTS is dealt with
characters and the coverage mechanism has no usage.

3.4 Training and Inference

In the training process, given the input text X , for making the generated summary Yd
closer to the target summaryYt , i.e.maximizing the probability of the generated summary
sequence Yd , the following negative log likelihood function needs to be minimized.

LGDE(θ) = − 1

N

∑N

i=1
log p(y|x) (9)

Where θ represent the set of are all learnable parameters, N is the training set, and
p(y|x) is the probability of obtaining the summary sequence y after inputting a given x
sequence.

In the decoding process, we use beam search method to generate the summary
vocabulary, to find the optimal solution in a relatively limited search space at the lowest
cost.

4 Experiments

4.1 Datasets

Toverify the effectiveness of ourmodel (GDE), theLCSTSandCNN/DailyMail datasets
are used in the experiment.

LCSTS. A large-scale Chinese short text summary dataset, whichmainly contains three
parts. Part I contains 2,400,591 (short text, summary) training data for real news; Part II
includes 10,666 pairs of artificially labeled short texts and summaries randomly sampled
from the training data; Part III is different from Part I, a total of 1106 pairs of data are
annotated manually. Each pair of statements in PART II and PART III is scored 1–5 by
manual scoring, and the score is used to judge the degree of relevance between the short
text and the abstract. As suggested by Hu et al. [6], we use PART I as the training set
and the 725 statement pairs with scores above 3 (including 3 points) in PART III as the
test set.

CNN/Daily Mail. Alarge-scale English text summary dataset, including more than
280,000 pairs for training, 13,000 pairs for validation, and 11,000 pairs for testing.
Each source text corresponds to multiple summary sentences. On average, Each source
document in the training set contains 766 words and 29.74 sentences, the corresponding
summary also contains 53 words and 3.72 sentences.



GDE - Improving Global Information for Abstractive Summarization 361

4.2 Evaluation and Parameter Settings

We employ ROUGE [15] as our evaluation metric. ROUGE evaluates the quality of
summary based on the co-occurrence information of n-grams in a summary, which is
an evaluation method oriented to the recall rate of n-grams. Its core idea means the
artificial summaries generated by many experts separately form a standard summary set.
Automatic summary generated by different method is compared with the above standard
summary set. The number of overlapping basic units (n-grams, word sequences and the
number of word pairs) is counted to assess the quality of the generated summary.

For LCSTS, we use a dictionary with 5000 vocabulary, the dimension of word vector
is 300, the LSTM hidden layer unit is 600, and the batch size is set to 64. For CNN/Daily
Mail, the dictionary has 50000 vocabulary, the batch size is set to 16, the maximum
length of input article tokens is 400, and the maximum length of output article tokens
is 100. During the decoding process, coverage mechanism is used to reduce content
duplication. During the training process, the word vectors in encoder and decoder share
parameters, and a global gated network and Adagrad optimizer are used. The initial
learning rate is set to 0.15, the beam search width is set to 4 and the discard rate of neural
network is set to 0.1.

4.3 Comparison with State-of-the-Art Methods

We implement our experiments on the LCSTS Chinese dataset and the CNN/Daily Mail
English dataset. The performance of different models is evaluated by the F1 values of
ROUGE-1, ROUGE-2, and ROUGE-L.

As shown in Table 1, there are seven baselines are compared on Chinese LCSTS
dataset.RNN [6] is the RNN-based seq2seq model without using context during decod-
ing. RNN-Context [6] is the RNN-based seq2seq model using context during decoding
and all information of encoder are input into decoder.CopyNet [9] is the attention-based
seq2seq model with the copy mechanism. SRB [13] is a model that improves semantic
relevance between source text and summary. DGRD [12] is the attention-based seq2seq
model that introduce the latent structure vectors to learn structure information of the
target summary. R-NET [16] is gated-based network model with reading comprehen-
sion thinking mode. S2S + superAE [14] is LSTM-based seq2seq model with the
autoencoder as an assistant supervisor.

Comparedwith S2S+ superAE [14], the results of ourmodel GDE raised by 1.0 and
0.3 for ROUGE-1 score and ROUGE-L score on the LCSTS respectively, but slightly
lower in ROUGE-2. Because the value of ROUGE-2 is calculated depending on the
global semantic information of words, it shows that our model cannot capture the global
key information well dynamically. However, it is significantly better than other models
on all metrics. It depicts that abstractive text summarization method based on the global
dual encoder better solves the problem of using only single RNN encoder, it can not only
obtain more semantic features of the original text, but also effectively integrate more
key global information.

As shown in Table 2, four advanced baseline methods are compared on English
CNN/Daily Mail dataset. words-lvt2k-temp-att [17] is the attention-based seq2seq
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Table 1. Automatic summarization result on LCSTS

MODEL ROUGE-1 ROUGE-2 ROUGE-L

RNN 21.5 8.9 18.6

RNN-context 29.9 17.4 27.2

CopyNet 34.4 21.6 31.3

SRB 33.3 20.0 30.1

DGRD 37.0 24.2 34.2

R-NET 37.8 25.3 35.0

S2S + superAE 39.2 26.0 36.2

GDE 40.2 25.0 36.5

model with incorporating semantic features. graph-based attention [18] take advan-
tage of the graph attention into the seq2seq to improve the quality of summary. pointer-
generator [11] is the LSTM-based seq2seq with pointer generator to prevent the gen-
eration of OOV words. pointer-generator + coverage [11] uses coverage mechanism
under the pointer generator to prevent repeated words during summary generation.

Table 2. Automatic summarization result on CNN/Daily Mail

MODEL ROUGE-1 ROUGE-2 ROUGE-L

words-lvt2k-temp-att 35.46 13.3 32.65

graph-based attention 38.01 13.9 34

pointer-generator 36.44 15.66 33.42

pointer-generator + coverage 39.53 17.28 36.38

GDE 37.19 16.15 34.01

GDE + coverage 40.43 17.80 37.15

From the F1 value of the ROUGE indicators given in Table 2, our model GDE has a
significant improvement. Compared with the pointer-generator, the score of ROUGE-1,
ROUGE-2 and ROUGE-L are increased by 0.75, 0.49 and 0.59 respectively, which is
slightly worse than the pointer-generator+ coveragemodel. However, when GDE add
the coverage mechanism, the results score increased by 0.9, 0.52 and 0.77 respectively.
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4.4 Comparison with Different Global Semantic Information

To analyze the impact of different global semantic information on abstractive summary,
three typical baselines are compared which adopt two different ways to capture the
global semantic information on the LCSTS dataset. Both of the seq2seq and the pointer-
generator models use Bi-LSTM encoder, but the latter uses pointer generator network
to be decoder. The transformer uses the Transformer encoder, and the rest is consistent
with the seq2seq model.

Table 3 describes the impact of different global semantic information generation
methods on text summarization. It can be seen that the transformer performs better and
indicate that the transformer has higher ability to grasp the global key information of
sequence data. Compared with pointer-generator model, GDE increases the evaluation
index values of ROUGE-1, ROUGE-2 and ROUGE-L by 1.9, 1.4 and 2.8 respectively,
which indicates that GDE can capture more global information. Generally, under the
same premise of the decoder, the more global key information collected by the encoder,
the more complete the summary generated by the decoder.

Table 3. Performance of models with different global information on LCSTS

Model ROUGE-1 ROUGE-2 ROUGE-L

seq2seq 35.1 22.7 32.5

transformer 35.5 23.2 33.0

pointer-generator 38.3 23.6 34.7

GDE 40.2 25.0 36.5

4.5 Case Analysis

To verify the performance of theGDEon the real cases, we select some real samples from
the LCSTS dataset. As shown in Table 4, from the comparison between the correctness
and robustness of the summary, GDE can well grasp key information and accurately
express the original meaning. In Text 1, seq2seq model gave an error expression because
of misunderstanding semantics. “The U.S. Air Force will encircle China like the Soviet
Union”. The original meaning is that the United States will encircles China as they do
with the Soviet Union. GDE express the same meaning as the reference. It depicts that
GDE can effectively integrate the key global information. In Text 2, Seq2Seq model
caught the wrong point and only stayed at what Premier Li Keqiang said, but the core
of the GDE highlighting text was “scoring the reform of the free trade zone”. Compared
with reference, “Shanghai “ was not found in original text, GDE can not only retain the
key information of source text, but also prevent the generation of unnecessary words.
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Table 4. Some examples of LCSTS abstractive summarization

Text 1:
F-22 F-35 B-2 F-35

The commander of the U.S. Pacific Air Force revealed that the U.S. Air Force will deploy its elite troops in turns 
around China to encircle China as it did to the Soviet Union. The Air Force will send a large number of F-22 
Raptors, F-35 Lightning II and B-2 stealth bombers to the area. Carlisle also said that F-35's first overseas perma-
nent base will be located in the Pacific. 
Reference:
US Commander: The elite of the US military will encircle China like the Soviet Union 
Seq2Seq:
US Air Force Commander: The US Air Force will encircle China like the Soviet Union
GDE:
Commander of the U.S. Army: The U.S. Army will encircle China as it did with the Soviet Union
Text 2: 18 10

10 friendly
frankly

On the 18th, Premier Li Keqiang met with 10 Chinese and foreign entrepreneurs stationed in the free trade zone in 
the American Pharmacopoeia restaurant, and asked them to "rate" various reforms in the free trade zone. He said to 
10 entrepreneurs participating in the conference: "I hope that the symposium we will hold while leaving the food is 
not only friendly (friendly), but also frankly (frankly). If you have any questions, just go straight to it." 
Reference: 10
Li Keqiang invited 10 companies to score Shanghai Free Trade Zone 
Seq2Seq:
Li Keqiang: I hope we will have a symposium while leaving the fragrance of food
GDE:
Li Keqiang asked 10 entrepreneurs to rate the reform of the free trade zone 

5 Conclusion

In this paper, we propose an abstractive text summarization method based on global
gated dual encoders. By using dual encoders, more global semantic information can be
obtained. Then the global gated unit is designed to filter the key information so that the
more accurate text summary can be generated. In the future work, prior knowledge and
element extract will be introduced to enhance the quality of text summary generation.
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Abstract. Social media has developed rapidly due to its openness and freedom,
and people can post information on Internet anytime and anywhere. However,
social media has also become the main way for rumors to spread largely and
quickly. Hence, it has become a huge challenge to automatically detect rumors
among such a huge amount of information. Currently, there are many neural net-
work methods, which mainly considered text features but did not pay enough
attention to user and sentiment information that are also useful clues for rumor
detection. Therefore, this paper proposes a hierarchical attention network with
user and sentiment information (HiAN-US) for rumor detection, which first uses
the transformer encoder to learn the semantic information at both word-level and
tweet-level, then integrates user and sentiment information via attention mecha-
nism. Experiments on the Twitter15, Twitter16 and PHEME datasets show that
our model is more effective than several state-of-the-art baselines.

Keywords: Rumor detection · User and sentiment information · Hierarchical
attention network

1 Introduction

Rumors, usually used to spread panic and confusion, are untrue or inaccurate information
breed on public platforms andRumorDetection (RD) is to judgewhether the information
is true or false. Our work focuses on using relative public information to detect the false
information spreading on social media. The key behind this work is that users on social
media can express their opinions on the information disseminated on social media, and
can provide evidence and speculation on false information [1].

In recent years, it has become increasingly popular to use neural network models
to detect rumors. By modeling text information on social media, for example, Ma et al.
[6–10] proposed a series of RNN-based methods, and these methods can automatically
obtain a high-level text representation to detect the true degree of information. However,
they only focused on how to use the text information of the rumor, and did not pay
enough attention to user information, or even ignored it. Moreover, these methods hardly
considered the role of sentiment information. Different users hold different degrees of
credibility, and the sentiment expressed by them is directly related to their opinions.
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Table 1. An example of a rumor source tweet and its user features

Source tweet Breaking! A four meter long Cobra with three heads was found in Myanmar!

User Features username: ABCD_1234
verified: False
description:
follower: 15
listed_count: 300
user_creat_time: 2011/10/4 9:36:17
tweet_creat_time: 2011/10/4 17:52:36
… …

Table 1 shows an example of a rumor source tweet and its user features. User
ABCD_1234 posted a tweet: A 4 m long cobra with three heads was found in Myan-
mar. The tweet sounds appalling, but considering the characteristics of many snakes
in Myanmar, it is difficult to identify true or false of the tweet, and may eventually be
predicted as Unverified. However, combined with user information, the authenticity of
this tweet can be predicted more accurately. First, in terms of user name, “ABCD_1234”
is composed of “ABCD” and “1234” that is just a sequence of letters and digits without
any actual meanings, indicating that this is probably not a normal user. Next, the user’s
verified property is False, showing that the user has not been verified who may spread
false information maliciously. Finally, the user had no user description and posted 300
tweet in less than 24 h of user creations. Based on the above information, it is easy to
determine that this is probably a user who specializes in spreading rumors, so the source
tweet is identified as a rumor. Table 1 shows that user information plays an important
role in RD.

In Table 2, the majority of users expressed fear of the source tweet, such as
“breaking”, “terrify”, “fear”, “crying”, “scared” and so on, whose main purpose is
to spread fear. Of course, there are users who express different sentiment information,
such as “fake”, “don’t believe”, etc. These sentimental information plays an important
role in exposing rumors. Therefore, we think that considering sentiment information can
effectively describe the sentiment features of a rumor in the process of spreading, so as
to obtain more accurate high-level representation.

According to the above analysis, this paper proposes a novel hierarchical attention
network with user and sentiment information (HiAN-US), which uses the hierarchi-
cal structure model to learn features from the word-level and tweet-level, respectively,
and considers user and sentiment information via attention mechanism. Khoo et al. [1]
showed that propagation tree structure on social media does not reflect the process of
information propagation well. Therefore, the model uses linear structure to model text
based on post time. In addition, the corresponding user and sentiment information are
also used through word-level and tweet-level attention to improve the performance of
rumor detection. The experimental results on Twitter15, Twitter16 and PHEME prove
that our model HiAN-US is superior to the state-of-the-art baselines. The contributions
of this paper can be summarized as the following two points:
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Table 2. An example of a rumor source tweet and its reply tweets

Source tweet Breaking! A four meter long Cobra with three heads was found in Myanmar!
Reply tweet Oh my god! It’s terrify…

I’m fear! Crying… 
… 
Really? It is scared me! 
… 
Fake! I don’t believe. 
It is fake! I know it at first sight. 

• We propose a hierarchical model HiAN-US for RD to integrate the word-level and
tweet-level information;

• Our model integrates user and sentiment information via attention at word-level and
tweet-level.

The rest of the paper is organized as follows: Sect. 2 draws related research work
in this field; Sect. 3 introduces the model proposed in the paper; Sect. 4 presents the
experimental results and analysis; Sect. 5 summarizes the paper and proposes direction
of future research work.

2 Related Work

Recently, rumor detection (RD) on social media has become a more popular topic,
attracting more attention than before. Compared with the traditional machine learning
methods, the neural network methods can more accurately learn the representation of
text information, and does not require too many artificial labeling features. Therefore,
more and more neural network methods are applied to rumor detection.

Chen et al. [2] proposed unsupervised rumor detectionmodel based on user behavior,
which combined RNN and AutoEncoder (AE) to obtain more features, in which user
features encoded by RNN and then transmitted to AE. Do et al. [3] proposed a DRRD
model based on text information and user information. The model used GRU to encode
text information and user information, and then obtained a high-level text representation
and user information representation through themaximumpooling layer. Finally, the two
types of informationwere stitched together to predictwhether the information to be tested
is a rumor through the softmax classifier. Li et al. [5] used user information, attention
mechanism andmulti-task learning to detect rumors. After splicing user information and
text information, they used LSTM to encode, and finally used the attention mechanism
and softmax classifier to predict the true degree of information. Khoo et al. [1] proposed
a rumor detection model named PLAN based on self-attention mechanism focusing on
user interaction, in which only texts were considered, and user interaction was achieved
by using self-attention mechanism. The above methods of using user information will
be compared with the methods proposed by this paper:
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• Compared with those studies that did not utilize self-attention in Transformer model
(e.g., Chen et al. [2] and Do et al. [3]), our model uses a transformer encoder to encode
user information. A large number of experiments prove that the transformer encoder
is more effective than RNN. And our model uses attention to model user information,
which highlights the impact of important users.

• Compared with those studies that only focused on text and user information (e.g., Li
et al. [5]), first, the coding model we used is superior to LSTM; second, when using
the attention mechanism, our method puts more emphasis on the role of users.

• Compared with those studies that only consider the propagation structure of tweets
(e.g., Khoo et al. [1]), our model integrates user and sentiment information via
attention, which is the main novelty of this paper.

As far aswe know, previouswork did not consider the effect of sentiment information
for rumor detection. As shown in Table 2 above, sentiment information in tweets can
also help to detect rumors. Therefore, we propose a hierarchical neural network with
both user and sentiment attention for rumor detection.

3 Model for Rumor Detection

3.1 Problem Definition

We define each thread as ti = {
ti,1, ti,2, ti,3, . . . . . . , ti,n

}
, where ti,1 is source tweet,

ti,j is the j-th tweet in chronological order, and there are n tweets in the thread, whose
user information and sentiment information is ui = {

ui,1, ui,2, ui,3, . . . . . . , ui,n
}
and

si = {
si,1, si,2, si,3, . . . . . . , si,n

}
, respectively. The RD task is to assign a label y to

each (ti, ui, si), where y = {False, True, Unverified, Non-Rumor}. In this paper, rumor
means that a text may be true or false and should be identified furtherly. Therefore, False
rumor means the text contains and spreads false information, while True rumor means
the text contains true information, and Non-Rumor is true information without further
identification. Unverified means it is difficult to judge whether the text is true or false
due to the lack of the related information.

3.2 Hierarchical Attention Network with User and Sentiment Information

We propose a Hierarchical Attention Network with User and Sentiment information
(HiAN-US) for RD and our model consists of five parts: word encoder layer, word atten-
tion layer, tweet encoder layer, tweet attention layer, and output layer. The encoder layers
use transformer encoder to learn more semantic information on word-level and tweet-
level, and use attention to integrate user and sentiment information between different
levels. The architecture of our model is displayed in detail in Fig. 1.

Word Encoder Layer. We map each word of text information (ti,j), user information
(ui,j) and sentiment information (si,j) in tweet to the vectorswk

i,j,u
k
i,j, and s

k
i,j, respectively.

After stitching them together, they are fed to the word encoder layer for encoding. In



370 S. Dong et al.

Fig. 1. Hierarchical attention network with user and sentiment information (HiAN-US)

this way, three types of information can be fused and encoded to improve the accuracy
of the final text representation.

(1)

Attention Layer. In the sentiment analysis task, Yu et al. [11] have proved that the
sentimental words in a text can express the author’s sentiment to some extent. Therefore,
we think that these sentimental words or sentences have an important role in improving
the performance of rumor detection. Moreover, Li et al. [5] and Chen et al. [2] have
proved that user features can significantly improve the performance of rumor detection.
Hence, we introduce the attention mechanism based on user and sentiment information
to our model at word-level and tweet-level, respectively.

1)Word-levelAttention.Weencode Iki,j through theword-level transformer encoder

to obtain the vector Ikai,j , and then feed it to the word-level attention based on user and
sentiment information to obtain a high-level representation as follows.

mk
i,j = tanh

(
wwIkai,j + wuuki,j + wsski,j + bw

)
(2)

αk
i,j = softmax

(
mk

i,j

)
(3)

ti,j =
∑

k
αk
i,jI

ka
i,j (4)

where ww,wu,ws, bw are the parameters of the attention mechanism. αk
i,j indicates the

importance of I ki,j to u
k
i,j and ski,j. ti,j is a high-level learned representation of a tweet.

2) Tweet-level Attention. After obtaining the word-level representation vector ti,j,
the transformer encoder is also used to encode tweets to obtain the vector tai,j. Different
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sentiments play different roles in determining the true value of source tweets similarly,
different users have different credibility for information disclosure. Therefore, similarly,
a tweet-level attention mechanism based on user and sentiment information is adopted.
The formula is expressed as follows.

mi,j = tanh
(
wttai,j + wuui,j + wssi,j + bt

)
(5)

αi,j = softmax
(
mi,j

)
(6)

ti =
∑

j
αi,jtai,j (7)

where wt , wu, ws, bt are the parameters of the attention mechanism. αi,j indicates the
importance of ti,j to ui,j and si,j. ti is high-level representation of a set of tweets after
learning.

Output Layer. The finally vector μ consists of the vectors ti, ui and si as follows.

(8)

where ui represents the global user vector, which contains all the user information in ti;
si represents the global sentiment vector, which contains all the sentiment information
in ti . ui, si are obtained by average pooling of ui,j and si,j . μ is the feature vector of
a set of tweets, which contains the semantic information of tweets, the corresponding
user and sentiment information of each tweet. After that, we will classify it through a
softmax layer as follows.

p(ti) = softmax
(
wμμ + bμ

)
(9)

Finally, the loss function of our model is designed as follows.

L = −
∑

i

y(ti) log(p(ti)) (10)

where y(ti) is the ground truth, p(ti) is the predicted probability of rumor for ti.

4 Experimentation

This section details the datasets, data preprocessing, implementation details, and experi-
mental results.We evaluate themodel based on two datasets collected from social media.
Experimental results prove that our model can achieve more satisfactory performance
than several state-of-the-art baselines.
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4.1 Experimental Setup

In this paper, two publicly available datasets, i.e., PHEME and Twitter (including Twit-
ter15 andTwitter16), are used to evaluate ourmodel. The PHEME is an expanded version
of PHEME 5events and consists of 9 events. This dataset has two levels of annotation
information: 1) annotation of thread as rumor or Non-Rumor; 2) comment rumor to true,
false, or unverified. In Table 3, we give statistics on the data distribution of PHEME.
For PHEME, our preprocess approach is different from Kumar and Carley et al. [4]: we
divide the data randomly rather than based on events. For Twitter15 and Twitter16, we
use the same processing methods as Khoo et al. [1]. The dataset annotates threads as
true, false, unverified and Non-Rumor. Table 4 shows the data distribution of Twitter15
and Twitter16.

Table 3. Data distribution of PHEME

Events Treads Rumors Non-Rumor True False Unverified

Charlie Hebdo 2079 458 1621 193 116 149

Sydney Siege 1221 522 699 382 86 54

Ferguson 1143 284 859 10 8 266

Ottawa Shooting 890 470 420 329 72 69

Germany Crash 469 238 231 94 111 33

Putin Missing 238 126 112 0 9 117

Prince Toronto 238 229 4 0 222 7

Gurritt 138 61 77 59 0 2

Ebola Essien 14 14 0 0 14 0

Total 6425 2402 4023 1067 638 697

Table 4. Data distribution of Twitter15 and Twitter16

Dataset Threads True False Unverified Non-Rumor

Twitter15 1413 350 334 358 371

Twitter16 756 189 172 190 275

According to the analysis on Twitter15 and Twitter16, we find that the proportion
of retweeting source tweets in each thread is larger. We think that these retweets have
little impact on RD and remove them. In the process of unified data processing, we
replace all URLs with “URL”. All “@XXX” and “#XXX” are divided into two words,
i.e., “@nycaviation” is divided into “@” and “nycaviation”.

Our model uses user and sentiment information. PHEME contains user information,
while twitter15 and twitter16 not. So we only consider sentiment information for twit-
ter15 and twitter16. The user and sentiment information used in PHEME are shown in
Table 5.



Rumor Detection on Hierarchical Attention Network 373

Table 5. User and sentiment information

Information Features

User User name

Verified

Description

Followers_count

Follow_count

Favorite_count

Create_time

List_count

Sentiment Sentiment words

Polarity(positive/negative)

4.2 Experimental Result

For the experiments on PHEME, Twitter15, and Twitter16, we used the same parameters
while the word embeddings are initialized by GloVe. The following models are selected
as the baselines.

• RvNN is a tree-based recursive neural network model proposed by Ma et al. [9].
• PLAN is one of themodels proposed byKhoo et al. [1]. Themodel uses themaximum
pooling layer at the word-level to obtain the tweet representation and the transform
encoder to encode at tweet-level, and finally obtains a high-level representation of the
entire thread through the attention.

• HiAN-S is our model, and only sentiment information is considered via attention at
the word and tweet-level.

• HiAN-U is our model, only user information is considered via word-level and tweet-
level attention.

• HiAN-US is our model, considering both user and sentiment information via attention
at both word-level and tweet-level.

For the Twitter15 and Twitter16 datasets, we compare with RvNN and PLAN, while
for the PHEME dataset, we compare with PLAN since RvNN only reported their results
on the Twitter15 and Twitter16 datasets. Table 6 shows the results among different
models on the three datasets.

For Twitter15 and Twitter16, as mentioned in 4.1, we only consider sentiment infor-
mation to the model (HiAN-S). It can be seen from the experimental results that the
performance of HiAN-S is higher than baseline systems on both datasets. On the Twit-
ter15, the model is 11.3 higher than RvNN and 1.6 higher than PLAN on accuracy; on
the Twitter16 dataset, the model is 8.5 higher than RvNN and 1.4 higher than PLAN on
accuracy.
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Table 6. Results of comparison with different methods

Dataset Model Accuracy

Twitter15 RvNN 72.3

PLAN 82.0

HiAN-S 83.6

Twitter16 RvNN 73.7

PLAN 80.8

HiAN-S 82.2

PHEME PLAN 70.6

HiAN-U 73.5

HiAN-S 74.5

HiAN-US 77.7

For PHEME, we can incorporate two information into the model: user information
and sentiment information, which can produce three variants of the model: HiAN-U,
HiAN-S, and HiAN-US. The experimental results show that the performance is sig-
nificantly higher than the baseline system on this dataset, i.e., HiAN-U, HiAN-S and
HiAN-US are 2.9, 3.9 and 7.1 higher than PLAN, respectively.

4.3 Analysis

Table 7 reports the experimental results of various models on four labels (FR, TR, UR,
NR) on Twitter15, Twitter16, and PHEME. Form Table 7, we can find that our HiAN-S
(with sentiment information) outperforms the other two baselines on NR on all three
datasets, which shows that sentiment information is helpful to detect the tweets with
NR. Our model HiAN-U (with user information) almost outperforms PLAN on three
types except UR. This result further ensures the effectiveness of user information in
RD. Combining the sentiment and user information into our model, HiAN_US can take
the advantages from two aspects and further improve the performance. Especially, in
comparison with HiAN-S and HiAN-U, HiAN-US improves the accuracies on FR and
UR significant, with the gains of 6.0, 15.2, 8.8, and 13.1, respectively. This indicates
that user information and sentiment information can complement each other to improve
the performance of RD.

For different datasets, the performance of our model on each category is not always
better than the baselines, but our model can achieve the best results on NR. We counted
the average number of sentiment words contained in each tweet in different categories
on each dataset as shown in Table 8. We can find that sentiment words contained in NR
tweets of Twitter15, Twitter16 and PHEME are the majority, which are 4.83, 4.36 and
4.42 respectively. This explains why the performance of our model is higher than the
baselines on NR. On Twitter15, the FR tweets contains an average of 4.28 sentiment
words per tweet, which is relatively large, so the performance of HiAN-S in this category
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Table 7. Performance on four types on Twitter15, Twitter16 and PHEME (FR: False Rumor; TR:
True Rumor; UR: Unverified Rumor; NR: Non-Rumor)

Dataset Model Accuracy FR TR UR NR

Twitter15 RvNN 72.3 75.8 82.1 65.4 68.2

PLAN 82.0 75.5 90.2 82.2 79.1

HiAN-S 83.6 83.3 88.1 78.8 84.2

Twitter16 RvNN 73.7 74.3 83.5 70.8 66.2

PLAN 80.8 82.9 88.4 77.5 72.7

HiAN-S 82.2 77.6 90.9 78.2 80.6

PHEME PLAN 70.6 56.3 62.8 62.7 77.1

HiAN-U 73.5 57.6 69.0 52.4 81.8

HiAN-S 74.5 60.4 63.3 50.3 84.9

HiAN-US 77.7 76.4 58.9 65.5 85.7

can be higher than the baselines. On Twitter16, the FR tweets only contains an average of
1.60 sentiment words per tweet. Therefore, the sentiment information used by HiAN-S
in this category is insufficient to improve performance.

Table 8. Statistics of sentiment words contained in each tweet

Dataset FR TR UR NR

Twitter15 4.28 4.03 2.70 4.83

Twitter16 1.60 2.67 2.71 4.36

PHEME 3.35 3.67 2.69 4.42

Table 9 shows an example of Non-Rumor in PHEME, while Table 10 shows an
example of Non-Rumor user information in PHEME, including username, verified,
description, followers_count, list_count, follow_count, etc. From the perspective of user
information, source user is a verified news media with a large number of followers,
relevant descriptions, and analysis of the information of reply users also shows that all
users are in a normal state. From the perspective of sentiment information, source tweets
do not contain sentiment words. There are panic words in reply users, such as “awful”,
“very dark”, “upsetting”, “tragical”, etc., but there is no sentiment against source tweet.
Our model can combine these two kinds of information to give source tweet and source
user higher weight, so that it is easier to detect source tweet as Non-Rumor.

Based on the above analysis, the following conclusions can be drawn: 1) Our model
can effectively improve the performance of Non-Rumor detection, thereby improve the
overall performance; 2) Both user and sentiment information play an important role in
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Table 9. An example of Non-Rumor in PHEME

Source 
tweet • french interior ministry: debris from #germanwings airbus a320 #4u9525 at 

2,000m altitude http://t.co/8upmsinqkx http://t.co/miu94nhnbr

Reply 
tweets • @skynews oh god.

• @skynews a very dark day in the aviation industry .#germanwings
• @skynews: debris from #germanwings airbus a320 #4u9525 

http://t.co/gzsw4yj6s2 http://t.co/sggsmujkly” awful, awful news. really upset-
ting

• @skynews man this sucks. and i'm flying to barcelona in 2 weeks.
• @leonhenry16 @skynews so? have u ever heard about such a tragical event 

happening twice within 2 weeks on the same route?

Table 10. An example of Non-Rumor user information in PHEME

Source user Sky news True True 1964051 15444 17

Reply user Carly Marie False True 671 6 455

Joseph
Muiruri

False True 540 20 1770

Zia Lombardi False True 647 20 1362

Leon Henry False True 12 0 66

Screenwriting
girl

False True 1102 42 917

improving rumor detection performance; 3) User and sentiment information can form a
complementary role to jointly improve the accuracy of rumor detection.

5 Conclusion

In this paper, a hierarchical attention network with user and sentiment information
(HiAN-US) is proposed for RD. The model uses a transformer encoder to obtain seman-
tic information at word-level and tweet-level. Different from previous research, we
incorporate user information and sentiment information at both word-level and tweet-
level via attention to capture more important components. Experiments on the PHEME,
Twitter15 and Twitter16 datasets show that our proposed model is more effective than
state-of-the-arts.

At present, most platforms can share messages in the form of text, pictures and short
videos at the same time, and rumors can also be spread more quickly through these
three ways. We consider how to combine three completely different information for
multi-modal RD in future.
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Abstract. The techniques of word embedding have a wide range of
applications in natural language processing (NLP). However, recent stud-
ies have revealed that word embeddings have large amounts of instability,
which affects the performance in downstream tasks and the applications
in safety-critical fields such as medical diagnosis and financial analy-
sis. Further researches have found that the popular metric of Nearest
Neighbors Stability (NNS) is unreliable for qualitative conclusions on
diachronic semantic matters, which means NNS cannot fully capture
the semantic fluctuations of word vectors. To measure semantic stability
more accurately, we propose a novel metric that combines the Nearest
Senses Stability (NSS) and the Aligned Sense Stability (ASS). Moreover,
previous studies on word embedding stability focus on static embedding
models such as Word2vec and ignore the contextual embedding mod-
els such as Bert. In this work, we propose the SPIP metric based on
Pairwise Inner Product (PIP) loss to extend the stability study to con-
textual embedding models. Finally, the experimental results demonstrate
that CS and SPIP are effective in parameter configuration to minimize
embedding instability without training downstream models, outperform-
ing the state-of-the-art metric NNS.

Keywords: Static word embeddings · Contextual word embeddings ·
Semantic stability

1 Introduction

Word embeddings are dense and low-dimensional vectors that can capture the
lexical semantics of words [1–3]. In order to extract the representation of words
better, various kinds of word embedding models are proposed, which can be
classified as static and contextual embedding models. For example, Word2vec
[4] and Glove [5] are static embedding models which learn a fixed vector to
represent each word. In contrast, contextual embedding models such as EMLo
[6] and Bert [7] extract word representations dynamically with the input context.
These models have significantly boosted the application of word embeddings
in many fields, from sentiment analysis [8] to entity alignment [9]. However,
subsequent studies have found that word embeddings have significant amounts
c© Springer Nature Switzerland AG 2020
X. Zhu et al. (Eds.): NLPCC 2020, LNAI 12431, pp. 378–390, 2020.
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of instability [10,11], i.e., a word has different nearest neighbors in different
instances of a model. The instability could significantly affect the robustness
and performance of word embeddings in downstream tasks [10]. Investigating
the stability of the word embedding models could benefit the design of novel
models and the interpretability of existing models.

Previous studies universally employ the variance of nearest neighbors (e.g.,
NNS) to measure the stability of word embeddings [10,12]. Nevertheless, Hell-
rich and Hanh [13] observed that Nearest Neighbors Stability (NNS) as a metric
for qualitative conclusions on diachronic semantic matters is unreliable. It is
not reliable enough to measure the stability of word embeddings in downstream
tasks. To address the problem, we propose a combined metric, including Near-
est Senses Stability (NSS) and Aligned Sense Stability (ASS), to quantify the
stability of word embeddings. As a variant of NNS, NSS uses WordNet [14] to
calculate the overlap ratio of neighbors’ senses as embedding stability. Therefore,
NSS can solve the problem that the stability calculated by NNS is lower than the
actual stability if different neighborhood words of a certain word are synonyms,
such as “erase” and “delete”. It is inaccurate that the synonyms are considered
to be completely different in NNS. In contrast, NSS calculates the similarity of
the synonyms by their senses to measure stability more accurately.

Different from the above neighbors-based metrics, ASS measures the sta-
bility with the numerical variances of word vectors in the embedding space.
Nevertheless, The original word embeddings cannot be used directly to mea-
sure stability because of the stochastic nature of the static embedding model.
Levy and Goldberg prove that Word2vec is equivalent to implicit factorization
of the word-context matrix [15]. An important side-effect of this essence is that
the obtained embeddings are arbitrarily rotated by an orthogonal matrix with-
out affecting the objective of the embedding model. Since the embeddings are
unconstrained, and the only error signal comes from the orthogonally-invariant
objective, the entire embedding space is free to arbitrary orthogonal transform
during training [16,17]. The arbitrary orthogonal transformations are not prob-
lematic in most scenarios because it does not affect the relative positions of
nodes in the embedding space. However, the transformations indeed result in
the inconsistency of coordinate axes of word embeddings in different instances
of an embedding model. We call this phenomenon as word sense misalignment.
In order to measure the numerical variances of word embeddings from differ-
ent instances, we must ensure that the vectors are aligned to the same coordi-
nate axes. For this purpose, we map the word embeddings obtained in different
instances to a super-sense space whose features in each dimension has explicit
meaning [18].

Furthermore, previous studies on the stability of word embeddings focus
on static embedding models, while the contextual embedding model has been
neglected. The metrics for static embedding models are not suitable for con-
textual embedding models because word vectors in the contextual embedding
model are dynamic. To tackle this difficulty, we propose a novel metric SPIP
which is defined as the similarity of the matrices consisting of vectors of words
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in the same context from different instances to measure the stability of contex-
tual embedding models. Here, we use the Pairwise Inner Product (PIP) loss [19]
to calculate the similarity.

Finally, we empirically validate that the proposed metrics are effective in
selecting parameters for a model to generate stable embeddings, without having
to train downstream models. Experiments show that our novel metrics correlate
strongly with the performance stability of downstream tasks.

2 Word Embedding Models

In this section, we briefly review the word embedding models, including static
and contextual embedding models.

Skip-Gram with Negative Sampling (SGNS). Skip-gram (SG) is a three-layered
fully connected network model [4] to predict the context of the inputting word.
To reduce the computational complexity of the model, Mikolov et al. [20] also
proposed an optimization method named Negative sampling (NS) and a more
straightforward loss function based on Noise Contrastive Estimation (NCE) [21].

GloVe. GloVe [5] is an unsupervised model to extract representations of words
from an aggregated global word-word co-occurrence matrix. The obtained rep-
resentations combine the advantages of global matrix factorization and local
context window methods.

EMLo. EMLo [6] is a deep bidirectional language model which extracts word
representations dynamically with the input context. This model overcomes the
disadvantages of the above two static embedding models which use a static vector
to represent all the senses of a word.

Bert. Similar to EMLo, Bert [7] is a contextual embedding model whose word
vectors are based on the input context. By taking advantage of transformer
encoders [22], Bert can jointly combine both the left and right context in all
layers.

3 The Word Embedding Stability Metrics

3.1 Task Result Stability

We first define Task Result Stability (TRS), which acts as a basic metric to reflect
the ability of other task-free stability metrics. Leszczynski et al. [23] define the
instability as disagreement ratio in downstream predictions. As shown in Table 1,
the measurement method cannot measure the stability of downstream task well
when the predictions are the same while the probability values vary dramatically.
To address the problem, we propose to compute the cosine similarity of the result
vectors to quantify the stability of the downstream task. Let X1, . . . , Xm ∈ R

n×d
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be m embedding matrices, where n is the size of the vocabulary and d is the
dimension of the embedding. Denote fXi

as the i-th instance of a t-classification
model Mt trained by Xi. Given a test data θ, the result vector of fXi

is fXi
(θ) =

[p1, . . . , pt] where pj is the probability of θ being the j-th category predicted by
fXi

. Then TRS is defined as:

TRS =
2
∑

1≤i<j≤m Cos
(
fXi

(θ), fXj
(θ)

)

m(m − 1)
(1)

where Cos is a function to calculate the cosine similarity between two result
vectors.

Table 1. The predictions of fE1 and fE2 are same, but their result vectors have
changed considerably. Clearly, TRS can measure the variation of the predicted results
more accurately.

fE1 fE2 TRS Disagreement

Prob. A Prob. B Pred. Prob. A Prob. B Pred.

1 0.98 0.02 A 0.56 0.44 A 0.799 No

2 0.93 0.07 A 0.79 0.21 A 0.983 No

3 0.77 0.23 A 0.73 0.27 A 0.998 No

4 0.43 0.57 B 0.47 0.53 B 0.997 No

5 0.08 0.92 B 0.18 0.82 B 0.992 No

3.2 Stability Metrics for Static Embedding Models

Given a training corpus D which contains a mass of documents, we could extract
a vocabulary V which contains all distinct words in D. For each word w ∈ V ,
an embedding model M learns a mapping f : wi → xi ∈ R

d from a word to a
d-dimensional vector based on the training corpus D. Accordingly, the learned
vector space can be denoted by a matrix X|V |×d, where the i-th row xi represent
the learned vector of wi ∈ V . For each metric, we first generate m embedding
spaces by applying a specific embedding model M to the same corpus D with
identical parameters for m times. Consequently, we will obtain a set of embedding
spaces X = {X1,X2, . . . ,Xm}. Then, we calculate the top k nearest neighbors
N

(j)
i = {w

′
1, w

′
2, . . . , w

′
k} of word wi in j-th embedding space Xj . Here, We

evaluate the distances between two words ws and wt by the cosine similarity of
their corresponding embedding vector:

sim(ws, wt) =
xsxt

|xs||xt| (2)

where xs and xt are the embedding vectors of ws and wt, respectively. Higher
similarity scores indicate closer distances between two words.
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Nearest Neighbors Stability. Nearest Neighbors Stability (NSS) is used to
measure the intrinsic stability of word embedding in recent works [10–13]. The
metric is defined as the overlap ratio between nearest neighbors of wi ∈ V in
different embedding spaces:

NNS =

∑|V |
i=1

∣
∣
∣
⋂

1≤j≤m N
(j)
i

∣
∣
∣

|V |
∣
∣
∣
⋃

1≤j≤m N
(j)
i

∣
∣
∣

(3)

Nearest Senses Stability. Different from nearest neighbors stability (NNS),
nearest senses stability (NSS) measures invariance of sense neighbors rather than
word neighbors. We gain certain word’s sense neighbors from WordNet [14],
which divides nouns, verbs, adjectives and adverbs into sets of cognitive syn-
onyms (synsets). For each word w ∈ N

(j)
i , we retrieve the senses of w in the

WordNet. Denoting the senses set of w as SN(w), we define the sense-based
nearest neighbors of wi ∈ V in j-th embedding space Xj as follows:

NS
(j)
i =

⋃

w′ ∈N
(j)
i

SN(w
′
). (4)

We then quantify the stability of wi in the models through the Jaccard coefficient
of the m sets of sense-based nearest neighbors:

SBi =

∣
∣
∣
⋂

Xj∈X NS
(j)
i

∣
∣
∣

∣
∣
∣
⋃

Xj∈X NS
(j)
i

∣
∣
∣

(5)

Finally, NSS is defined as the average stability of all words:

NSS =

∑|V |
j=1 SBj

|V | (6)

In this paper, we set k = 10 and m = 3 to make a tradeoff between calculation
efficiency and measurement accuracy [10].

Aligned Sense Stability. Word embeddings are arbitrarily rotated because
the objective does not constrain the orientation of the obtained embeddings.
Therefore, it is hard to interpret the semantics of each individual feature dimen-
sion. NSS can measure relative position invariance of words in the latent space.
However, this metric fails to capture the invariance of dimensional semantics.
To address this issue, we propose aligned senses stability (ASS), which measures
the stability of word embeddings which are aligned to a super-sense space [18].

We employ a human-annotated super-sense space based on the corpus of
SemCor1 [24]. Super-sense2 consists of 41 semantic categories, including 26
1 http://moin.delph-in.net/SemCor.
2 http://wordnet.princeton.edu/man/lexnames.5WN.html.

http://moin.delph-in.net/SemCor
http://wordnet.princeton.edu/man/lexnames.5WN.html
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nouns and 15 verbs in WordNet [14]. The super-sense vector [25,26] contains
the normalized occurrence frequency of words which appear at least five times
in SemCor [18]. Specifically, a super-sense vector of a word wi is denoted as
si = [d1, d2, . . . , d41]. The i-th dimension di is defined as:

di =
#(w, i)
#(w)

, i = 1, 2, . . . , 41 (7)

where #(w, i) is the number of w that is marked as the i-th supersense in SemCor
and #(w) is the total number of occurrences of w in SemCor.

The SemCor corpus contains a vocabulary of 4,199 nouns and verbs. Denote
the vocabulary set of SemCor as Vs. To align an embedding space X ∈ X to the
super-sense space, we extract the words that appear both in our corpus and Sem-
Cor. Denote the set of these common words as I = V ∩Vs. Then, we construct the
super-sense space as a matrix S = [s1, s2, . . . , s|I|] ∈ R

41×|I|. Similarly, we extract
the aligning word embedding matrix W = XT

[I] = [x1,x2, . . . ,x|I|] ∈ R
d×|I|.

Fig. 1. Supersense-based alignment method maps the original embeddings matrix W
to the super-sense space with the correlation matrix C. Each entry cij of C is the
pearson correlation coefficient between the i-th row of W and the j-th row of the
super-sense matrix S.

We then align the extracted word embeddings X ∈ X to the common super-
sense space S by the Pearson correlation of the aligned dimensions [18]. Figure 1
illustrates the calculation of the super-sense alignment. Particularly, we calculate
a correlation matrix Cp ∈ R

d×41 for the p-th embedding space Xp. Each entry
of Cp is calculated as follows:

cij = Pearson(rWi , rSj ) (8)

where rSi and rWj are the i-th row of S and the j-th row of W, respectively. The
j-th dimension of aligned embeddings rAj is defined as the weighted sum of all
dimensions of original embeddings with the weights c·j :

rAj =
d∑

i=1

cij · rwi (9)
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As shown in Fig. 1, we can calculate each dimension of aligned embeddings and
obtain the aligned matrix of word embeddings as follows:

WA
p = WT

p · Cp (10)

For each aligned matrix pair (WA
i ,WA

j ), 1 ≤ i < j ≤ m, we quantify their
similarity with the Frobenius norm:

SM
(
WA

i ,WA
j

)
=

2
∥
∥WA

i − WA
j

∥
∥
F∥

∥WA
i

∥
∥
F

+
∥
∥WA

j

∥
∥
F

(11)

Finally, ASS is defined as the mean of similarity between the aligned matrices:

ASS =
2
∑

1≤i<j≤m SM
(
WA

i ,WA
j

)

m(m − 1)
(12)

where m is the number of embedding spaces.

Combined Stability. NSS measures the sense neighbors stability of words,
and ASS measures the position stability of word vectors in super-sense space.
To measure the stability of word embeddings more comprehensively, we define
the combined stability (CS) of word embeddings as the weighted average of NSS
and ASS:

CS = αNSS + (1 − α)ASS (13)

where α = 0.3 is the top-performing value as shown in Fig. 2.

Fig. 2. The Spearman correlation for TRS and the Combined Stability (CS) with
different values of α. In general, we observe α = 0.3 is the top-performing value.
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3.3 Stability Metric for Contextual Embedding Models

Unlike the static embedding models, the word vectors in the contextual embed-
ding model change with their context so that the above metrics are no longer
applicable. So, we propose the SPIP to measure the stability of the contextual
embedding model, which is defined as the PIP loss between the matrixes consist-
ing of vectors of words in same context from different instances. Given two word
embedding matrix X1 ∈ R

n×d and X2 ∈ R
n×d trained on corpora D, where n is

the size of the vocabulary and d is the dimension of the embedding. The PIP loss
between X1 and X2 is defined as Frobenius norm between their PIP matrices:

PIP (X1,X2) =
∣
∣X1XT

1 − X2XT
2

∣
∣
F

(14)

Similarly, we train m instances by applying the certain contextual embedding
model M on the same corpus D with identical parameters. Given a context
dataset C, we can obtain n contexts T1≤i≤n = {w

(i)
1 , w

(i)
2 , . . . , w

(i)
Li

} where Li is
the length of i-th context. We then denote the word embedding matrix of i-th
context from j-th instance as X(j)

i = [x(i)
1 ,x(i)

2 , . . . ,x(i)
Li

]. The SPIP is defined as:

SPIP = −2
∑

1≤i<j≤m

∑
1≤q≤n PIP (X(i)

q ,X(j)
q )

n(m2 − m)
(15)

Intuitively, the metric captures how different the word embedding matrixes are
of the same context from different instances. It will be equal to zero when these
matrices are exactly the same (i.e., the model has the highest stability).

4 Experiments

4.1 Pre-trained Models Setup

Parameters Initialization. In the experiments, we employ a popular python
library Gensim3 to train Skip-gram with negative sampling (SGNS) and Glove4,
EMLo5 and Bert6 with their original implementation. For SGNS and GloVe, all
vectors are also trained with dimensionality of 50,100,...,500 and other param-
eters are the default values in [4,5,20]. For EMLo and Bert, we also train the
models with different dimensionality of 128, 256,... ,768 and other parameters
are the default values in [6,7].

Corpus. We use two standard corpus: 1 Billion Word Language Model Bench-
mark7 (BWLMB) and TEXT88. BWLMB is pre-processed by a combination of
3 http://www.radimrehurek.com/gensim/.
4 https://github.com/stanfordnlp/GloVe.
5 https://github.com/allenai/bilm-tf.
6 https://github.com/google-research/bert.
7 http://www.statmt.org/lm-benchmark/.
8 http://mattmahoney.net/dc/text8.zip.

http://www.radimrehurek.com/gensim/
https://github.com/stanfordnlp/GloVe
https://github.com/allenai/bilm-tf
https://github.com/google-research/bert
http://www.statmt.org/lm-benchmark/
http://mattmahoney.net/dc/text8.zip
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Bash shell and Perl scripts9 from the WMT 2011 News Crawl data10. TEXT8
contains a large amount of text for different topics and 210k tokens of an English
Wikipedia dump collected on March 3, 2006.

4.2 Word Embedding Performance Evaluation Benchmarks

Existing schemes for evaluating the performance of word embeddings fall into
two major categories: extrinsic and intrinsic evaluation. Extrinsic evaluations use
word embeddings as input features to a downstream task and measure the per-
formance of the task. Intrinsic evaluations directly test for syntactic or semantic
relationships between words [27]. In this paper, we select two intrinsic tasks
and two extrinsic tasks [28] to exploring the relationship between word vec-
tor stability and task result stability and performance. Next, we describe these
benchmarks in detail.

Word Similarity. We measure the cosine similarity between two words and
quantify the performance of word embeddings as Spearman correlation between
the rankings produced by word embeddings and golden scores which are in the
standard database SimLex-999 [29], which contains 999 pairs of English words
that have been marked similarity.

Word Analogy. This metric uses the Google Analogy11 dataset developed by
Mikolov et al. [20], which contains 8,869 semantic correlated items and 10,675
morphological correlated items. Each item has four words which are formatted
as: wa ∼ wb ::wc ∼ wd where the similarity relation is expressed as ‘∼’ and the
analogy relation is expressed as ‘::’. The vector of word w∗ is denoted as ∗. For
each item, we we calculate a vector e = a − b + c and obtain the nearest word
we to e. If we is wd, the analogy of this item is correct, otherwise is wrong. The
accuracy of these analogies is taken as the performance of word embeddings.

Sentiment Analysis (Senti). The metric is a binary classification task to
determine whether the text is positive or negative using standard database
IMDB12. The database contains 50,000 highly polarized comments from the
Internet movie database which is divided equally into a training set and a test
set. Both sets contain 50% positive and 50% negative comments. The model
for the task contains two layers, including an embedding layer initialized with
pre-trained word embeddings and a classifier layer [30]. Recently, Wendlandt
et al. [10] found that the weight values of the embedding layer vary significantly
after model training. Therefore, we freeze the embedding layer to make the task
result reflect the performance of the word embeddings itself.
9 https://code.google.com/p/1-billion-word-language-modeling-benchmark.

10 http://www.statmt.org/wmt11/translation-task.html.
11 http://download.tensorflow.org/data/questions-words.txt.
12 http://ai.stanford.edu/∼amaas/data/sentiment/.

https://code.google.com/p/1-billion-word-language-modeling-benchmark
http://www.statmt.org/wmt11/translation-task.html
http://download.tensorflow.org/data/questions-words.txt
http://ai.stanford.edu/~amaas/data/sentiment/
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Text Classification (Text). The metric is a multiclass classification task to
judge the topic of text using the Reuters13 database which contains 11,228 news
texts on 46 topics. Similarly, the model for the task has an embedding layer which
is initialized by the pre-trained word embeddings. We also froze the embedding
layer.

Baseline Models. For the Sentiment analysis and Text classification task,
we choose three baseline models, including TextRnn model [31], random forest
model [32] and Boosting model [33]. TextRnn is a BiLSTM model witch can
capture variable-length and bidirectional context information. Both random for-
est and boosting are ensemble learning models based on decision trees, but they
adopt different ensemble strategies. Boosting combines decision trees one by one,
which means it adaptively changes the data set’s distribution based on the result
of previous decision trees. Different from Boosting, random forest trains decision
trees independently and combines the classifiers using majority or average rule.

4.3 Results and Discussion

To test the effectiveness of CS and SPIP in measuring the stability of word
embeddings, we measure the Spearman correlation coefficients between the met-
rics and downstream task stability (TRS) for each of two tasks and three models.
The Spearman correlation quantifies the similarity between the scores of stability
metric and the actual stability of downstream tasks, with a maximum value of
1.0. As shown in Table 2, CS is the top-performing metric for static embedding
models, with the CS attaining much higher Spearman correlations than current
state-of-the-art metric NNS on most tasks. Moreover, SPIP also has a strong
correlation (more than 0.45) with the TRS across the six downstream tasks and
two contextual embedding models. Therefore, CS and SPIP are effective selec-
tion criteria for stable embedding models without training downstream tasks.

Table 2. Results for Spearman correlation between stability metrics and TRS. Three
baseline models are chosen in the experiment, including TextRnn model [31], random
forest model [32] (RF), Boosting model [33].

Model SGNS GloVe EMLo Bert

Metric ASS NSS CS NNS ASS NSS CS NNS SPIP SPIP

Senti TextRnn 0.59 0.56 0.65 0.45 0.71 0.72 0.72 0.73 0.59 0.48

Boosting 0.46 0.71 0.55 0.51 0.96 0.95 0.95 0.86 0.49 0.45

RF 0.40 0.66 0.49 0.45 0.90 0.89 0.89 0.79 0.50 0.45

Text TextRnn 0.31 0.21 0.21 0.07 0.75 0.76 0.75 0.70 0.67 0.60

Boosting 0.95 0.80 0.95 0.84 0.97 0.95 0.96 0.83 0.68 0.58

RF 0.84 0.78 0.90 0.82 0.95 0.95 0.96 0.86 0.64 0.58

13 https://www.kaggle.com/nltkdata/reuters.

https://www.kaggle.com/nltkdata/reuters
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Table 3. Results for Spearman correlation of the word embedding models stability and
performance. Here CS and SPIP are used to evaluate the stability of static and contex-
tual embedding models, respectively. Because the intrinsic evaluations, Simlex-999 and
Analogy, only apply to static embedding models, we only measure the performance of
contextual embedding models with extrinsic evaluations, Senti and Text.

Task SimLex-999 Analogy Senti Text Average

TextRnn Boosting RF TextRnn Boosting RF

SGNS 0.88 0.44 0.81 0.83 0.84 0.60 0.82 0.90 0.77

GloVe 0.87 0.56 0.88 0.89 0.72 0.74 0.86 0.88 0.80

EMLo – – 0.48 0.46 0.35 0.58 0.53 0.47 0.48

Bert – – 0.43 0.38 0.42 0.53 0.62 0.60 0.50

In contrast, training and evaluating downstream tasks to find a stable embed-
ding model parameter setting is fairly expensive and slow because the contextual
embedding model is large and consumes a lot of computational resources.

Stability (i.e., robustness) and performance are two of the most critical met-
rics for a model. Although the stability of word embeddings is a popular research
field, there is still a lack of research on the relationship between the stability and
performance of the word embedding model. In other words, whether selecting a
robust model will have an impact on the performance of the model is unknown
so far. To fully understand the stability of word embeddings, we quantitatively
analyze the relationship between word vector stability and performance. Namely,
we calculate the Spearman correlation coefficients between the stability metrics
and the word embedding performance benchmarks. In Table 3, we observe the
strong positive correlation of at least 0.48 between stability metrics and perfor-
mance scores of benchmarks. Namely, we also get better performance when we
choose a more stable model.

5 Conclusion

In this work, we propose two novel metrics, Combined Stability (CS) and SPIP,
to measure the stability of word embeddings. CS is the top-performance stabil-
ity metric for static embedding models, with the CS attaining higher Spearman
correlation with downstream task stability (TRS) than previous state-of-the-art
metric Nearest Neighbors Stability (NNS). SPIP also correlates strongly with
TRS, which means the metric can be used to measure the stability of contextual
embedding models. In contrast, previous stability metrics only apply to static
embedding models. Furthermore, we observe the stability of word embeddings is
positively correlated with its performance. To summarize, CS and SPIP are effec-
tive criteria in parameter selections for stable static and contextual embedding
models without training downstream tasks, respectively.
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Abstract. Many existing pre-trained language models have yielded
strong performance on many NLP tasks. They depend on enough labeled
data of downstream tasks, which are difficult to be trained on tasks
with limited data. Transfer learning from large labeled task to narrow
task based on the pre-trained language models can solve this prob-
lem. However, it always suffers from catastrophic forgetting. In this
paper, we propose an effective task-to-task transfer learning method with
parameter-efficient adapter based on pre-trained language model, which
can be trained on new tasks without hindering the performance of those
already learned. Our experiments include transfer learning from MNLI
or SQUAD (as the source task) to some related small data tasks based on
Bert. Experimental results show large gains in effectiveness over previous
approaches on transfer learning and domain adaptation without forget-
ting. By adding less than 2.1% of the parameters, our method matches
or outperforms vanilla fine-tuning and can overcome catastrophic forget-
ting.

Keywords: Transfer learning · Domain adaptation · Language model

1 Introduction

There are a large scale research about transfer learning from unlabeled data
to annotated data. Many existing state-of-the-art pre-trained models, are first
pre-trained on a large text corpus and then fine-tuned on specific downstream
tasks. They yield strong performance on many NLP tasks [2,6,10,16,28]. But
all the performance depends on the enough labeled data of downstream task, as
these models often have a large number of parameters to training. It is difficult
to train these modern comprehension systems on narrow domain data or task
with limited data.

Many NLP tasks share common knowledge about language. For the better
performance on low resources target task, how to combine the pre-trained lan-
guage model and related task which has large training data is important. There
are main two methods. One is multitask learning, such as Multi-Task Deep
c© Springer Nature Switzerland AG 2020
X. Zhu et al. (Eds.): NLPCC 2020, LNAI 12431, pp. 391–402, 2020.
https://doi.org/10.1007/978-3-030-60457-8_32
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Neural Network (MT-DNN) [9]. It incorporates a pre-trained Bert model [2]
and learns text representations across multiple Natural language understanding
tasks. But Multi-task learning (MTL) involves training on tasks simultaneously.
Another is task-to-task transfer learning (TL) or domain adaptation. It allows
training tasks separately. In [25], they show that employing domain adaptation
on neural systems trained on large-scale, open-domain datasets can yield good
performance in domains where large datasets are not available. This method
can be applied to pre-trained language model. Transfer learning first trains a
pre-trained language model on a large source task and continues training it on
target task with a limited data. One of the greatest challenges in transfer learn-
ing is that model often performs poorly when it is re-applied to the source task,
a phenomenon known as catastrophic forgetting [4,12,13].

The issue of catastrophic forgetting task-to-task in transfer learning has
received attention. A method introduced by [27] can overcome catastrophic for-
getting during domain adaptation. It first pretrains the model on large out-of-
domain source data and then finetune them with the limited target data. They
experiment with a number of auxiliary penalty terms to reduce catastrophic for-
getting for comprehension systems during domain adaption. However, a major
problem with this kind of application is that it restricts the adaptation for the
target data. We are inspired by adapter [19]. Adapter is a small modular and
can be attached to an existing network. In paper [5], adapters are new layers
added between layers of a pre-trained transformer network. When training a new
task, only the parameters of adapter are trained. It is parameter-efficient. But
this adapter-model only focuses on tuning a large text model on the downstream
tasks. It is not considered to do transfer learning or domain adaptation between
tasks based on pre-trained language model.

In this paper, we focus on task-to-task transfer learning based on pre-trained
language model using adapter and assume have no access to data from the
previous task. The model we propose uses related tasks with sufficient data to
assist in solving target tasks with limited data. It can overcome catastrophic
forgetting and the knowledge of a certain task learned by the model can be
used to solve a target task through transfer learning. Adapter used in our model
includes two feedforward layers and a non-linear layer. When doing a transfer
learning from a large labeled taski to a taskj with limited data, the method first
adds adapteri for taski and trains it on taski. Then adds adapterj for taskj .
Parameters of adapteri will be fixed when trained on taskj, but its output will
flow into the next layer with the output of adapterj . Our method trains adapterj
only on taskj . The parameters of the previously trained adapter are fixed, so it
will not be overwritten.

The contributions of this paper can be summarized as follows:

– We introduce an effective task-to-task transfer learning method, that can do
transfer learning and domain adaptation based on the pre-trained language
model. Experiments show that our model consistently performs better than
Bert on limited data.
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– Our transfer learning method can avoid catastrophic forgetting and is
parameter-effective in task-to-task transfer learning and question answering
domain adaptation.

– We compare our proposed task-to-task transfer learning method to other
transfer learning and domain adaptation methods and demonstrate its effi-
cacy.

2 Relate Work

The relevant work part mainly involves the field of NLP. Multi-Task Learning
(MTL) aims to leverage useful information contained in multiple related tasks
to help improve the generalization performance of all the tasks [29]. It is prac-
tical when there are multiple related tasks each of which have limited training
samples [14]. In multitask learning, all the tasks learned simultaneously. MT-
DNN [9] proposed a model to combine multi-task learning and language model
pre-training. It leverages large amounts of cross-task data, and leads to more gen-
eral representations to help adapt to new tasks and domains. MULTIQA [23],
a Bert-based model, trained on multiple reading comprehension datasets, which
leads to state-of-the-art performance on five RC datasets. The two models men-
tioned above assume accessing all the data of tasks simultaneously. It is not
practical as accessing all the relate task data is difficult.

Transfer learning can improve the performance of a target task with the
help of source tasks [20]. Transferring information or reusing previously learned
tasks for the learning of new tasks has the potential to significantly improve the
efficiency of model. Transfer learning by first training a pre-trained model on a
data from a large source task and continues finetune it with examples from the
small target task, is a common method to transfer knowledge. But a fine-tuned
model often forgets the source task and suffers catastrophic forgetting [7,13].

There are some trails to try to solve catastrophic forgetting problem. These
approaches can be divided into three main methods [15]. The first are regular-
ization approaches, via additional regularization terms that penalize changes in
the mapping function of a neural network. In [8], the predictions of the previ-
ous task’s network and the current network are encouraged to be similar when
applied to data from the new task. EWC [7] remembers old tasks by selectively
slowing down learning on the weights important to those tasks. The method
we mentioned before, introduce new auxiliary penalty terms and combine auxil-
iary penalty terms to regularise the fine-tuning process for adapting comprehen-
sion models. The second is complementary learning systems and memory replay.
LAMAL [22], which is a language model learning to solve the task and generate
training samples at the same time based on GPT [17]. The model generates some
pseudo samples of previous tasks to train alongside the data of the new task.
But it can’t be applied to language model that can’t tackle generation task. [11]
proposed the Gradient Episodic Memory (GEM) model. The main feature of
GEM is an episodic memory used to store a subset of the observed examples
from a given task. It requires considerable more memory than other regulariza-
tion approaches such as EWC [7]. A lifelong language learning setup introduced
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Fig. 1. The transfer learning method we proposed. (Color figure online)

by [1], presents an episodic memory model that performs sparse experience replay
and local adaptation to continuously learn and reuse previously acquired knowl-
edge. But tasks in the stream are essentially just the same task. The third is
dynamic architectures, like PNN, every column will add to next [21]. But for
transfer learning, our model only selects column that is useful for the target
task.

3 Model

We proposed a simple and effective method to do task-to-task transfer learning
or domain adaptation based on pre-trained language model using adapter. It is
a new transfer learning method which can overcome catastrophic forgetting, and
assume that the model can’t get the data of the previous task.

3.1 Adapter for Task-to-Task Transfer Learning

What the adapter module does is equivalent to making a slight general mod-
ification to the original model structure to reuse the pre-trained network for
downstream tasks. We can choose a variety of different architectural adapters.
For convenience, we use a similar adapter that has proven to perform well on
many tasks in [5]. It includes two feedforward layers and a non-linear layer. The
first feedforward projects the input into a smaller dimensional, and the second is
responsible for projecting it back to original dimensions. Parameters of adapter
is much less than that of transformer. Adapter reorganizes and extracts infor-
mation of the original language model on specific task. Then it is added with
original information to next layer. The difference to [5] is that adapter used in
our model has no a skip-connection for the output of feed forward. Instead we
extract this step as a separate route. Skip-connection will be repetitive if the
outputs of multi-adapter are added, which is unnecessary. In adapter-tuning,
the top-layer and the adapter weights are co-trained, but the parameters of the
original network are frozen.

3.2 Transformer with Adapters

We proposed a simple and effective method to use a trained adapter to do transfer
learning. Figure 1 shows the transformer layer with adapter. Each feedforward
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layer in transformer followed by one or multi adapter. The model adds adapter
layer to transformer for per task. Adapter module itself has a skip-connection
internally. In this way, the adapter will not affect the transformer structure, but
only as part of an insertion. As shown in Fig. 1, only parameters from layers
in blue—adapter are trained, and all the rest parameters are frozen in training
stage. Layer normalization parameters are fixed in our model when adapt pre-
trained model for new tasks. Keeping the layer normalization parameter fixed
can completely achieve independence of each adapter, which enables the layer
normalization to be shared by many tasks and avoids catastrophic forgetting in
finetune or transfer learning. If an adapter trained without updating the weights
of layer normalization, the performance will not be worse or even better in our
experiment, see Sect. 4.3.

3.3 Transfer Learning Without Forgetting

The most common method for transfer learning between tasks based on a pre-
trained language model, is to train task1 first, and then train task2 on the
same model. But it always suffers catastrophic forgetting. Training a model
with new information will overwrite previously learned knowledge. For this, we
use a completely different method, as shown in Fig. 1. Transformer layer with
two adapter layer inside. Suppose adapter1 has been trained on source task—
task1, and adapter2 is newly defined for the target task—task2. The outputs of
adapter1 and adapter2 are added to the next layer.

In = output(feedforwardLayer) (1)

Ai = Adapteri(In) (2)

LayerOutput = In + A1 + A2 (3)

where In is the output of feedforward layer and input of adapter. Ai stands for
adapteri. During the training process for target task2, parameters of adapter1
remain unchanged, and only weights of adapter2 are trained. It enables model
to use the existing knowledge to learn new tasks without overwriting the learned
adapters.

4 Experiment

We conduct several experiments to test our method and explore different aspects
of its behavior. The results prove that our method has a good performance both
in target and source task after domain adaptation or transfer learning, which is
better than the previous model.
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Table 1. Target Task: The performance of different model. Evaluate on the test set of
MRPC and dev set of RTE using accuracy. Parameters indicates how many parameters
are trained in the fine-tuning or training stage in total.

Models MRPC RTE Trained parameters

Target task finetune 83.59 67.50 100.0%

finetune+TL 86.37 80.50 100.0%

adapter 85.04 68.59 2.1%

adapter+TL 87.11 80.14 2.1%

Source task (MNLI) finetune+TL 60.18 73.67 100.0%

adapter+TL 83.69 83.69 2.1%

4.1 Datasets

We conducted two groups of experiments. The first group is task-to-task transfer
learning; the second group is QA domain adaptation. For task-to-task transfer
learning, the source and target task are from GLUE [24]. We chose Multi-Genre
Natural Language Inference Corpus (MNLI) [26] as the source data. MNLI is
a crowdsourced collection of 433k sentence pairs with textual entailment anno-
tations. In order to test the transfer learning ability of our model from task
with large scale data to task with limited data, the training data sets for target
data was less than 5k. They are MRPC [3], and RTE [24]. MRPC is to predict
whether the sentences in the pair are semantically equivalent. RTE is to predict
if the premise entails the hypothesis.

For question answering domain adaptation, We use SQUAD v1.1 [18] as the
source data. SQuAD contains more than one hundred thousand question-answer
pairs. To test our methods, we use 6 narrow question answering domain data
sets that released by [27] as the target task, including the following domains:
biomedical (MS-BM), computing (MS-CP), film (MS-FM), finance (MS-FN),
law (MS-LW) and music (MS-MS). Each domain has Thousands of examples.

4.2 Experiments Setting

The implementation is based on adapter1 and Bert2. For Bert, all of our analyses
are done with the Bert base which has 110M parameters to make our results
comparable to other work, since it has been widely used as a baseline.

The different methods listed below are models that are often compared in
our experiments. These methods are based on the Bert language model. Source
task is large labeled data which helps the model learn the target task. Target
task is a narrow domain task or a task with limited data.

– finetune Vanilla finetune for specific task;

1 https://github.com/google-research/adapter-bert.
2 https://github.com/google-research/bert.

https://github.com/google-research/adapter-bert
https://github.com/google-research/bert
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Table 2. Influence on whether to train layer norms inside Bert or not using adapter
model. We evaluate on the dev set of MNLI (Acc.) and SQuAD (F1/EM), test set of
MRPC (Acc.).

Task MNLI MRPC SQuAD

Adapter+TL (Trained LayerNorm) 83.44 84.57 88.43/81.07

Adapter+TL (Fixed LayerNorm) 83.69 85.04 88.41/80.67

– finetune+TL Directly fine-tune the model on the stream of tasks one after
another. Train source task first, then target task;

– adapter Train adapter on a specific task;
– adapter+TL First, train parameters of adapter1 on source task. Second, add

the model with adapter2 for target task, and fix the parameters of adapter1
and train the weights of adapter2 only.

We set epoch to 5 for both adapter and Bert. In our transfer learning experiment,
adapter size is 64 as default. The adapter size is the parameter that we tune for
adapter. In the domain adaptation process, we set adapter size to 32 or 64, and
select a better model based on the dev set. The learning rate is always 3e−4 for
adapter and 2e−5 for Bert.

4.3 Task-to-Task Transfer Learning

To get an understanding of the performance of our method, We conduct two
different transfer learning methods in this experiment, including adapter+TL
and finetune+TL. Besides, we also tried two other methods—using an adapter
model to learn target task and finetune—directly finetune target task on the
pre-trained Bert base model. We use MNLI as the source task, and MRPC and
RTE as the target tasks. The experimental results are shown in Table 1.

In terms of target task performance (The top half of Table 1), we can see that,
adapter+TL performs much better than adapter, especially on RTE. It shows
that our transfer learning method is very effective. Compared to the method
of finetune+TL, adapter+TL also shows better performance and is more effi-
cient. Transfer learning based on adapter has only a few trainable parameters.
Fine-tuning requires the total number of Bert parameters. In contrast, adapters
require only 2.1% parameters (adapters of size 64).

The bottom half of Table 1 shows the model performance on source data—
MNLI after training each of the target task. Regardless of the target task, the
accuracy of the model on the data set MNLI has not decreased. Table 1 tells us
that, our transfer learning setup using adapter can prevent the existing knowl-
edge from being overwritten, as the parameter of source adapter is fixed in
the transfer learning process. The previous learned knowledge of model can be
retained permanently and reused repeatedly.
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Table 3. The upper part of the table is the result of testing the SQuAD after the
domain adaption. The bottom half of the table is the test results of each QA domain.
In the left half of the table, we get the data of finetune, +ewc, +newc, +cd, +l2, +all
and gem from [27].

Domain finetune+TL +ewc +newc +cd +l2 +all gem Adapter+TL Increase

Target task

MS-BM 68.30 68.20 68.00 68.04 68.24 67.87 68.02 70.53 +2.23

MS-CP 70.57 71.21 71.41 69.33 69.57 69.49 70.4 72.20 +0.79

MS-FM 74.73 74.75 74.36 73.73 74.85 75.78 74.63 78.06 +2.28

MS-FN 69.13 70.42 70.60 69.07 70.05 69.15 69.54 73.14 +2.54

MS-LW 69.99 70.73 71.59 70.57 70.91 68.59 68.87 71.89 +0.30

MS-MS 73.56 73.19 73.07 72.97 73.43 72.5 72.73 76.29 +2.73

Avg. 71.04 71.41 71.50 70.57 71.17 70.56 70.70 73.68 +2.18

Source task (SQuAD)

MS-BM 72.55 74.24 76.51 72.36 74.14 77.32 74.14 88.09 +10.77

MS-CP 68.41 69.63 75.65 76.92 75.98 77.86 73.37 +10.23

MS-FM 73.82 75.17 79.75 75.28 74.71 81.42 76.89 +6.67

MS-FN 72.59 74.27 75.52 73.22 74.84 78.18 76.16 +9.91

MS-LW 71.93 81.11 81.05 78.77 77.97 83.11 75.90 +4.18

MS-MS 72.59 78.06 83.56 75.67 74.29 83.54 76.99 +4.53

Avg. 71.98 75.32 78.67 75.36 75.31 80.24 75.57 +7.85

Influence on Training LayerNorm or Not. Weights of layer normalization
being fixed or not is the key to whether the model can perform continuous
learning. Keeping the weight of layer normalization fixed make each adapter
achieve completely independent of each other. Table 2 shows model performance
with or without training the weights of layer normalization.

In Table 2, we can see that after fixing the parameters of layer normalization,
the accuracy of model is improved on MNLI and MRPC, and the F1 score on the
SQuAD has only decreased by 0.02%. It implies that our method can accumulate
knowledge by training more adapters for different tasks, and avoid catastrophic
forgetting.

4.4 Domain Adaptation Without Forgeting

To test our model’s ability to overcome catastrophic forgetting during domain
adaptation and keep the performance of target task optimal, we measure both
source data and target domain in this experiment. And we assume have no access
to data from the source domain.

We use SQuAD as source domain task, and 6 narrow domain data sets as
the target domain task. In this domain adaptation experiment, source domain
and target domain tasks share one output layer. Parameters of output layer only
trained on source task. The evaluation metric is standard macro-averaged F1,
and reported performance on the development set of SQuAD and test sets of 6
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Table 4. Performance on QA target domain. Parameters represents how many param-
eters using in fine-tuning or training stagein total.

Trained parameters MS-BM MS-CP MS-FM MS-FN MS-LW MS-MS Avg.

Train examples – 22,134 3,021 3,522 6,790 3,105 2,517 –

finetune 100.0% 68.69 66.69 74.05 69.03 67.50 69.61 69.26

finetune+TL 100.0% 70.18 70.66 78.21 71.93 70.41 75.62 72.83

adapter 2.1% 69.39 67.92 74.77 69.45 69.04 69.45 70.00

adapter+TL 2.1% 70.53 72.20 78.06 73.14 71.89 76.29 73.68

narrow domain target tasks as [27]. In addition to the method finetune+TL, We
also compare the following models in our experiments:

– ewc Elastic weight consolidation [7] slows down the learning on certain
weights based on how important they are to previously seen tasks;

– newc, l2, cd, and multi-penal These methods are all proposed in [27].
newc is an improved model of ewc. l2 and cd are two different penalties.
Multi-penal means combine different distance metrics altogether;

– gem Gradient episodic memory, introduced by [11], using an episodic memory
to store a subset of the observed examples and allows beneficial transfer of
knowledge from previous tasks.

Our experimental results are shown in Table 3. The bottom half of the Table 3
is the test results for each QA domain. It can be seen that our model has the
highest F1 score on all target domain. Except that the accuracy of MS-CP and
MS-LW is improved by less than 1%, the rest are improved by at least 2%. The
highest is an increase of 2.73% points on MS-MS. The upper part of the Table 3
shows the result of testing the SQuAD after the domain adaption. It can be seen
that adapter+TL has a higher accuracy than the results of all models on the left.
The highest increase is 10.77% points, and the minimum is 4.18% points. During
the domain adaptation training process, since the parameters of adapterSQuAD

and output layers trained for the SQuAD corpus are fixed, the knowledge about
the SQuAD in the model will always be retained.

Table 4 shows the performance of methods with or without transfer learning.
MS-BM has the most training data. The performance of adapter+TL on MS-
BM is 1.14 % higher than that of adapter. The training data sets of other target
domains are relatively small. The smaller the training data of the target domain,
the worse the performance of the adapter method. However, the performance of
the adapter+TL is very stable. For example, the training data set of MS-MS is
the smallest, and F1 score of adapter+TL is 6.84 % higher than the adapter. As
can be seen from the table, compared with finetune+TL, adapter+TL requires
much less training parameters, and its domain adaptability is strong.

Influence of Epoch. To study the model performance in different training
stages, we select two target tasks with less training data as our target tasks
in transfer learning and domain adaptation. The source tasks are MNLI and
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(a) MS-MS (b) MRPC

Fig. 2. The performance of the model with the different training epochs. X-axis repre-
sents different epochs. Y-axis corresponds to the accuracy on MRPC and F1 score on
MS-MS.

SQuAD respectively. Figure 2 records the model performance on two tasks. Over-
all, transfer learning performs better on these low-resource tasks. We can see that
adapter+TL has the highest accuracy on MRPC where epoch is 1 and it shows
steady growth on both MRPC and MS-MS. But the performance of finetune+TL
has some fluctuation on both task. There are too many parameters to be trained
for finetune method. If the data of task is relatively small, it is not enough for
the pre-trained model to learn the task well. In this case, the model is prone
to two problems: catastrophic forgetting and overfitting. With the increase of
epoch, the performance of our method increases steadily and rarely fluctuates.
It may be because the parameters of adaptersource remain fixed in training pro-
cess, that is, this part of the knowledge will not be forgotten. At the epoch 1, the
performance of adapter is the lowest compared with to the other three methods.
When training an adapter, the weights are initialized at random. When epoch
was small, the parameters are not well learned.

Influence of Adapter Size. To further investigate the robustness of our
method to the adapter size, We compare the performance of model with differ-
ent adapter size. Figure 3 shows the results. Adaptor-based transfer learning is
significantly better than training an adapter for a task alone. When the adapter
size is 1, the performance of the adapter+TL on both two target tasks is even
higher than the highest performance of adapter. And compared to finetune+TL,
which requires 100% training parameters, our method has closed performance,
which requires less than 0.1% parameters of Bert.
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(a) MRPC (b) MS-MS

Fig. 3. Model performance for different adapter size. We compare adapters of different
sizes with fine-tuning all the parameters. X-axis represents the adapter size. Y-axis
corresponds to the accuracy on MRPC and fi score on MS-MS. The parameters of
adapter of size 64 is less than 2.1% of Bert. Adapter+TL can achieve the comparable
results as finetune+TL, but the parameter of adapter+TL is only 2.1% of finetune+TL.

5 Conclusion

We have presented a task-to-task transfer learning method with parameter-
efficient adapter based on the language model. It can be used to learn a narrow
data task with its learned task while fully preserving the existing representation.
Our experiments demonstrate that our proposed method is parameter-efficient
and can overcome catastrophic forgetting in transfer learning and domain adap-
tation.
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Abstract. Multiple choice questions from university admission exams
(Gaokao in Chinese) is a challenging AI task since it requires effective
representation to capture complicated semantic relations between sen-
tences in the article and strong ability to handle long text. Face the above
challenges, we propose a key-elements graph to enhance context semantic
representation and a comprehensive evidence extraction method inspired
by existing methods. Our model first extracts evidence sentences from a
passage according to the corresponding question and options to reduce
the impact of noise. Then combines syntactic analysis techniques with
graph neural network to construct the key-elements graph bases on the
extracted sentences. Finally, fusing the learned graph nodes represen-
tation into context representation to enhancing syntactic information.
Experiments on Gaokao Chinese multiple-choice dataset demonstrate the
proposed model obtains substantial performance gains over various neu-
ral model baselines in terms of accuracy.

Keywords: Multiple-choice reading comprehension · Evidence
sentence extraction · Graph neural network

1 Introduction

Multiple-choice machine reading comprehension (MRC) task [1–3] is especially
tricky which aims to select the correct option from the given candidates asso-
ciated with this question, the majority of answer options cannot be directly
extracted from the given texts thus to answer the questions usually need high
reasoning and comprehension ability.
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This work focuses on multiple-choice questions in Gaokao Chinese. A highly
challenging multiple-choice MRC task is from the Chinese University Admission
Examination (Gaokao in Chinese), which called GCRC as follows. The question
format in GCRC1, as shown in Fig. 1. Unlike its counterparts which rely on
numerical reasoning and specialized field knowledge, GCRC focuses on testing
language comprehension. All of the questions in this dataset are answerable
without any other knowledge.

Previous work on multiple-choice datasets [4–6] usually using the entire pas-
sage as input, analyzing the relationship between the passage and option, then
selecting the most appropriate option. However, this makes interpreting their
predictions extremely difficult and could introduce some noise because not every
sentence in the article contains relevance information with question/option [7].
Especially in the dataset with a relatively long article such as GCRC (average
1,134.15 words per passage).

Some researchers noticed this problem and proposed some solutions, e.g., [8]
viewed this problem as a textual entailment task then determine the relevance
between the article sentence and answer option. These methods overlook the
relevance between extracted evidence sentences, which may have the possibility
of information redundancy. [9] proposed ROCC to fix this problem. However,
most of the options in multiple-choice questions are not complete sentences that
will affect the model result judgment, and they need to combine with its corre-
sponding questions.

For the shortcomings of the above methods, we propose a comprehensive
method about evidence sentence extraction. We treat evidence sentence extrac-
tion as textual entailment task. Then we supplement missing information in
options, manual annotation evidence sentences of some questions to construct
evidence sentences corpus and fine-tune pre-trained model on it. After getting
prediction results, we use ROCC to filter duplicated information.

For information encoding, with the emergence of sizeable pre-trained models
[10,11], more and more researchers directly using these pre-trained models as
encoder layer [6,12], these models treat context as a sequence and process it
without considering inherent hierarchical structure which is crucial for semantic
understanding. As shown in Fig. 1, the options are highly similar to the article
content, but the semantics is different as the difference in the syntactic structure.
If do not grasp the syntactic structure in the sentences, the model is likely to be
confused by the appearance then get the wrong conclusion.

Face the above problem. We consider infusing syntactic information into the
context representation to enhance its semantic representation. Besides, depen-
dency tree has graph-like structures bringing to play the recent class of neural
networks, namely, graph convolutional networks(GCN) which have been widely
used in open domain MRC tasks [13,14] to solve multi-hop problems [15–17].
It can learn representations and get the association between nodes. Further-
more, we also notice that not all components of one sentence are useful for
question answering that use all of the components to construct the graph will

1 Datasets and codes are available on https://github.com/jfzy-lab/GCRC.

https://github.com/jfzy-lab/GCRC
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Fig. 1. A sample Gaokao-Chinese QA problem that require syntactic analysis.

introduce noise. These observations motivate us to develop a neural network that
could efficiently extract evidence sentence and propose a Key-elements Graph
NetworkKGN) for GCRC, which reduces the impact of noise information and
understand semantics further by capturing syntactic association between crucial
elements.

We experiment on GCRC, which questions collected from 2005–2019 Chinese
Gaokao examinations to evaluate model performance. Experimental results show
that we can achieve better performance than the same model that considers the
full context and not fusion with syntactic information. Moreover, the comparison
between ground truth evidence sentences and automatically selected sentences
indicates that there is still room for improvement.

Our primary contributions are as follows:

– To the best of our knowledge, this is the first work to fusion syntactic infor-
mation in multiple-choice MRC task;

– We improve the performance of evidence sentence extraction on multiple-
choice MRC.

– We also conduct a detailed error analysis of the experimental results and
summarize the directions that need to be explored in depth. We hope our
attempts and observations can encourage the research community to develop
more explainable MRC models and study models that have a deeper under-
standing of semantics.

2 Related Work

2.1 Evidence Sentence Extraction for Reading Comprehension Task

Evidence sentence extraction method in reading comprehension tasks can be
divided into two categories from whether training data is needed.

In the first category, previous work (e.g., [7]) have used entailment resources
or annotated some question manually to train components for extracting evi-
dence sentences for MRC.
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In the second category for those not provided ground-truth evidence sen-
tences to train model, some works rely on reinforcement learning [18,19] or use
attention mechanism for learning to pay more attention to better evidence sen-
tences [4–6]. As a supplement to have no training data, these approaches need
large amounts of question/answering pairs during training so they can discover
the latent justification. However, because there is no clear indicator, the precision
of these methods is relatively low. Some works utilize IR techniques to retrieve
justification from both structure and unstructured KBs [20]. Our method is
inspired by it, but these methods have not considered the missing information
of the option, which is crucial for exploring the relation between option and
sentence in the passage.

2.2 Application of Graph Neural Network in Question Answering

Most applications of graph neural network for question answering exist in multi-
hop QA [13,14], which requires a model to integrate scattered pieces of evidence
across multiple documents to predict the right answer. For example, MHQA-
GRN [21], Coref-GRN [22] and CogQA [17] construct an entity graph based on
co-reference resolution or sliding windows. Entity-GCN [23] considers different
types of edges and entities in the graph. CogQA employs an MRC model to
predict answer spans and possible next-hop spans and then organizes them into
a cognitive graph.

Nevertheless, these methods did not consider the inherent hierarchical struc-
ture of natural language. They usually treat text as a sequence. When two key
elements are far away, the sequence characteristics determine that they cannot
capture the relationship between the two elements. But the hierarchical structure
will shorten the distance between the elements in space.

3 Method

3.1 Evidence Sentences Extractor

We propose a new evidence sentences extraction model, as shown in Fig. 2, with
three components: (i) an option rephrasing module, which combines and rewrite
option into a complete sentence without grammatical errors; (ii) a sentence rel-
evance module, which learns to focus on the relevance sentences; (iii) a filter
module, which from the three aspects of coverage, relevance and redundancy
further select the evidence sentences extracted in the previous step.

Option Rephrasing Module: That not all of the answer options is a complete
sentence. For example, as shown in Fig. 2 option A lacks subject information.
If directly use the option to explore its relationship with passage sentence, the
missing information will affect subsequent judgment. Alternatively, directly con-
catenating questions with answer options; the result of this method usually is a
grammatically wrong sentence.

Toward these, we use the regular expression to get the rephrase option R
ensure the integrity of information.
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Fig. 2. The procedure of evidence sentence extraction.

Sentence Relevance Module: The goal of this module is to extract the arti-
cle sentence, which contains the critical information required for judging the
correctness of rephrased option R. We can use a pre-trained entailment model
to obtain this:

αi = fe(Pi, R) (1)

Plabel = argmax(softmax(WTαi + b)) (2)

f(.) is the entailment function, αi ∈ Rd is the importance of the sentence Pi,
which is one sentence in passage P = {P1, P2, . . . , Pn}, to the rephrased option
R. WT ∈ R2×d is a learnable parameter matrix.

Filter Module: After using the entailment model to get a coarse sentences set.
We use ROCC [9] to further filter redundant evidence sentences. First we create

candidate evidence sets by generating

(
n

k

)
groups of sentence from the coarse

sentences set, using multiple values of k, n is the number of sentences in the
coarse sentence set.

For every evidence set, we calculate the ROCC score, which evaluates the
probability that this group of evidence sentences could judge the correctness of
the corresponding answer option. We then rank the evidence sets in descending
order of ROCC score in descending order of ROCC score and choose the top set
as the group of evidence sentences E that is the output of ROCC for the given
rephrased option R.

Due to space constraints, we do not introduce the ROCC method in detail.
We combine the evidence sets of all the answer options of a question, and perform
the deduplication operation to get a context C = {c1, c2, . . . , cm} which can be
seen as the short version of the article, ci is one evidence sentence.

3.2 Key Elements Graph Network

As illustrated in Fig. 3, the proposed Key-elements Graph Network (KGN) con-
sists of three main components: (i) Graph Construction Module; (ii) Context
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Encoding Module, where initial representations of graph nodes are obtained via
a BERT-based encoder; (iii) Graph Reasoning Module, where graph-attention-
based message passing algorithm is applied to jointly update node representa-
tions. The following sub-sections describe each component in detail.

Fig. 3. Model architecture of the proposed Key-Elements Graph Network.

Graph Construction: Each sentence in context C contains multiple entities.
We tried to use named entity recognition technology to extract entities, but
due to datasets covered domain are various, it is hard to find a common type
entity that plays an important role in all of the categories. So we just use part-
of-speech tagging technology to label nouns in C to construct entity set N =
{n1, n2, . . . , nj}, j is the total number of entities in the context.

In order to highlight the details mentioned above which are easy to over-
looked, we use syntactic analysis technology to extract the elements that have a
direct syntactic connection to ni that in entity set N . Repeat the same step for
each sentence in the context C, after that the extracted elements are combined
with the entity set to form a key elements graph nodes set V = {v1, v2, v3, ..., vn},
n denote the number of key elements node in a graph. In experiments, we set
n = 40 (padded where necessary), each node vi = {tj}ej=b is a text span in C,
where b/e is the starting/ending position of the text span.

After constructing the nodes of the key-elements graph, we define the edge
between nodes as follows: 1. for every pair of entities appear in the same sen-
tence in context (within-sentences-level links); 2. for key elements with entities
that have a syntactic association in the same sentence (within-sentence-level
links). 3. for every pair of entities with the same mention text in context (across-
sentence-level links). 4. the last entities in the previous sentence and first entity
in the current sentence in context (across-sentence-level links). Notice the across-
sentence-level links ensure that entities across multiple sentences are connected
in a certain way.
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Encoding Query and Context: We treat the answer option and the question
as a whole, denoted as new option Oq, and use “[SEP]” to separate it from the
context. The node representations are initialized by feeding the concatenated
sequence of context and the new option to pre-trained BERT model. We denoted
the encoded context representation as HC = {ht1 , ht2 , . . . , htl} ∈ Rl×d, and the
encoded of new option as HOq

= {ho1 , ho2 , . . . , hom} ∈ Rm×d, where the l,m are
the length of the context and the new option, respectively and d is the size of
hidden states.

For key-elements nodes, which are a span in the context, each of them the
representation is calculated from (i) concatenate the hidden state of the encoded
context HC from the start position to end position. (ii) then use an avg-pooling
layer to obtain its final representation. To this end, we obtain the initial repre-
sentations of all graph nodes HV ∈ Rn×d, where n is the number of nodes.

Graph Reasoning: After context encoding and obtain initial representations of
graph nodes, KGN performs reasoning over the graph, where the contextualized
representations of all the graph nodes are transformed into higher-level features
via a graph network.

For graph propagation, we use Graph Attention Network(GAT) [24] to per-
form message passing over the graph and capture syntactic relation between two
nodes. Specifically, GAT takes all the nodes as input, and updates node feature
hi through its neighbors Ni in the graph. Formally,

h
′
i = σ(

∑
j∈Ni

αijWhj) (3)

where W ∈ Rd×d is a weight matrix to be learned, σ(.) denotes an activate
function, and αij is the attention coefficients, which can be calculated by:

αij =
exp(σ(W2[hi;hj ]))∑

k∈Ni
exp(σ(W2[hi;hk]))

(4)

where W2 ∈ Rd×2d is a weight matrix and [; ] is the concatenation operation.
After graph reasoning, we obtain the updated key-elements graph representa-
tions HG = {hg1 , hg2 , . . . , hgn} ∈ Rn×d.

Integration: In this module, the graph representations HG are fused into con-
text HC to obtain the semantic enriched context representations.

For each node vi in graph, we add the representation hgi with context token
representation according to its start and end position in context. For the other
tokens in context which not belong to nodes, we add each token representation
hti with a special vector close to

−→
0 . After that, we obtain the semantic enrich

representation and then concatenate it with the new option, to get the output
of KGN which denotes as HS .
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3.3 Prediction

For answer prediction, we feed the output into two feed forward layers to get
the final representation O

′
i ∈ Rd, which is the representation for each context-

question-option triplet.
Oi = FFN1(HSi

) (5)

O
′
i = FFN2(Oi) (6)

where FFN(.) is a feed forward layer, if Ok is the correct option for a question,
then the objective function can be computed as follows:

L(OK |C,Q,Oi) = − log
exp(WT

3 O
′
K)

m∑
j=1

exp(WT
3 O

′
j)

(7)

where W3 ∈ Rd is a learnable parameter matrix, and m is the number of answer
options in a question.

4 Experiments

In this section, we describe our experiments on GCRC, comparing KGN with sev-
eral state-of-art approaches in multiple-choice MRC task and providing detailed
analysis.

4.1 Datasets

GCRC: We collected the raw data from real and simulated Chinese University
examinations across 15 years, as shown in Fig. 1 each question in GCRC contains
a passage, related question and, four answer options. Table 1 provides statics on
GCRC. Note each article could have one or multiple associated questions.

Table 1. Statistic of GCRC

Question number 7,886 Article number 3,179

Article max length (#tokens) 3,050 Article max length (#sentences) 107

Article min length (#tokens) 152 Article min length (#sentences) 4

Article avg length (#tokens) 1,134.15 Particle avg length (#sentences) 24.77

Evidence Sentences Corpus: Due to there is no Chinese corpus related to evi-
dence sentences of multiple-choice reading comprehension. We randomly select
500 questions from the dataset and manually annotating corresponding evidence
sentences for each answer option. After a series of cross-validation and re-labeling
work, we get the evidence sentence set which contains 45,311 sentence pairs. The
training, evaluation and test set include 36,254, 4,528 and 4,529 sentence pairs,
respectively.
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4.2 Experiment Settings

Baselines: Regarding to answer prediction, we compare our model against with
several strong baselines on machine reading comprehension.

– BERT [10]: contains multiple bidirectional Transformer [25] layers and was
pre-trained on large scale datasets. BERT has achieved very good perfor-
mance for most current reading comprehension datasets. As such, we have
employed the BERT-base model on Chinese documents in our experiments
to assess its capabilities on our new dataset.

– ALBERT [26]: is an improved version of BERT, which proposes two parame-
ter reduction techniques to lower memory consumption and increase training
speed of BERT. This model performs very well on a few benchmark datasets,
like RACE, SNLI.

– DCMN [5]: uses BERT as backbone and models passage-question, question-
option and passage-option relationships bidirectionally. It exploits a gate
mechanism to effectively combine information from two directions, achiev-
ing competitive performance on RACE.

Evidence Sentence Extraction: we are first taking BERT as the backbone
and fine-tune the model with the manual labeled evidence sentence dataset. After
that, we use ROCC to decrease the redundancy of extracted sentences and the
filter K is set to 3.

Key-Elements Graph: to construct the key-elements graph, we use Stanford-
CoreNLP to analyze the syntactic dependency and use BERT as the backbone
of model, the input max length is set to 512, the train batch size is set to 32 and
the gradient accumulation step is set to 8. Adam optimizer is used with learning
rate = 1e-5. For the graph encoder, the number of layers is set to 2.

4.3 Evaluation

Effectiveness of KGN. As shown in Table 2, the use of KGN with evidence
sentence extraction method improves the accuracy over the plain BERT model
by 7.56 points on dev set. We suffer up to a 2.02 points drop in accuracy on dev
set with KGN when removing the elements that have syntactic relation with
entities in the context. This indicates that infusing of syntactic information is
helpful.

Table 2. Performance comparison with baselines and the ablation study. The best
performance is in bold. “+ evi” means use evidence sentence extraction method.

Model BERT BERT
+ evi

ALBERT ALBERT
+ evi

DCMN DCMN
+ evi

KGN KGN-syn

dev acc 32.61% 36.29% 29.06% 32.11% 30.83% 32.64% 40.17% 38.15%

test acc 30.33% 31.34% 28.05% 29.57% 30.24% 32.12% 36.13% 34.27%
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Effectiveness of Evidence Sentences Selection. The proposed KGN relies
on effective evidence selection to find the critical information required for answer-
ing the question correctly.

Table 3. Ablation study of evidence sentence extraction method.

Model Precision Recall F1

BERT-wwm 73.78% 63.84% 68.45%

BERT-wwm + option rephrased 77.29% 65.34% 70.81%

BERT-wwm + option rephrased + ROCC 78.55% 64.84% 71.04%

As illustrated in Table 3, that rephrase the option improves the F1 score
over the plain entailment model by 2.36 points. This indicates that rephrase
option making the information more complete. By using ROCC to further filter
irrelevant sentences, the precision gets an additional improvement of 1.26 points.
The above results show the effectiveness of our proposed method.

4.4 Error Analysis

To analyze the lack of capabilities of the model, we choose a representative
example from mistake predictions, as shown in Fig. 4. To answer the question,
the model needs to know the “little spring insect” in options refers to “fossil”
in the passage. About 87% of errors (the remaining errors are difficult to be
summarized as a certain category) are related to this situation. The result turns
out that the model cannot tackle these problems. To tackle this problem, model
need to have the ability to solve the cross-sentence co-reference problem.

Fig. 4. The procedure of evidence sentence extraction.
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5 Conclusion

This paper faces with the characteristics of questions from Gaokao Chinese exam-
inations presents a model named KGN which infused syntactic information and
improves the performance of the evidence sentence extraction model. Our exper-
imental results show that the adopted KGN, together with other neural models,
could make the model accuracy get a big improvement. Meanwhile, we notice
that even if most of the evidence sentences have been extraction, the impact
of noise information is significantly reduced and KGN enhances the semantic
information. The improvement is still limited, which may cause us to think -
does the model understand semantics?

In the future, we will study the co-reference problem involved in reading
comprehension tasks and explore how to improve the comprehension ability of
reading comprehension model.
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Abstract. OCR is a character conversion method based on image recognition.
The complexity of the character and the image quality plays a key role in the con-
version accuracy. The OCR conversion process has the characteristics of irregular
conversion errors and the combination between incorrect conversion words and
context of original location in certain text scenarios is established in semantic. In
this paper, we propose an OCR conversion error rules inference model based on
Chinese character construction attribute knowledge graph to analyze and inference
the structure and complexity of Chinese characters. The model integrates a variety
of coding methods, extracts features of entities and relationships of different data
types with different encoder in the knowledge graph, uses convolutional neural
networks to learn and inference the unknown error rules in the OCR conversion. In
addition, in order to enable the triple feature matrix to fully contain the construc-
tion attribute information of the Chinese characters, a feature crossover algorithm
for feature diffusion of the triple feature matrix is introduced. In this algorithm,
the relation matrix and the entities matrix are crossed to generate the new feature
matrix which can better represent the triple of knowledge graph. The experimen-
tal results show that, compared with the current mainstream knowledge inference
model, the OCR conversion error rules inference model incorporating the feature
cross algorithm has achieved important improvements in MRR, Hits@1, Hits@2
and other evaluation indicators on public data sets and task-related data sets.

Keywords: Knowledge inference · Knowledge graph · OCR · Convolutional
neural network · Text error correction

1 Introduction

With the rapid development of computer technology, in the popular research application
fields such as question answering system and intelligent recommendation, to have com-
plete and powerful functions, a large amount of high-quality, high-precision text data
is required. A real problem is that not all texts have regular text documents that can be
processed directly, including public papers in databases, electronic versions of historical
documents, etc., all exist in the form of PDFs or images. These documents need to be
converted. Natural language processing operations can only be performed in the form
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of text for use in question answering systems, open retrieval and other fields [1]. The
current PDF or image conversion to text is mainly based on optical character recognition
(Optical Character Recognition, OCR) technology [2]. The mainstream OCR technol-
ogy can correctly recognizemost of the text content, but there are still a lot of recognition
errors caused by similar text. OCR recognition errors are different from common text
errors, such as input errors and garbled transmission, and have their own characteristics.
Therefore, text error correction for OCR recognition errors is of great significance to the
current development of the field of artificial intelligence and semantics, and it is also a
problem to be solved urgently.

Benefiting from the rapid development of the application of knowledge graph and the
maturity of deep learning technology, knowledge inference, as one of the main methods
of using knowledge graph, has received a lot of research. Knowledge graph is a kind of
knowledge base with knowledge triples as the basic structure, which has more flexible
knowledge representation ability than traditional data structure. Knowledge inference
based on the knowledge graph is to characterize the knowledge graph, using machine
learning algorithms, deep learning models, etc. to perform inference and calculations
to obtain unknow knowledge. Bordes A et al. [3] proposed TransE, a inference predic-
tion model that uses triple vector equations to automatically supplement missing triple
information in a low-dimensional space; Wang Z et al. [4] proposed TransH based on
the TransE model., Using negative triples to solve the problem of poor inference models
in one-to-many, many-to-one and many-to-many complex scenarios; in order to solve
the problem of mutual coverage of entity relationship feature spaces, Lin Y et al. [5]
proposed The TransR model is used to perform the backward feedback of the weights
of the connected entities when training the feature vector; because TransR splits the
feature space, it brings about the problems of unobvious features in the interval and
feature explosion. Ji G, Liu K, etc. [6] proposed Improved model TransSparse to solve
this problem; Zhang W et al. [7] designed a model TransH for feature tiling projections
in different vector spaces to fuse the vectors obtained from entity relations training in
different feature spaces; TransH passed Constructing an instance of negative triples to
improve the effect of entity relationship feature training, but the data skew problem
of the data set itself has not been solved. Kanojia V et al. [8] modified the rules for
generating negative triples to effectively improve this problem. In order to cope with
the semantic understanding and knowledge representation challenges brought by multi-
modal data, Pezeshkpour P et al. [9] proposed a MKBE model for knowledge inference
based on multi-modal data. The model uses TextGan, ImageGan and other models for
feature learning on multimodal data, and uses Distmult and ConvE models to imple-
ment feature inference and calculation. Compared with TransE, TransSparse, TransH
and other models, it has been greatly improved. In the feature extraction of text data, the
model ignores the sequence of the text itself, and loses part of the semantic information
contained in the text content.

This paper proposes an OCR conversion error rule inference model based on the
Chinese character construction attributes knowledge graph. With the Chinese character
construction attributes knowledge graph as the background knowledge, the specific fea-
ture extraction of different data types in the knowledge graph is carried out by using the
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volume The product neural network performs knowledge inference, and automatic gen-
eration of OCR conversion error rules between Chinese characters missing in knowledge
graph; this paper also designs a feature crossover algorithm for the triple feature matrix,
based on the Hadamard multiplication on the triple entity matrix and The relation matrix
is feature-enhanced to improve the inference ability of the knowledge inference model.

2 Biao-Xing Code and Knowledge Graph of Chinese Character
Construction Attribute

Biao-Xing code is a kind of shape code designed by experts and scholars based on the
similarity between Chinese character radicals and English letters, which is led by the
national key Torch Program project. There is a certain similarity between the Chinese
character and the English letter in the shape after the decomposition of the Chinese
character. The corresponding English letter is designed for each Chinese character rad-
ical by the Biao-Xing code. The writing order of the Chinese character is taken and
the corresponding English letter of the sub radical is used to code. The 3-4-digit code
corresponding to the overall construction property of the Chinese character is obtained.
Because the Biao-Xing code in the split of Chinese characters in line with the intuitive,
and has the theoretical support of Chinese characters. Therefore, the use of Biao-Xing
codes to supplement the knowledge graph of Chinese characters not only has reasonable
interpretability, but also can make full use of the similarity between OCR conversion
error Chinese characters. Table 1 shows the Biao-Xing code and OCR conversion errors
intuitively by taking several errors in the OCR conversion process as examples.

Table 1 shows the two wrong Chinese characters ( and ) that are identified
in the OCR conversion process, as well as the Biao-Xing codes and strokes of the
corresponding two wrong characters. It can be found that the coding distance between
the correct character and the wrong character is only 1 bit, and the number of strokes
is very close. Starting from the form code and strokes of Chinese characters, this paper

Table 1. Example of OCR conversion error.

Chinese characters Biao-Xing code Strokes

VHO 7

FHO 8

HOI 5

ZIKX 12

GMIX 14

(continued)
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Table 1. (continued)

Chinese characters Biao-Xing code Strokes

MIKX 11

constructs a knowledge graph of Chinese character construction attributes, including
Chinese characters themselves, corresponding shape codes ofChinese characters, strokes
of Chinese characters, and error rules between Chinese characters. The knowledge graph
contains five kinds of relations andmore than 20000 entities, includingChinese character
shape code, Chinese character stroke, shape code stroke, and Chinese character Chinese
character error rules. At the same time, it also includes more than 900 OCR conversion
error rules in practical application scenarios.

3 Multi Encoder Knowledge Inference Model

This section introduces a knowledge inference model based on different data formats.
The knowledge graph of Chinese character construction attributes contains many types
of data such as numbers, words and text sequences. The traditional knowledge inference
model is rough in the process of data vectorization, and uses a single feature extraction
method for different data types. This method is not ideal in multimodal data, it can not
effectively distinguish the features between different data, and there is the possibility
of excessive feature extraction for single small sample data. Therefore, this paper uses
multiple codingmodels to encode the three tuples of different data types in the knowledge
graph, uses MLP model to vectorize digital type data, and uses GRU model to extract
features of text type data, and carries out matrix splicing for the three tuple featurematrix
of different data types after feature extraction. A new feature matrix of the three tuple
is obtained by using the feature cross algorithm to spread the feature. The convolution
model of ConvE graph is used to infer the featurematrix. Themodel framework is shown
in Fig. 1:

In the graph, Es, R and Eo represent the feature matrices of the head entity, relation
entity and tail entity of the triplet after beingvectorized bymultiple encoders. Es andRare
respectively obtained from the head entity Chinese character id of the triple contained
in the knowledge graph and all the relationships contained in the knowledge graph
through full connection layer initialization, while Eo is obtained from all tail entities
of the triple contained in the knowledge graph through the differential vectorization
method according to their different data types. The tail entity in the error rule triple is
the Chinese character id, which shares the same with the Chinese character id of its head
entity A feature matrix after initialization of full connection layer. The tail entity strokes
of the stroke triplet of Chinese characters are digital entities, which are vectorized and
encoded by MLP multi-layer perceptron. The tail entity of the Biao-Xing code is the
one-to-one correspondence of each Chinese character. It is treated as a text sequence in
the model. Firstly, the word vector is initialized by using the open-source word vector
for word representation Glove [10], and then the sequence vector is learend and trained
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Fig. 1. Multi encoder knowledge inference model.

by GRU model to generate the feature matrix that can represent the Biao-Xing code.
Chinese characters are initialized by using the open source Chinese vectors for word
representation [11] pre trained by Tencent AI Lab as the feature matrix of Chinese
characters. After the first level multi encoder vectorization, the corresponding head
entity feature matrix Es, relational feature matrix R and tail entity feature matrix Eo are
obtained. Then, the feature cross algorithm is used to cross the head entity feature matrix
Es and relationship feature matrix R to generate more representative feature matrix nEs,
nR and Eo as the input of convolution prediction model. The convolution prediction of
the input three tuple feature matrix by the fractional function realizes the prediction of
the error rule relationship between different Chinese character id. The knowledge graph
can be represented by a set of triples G = {(s, r, o)} ∈ ε × R× ε. The task of relational
prediction is to learn a scoring function ϕ: ε × R × ε → R1. Give a triple x = (s, r, o).
It’s score ϕ(x) ε R1 proportional and x is a real possibility. ConvE the scoring model is
shown below:

ϕr(es, eo) = f (vec(f ([es; rr] ∗ ω))W )eo (1)

The loss function of the model is as follows:

L(p, t) = − 1

N

∑
i
(ti · log(pi) + (1 − ti) · log(1 − pi)) (2)

4 Feature Crossover Algorithm

After getting the triple matrix composed of Es, R and Eo, in order to strengthen the
features of entities and relations of triples, the head entities and relation matrices of
triples can fully learn the knowledge contained in the knowledge graph. We introduces a
feature crossover algorithm. Firstly, in the process of model training, we define one for
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each triple relation 1 × Embed Size’s feature cross vector, construct the feature cross
matrixM ∈ nr × Embed Size, define nEs as follows”

nEs = Mr
◦Es (3)

Here, the ° refers to Hadamard multiplication, a kind of pairwise multiplication of matri-
ces. By Hadamard multiplication with each row of Es, the relation features defined as
size are diffused to the head entity matrix. At the same time, the relation matrix in the
training triple is fed back by feature.

nR = nEs◦R (4)

By Hadamard multiplication of the new head entity matrix nEs and the initial R matrix,
nR is obtained as the relation matrix of the input subsequent convolution prediction
model.

Algorithm 1 Feature crossover algorithm
Input
R Relation matrix Es Head entity matrix
M Feature cross matrix
Output
nR (Relation matrix after feature crossing), nEs (head entity matrix after feature intersection). 

1: for t in
2: t represents the sequence of the current training triple correspondence in the relational dictionary
3:
4:      for i in :

5: end for 
6: for j in :
7:           j represents the sequence of the head entity of the current training triplet
8:
9:      end for 
10: end for 

Because the feature crossover algorithm dynamically adjusts the feature matrix of
the triple head entity and the relation feature matrix, the original score function of the
ConvE can not effectively evaluate the feature matrix after the feature crossing. The
optimization of the score function of the ConvE model is as follows:

f(s, r, o) = σ(tanh(Mr × Es + nEs × R + b)nEoT ) (5)

As well as:

f(s, r, o) = σ(tanh(Mr × Es) + Mr × Es × R + b)nEoT (6)

The model is optimized by minimizing the cross entropy of each output of the full
connection layer. The loss function is defined by:

∑
(s,r)

∑
o
ts,ro log

(
ps,ro

) + (
1 − ts,ro

)
log

(
1 − ps,ro

) + λ
∑

‖θ‖22 (7)

λ controls the L2 regularization terms of Es, R, Eo and bias of the model, so that the
model can be trained iteratively based on gradient.
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5 Experiment and Result Analysis

In this paper, an knowledge inference model of OCR conversion error rules based on the
Chinese character construction attributes knowledge graph is proposed, and the feature
crossover algorithm for the triple feature matrix is integrated. This section will carry out
experimental design, validation and result analysis.

5.1 Experimental Design

This paper focuses on knowledge inference on multi data type data sets. The public
dataset Movielens, which also contains a variety of data types, contains various back-
ground information of users and movies, as well as users’ ratings of different movies.
The background knowledge of users and movies in the data set, and the rating informa-
tion of users on films are constructed as a knowledge graph of film rating. The multi
encoder knowledge inference model is used for feature extraction and inference calcu-
lation of film rating knowledge graph to complete the missing rating information in the
knowledge graph. In this paper, 901 error rules are obtained by statistics and manual
revision in the actual application scenario of OCR transformation. The multi encoder
knowledge inference model is used for feature extraction and inference calculation of
Chinese character construction attributes knowledge graph, and the unknown OCR con-
version error rules between Chinese characters are predicted. The specifications of the
two datasets are shown in Table 2.

Table 2. Dataset statistics.

MovieLens Error rules

Link type 13 5

Entities 2625 20,881

Link triples 100,000 63,544

From Table 2, we can find that there are great differences in the number of relations
and entities between the two datasets, which is a challenge to the model.In order to fully
test the performance of the model and the rationality of the dataset, three models, namely
TransE,MKBE (Dismult), MKBE (ConvE) are selected as the comparisonmodels of the
proposed models in this paper, and they are carried out on the open dataset Movielens
and the error rule dataset The experimental results of several models were compared.
The Multi Encoder Knowledge Inference model proposed in this paper is namedMEKI,
and the experimental results of MEKI model on the knowledge graph constructed by
error rule data set and Chinese characters are tested. At the same time, in order to verify
the promotion effect of the feature crossing algorithm proposed in this paper, the MEKI
model is marked as MEKI-Fc (Feature Cross). The two models are tested on Movielens
data set, error rule data set and Chinese character construction attributes knowledge
graph to verify the effectiveness of the model and algorithm.
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5.2 Results and Analysis

In this paper, MEKI, MEKI-Fc andMKBE-D (Dismult), MKBE-C (ConvE) and TransE
are tested on Movielens data set and error rule data set respectively. MRR and Hits @
are selected to evaluate the effect of the model. The final evaluation results are shown in
Table 3 and Table 4:

Table 3. Results on Movielens dataset.

Model MRR Hits@1 Hits@2 Hits@3 Model

TransE 0.496 0.224 0.365 0.531 TransE

MKBE-D 0.650 0.424 0.73 0.791 MKBE-D

MKBE-C 0.726 0.512 0.83 0.882 MKBE-C

MEKI 0.738 0.536 0.872 0.9035 MEKI

Table 4. Results on error rules dataset.

Model MRR Hits@1

TransE 0.7735 0.547

MKBE-C 0.7917 0.5923

MEKI 0.8653 0.731

MEKI-Fc 0.8933 0.7873

Compared with Table 3 and Table 4, we can see that the proposed multi encoder
knowledge inference model MEKI in this paper can evaluate MRR, MRR, and MRR
without fusion feature cross algorithmHits@1, Hits@2, Hits@3Comparedwith the best
MKBE-Cmodel, the experimental results onMovielens dataset increased by1.2%, 2.4%,
3.8% and 2.15%, respectively. Compared with MKBE-C, MEKKI-Fc, a multi encoder
knowledge inference model, achieved the best results in all indicators. Compared with
MKBE-C,MEKI-Fc increasedby2%,4.69%, 6.1%and3.3%respectively, andMEKI-Fc
increased by 0.8%, 2.29%, 2.3% and 1.15% respectively compared with MKBE-C.

Similarly, MEKI-Fc andMEKI achieved the first and second best results on the error
rule dataset, and the indicators of the two models were significantly higher than that of
MKBE-C, which performed best in the comparison model. MEKI-Fc achieved the best
results in all indicators, compared with the MRR, MRR and MRR of MKBE-C, which
performed best in comparison model Hits@1. The index is improved by 10.2% and
19.5% in turn. Compared with the multi encoder knowledge inference model without
feature crossing algorithm, MEKI is increased by 7.36% and 13.87% respectively.

Experiments show that MEKI-Fc achieves the best results on both evaluation
datasets. The Movielens dataset contains 13 relationships and 2625 entities, and the
error rule dataset contains 5 relationships and 20881 entities. Compared with the error
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rule data set, Movielens dataset has more relations and fewer nodes. The results show
that MEKI has better prediction ability than MEKI FC on the data sets with complex
relationships and fewer nodes. It shows that the targeted processing based on multi cod-
ing can obtain more representative feature matrix and ultimately affect the prediction
ability of the model. Compared with MEKI-Fc, the index of MEKI and MEKI-Fc is
increased by 19.5% on the data set with relatively simple entity relationship and a large
number of nodes, which indicates that the feature matrix of nodes and relationships has
been fully learned and differentiated, which verifies the effectiveness of multi coding
targeted processing for feature learning of different data.

At the same time, the MEKI-Fc model integrated with feature crossing algorithm
is compared with the MRR, MRR and MRR of MEKI model on Movielens Hits@1,
Hits@2 and Hits@3 8%, 2.29%, 19% and 1.15% respectively. In the error correction
data set, it is improved by 2.8% and 5.63%, which shows the effectiveness of the feature
crossing algorithm. The feature crossover algorithm calculates the Hadamard product
between the initial three tuple eigenmatrixes aftermulti codingprocessing, and iteratively
accumulates the distance between the three tuple eigenmatrices in the training process.
The more irrelevant the triples are, the larger the accumulated distance is in the training
iteration process. Until fully trained, the characteristic interval distribution of triples
conforms to the correlation between triples. In the convolution prediction layer, the
inference ability of the model is strengthened from the perspective of feature matrix
reinforcement learning.

The knowledge graph of Chinese characters construction attributes includes word,
code, stroke and OCR conversion error rules between Chinese characters. In order to
explore the role of Chinese character construction attributes in error rule inference, the
knowledge graph of Chinese character construction attributes was segmented and the
performance ofMEKI andMEKI-Fcmodels on different Chinese character construction
attributes knowledge graph was tested. The experimental results are shown in Table 5.

Table 5. Results based on different knowledge subgraph.

Model Dataset MRR Hits@1

MEKI W + S 0.8072 0.614

W + C 0.845 0.69

W+ S+C 0.8653 0.731

MEKI-Fc W + S 0.8135 0.627

W + C 0.8632 0.7265

W+ S+C 0.8933 0.7873

It can be seen from Table 5 that MEKI model andMEKI-Fc model achieve their best
results when the knowledge graph of Chinese character construction attributes includes
Chinese character (W),Biao-Xing code (c) and stroke (s).Moreover, theMEKI-Fcmodel
integrated with feature crossing algorithm is better than MEKI model in each parallel
index, which proves that the feature crossing algorithm can improve the inference ability
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of the model Efficacy. The application ofMEKImodel in the complete knowledge graph
of Chinese character construction attributes Hits@1 Compared with Chinese character
+ stroke subgraph and Chinese character + shape code knowledge subgraph, the index
increased by 11.7% and 6.62% respectively. The application of MEKI-Fc model in
complete Chinese character construction attributes knowledge graph Hits@1 Compared
withChinese character+ stroke subgraph andChinese character+ shape code subgraph,
the index increased by 16.03% and 6.08% respectively.

6 Conclusion

This paper focuses on the inference and prediction of OCR conversion error rules based
on Chinese character construction attributes. A modified knowledge inference model
of OCR conversion error rules is proposed. The semantic richness of feature matrix is
ensured by feature extraction for multimodal data. The experiment shows that it has
good effect on prediction of OCR conversion error rules. This paper proposes a feature
crossover algorithm for the triple knowledge structure, which effectively improves the
effect of knowledge inference based on triple feature matrix. Experiments based on dif-
ferent knowledge subgraph show that Chinese character construction attributes have a
good indication in the prediction and correction of OCR conversion errors. Experiments
show that the accuracy rate of the proposed method in OCR conversion error rule infer-
ence reaches 87%, and the coverage rate reaches 89%. It can comprehensively cover
most of the errors that may be encountered in the process of text extraction based on
OCR transformation. It has guiding significance for assisting the text error correction
after OCR recognition.
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Abstract. With the rapid development of Peer-to-Peer (P2P) lending in the finan-
cial field, abundant data of lending agencies have appeared. P2P agencies also have
problems such as absconded with ill-gotten gains and out of business. Therefore,
it is urgent to use the interpretable AI in Fintech to evaluate the lending risk effec-
tively. In this paper we use the machine learning and deep learning method to
model and analyze the unstructured natural language text of P2P agencies, and
we propose an interpretable machine learning method to evaluate the fraud risk
of P2P agencies, which enhances the credibility of the AI model. First, this paper
explains model behavior based on the psychological interpersonal fraud theory in
the field of social science. At the same time, the NLP and influence function in the
field of natural science are used to verify that the machine learning model really
learns the information of part-of-speech details in the fraud theory, which provides
the psychological interpretable support for the model of P2P risk evaluation. In
addition, we propose “style vectors” to describe the overall differences between
text styles of P2P agencies and understand model behavior. Experiments show
that using style vectors and influence functions to describe text style differences
is the same as human intuitive perception. This proves that the machine learning
model indeed learn the text style difference and use it for risk evaluation, which
further shows that the model has a certain machine learning interpretability.

Keywords: Interpretable machine learning · Natural Language Processing
(NLP) · Fraud theory in psychology · AI in Fintech · Peer-to-Peer (P2P) lending
risk evaluation

1 Introduction

P2P lending is a kind of private lending model that gathers small amounts of money to
lend to people in need of funds. The main process is to use the Internet credit company
as an intermediary platform to provide information release and transactions through the
Internet. China’s P2P lending company have developed rapidly due to its advantages
of convenience, high interest rate. However, there are also many problems, such as
abscondedwith ill-gotten gains and difficult withdrawing.At present, the risk assessment
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of P2P lending agencies is still very scarce. In particular, P2P network lending has
generated a lot of data, especially unstructured natural language text, which containmore
plentiful information than structured one. These data can be used to effectively evaluate
the risk fraud in the lending process, and then analyze its interpretability according to
the effect of different machine learning models, which is significant to verify whether
the behavior of the model conforms to human cognition, and can enhance the user’s
understanding and trust of the system. These are significant to reduce the risk of online
lending, strengthen market supervision, assist in making policies and decisions, and
establish a good financial investment environment.

In the current information age, data processing and analysis is very important. Admit-
tedly, machine learning and deep learning can automatically process and analyze a large
number of data, but the interpretability of their models does not have sufficient theoret-
ical support. Only interpretable models can be applied to the market more safely, which
is necessary in financial industry that requires a high degree of accuracy and stability.
The current research of machine learning interpretability is mostly based on the methods
in the field of natural science, which explain the model behavior through the analysis
of model structure and data, but rarely analyze whether the model conforms to human
cognitive behavior in the field of social science.

In summary, this paper uses machine learning method to model and analyze unstruc-
tured natural language text information in P2P lending companies, and to evaluate the
potential fraud risks of various companies from the perspective ofmachine learning inter-
pretability. For the first time, this paper proposes a psychological fraud theory based on
social sciences to explain the results of P2P lending model risk assessment. At the same
time, we use the influence function and computational linguistics technology in the field
of natural sciences to verify that the machine learning model really learns the important
information in the fraud theory, which provides the interpretable support for the machine
learning model of risk fraud. The main contributions include two points:

(1) For the explicit details features such as part-of-speech distribution, we combine
psychology and computational linguistics to propose and verify an interpretable
machine learning in P2P lending risk evaluation.

(2) For the implicit abstract features such as doc2vec, we propose a machine learning
interpretability research based on text style. First, we define a style vector, and
then combine the influence function and least square method to describe the overall
difference of P2P company text, and use it in risk evaluation.

2 Related Work

The existing P2P risk assessment is mainly based on the theory of economics and per-
sonal credit risk, using the method of combining theoretical research with case analysis.
For example, the credit risk assessment of P2P lending investment decision based on
examples [1] and the enhancement of P2P lending investment decision [2]. However,
there is still less work to identify the operational risk of P2P lending from the perspective
of fraud theory. In previous work, we proposed a data-driven risk assessment framework
[3] for 4554 unstructured natural language text data of P2P companies, and NLP tech-
nologies such as keywords [4], LDA [5], word2vec [6] and doc2vec [7] were used to
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extract the features of the text for each P2P company, and then meta-learning method
were used to integratemultiplemachine learning and deep learningmodels. Experiments
showed that the precision of risk identification using text-based features such as com-
pany profile and executive profile was higher than that of numerical features (volume,
yield, etc.). Textual features include not only explicit features such as part-of-speech
distributions, but also implicit features such as doc2vec. In this paper, in order to further
analyze the interpretability of the evaluation results, we build on that work and propose
an interpretable machine learning method based on the combination of psychology and
computational linguistics for the explicit features, and propose text style-based machine
learning interpretability research for implicit features.

Although researchers are eager to explore the interpretable truth from the perfor-
mance of machine learning model, there is little consensus on the specific definition
and evaluation method of machine learning interpretability [8], and even less research
on the interpretable machine learning of P2P lending risk fraud. At present, there are
three kinds of interpretable evaluation methods in general. The first type is ante-hoc
interpretability: the model itself is interpretable due to its simple structure and easy to
understand, such as decision tree [9], generalized linear model [10], etc. The second type
is post-hoc interpretability: for the trained model, the relationship between the input and
output of the sample is analyzed by using the interpretablemethod to explain theworking
mechanism and operation principle of the model, such as the influence function [11] and
LIME [12]. The third type is based on the multi-disciplinary point of view: through phi-
losophy, psychology and other theories to explain the model of human cognition. What
makes psychology stand out is that many theories of psychology have been proved and
verified in a large number of psychological experiments (such as cognitive psychology
[13] and experimental psychology [14]).

Koh PW et al. [11] use the influence function to track the prediction results of
the model and trace them to the training samples through the learning algorithm, so
as to obtain the training points with the greatest influence on the prediction results.
Compared with influence function, other interpretable algorithms (such as decision tree)
simply analyze the relationship between model input and output from the perspective of
feature itself or the principle of easily interpretable model, while influence function is
strictly defined and proved by reasoning in the paradigm of machine learning. The whole
process is very consistent with the research process of machine learning. This is why
the influence function is chosen as the focus of this paper to study the interpretability of
machine learning.

In psychology, Criteria-Based Content Analysis (CBCA) [15] is usually used to
identify cases and adult lies. The CBCA theory is able to distinguish between lies and
the truth because the person who is actually experiencing the event gives a more detailed
description, and therefore meets more CBCA criteria. Interpersonal Deception Theory
(IDT) is also used to explain, predict and identify lying behaviors in interpersonal situa-
tions. According to the theory, liars use the following strategies to control the information
in a conversation in order to avoid getting caught: (a) Quality Manipulations: liars will
deviate completely or partially from the facts and will use fewer adjectives and adverbs
to make the meaning of the sentence ambiguous; (b) Quantity Manipulations: liars use
fewer words and sentences and cannot provide rich details.



432 L. Li et al.

In summary, the previous researchesmainly focused on the analysis of numerical and
textual information, involving a variety of machine learning and deep learning models.
However, the current research rarely analyzes the risk fraud evaluation results of P2P
companies from the perspective of machine learning interpretability. Also, the research
on interpretability is only the analysis of the model mechanism in natural science, and
rarely can be given from the psychological theory of social science. There is also rare
research of the efficacy of implicit features used in machine learning models from a
textual perspective. These have caused great obstacles to the application of artificial
intelligence in the financial field.

3 Model

3.1 Machine Learning Based on Integration of Psychology and NLP

(1) Text Details of CBCA and IDT in Psychology.

CBCA theory points out that fraud can be identified by identifying “general descrip-
tion” and “detailed description”. The CBCA theory states that people who actually
experience the event will make a more detailed description and therefore will meet more
CBCA standards. The IDT theorizes that at least four types of cues are involved in lie
detection as shown in Table 1: the number of words, the use of pronouns, the emotional
vocabulary, and the cognitive complexity of the presenter.

Table 1. CBCA&IDT detailed description.

Detailed feature Content

Number of words Distribution of part-of-speech

Number of details Specific place, time, person, etc.

Unusual details Unusual but meaningful details of people, objects and events

Redundant details Peripheral information with no actual contribution to the statement

(2) Extract Part-of-speech Details Based on NLP.

According to Table 1, for company profile text, we can get part-of-speech sequence
and frequency of each part-of-speech at the same time after tagging. The 42 part-of-
speech include: adjectives, adverbs, nouns, adjective morphemes, distinguishing words,
conjunctions, adverbs, interjections, prefixes, orientation words, idioms, abbreviations,
suffixes, idioms, numerals, noun, nominal morpheme, person name, place name, orga-
nization, other proper names, onomatopoeia, preposition, quantifier, pronoun, personal
pronoun, demonstrative pronoun, place word, time word, time word morpheme, auxil-
iary word, auxiliary morpheme, auxiliary word, idioms, verbs, adverbs, nominal verbs,
intransitive verbs, verbal morphemes, mood words, state words, state morphemes.
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(3) Use Influence Functions to Verify the Importance of each Part-of-speech.

The influence function algorithm [11] can observe the change of model parameters
by increasing the weight of training samples or disturbing the training samples. The
prediction results of the model can be traced back to the training samples, so as to
obtain the training data with the greatest influence on the prediction results, and then
further analyze the influence degree of each feature on the final results of the model.
The influence function (I) of a single training sample (z) on all model parameters (θ ) is
as follows:

Iup, params(z)
def= d θ̂ε,z

dx
| ε=0 = −H−1

θ̂
∇θL

(
z, θ̂

)
(1)

Hθ
def= 1

n

∑n

i=1
∇2

θ L
(
zi, θ̂

)
(2)

Where ε is the weight of sample z relative to other training samples,Hθ is the Hessian
second-order partial derivative matrix, including the influence of all N training samples

on the model parameter θ. The gradient ∇θL
(
z, θ̂

)
includes the influence of a single

training sample z on model parameter θ, where L is loss of training samples.
In the experiment, we use part-of-speech features to train a variety of machine learn-

ing models, obtain the importance of each part-of-speech feature through the influence
function, verify whether the detailed information extracted by the machine learning
model is the same as the detailed information believed by psychological theory, and
explain the behavior of the machine learning model from a psychological perspective.

3.2 Interpretable Machine Learning Based on Text Style

For executive profile texts, there are large differences in text styles between normal and
abnormal companies. We believe that it is the machine learning model that captures such
differences in text styles that has a high accuracy rate. Therefore, this paper proposes to
study the interpretability of machine learning based on text styles.

(1) Detailed Description.

There are obvious differences in the text style between the normal and abnormal
executive profile texts in the two categories. Table 2 lists the detailed analysis. It can be
seen that the distribution of language structural units provides an important basis for the
analysis of text style. Through the statistics of language structure features in different
texts, we can get the consistency or difference features of text style. The distribution
data of language structure, such as part-of-speech, becomes a kind of measurement
feature reflecting different types of language style. After the NLP method is used to
extract 42 part-of-speech features, we also use the 200 dimensional doc2vec for feature
representation. Because the part-of-speech distribution features are not comprehensive.
Some important text style information, such as context semantic relation, will be implic-
itly reflected in the doc2vec in some way. Therefore, it is necessary to analyze the
interpretability of doc2vec carefully.
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Table 2. Text style of executive profile.

Business status Text style of executive profile

Normal With a bright resume and detailed introduction, they graduated from a
well-known university, mostly with a master’s degree or above. The career
experience is complete, and the work content of each stage has a relatively
specific description, and also has important positions in well-known
companies

Abnormal Short length, low education, working in a small or unknown company, work
content is not detailed

(2) The interpretability of text style based on style vector and influence function.

Most of the previous studies use doc2vec as a feature representation method directly.
Although the precision of text classification using doc2vec is high, and the semantic,
grammatical and emotional information of context can be well combined with words, it
still ignores the important role of the rich part of speech details of text. Therefore, this
paper proposes “style vector” to describe style differences.

For the positive and negative executive profiles, we use doc2vec method to get their
200 dimensional doc2vec features. First, we make a difference between the values of
each dimension and take the absolute value. For the 42 dimensional part-of-speech
features of the two categories, the average value of each dimension is calculated, and
the new 42-dimensional part-of-speech features are concatenated behind the new vector
to obtain a new 242-dimensional style vector. Secondly, we use the influence function
to get the influence coefficient of each dimension feature. Thus, 242 points are obtained
(xi, yi) (i = 1, 2,… 242), where x is the influence coefficient and Y is the value of the
style vector. Then the least square method is used to fit the line equation of 242 points.
Finally, the slope of the line equation is used to describe the style difference, so as to
enhance the interpretability of the model. The principle of the straight line fitting based
on the least square method is as follows: if the regression straight line equation is, its
slope and intercept can be obtained according to formula (3) and formula (4).

b̂ =
∑n

i=1 xiyi − nx̄ȳ∑n
i=1 x

2
i − nx̄2

(3)

â = ȳ − b̂x̄ (4)

4 Experiments and Analysis

4.1 Data Source

We have collected data about 4,554 P2P companies from a third-party platform of net-
work lending, the Home of Network Loan (https://www.wdzj.com). There are four cat-
egories graded from 0 to 3, and different categories represent different business status.

https://www.wdzj.com
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Table 3. The status and numbers of the four categories.

Label Business status Number

0 Normal 1849

1 Out of business 1263

2 Difficult withdrawing 595

3 Absconded with ill-gotten gains 847

The companies with label 1–3 are all abnormal companies. The significance of all kinds
of data is shown in Table 3.

The company profile mainly includes business content, scope of business, operation
philosophy, social responsibility, etc. That information can fully describe a company,
and the description information of different types of companies varies greatly, which
plays a significant role in the subsequent risk category assessment.

4.2 Interpretable Machine Learning Based on Integration of Psychology
and NLP

(1) Detailed description.

By counting the frequency of part-of-speech, the company profile text has the fol-
lowing rules: the quantitative relationship of each part-of-speech is noun > adjective
> pronoun > adverb > preposition, and the number of these part- of-speech is much
higher than other unimportant part-of-speech. And the number of the representative
part-of-speech of the company from normal state to Absconded with ill-gotten gains
is decreasing, the specific data is shown in the Table 4. By analyzing the text of the
company profile, it is found that the company profile that operates normally contains
a larger number of representative part-of-speech such as nouns, adjectives, as well as
places, organizations, etc., which are rich details in CBCA and IDT theory. Unusual
details: some companies operating abnormally include a large number of words such
as exposure, rights protection and resolution. Redundant details: the company profile of
abnormal company has too much space to publicize the corporate culture.
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Table 4. Frequency of representative part-of-speech in some companies.

Company Label Noun Adjective Preposition Adverb Pronoun Place

Xin** 0 405 62 46 28 25 7

Ren** 0 90 11 13 11 4 2

Qian** 1 33 3 5 1 0 2

Hua* 1 17 1 1 2 0 1

Shuo* 2 14 0 1 0 0 1

Jun*** 2 19 0 2 5 3 2

Tai*** 3 10 1 1 0 1 1

Shi** 3 6 0 0 1 0 1

In this case, this paper analyzes the representative part-of-speech of each company to
verify that these abnormal companies do exist fraud. It not only conforms to the behavior
of fraud in psychological fraud theory, but also provides psychological explanation and
support for many machine learning and deep learning models.

(2) Importance of Part-of-speech Features.

For normal and abnormal companies, it is still relatively simple to quantify the part-
of-speech distribution only from a statistical perspective. Therefore, it is necessary to
combine the influence function to analyze the specific importance of each part-of-speech
feature. We call the importance of each part-of-speech feature based on the influence
function as the “influence coefficient”. The larger the influence coefficient, the more
important the feature is.

We used multiple models such as Logistic Regression, SVM [16], CNN [17], LSTM
[18]. Among them, the results of the Logistic Regression model are the best. At the same
time, the decision tree and the LIME model are used as the comparative experiments of
the influence function, and the specific results are shown in Table 5.
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Table 5. Importance of part-of-speech features.

Part-of-speech Influence coefficient Decision tree LIME

Suffix 1.21 0.33 0.43

All nouns 0.65 0.24 0.21

Conjunction 0.6 0.09 0.11

All adjectives 0.51 0.11 0.14

Idioms 0.48 0.04 0.06

All pronouns 0.38 0.09 0.08

Quantifier 0.27 0.05 0.09

Idioms and allusions 0.13 0.03 0.06

Preposition 0.11 0.03 0.02

Interjection 0.09 0.05 0.04

Abbreviations 0.09 0.01 0.01

Adverb 0.07 0.03 0.02

Numeral 0.06 0.01 0.01

Prefix 0.06 0.05 0.03

Through the experiment of part-of-speech features based on the influence function, it
is found that: nouns, adjectives, pronouns are of high importance, and suffixes, conjunc-
tions, idioms, quantifiers, prepositions and other part-of-speech are of high importance,
which fully coincides with the part-of-speech details in CBCA and IDT theories. Com-
panies with good credit usually contain more important details, while companies with
fraudulent intent have less quantity and quality of details. The locationwords and organi-
zation groups are also important, which also correspond to the location and organization
details in the fraud theory. At the same time, the importance degree of the part-of-speech
features based on the influence function is more obvious in the numerical difference,
and the importance degree of each part-of-speech is very clear, which shows that the
influence function algorithm has a high interpretability.

To sum up, for the three interpretable algorithms of influence function, decision tree
and LIME, the influence function is better than the other two algorithms in both the
ability to interpret the model and the applicable scope. Meanwhile, influence function
also verifies that it is more appropriate to interpret fraud theory in psychology.

(3) Experimental Results.

Psychological fraud theory believes that texts rich in details have stronger authen-
ticity, and reflected in natural language processing are more abundant in terms of nouns
and adjectives. In this experiment, the importance of each part-of-speech feature is
obtained through influence function, decision tree and LIME. Also, it is proved that
part-of-speech features, such as nouns, adjectives and pronouns, which represent details
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are indeed very important. Moreover, the precision of classifier based on part-of-speech
features can reach 80%. It shows that the details extracted by NLP that can be considered
important by machine learning exactly coincide with details that are considered impor-
tant in psychology, and it is proved by influence function that these important details
make the precision of machine learning model higher.

Therefore, this section explains the model behavior based on the psychological fraud
theory in the field of social science, and verifies that the machine learning model really
learns the important information in the fraud theory by using the NLP technology in the
field of natural science, thus providing the interpretable support for the machine learning
model of risk fraud.

4.3 The Interpretability of Text Style Based on Style Vector and Influence
Function

According to the previous experimental results, the normal company’s executive pro-
files are usually very detailed, complete and convincing, while the abnormal company’s
executive profiles are usually not detailed. According to the theories of CBCA and IDT
related to psychological fraud theory, we believe that companies with low quality exec-
utive profiles are more likely to have fraud intentions, and this intuitive difference in text
style also provides with a new method of interpretable research.

(1) Interpretable Research Based on Doc2vec.

Most of the previous studies use doc2vec as a feature representation method directly.
Although the accuracy of using doc2vec for text classification is high, there is a problem
that the specific meaning of each dimension of dec2vec and the relationship between
each dimension can not be explained. Therefore, this experiment focuses on the analysis
of the interpretability of doc2vec.

For normal and abnormal executive profile texts, firstly, 200 dimension doc2vec
are used to represent the features of all positive and negative executive profiles, and
then average all positive and negative executive profiles to form a new 200 dimension
doc2vec (for example, the blue curve in the Fig. 1 is a normal company). Similarly, all
negative executive profiles also obtain a new 200 dimension doc2vec (for example, the
orange curve in the Fig. 1 Abnormal company). Then, the influence function is used to
analyze the doc2vec itself, and two rules are found, which can understand and explain the
behavior of the model: (1) there are positive and negative opposites between the values
of different categories in the same dimension of doc2vec. (2) The absolute value of the
difference in the same dimension of doc2vec is positively related to the importance of
dimension. The larger the absolute value is, the larger the influence coefficient is, which
means the more important the features of the dimension are.



Interpretable Machine Learning Based on Integration of NLP and Psychology 439

Fig. 1. Doc2vec-200 dimensions (Color figure online)

(2) Research on the Interpretability of Text Style Based on Style Vector and
Influence Function.

From the typical content of the executive profile (Table 6), it is found that the exec-
utives of class a text graduated from famous universities with complete professional
experience and have held important positions in well-known companies; while the exec-
utives of class B and C text have poor educational background and the companies they
have held are not well-known, and they have not held important positions at the same
time. From the perspective of human intuitive feelings, there is a big difference in the
style of class A, B and C texts, and a small difference in the style of class B and C
texts. At the same time, it also gives people the feeling that the operating risk of A-class
companies may be lower than that of B-class and C-class companies, and the probability
of A-class companies constituting fraud to users may also be lower.

Table 6. Typical contents of executive profile.

Text Executive profile State

A ***, Bachelor of science, Peking University. He has successively held CEO,
CTO, vice president and other senior positions in Founder group of Peking
University, China interactive media group, with profound technical
management, team management ability and rich experience in industries

Normal

B ***Graduated from the school of management, Qingdao University of
science and technology. I worked as an administrative assistant in Qingdao
priority Export Co., Ltd in 2004–2006. I worked as an administrative
manager in Ningbo Aksu Nobel Chemical Co., Ltd in 2007–2013

Abnormal

C ***, worked in 2005, engaged in real estate projects since 2008 in small loan
business. Rich experience in business management

Abnormal

For the data in Table 6, we use the style vector in Sect. 3.2 to construct feature.
Through the method of Sect. 3.2, the scatter diagram in Fig. 2 is obtained by combining
style vector formed by the text of class A and class B with influence function, and the
scatter diagram in Fig. 3 is obtained by combining style vector formed by class B and
class C text with influence function. It is found from the figure that the slope of straight
line fitted by each point in Fig. 2 is larger than that in Fig. 3. It shows that the larger the
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difference of text style is, the larger the slope of line based on style vector and influence
coefficient is.

Fig. 2. Class A and B Fig. 3. Class B and C

Then we use the text with a large style difference between class A and class B
to retrain the machine learning model. At this time, the accuracy of risk identification
reaches 100%;while using the textwith a small style difference between classB and class
C to retrain the machine learning model, the accuracy is only 74.03%. It can be seen
that in the actual task of risk identification of text classification, due to the existence
of noise data, using all the data to train the model often can not achieve the highest
accuracy. The training data can be effectively filtered by using style vector to analyze
the interpretability of text style, so as to improve the accuracy ofmachine learningmodel.

In this case, where the text style of executive profiles varies widely, through the
above experiments, it is found that using style vector to describe the differences of text
style is the same as human’s intuitive feeling, which shows that style vector can describe
the differences between text styles. Moreover, the larger the slope of the line based on
the style vector and the influence coefficient is, the greater the style difference of the
text is, and the higher of accuracy in risk identification is. It shows that the machine
learning model really learns the text style difference in human cognition and uses it
in risk judgment, which further shows that the model has certain machine learning
interpretability.

5 Conclusions

To sum up, in view of the evaluation and analysis of the fraud risk of P2P Internet loan
companies, this paper proposes to explain themodel behavior based on the psychological
interpersonal fraud theory in the field of social science, and uses NLP and influence
function in the field of natural science to verify that the machine learning model does
learn the details of the fraud theory,which also provides the heart for themachine learning
model of P2P risk evaluation The support of the interpretability of Neo Confucianism.
On the other hand, machine learning interpretability research based on text style not
only improves the accuracy of the model, but also provides interpretability of text style
for P2P risk assessment model from the perspective of text style. In the future, we will
do further research on the risk assessment of P2P companies, especially the analysis of
more model interpretability, extraction of better semantic features and optimization of
classification model.
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Abstract. With the advancement of Artificial Intelligence (AI), algo-
rithms brings more fairness challenges in ethical, legal, psychological and
social levels. People should start to face these challenges seriously in
dealing with AI products and AI solutions. More and more companies
start to recognize the importance of Diversity and Inclusion (D&I) due
to AI algorithms and take corresponding actions. This paper introduces
Lenovo AI’s Vision on D&I, specially, the efforts of mitigating algorithm
bias in human face processing technology. Latest evaluation shows that
Lenovo face recognition engine achieves better performance of racial fair-
ness over competitors in terms of multiple metrics. In addition, it also
presents post-processing strategy of improving fairness according to dif-
ferent considerations and criteria.

Keywords: Explainable Artificial Intelligence · Diversity and
inclusion · Algorithm fairness · Bias detection and mitigation

1 Introduction

Artificial Intelligence (AI) [1,2] has had get a tremendous advancement in recent
decades. Remarkable surges in AI capabilities have led to a number of innova-
tions which impact nearly all aspects of our society. However, the development
and use of these AI technologies have to deal with tech and non-tech challenges
simultaneously. AI must be developed in a trustworthy manner to ensure relia-
bility, safety and accuracy.

Companies which use and develop AI technology must be aware of Diver-
sity and Inclusion (D&I) challenges [3]. Workplace diversity is understanding,
accepting, and valuing differences between people of different races, ethnicities,
genders, religion and so on. Inclusion is an organisational effort and practices
in which different groups or individuals from different backgrounds are cultur-
ally and socially accepted and welcomed, and equally treated [4,5]. For example,
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face recognition should not bring uneven accuracy in terms of light or dark skin
color. Recommendation algorithms should not introduce gender bias in job rec-
ommendations or auto-suggest bias words in search engine. Machine translation
should cover both male and female cases when translating from sex-insensitive
language such as Turkish. Speech recognition should take care of persons with
impaired speech, such as by a stroke or ALS. With the advancement of AI tech-
nology, algorithms bring more fairness challenges in ethical, legal, psychological
and social levels. People should start to face these challenges seriously in dealing
with AI products and AI solutions. More and more companies are starting to
recognize the importance of D&I and take corresponding actions.

Lenovo has paid a great attention to D&I and started to make efforts on
algorithm fairness in building technology and solutions. The vision of Lenovo
3S strategy is ‘Smarter Technology for All’, where the key driver of ‘Smarter
Technology’ is our diversity. The most innovative AI solutions require an ever-
increasing diversity of inputs. To ensure ‘Technology for All’, we must be inclu-
sive. We take actions to leverage the diversity of inputs from our global customers
and build the best technology for the world. As a first step, we evaluated and
consolidated the diversity performance of our in-house face recognition engine.
In the future, we will evaluate other AI algorithms in terms of D&I, identify key
issues, build standards for AI products, improve core algorithms, carry out the
D&I awareness from design, manufacturing, verification, marketing and custom
cares. We might be able to create a community or an association for AI around
D&I and collaborate with the industry to improve D&I of AI solutions in the
global society.

2 Related Work

Fig. 1. Fairness in the lifecycle of an AI application (Image courtesy of K. Browne
and J. Draper [9])

There has been a recent surge of discussion on algorithm fairness and bias in the
machine learning field. As fairness is a complex and multi-faceted concept that
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depends on context and culture, there are many different mathematical defini-
tions [6]. Researchers have shown that it is impossible to satisfy all definitions
of fairness at the same time [7]. In addition, bias can make its way into the
AI system at any point in the development lifecycle, from the problem framing,
dataset collection, to algorithm selection and objective function, as shown in
Fig. 1. As the different bias handling algorithms address different parts of the
model lifecycle, it is a big challenge to understand how, when and why to use
each algorithm. Fairness research keeps as an active field, because of the variety
of bias metrics and the effectiveness of mitigation strategies [8].

Fig. 2. Bias processing in the machine learning pipeline. (Image courtesy of IBM
Research, AIF360 Toolkit [15])

There are open-source libraries developed to provide various levels of func-
tionality in learning fair AI models such as FairML [10], Themis-ML [11] and
Fairness Comparison [12]. AIF360 is an open source library that contains a com-
prehensive set of fairness metrics and bias mitigation algorithms for datasets and
models [13]. In this Section, we introduce typical fairness metrics and mitigation
techniques based on AIF360 to promote a deeper understanding of discrimina-
tion and bias in machine learning models throughout the AI application lifecy-
cle. Table 1 lists fairness metrics divided by category of ‘individual’ and ‘group’
to check for bias in datasets and models. If we want to detect individual fair-
ness which seeks for similar individuals to be treated similarly, we could choose
the average Euclidean distance, Mahalanobis distance and Manhattan distance
between the samples from the two datasets. Group Fairness can be measured
either on the training data or on the learned model. If bias detection on training
data is required, Dirichlet-smoothed base rates could be used. Where fairness
on models is concerned, a large collection of fairness metrics based on confu-
sion matrix, such as average odds difference, false discovery rate ratio could be
used. In addition, where both individual and group fairness are concerned, then
the generalized entropy index and Theil index [14] etc. could be used. When a
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single metric does not fit all contexts, we would have to use multiple metrics
simultaneously to detect bias.

Table 1. Fairness metrics

Fairness Metric

Individual fairness Euclidean distance

Mahalanobis distance

Manhattan distance

Group fairness Data Dirichlet-smoothed base rates

Smoothed empiricial differential fairness

Statistical parity difference of base rate

Disparate impact on base rate

Average odds difference

Model Average abs odds difference

Statistical parity difference

Disparate impact

Equal opportunity difference

Differential fairness bias amplification

Select rate

Error rate difference

True positive rate difference

False omission rate ratio

False discovery rate ratio

Both Generalized entropy index

Theil index

Coefficient of variation

Bias can make its way into a machine learning pipeline at different stages.
According to the location where bias mitigation algorithms can intervene in
a complete machine learning pipeline, these algorithms can be categorized as
pre-processing, in-processing and post-processing [16]. As shown in Fig. 2, the
choice among algorithm categories can partially be made based on the user’s per-
sonal opinion to intervene at different parts of a machine learning pipeline. Pre-
processing can be used if it is allowed to modify the training data. As reweighing
[17] only changes weights applied to training samples, it is an ideal option in the
event that the application does not allow to edit the sample. Other algorithms
like optimized pre-processing [18] and disparate impact remover [19] edit features
values or labels by different criteria. If the user is allowed to change the learning
procedure for a machine learning model, then in-processing bias mitigation can
be used. Adversarial debiasing [20] adopts the idea of adversarial network to
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maximize the classifier prediction accuracy and simultaneously reduce discrimi-
nation. Prejudice remover [21] adds a discrimination-aware regularization term
to learning objective function. In addition, post-processing can be only used if
we treat the learned model as a black box without any ability to modify the
training data and learning algorithm. Post-processing algorithms [22–24] reduce
discrimination by changing output labels with different criteria.

3 Bias Evaluation

This Section mainly introduces our Lenovo face recognition engine (LeFace) in
terms of bias mitigation strategy and bias evaluation with competitors. The
quality of machine learning models heavily depends on the quality of training
data. If the training data is discriminatory, no matter which classifier inducer is
applied, it will result in biased models. Therefore, we used the following strat-
egy to train the face recognition and improve diversity performance. Firstly, we
designed and developed a semi-automatic data collecting, cleaning and labeling
system. The collected training data contains great diversity in race, age, gen-
der, pose, light-environment, etc. This data system cleans and labels face data
with the algorithm scripts and manual work cycle to clean and label face data
through a coarse-to-fine process. Then, data augmentation is applied to generate
a balanced training dataset. In addition, LeFace adopts an attention mechanism
to feed the network with as balanced as possible data during training period.
LeFace adopts multi-stage training and online data augmentation strategies. A
base model is trained with the source-balanced data to get balanced performance
on different races. Afterwards we introduce online data augmentation to generate
hard samples for fine-tuning the model. The hard level increases as the fine-tune
times grow. After rounds of fine-tune, LeFace gets high performance model with
great balance in different races.

Racial Faces in-the-Wild (RFW) database [25] can be used to fairly evaluate
and compare the recognition ability of the algorithm against different races.
It contains four testing subsets, namely African, Asian, Caucasian and Indian.
Each subset contains about 3000 individuals with 6000 image pairs for face
verification. Based on RFW, we compare LeFace with the Face++ recognition
API [26]. Table 2 lists the face verification accuracies of the two recognition
APIs. Comparing to Face++, we can see LeFace provides the best verification
accuracy. Moreover, by comparing ROC curves shown in Fig. 3, we preliminarily
judge that LeFace is less discriminatory on different races.

Table 2. Face verification accuracy on RFW database

Model RFW

Caucasian Indian Asian African

LeFace 0.9730 0.9518 0.9518 0.9523

Face++ 0.9392 0.8855 0.9250 0.8742
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Fig. 3. The ROC surves of LeFace (left) and Face++ (right) on RFW database

As described in Sect. 2, there are many dedicated metrics used to measure the
fairness on different models. We use Statistical Parity Difference (SPD), Equal
Opportunity Difference (EOD), Average Odds Difference (AOD) and Theil Index
(TI) to measure the model’s discrimination in different angles. As the database is
divided into four groups according to the protected attribute of race, we extended
the fairness metrics by using standard deviation versions.

std(x) =
√∑n

i=1
(xi − x̄)2/(n − 1) (1)

x̄ =
∑n

i=1
xi/n

Statistical Parity Standard Deviation (SPSD) is the standard deviation of the
rate of favorable outcomes received by different groups. SPSD measures bias by
analyzing disparity of acceptance rates of all groups.

SPSD = std(Pr{ŷ = 1|R = Caucasian}, ..., P r{ŷ = 1|R = African}) (2)

Equal Opportunity Standard Deviation (EOSD) is the standard deviation of
true positive rates (TPR) among different groups.

EOSD = std(TPR{R = Caucasian}, ..., TPR{R = African}) (3)

Average Odds Standard Deviation (AOSD) is the average standard deviation of
false positive rate (FPR) and true positive rate (TPR) among different groups.

AOSD = 0.5 ∗ std(TPR{R = Caucasian}, ..., TPR{R = African}) (4)
+ 0.5 ∗ std(FPR{R = Caucasian}, ..., FPR{R = African})

Theil Index [14] is to use existing inequality indices from economics to measure
how unequally the outcomes of an algorithm benefit different individuals or
groups in a population. Firstly, we designed a benefit mapping function to map
predictions to benefits. Since all outcomes of a classifier can be decomposed
into true positives (TP), true negatives (TN), false positives (FP) and false
negatives (FN), the benefit function needs to assign a benefit score to each of
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Table 3. Benefit mapping function

True positives True negatives False negatives False positives

Benefit 1 1 0.25 0

these prediction types. As we consider accurate outcomes as more desirable than
inaccurate ones, we would choose a benefit mapping function that assigns higher
value to true positives and true negatives. As false positives might be worse
than false negatives for face recognition, we assigns the lowest value to false
negatives. The benefit mapping function is shown in Table 3. After designing
a benefit mapping function predictions to benefits, we measure the fairness by
calculating Theil index.

TI =
1
n

∑n

i=1

bi
b̄
log

bi
b̄

(5)

b̄ =
∑n

i=1
bi/n

Table 4 lists the bias metric results on different recognition APIs. These met-
rics measure model’s discrimination in different angles. Simulation experiment
results show that when variance of four probability values is smaller than 0.02,
the model can be considered discrimination-free. By comparing EOSD, AOSD
and Theil Index, it shows Face++ API have potential discrimination for different
races. Leface is more fair than Face++ API on different races.

Table 4. Fairness metrics on different recognition APIs

Model RFW

SPSD EOSD AOSD Theil index

LeFace 0.0012 0.0109 0.0141 0.0226

Face++ 0.0001 0.0318 0.0417 0.0650

4 Comprehensive Fairness by Post-processing

Given the different distributions of LeFace predicted similarity shown in Fig. 4
for each group, we can study the optimal face verification model under different
constraints on allowed predictors, as follows.

Race Blind: Race blind has no constraint with race. It will search for a single
threshold at which the verification accuracy is highest overall.

Max Accuracy: Max accuracy has no fairness constraints. It will pick the
threshold that maximizes accuracy for each group.
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Demographic Parity: Demographic parity picks a threshold for each group

such that the fraction of group members that be verified positive is the same.

Equal Opportunity: Equal opportunity searches for a threshold for each group
such that the true positive rates across different groups are consistent.

Equal Odds: Equal odds that are proposed in [22] requires both the true posi-
tive rates and false positive rates to be consistent. In order to achieve the purpose
of equal odds, we pick two thresholds for each group. If LeFace predicts similar-
ity above both thresholds, the predicted result will be positive. If similarity lies
between these two thresholds, the predicted result will be changed selectively.

Fig. 4. Distribution of LeFace predicted similarity of 6000 pairs in test sets of (a)
African, (b) Caucasian, (c) Asian, (d) Indian

Figure 5 shows different thresholds of different post-processing methods pre-
viously explained. The True Positive Rate (TPR) of post-processing strategy to
achieve fairness in different perspectives is shown in Fig. 6. Under max-accuracy
and demographic parity, we find that positive pairs in Caucasian group would
have a higher probability to be verified positive. Under race-blind, the positive
pairs in Asian and African group would have a lower probability to be verified
positive. In addition, equal opportunity and equal odds are two notions of non-
discrimination. The difference between equal odds and equal opportunity is that
under equal opportunity, the classifier can make use of its better accuracy among
Caucasian, while an equal odds classifier must classify every pairs as poorly as
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Fig. 5. The thresholds of post-processing strategy to achieve fairness in different per-
spectives

Fig. 6. The True Positive Rate (TPR) of post-processing strategy to achieve fairness
in different perspectives

the hardest group. Table 5 lists the accuracy achieved by each method. We find
that a max accuracy threshold gets 0.9583, while equal opportunity registers
0.9426 and equalized odds registers 0.9532. Eliminating the discrimination of
algorithms will certainly reduce the accuracy slightly.
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Table 5. The accuracy of post-processing strategy to achieve fairness in different
perspectives

Method Max-accuracy Race-blind Demographic Equal
opportunity

Equal odds

Accuracy 0.9583 0.9537 0.9561 0.9426 0.9532

5 Conclusion and Future Work

Lenovo has paid a great attention to D&I and have made initial efforts on algo-
rithm fairness in building technology and solutions. We have evaluated and con-
solidated the diversity performance of Lenovo Face Recognition Engine. In the
future, we will evaluate other AI algorithms in terms of D&I, identify key issues,
build standard for AI products, improve cores algorithm, carry out the D&I
awareness from design, manufacturing, verification, marketing and custom cares.
Specifically, there should be the following strategy.

The Evaluation of AI Technology with Respect to D&I: Testing AI
technology in terms of D&I issues, for example, (a) diversity issues in face recog-
nition; (b) inclusive performance in speech recognition with respect to gender
or dialects or age; (c) gender and ethnicity bias problems in recommendation
engine, machine translation, and conversational agents.

Creation of D&I Standard for AI Technology: Building up corporate-level
standard or industry-level AI D&I standard that products need to follow, issuing
a license or certificate, as done by https://www.licenses.ai/.

Improvement of AI Technology with Respect to D&I: When the D&I
performance of our AI technologies are known through tests and evaluations, we
need to consider to improve core algorithms, by (a) balancing the distribution
of training data, (b) refining machine learning model, (c) post-processing with
rules or black-list; (d) human verification in case of lower confidence of algorithm
output.

Building of Applications with AI Technology for D&I: When core algo-
rithms are good enough in terms of D&I performance, we can use them to build
new applications and solutions or empower existing solutions and products.

Development of AI Empowered Universal Product Design: The design
and practices need to be iterated: discovering issues → refining standards →
improving algorithms → upgrading applications → evaluating and testing again.

In the future, we might be able to create a community or an association for
AI around D&I and collaborate with the industry to improve D&I of AI solutions
in the global society.
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Abstract. The ability to explain the behavior of a Machine Learning
(ML) model as a black box to people is becoming essential due to wide
usage of ML applications in critical areas ranging from medicine to com-
merce. Case-Based Reasoning (CBR) received a special interest among
other methods of providing explanations for model decisions due to the
fact that it can easily be paired with a black box and then can propose a
post-hoc explanation framework. In this paper, we propose a CBR-Based
method to not only explain a model decision but also provide recommen-
dations to the user in an easily understandable visual interface. Our eval-
uation of the method in a user study shows interesting results.

Keywords: Explainable artificial intelligence · Case-based reasoning ·
Classification

1 Introduction

The ability to explain the behavior of a ML model to people is becoming essential
due to wide usage of ML applications in critical areas ranging from medicine to
commerce.

Most of the current explanation methods assign scores to input features, by
which features that have highest influence on the model’s decisions are identified.
Explaining the underlying reasons for an image classification model’s decision to
a human is easier than explaining the decision of a text classification model.

In an image, we can represent segments of the image as concepts [3], and
a model’s decision can be understood by a human if we explain it using these
concepts. For example, in an image of a girl, her hair is a concept, and it is
easily understandable for an AI novice if we explain to her that this part of the
image was the main reason that model thinks this is a picture of a girl. The
understandable concepts in text could be a sentence or paragraph, like saying
which sentence is the main reason for a model decision. But, in tabular data, it
is hard to explain the reasons for a model’s decision through concepts. We define
this difficulty as Feature Inability and Feature Ambiguity problems.
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Feature Inability: The first problem is that each feature in tabular data indi-
vidually (like a single pixel in an image) is not able to explain the reason behind
the model’s decision, and also unlike what a collection of pixels in images as
segments/super-pixel of image can do for understandability of an explanation,
a collection of features in tabular data is not quite understandable by a human
since finding the relations between the features is difficult.

Feature Ambiguity: Another problem is that the meaning of a feature solely
in tabular data might be ambiguous to a human, like a single pixel in an image
is. But, unlike images, in which a collection of coherent pixels makes it under-
standable for a human, in tabular data even a collection of features still doesn’t
change the ambiguity of the features. For instance, in an image of a dog, a single
pixel is not meaningful, but it is possible to select a segment of pixels (e.g., the
dog’s leg) which is understandable for a human. In tabular data, features are like
scattered pixels in that even a collection of them are possibly not understandable
to a human.

A collection of coherent pixels as a segment of an image shows relations
between the features/pixels in that segment which are understandable and mean-
ingful to human eyes. But in tabular data, even if there is a relation between two
features, it might be unclear to a human. And this is because of the nature of
images: images come from a real world object, so all features already are defined
and are put together, and there is an order that makes it easy to separate fea-
tures in meaningful segments. Also, in text data, we can see this meaningful
order and segmentation (e.g., sentence, paragraph) but not exactly like what
exists in images. In tabular data, there is no meaningful order and segmentation
in features. The two above mentioned issues also indicate the importance of a
visualization of the explanation that enables user to interpret the underlying
reasons for a model decision. A good explanation for a model’s prediction of an
instance may not be a complete explanation of all the reasons for the prediction,
but it could be a contrastive explanation comparing how the prediction is dif-
ferent from the prediction for another instance [11]. Another factor for a good
explanation could be providing a few recommendations to the user. For example,
if you apply for a loan and your application is rejected, you might want to not
only know the reasons but also to understand the agent’s reasoning in a bid to
strengthen your next application [9].

We propose a Hybrid method to address these issues for any probability-
based classification model. We first establish an explanation algorithm by taking
advantage of Facts and Foils concepts. Regarding explanations, people are not
only interested in why event P happened, they also want to know why not event
Q happened instead of event P . The event that did happen P is referred to as
Fact, and the contrasting event that did not happen Q is referred to as Foil [8].
A Foil could be any sample to be compared with a Fact. We consider the better
samples and the best sample in a Path-Based fashion to compare with a Fact.
This explanation exposes more hidden knowledge of the samples, model, and
data to users. Indeed, we try to answer three questions which may also be asked
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by the user, which are: why did a better event not happen; why did the best event
not happen; and an important question, which is how to touch these events. We
then present our Path-Based explanation with a visual interface which is easily
understandable for a user.

2 Related Works

CBR enables us to present a post-hoc mechanism to not only predict the model
result of a query case, but also explain the model’s decision by using examples
which are similar to the case with respect to the model. Indeed, CBR as a more
interpretable system can be paired with a black box in a way that provides
explanatory samples based on model prediction, to generate a twin-system [5].
Authors in [5] survey similar approaches that use CBR in a post-hoc fashion as
one particular solution to the eXplainable Artificial Intelligence (XAI) problem.
For example, [1] uses a learned model as distance metric to find explanatory
cases for an Artificial Neural Network (ANN) in the medical domain. Authors
use Euclidean distance to measure similarity between latent features (i.e., hid-
den units activation vector of ANN model) of the case to be explained and
all the training dataset, and then they present cases with small Euclidean dis-
tance to the query case as the similar cases to the query case to then explain
the ANN reasoning for the query case. In [12], authors select explanatory cases
based on their similarity in their local important features to the query case to be
explained. [2] evaluate the usefulness of CBR in terms of retrieving explanatory
cases to explain a prediction, and show that it is more convincing than an expla-
nation based on rules. Visualization of CBR-paired systems can even enhance
transparency and understandability of the proposed explanation. [10] show that
knowledge-intensive tasks require a better explanation than just a set of retried
cases. Local information of a query case that enables the user to easily identify
similarity of the cases must be visible to the user. [7] proposes a CBR system
able to classify a query case using an automatic algorithm, but also through
visual reasoning. Authors in [7] select similar cases from the feature/input space
of the model.

This work is inspired by [7], our approach in this context is a post-hoc app-
roach that explains the underlying reasons for a model decision, in which similar
points are selected in the model result/output space. In our approach the sam-
ples sit next to each other for a specific goal, which is to build a path from the
query case to the best case in each class. These samples are selected from the
candidate cases that their model results are close to, and a direct line in the
model output space is drawn between the query case result and the best case.
We only use three colors in the visual interface, which makes it easier for the
user to identify the dominant color. It also can be modified for colorblind people
by using different shapes for each color. Providing a path from the model output
of a query case to the best result of the model can depict an evolution process,
and in turn can help the user to understand how (s)he can get a better result
from the model. Furthermore, it can provide recommendations for this aim.
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3 Our Proposed Method

Providing a path from a model’s result of a sample case to the best result of
the model can depict an evolutionary process, and in turn can help the user
to understand how (s)he can get a better result from the model. Furthermore,
a path on which there are several cases from other classes implies a form of
analogical reasoning: Case-Based Reasoning (CBR) in which the solution for
a new case is determined using a database of previous known cases with their
solutions. Cases similar to the new case are retrieved from the database, and then
their solutions are adapted to the case. This situation provides an Interpretable
Classification, in which a user can classify the new case according to his own
knowledge and the knowledge retrieved from CBR. In this paper we do not use
CBR to classify new cases; we select similar/explanatory cases from the output of
a ML model to visually explain the model’s result for a query case. The proposed
visual interface aims at identifying what is the dominant color? However, this
explanation can either be a supporting or nonsupporting proof for the model
decision.

A path from a query case to the best case of each class in the model result
space provides a better understanding of the model due to evaluation of the
similar cases that appear on the path. A visual interactive explanation with an
embedded path that constructs CBR in ML results space provides a transparent
insight of the ML, which can be used also to evaluate different ML models. Each
specific model has its own best case, path, and explanatory cases on the path.

Assuming a classification model with N classes C = {C1, C2, .., CN} trained
on a training dataset and testing dataset, for a single case E as input to be
explained and its probability E′ as result of the model for that case, our expla-
nation algorithm works as follows: It selects two classes as default, the class of
the query case result and the class with the highest probability (the selection
can also be based on the user desire), and then it generates two paths, each one
from E′ to a point Mi which is the best result (i.e., highest probability) obtained
for a case in class Ci. A path is generated by connecting a collection of points
in the probability space that are very close to the direct line connecting E′ to
Mi in 3-Dimension space.

In general, the workflow of the approach has two steps. In the first step, a
3-Dim model results space is generated and two paths with similar cases in each
are indicated. In the second step, a visual explanation for input/query case is
presented.

First Step: Given a vector E = [e0, e1, e2, ..., eN−1] with N dimensions as a
distribution over N classes for a classification model with an input case pi, (a)
two classes C1 and C2 based on user desire or default classes are selected, and
the rest of the classes’ probabilities are reduced to one dimension e′

3 to generate
a new vector E′ = <e1, e2, e

′
3>. We use Multidimensional Scaling (MDS) for

dimension reduction to preserve distances involving the query case, (b) from
each class, the best sample is selected which is a result of the model for a sample
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Fig. 1. 2-dim visual illustration of paths and explanatory samples space.

that has highest probability in corresponding dimension of its distribution. (c)
two paths from E′ to C1 and C2 are conducted by identifying the nearest cases
to the path as Explanatory Cases (EC), shown in Fig. 1a. In order to depict
the evolution process for the sample case E′, each path is divided into several
areas, and from each area an EC is selected. Indeed, these ECs build the paths
through which we can see how features of a sample case are changed to reach
the best result in each class. Each EC is a case from the corresponding class for
which the result of the model is close to the direct line/path between E′ and
the best result in that class. Indeed, the path is a direct line in 3-Dim between
the model result of the query case and the best case, and ECs are the closest
point in model result space to this line. The Explanatory Cases are selected from
the testing data, which is a small portion of ground truth cases. This reduces
the computational/memory allocation cost (specially MDS cost), and it is able
to provide a comparable environment by using different and new testing data
that introduces new best cases, various paths and recommendations, which in
turn provides comparison metrics to evaluate different ML models. We select
ECs from inside different step areas separated with dotted lines perpendicular
to the paths shown in Fig. 1b. These areas are not necessarily equal areas, since
the distribution of ECs over an specific path is not normal, thus, the more
dense the distribution, the more ECs are selected. For example, assume that the
distribution of points close to the query case is dense(bigger cycles in Fig. 1b)
and density is being reduced by getting away from the query case. In this case,
more ECs are selected from the area around the query case. To implement this,
we first map all of the candidate ECs (i.e., close to the path) to a one-dim array,
and then by using a constant distance of index in the array we select one EC
from each area.

The distance between a point (model result) and direct line (path) is calcu-
lated using the following formula:

di =

�
�
�piE′ × s
�
�
�

|s| (1)
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Algorithm 1. Algorithm for recording the recommendations
function SuggRecord(E, ECi)

for all not equal f in Features(E, ECi) do
Combs = Coalitions(f, coalition length)

for c in Combs do
Swap(E, ECi, c)
dis1 = 1 - OneDimDistance(E′, pi)
dis3 = 1 - Euclidean(E′, pi)
min = 1 - (α × dis1 + (1 − α) × dis3)
Record f with lowest min

where pi = [pi0, pi1, pi2] is the probability vector of a candidate explanatory
case ECi, E′ is the query case, and s = [(e′

0 − pi0), (e′
1 − pi1), (e′

2 − pi2)] is the
directing vector of the line.

We use a weighted linear combination of Euclidean and one-dimensional dis-
tance to record the recommendations for each pair of the query case and explana-
tory case, shown in Algorithm 1. The goal is to minimize the distance between
the model result of the query case and a specific explanatory sample on the path.
Indeed, similar to Shapley Values [14], we try to find a feature’s value that has
the highest contribution to increase probability of the query case in a class. But
here, there is only one sample, i.e., the sample in the step that we want to get
there, and coalitions of features are limited to those which are not equal in value,
comparing features of E and ECi

1.

Second Step: In the second step, we generate a Visual Explanation as shown
in Fig. 2, which is inspired by Rainbow Boxes [6]. As it is shown in Fig. 2, the
corresponding model’s input case query for vector E′ is in the middle of the
explanation, and the best case for each class is located at each corner. The two
classes at corners of the explanation are based on user desire or are default
classes. Characteristics of the visual interface are explained in Sect. 4.

Our proposed explanation for a single case in tabular data can address the two
problems mentioned before. Regarding Feature Inability, using CBR with cases
which are considered to be better than the query case provides an understandable
explanation for the user, by allowing comparison of a collection of connected
features that have the same path in common. Regarding Feature Ambiguity,
a path that explains the evolutionary process of changing a feature’s value to
enhance the probability of being selected as a better member of a class (in
model point of view), and building a coalition of cases with similar or different
feature’s value all aims at one goal: helping to disambiguate the features and
their relations.

1 In our experiments we use coalitions with only a single member.
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4 Visual Interface

Figure 2 shows the visual interface designed for an ML classification model that
predicts legal cases, and that its three target classes are No, i.e., the case is
not legal, Low, i.e., the case is legal with low level, and Hight, i.e., the case is
legal with high level. Two user-desired classes are High and No corresponding to
C1,C2, respectively, and important local features identified by LIME are shown
on the left side. The characteristics of the Visual Explanation are as follows:

– The ECs on each path are identified by different colors corresponding to
different classes, e.g., Red for class High and Blue for class No, shown in
Fig. 2.

– The value inside each box is the feature value; thus, the user is able to explore
the feature’s change through each path to the best result of the model.

– As it can be seen in Fig. 2, the length of each box is different, and it is
proportional to the importance of the corresponding feature for that box. For
example, the feature placed in the first row is the most important one. To
rank importance, we use LIME [13] with the aim of finding a local feature
importance for query case.

– Looking at the dominant color in Fig. 2, the user can recognize at a glance
that class High is a better choice to classify the query case, and High is indeed
the model target result for the query case.

– Furthermore, we can see more information in Fig. 2, like a suggestion which
represents how we can get a better result from the model. For example, if we
walk in the path to class No, we will get a better result for the query case if
we only replace value of feature RprTp by 0 instead of 5. In other words, if
we want to have a better result of the model, and we can only go one step
toward the best result of the model in class No, and also are allowed to only
change one feature’s value, then, feature RprTp would be one of the best
features and for which value 0 is one the best value to choose. We identify
this information by replacing a feature’s values of the query with the feature’s
values of the specific sample on the path, shown in Algorithm1.

– At top right of the interface in Fig. 2, by applying natural language, the result
of LIME is presented in understandable way for the user. We also use this
result to examine visual-based and text-based explanations.

– Right below the LIME result there is a recommendation panel in 2, this part
shows the first possible recommendation directing to the best sample in a tar-
get class. The first and second recommendations for each step in each direction
are shown with thick and dotted outline borders for the corresponding feature
box, respectively.

– Another piece of information that we can see in Fig. 2 is the priority of a
feature’s value. On the path to the best sample in class No it is shown that
from sample 1 to sample 6 the feature whose value is best replaced with query
case is RprTp ; but for the last sample, which is the best sample also, the
best feature becomes f RetCount. Indeed, for sample 6 and the best sample,
all of the important features have the same values, and it is expected that
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still the value of feature RprTp will be the best choice to be replaced with
5. But as it is shown, f RetCount is the first recommendation, since the value
for f RetCount in all the samples except the last one is less than 2. Consider-
ing the two last samples, which are the same in most important features, it
shows that value 305 for feature f RetCount has a higher impact in class No
compared to the value 0 for feature RprTp .

Fig. 2. A snapshot of the visual interface

The core of the visual interface is written in the Python language. The appli-
cation backend service uses the Java language to unify processes, and the fron-
tend is uniformly built using VUE. Due to the large latency of python core
processing data, an asynchronous interaction is established through Kafka as a
message middleware.

5 Experimental Setup

To evaluate our designed visualization, we measure the user-perceived quality
of the visualization by using the System Causability Scale [4], which is a simple
and rapid evaluation tool to measure the quality of an explanation interface or
an explanation process itself.

5.1 Dataset

We used an imbalanced dataset consisting of about 1 million real cases logged
in a repair center for mobile devices. This data is used to train a classification
model with 30 input features to classify escalation of a case into 3 classes No,
Low, and High. The visualization shows how a queried case is likely to match
two selected classes based on the case-based reasoning algorithm.
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Table 1. Ten question items of System Causability Scale

Statements
1. I found that the data included all relevant known causal factors with sufficient
precision and granularity.
2. I understood the explanations within the context of my work.
3. I could change the level of detail on demand.
4. I did not need support to understand the explanations.
5. I found the explanations helped me to understand causality.
6. I was able to use the explanations with my knowledge base.
7. I did not find inconsistencies between explanations.
8. I think that most people would learn to understand the explanations very quickly.
9. I did not need more references in the explanations: e.g., medical guidelines, regula-
tions.
10. I received the explanations in a timely and efficient manner.

5.2 Evaluation Measures

We compose a questionnaire based on the System Causability Scale which con-
sists of ten statements (Table 1). Participants are asked to rate each statement
by using a five-point likert scale that ranges from strongly agree to strongly dis-
agree. In the end, the quality of visualization is indicated by the average rating
of ten statements SCS =

∑

i ratingi/5 ∗ 10.
In addition, we also asked three additional questions to collect the subjective

feedback for the visualization.

1. How do you think the visualization can help you make a decision?
2. Is it more likely that you trust the prediction result when the visualization is

presented? Why?
3. Which one (visual explanation versus textual explanation) is more effective

for increasing the transparency of reasoning algorithm?

5.3 Study Procedure

We asked participants to follow the following procedure to perform a task by
using the presented visualization.

Task: Based on the visualization in Fig. 2, please reduce the risk of escalation
for the queried case by adjusting its feature values. i.e. convert a case of high
escalation to a case of no escalation. To better judge if participants understand
the visualization, the task includes a restriction that the value of feature RprTp
is not allowed to change.

1. The participants were asked to attend a training to get familiar with the
experimental task and the main functions of visualization.



Path-Based Visual Explanation 463

2. After finishing the training, the participants write down how to adjust the
feature value of queried case with the purpose of no escalation.

3. Finally, the participants filled out the questionnaire and answered three open
questions.

5.4 Participants

We recruited 5 participants from a high-tech company to test the visualization
based on a given task. The demographics of the participants are shown in Table 2.

Table 2. Participants’ demographics.

ID Age Sex Occupation Working experience (years) Education

1 42 Male Visual designer 20 Bachelor

2 35 Female Interaction designer 10 Master

3 28 Male Software developer 6 Bachelor

4 28 Female Visual designer 6 Bachelor

5 27 Female Visual designer 5 Bachelor

6 Results and Discussions

6.1 Objective Results

We measure the actual quality of visualization by the effectiveness of the actions
(Table 3) the participants took to reduce the escalation risk for the queried case.
The result shows that three of the five participants took actions that were exactly
the same as the ones that the system suggested. Although P1 did not take the
optimal action, P1’s actions are still reasonable for the task goal. P4’s action
seems to be not logical since the value of feature RprLvl is not 1 for all presented
cases.

Table 3. Actions taken by the participants.

ID Actions

1 RprLvl : 19→11, RprCD : 25→6

2 mascDevLoc: 15205→8227, f RetCount: 1→305

3 RprLvl : 19→1

4 RprLvl : 19→11, f RetCount: 1→305, RprCD : 25→6

5 f RetCount: 1→305, RprCD : 25→6
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6.2 Questionnaire Results

Figure 3 shows the results of participants responses on the System Causability
Scale (SCS). The average score of SCS is 0.588 and standard deviation is 0.143.
Although the score does not indicate a good quality of explanation according to
the reference value 0.680, the visualization still is rated high for some aspects
such as 5. Understanding causality, 7. No inconsistencies, and 10. Efficient.

Fig. 3. Distribution of participants’ responses to the System Causability Scale

In addition, all participants think that the visualization can help them make
a decision if they have been trained for using this visualization. As we assumed,
all participants state that they tend to trust the prediction result more if the
visualization is presented. However, regarding a preferred method of explaining
the case-based reasoning, not all participants prefer the visualization because
they can simply know how to achieve their goal just by following the textual
suggestion, and the complexity may also hinder them from using the visualization
properly. E.g., they were struggling with understanding the way that the weight
of features was presented and the relevance of the case in each escalation class.
The participants who are in favor of visualization thought it allows them to
freely explore the system and deeply understand the logic of reasoning.

6.3 Discussion

Overall, despite the high complexity, most of the participants value the visualiza-
tion in terms of understanding causality, efficiency, support in decision
making, and user trust. After a simple training, four out of five participants
can take an optimal action to decrease the escalation class without violating the
restriction of adjusting feature, which implies that participants are able to trade
off among multiple features that can be adjusted.
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The overall score of SCS is lower than the suggested score for good quality of
explanation. Arguably, this visualization is designed for users with professional
knowledge in a specific application domain. However, all participants do not have
knowledge on repairing service of mobile phones needed in the user scenario.
Therefore, most participants reported that they need substantial support and
training before using the visualization.

7 Conclusion

We proposed a visual explanation based on an evolutionary path through CBR.
We discussed the difficulty of explaining model decisions in tabular data, and
inability and ambiguity of single features in this data. We then presented a
coherent visual explanation by which a user can see the relation between samples
and features through a set of connected samples, which are placed side by side
each other with one step improvement in quality between them. Our experiments
showed that, by answering the three questions implied by the Fact and Foil
concept (why not a little better event, why not the best event, and how to
achieve the event) a user can better understand a the decision of a model that
uses tabular data.

In the future we intend to extend this work to other data types. We want
to expand this method in text data by exploiting a knowledge graph to also
visualize semantic relations of samples and features through an evolutionary
path explanation.
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Abstract. In order to maximize trust between human and ML agents
in an ML application scenario, humans need to be able to easily under-
stand the reasoning behind predictions made by the black box models
commonly used today. The field of explainable AI aims to maximize this
trust. To achieve this, model interpretations need to be informative yet
understandable. But often, explanations provided by a model are not
easy to understand due to complex feature transformations. Our work
proposes the use of a feature store to address this issue. We extend the
general idea of a feature store. In addition to using a feature store for
reading pre-processed features, we also use it to interpret model explana-
tions in a more user-friendly and business-relevant format. This enables
both the end user as well as the data scientist personae to glean more
information from the interpretations in a shorter time. We demonstrate
our idea using a service ticket classification scenario. However, the gen-
eral concept can be extended to other data types and applications as
well to gain more insightful explanations.

Keywords: Explainable AI · Feature store · Text classification

1 Introduction

In today’s world, almost all significant aspects of a person’s life are affected by
decisions taken by a machine learning model. Ranging from our shopping experi-
ence to medical diagnosis, from online matchmaking to home loan applications,
the impact of ML is hard to measure and impossible to ignore.

With the advent of technology, the ML models that provide these decisions
are becoming increasingly hard to interpret. When a model takes a decision, it is
often very hard to determine why it did so. This might not be a major concern
in some scenarios, but given the life altering capabilities of some decisions where
ML is involved today, it is very important for a prediction given by a model to
be interpretable and explainable. For example, an user might not be as impacted
by a product recommendation on an online apparel store as by the decision to
reject their home loan application by an ML model.

Like any other field of interaction, the interaction between AI models and
human agents, both as end users and data scientists, is majorly based on trust. To
c© Springer Nature Switzerland AG 2020
X. Zhu et al. (Eds.): NLPCC 2020, LNAI 12431, pp. 467–478, 2020.
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cement this trust and consequently, improve the system, ML model predictions
need to be explained. This accountability of an ML system, combined with its
performance, is the acceptance criteria for an ML model to be used by the human
agent. Also, from the perspective of a data scientist, it is very important to be
able to trust the system they are working on. Explainable ML systems, that
look inside the black box working of a model, and gives insight into predictions
taken, can help a data scientist understand the model better. It also helps them
to correct for any bias, that the model interpretations throw light upon.

1.1 Evolution of Explainable AI

Explainable AI (XAI) refers to methods and techniques in the application of
artificial intelligence such that the results of the solution can be understood
by humans. The underlying concept behind XAI is not new. Early reasoning
systems dating back to the 70s, such as MYCIN [1], GUIDON [2], SOPHIE
[3], and PROTOS [4,5], explored the idea of explaining their underlying rea-
soning for diagnostic, instructional, or machine-learning purposes. Later, truth
maintenance systems were developed which generated explanations by tracing
reasoning from conclusions to assumptions through logical inferences. By the
90s, work started on tools to explain inherently opaque neural network models
[6].

In recent times, concerns about bias, specially concerning race and gender,
in AI models being used for criminal sentencing, recruiting and assessing cred-
itworthiness, have emerged in various forums and publications [7]. This has led
to a greater focus on Explainable AI and development of several methods and
tools for explaining AI models and their decisions. Several regulations such as
the GDPR and research forums such as the International Joint Conference on
Artificial Intelligence: Workshop on Explainable Artificial Intelligence (XAI),
strongly focus on the practice and development of XAI methods.

1.2 Our Proposal

For any Explainable AI method, human interpretability of the explanations
themselves and the speed of explanations are two very significant criteria for
acceptance. Firstly, the explanations generated by an explanation tool need to
cater to all user personae using the system. For an ML model, this includes, but
is not limited to, data scientists, data engineers, product owners, business ana-
lysts, domain experts, business users and application users. Explanations need
to be customized such that it is useful for all personae. Here, an “one-size-fits-
all” approach would not work. An explanation plot that seems very useful to a
data scientist might seem cumbersome and useless to the end user of the model.
For example, consider a neural network model designed for detecting pneumonia
from lung images. Highlighting the activated nodes in the intermediate layers
of the model might convey relevant information to a data scientist in this case,
but for the end user, let’s say a doctor who uses this model to support their
diagnosis decision, an explanation such as the most contributing regions of the
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original lung image might be more useful. Secondly, if the time taken to produce
explanations for a model prediction is much longer than the time taken for the
prediction itself, it is often not useful. To summarize, interpretable explanations
need to be provided and they need to be provided fast.

Many methods have been developed for this. We will discuss some of them
in the next section. However, in many applications, the results generated by
these methods need to be processed in order to address the interpretability and
usability criteria mentioned above. Instead of delivering off the shelf explanations
produced by explanation libraries, we need to process the explanations to a
format understandable and useful to the business user, application user or end
user. This addresses one of the two requirements we mentioned above. However,
for these processed explanations to be useful, they also have to be produced
quickly. The processing of the explanations should not add a lot of processing
overhead.

To address both these issues, we propose the use of feature store concept in
the model explanation stage of the ML life cycle. This avoids redundant feature
computations and facilitates quick processing of global as well as local explana-
tions, especially in systems where there are several deployed models which are
using the same features.

We demonstrate the use of feature store for explanation processing using
a service ticket classification scenario. We use open sources libraries such as
LIME [8] and Contextual AI [10]. We implement a feature store for storing
raw data, processed features and mappings between raw and derived features.
This store is then used for two purposes: a) reading required features during
model training, and b) processing explanations for these models. We generate
global and local explanations from LIME, and process them using appropriate
feature store mappings to produce more readable explanations. We also conduct
error analysis using Contextual AI, and process these results using feature store
mappings to get error analysis in terms of raw, interpretable features. We also
apply this concept to two other datasets, and explain how a Feature Store can
help in processing explanations in each case.

2 Related Work

In this section, we’ll briefly introduce the tools and concepts that we use in the
paper.

2.1 Local Interpretable Model-Agnostic Explanations

Local Interpretable Model-agnostic Explanations (LIME) [8], as the name sug-
gests, is a model-agnostic method for generating interpretable explanations by
approximating a model in the locality of a data point.

Although LIME is based on locally faithful explanations, LIME also provides
Submodular pick (SP) algorithm to provide global explanations for a model.



470 V. Mour et al.

From a set of data point instances, it generates a small set of representative,
non-redundant explanations.

We used the Python implementation of LIME [9], to get both local and global
explanations on our ticket classification model.

2.2 Contextual AI

Contextual AI [10] is an open source library for generating machine learning
explanations at different stages of the machine learning pipeline - data, training,
and inference. Its offerings include feature data analysis, global model explana-
tions and feature importances, local explanations and error analysis. Internally,
the library uses features from LIME and SHAP [11].

We have used Contextual AI for error analysis of our ticket classification
model. Contextual AI selects top features for data points wrongly classified by
the model.

2.3 Feature Store

Feature Store is a concept of having a data management layer that allows people
across an organization to curate, share, and use a common set of features for
their machine learning problems. This ensures that the data used across models
for training and validation is consistent. It also saves redundant work done in
curating the same features by multiple teams for their modelling requirements.
By data reuse and cutting down the time spent in feature engineering, there is
a significant reduction in overall modeling time. Many organizations use either
their internal feature store implementation or external feature store solutions for
managing data for training and validating models across teams.

3 Our Work

In this section, we demonstrate our proposal by implementing a feature store
and extending it to enrich model explanations with additional information to
improve human interpretability. For the purpose of demonstrating the concept,
we use a service ticket classification problem. However, this idea can be used
in any scenario where explanations need to be processed to make them more
usable. We shall discuss this later in detail.

3.1 Data and Problem Statement

The dataset [12] used in this paper is an anonymized collection of support tick-
ets with different target labels. Each row has the following fields: title, body,
ticket type, category, sub category1, sub category2, business service,
urgency and impact. The first 2 fields, title and body, are text fields and the
rest are categorical features.
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Our aim is to create two separate models: one for predicting the ticket type
of a ticket and the other for predicting the category of the ticket. As both models
will be trained on the same dataset, we want both these models to read features
for training and inference from a central feature store.

We divide the dataset into training and test data and add it to the feature
store. At this stage the feature store contains only the original features cor-
responding to each row. Then, we process the raw data and create additional
features as shown in Algorithm 1.

Algorithm 1: Text Processing in Feature Store
Input: title,body
Output: text stop words removed, text stemmed,

text stemmed reverse map
1 Concatenate title and body to get text.
2 Remove stop words from text to get text stop words removed
3 Run stemming on text stop words removed to get text stemmed
4 Store reverse map dictionary from stemmed word to original word(s) in

text stemmed reverse map

Each row in the feature store has the following fields after processing: title,
body, ticket type, category, sub category1, sub category2, business
service, urgency, impact, text stop words removed, text stemmed and
text stemmed reverse map.

Now, any model that uses this data for training, can access the feature store
directly. This saves redundant time spent in doing the same preprocessing steps
by multiple modelers. Also, the raw data and all its processed versions are present
in the same location. This ensures that if a feature is used in various ML mod-
els in an organization, it is consistent across the models. Also, the feature store
serves as a one-stop location for the raw, intermediate and final features and their
mapping to one another. This leads to easier and more scalable data manage-
ment. Often we data scientists observe that it requires a lot of manual effort to
maintain data sources for multiple models deployed over time. With the feature
store in place, this problem is mitigated.

3.2 Experiments and Results

We build two models on the dataset to demonstrate the concept of using feature
store for feature retrieval and explanation processing. The first model classifies
the support ticket text into one of two ticket type(s). The second classifies the
ticket into one of 13 category(s). The fields ticket type and category are
independent of each other.
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Predicting Ticket Type
In this section, we build a Naive Bayes Classifier model for predicting the binary
target variable ticket type from the ticket text. For the train and test data,
the columns text stemmed, ticket type and text stemmed reverse map
are read from the feature store for each data point.

Local Explanation Using LIME
We use LIME Text Explainer for explaining the model prediction for the sample
in Table 1.

Table 1. Sample data for local explanation

Title New purchase po

body Purchase po dear purchased has please log
allocation please log retrieve old device after
receive item please take consideration
mandatory receipts section order make receipt
item ordered how video link kind regards
administrator

text stemmed New purchase po purchase po purchased log
allocation log retrieve old device receive item
take consideration mandatory receipts section
order make receipt item ordered video link
administrator

As the model is trained on the text stemmed field, local explanations from
LIME on the sample in Table 1 looks like Fig. 1.

Fig. 1. LIME local explanations
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Top feature names shown in the local explanation are stemmed versions of
words. For the end user, these do not convey useful information. In order to pro-
cess the explanations, we use the Feature Store built earlier, to extract the reverse
mapping from stemmed words to their original forms. Note that, since multiple
words in the same document can map to the same stemmed word form, the
reverse map is an 1:n mapping. For this sample, the reverse mapping extracted
from the feature store is shown in Table 2.

Table 2. Reverse mapping for stemmed words

text stemmed reverse map ‘new’: {‘new’}, ‘purchas’: {‘purchase’,
‘purchased’}, ‘po’: {‘po’}, ‘log’: {‘log’}, ‘alloc’:
{‘allocation’}, ‘retriev’: {‘retrieve’}, ‘old’: {‘old’},
‘devic’: {‘device’}, ‘receiv’: {‘receive’}, ‘item’:
{‘item’}, ‘take’: {‘take’}, ‘consider’:
{‘consideration’}, ‘mandatori’: {‘mandatory’},
‘receipt’: {‘receipt’, ‘receipts’}, ‘section’:
{‘section’}, ‘order’: {‘order’, ‘ordered’}, ‘make’:
{‘make’}, ‘video’: {‘video’}, ‘link’: {‘link’},
‘administr’: {‘administrator’}

Using the reverse mapping extracted above from the feature store, we process
the local explanation for the above instance. The resultant processed explanation
is shown in Fig. 2.

Fig. 2. LIME local explanations enhanced using reverse mapping from feature store
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Global Explanation Using LIME Submodular Pick
We use LIME Submodular Pick for explaining the model trained. The output
from LIME is shown in Fig. 3.

Fig. 3. LIME global explanations

We use reverse mapping from Feature Store for each document in the training
data and combine them to get the unified reverse feature map for the entire
dataset. This combined map is used to enhance the global explanation as shown
in Fig. 4.

Error Analysis Using Contextual AI
We used the Error Analysis feature from Contextual AI to analyze misclassifica-
tion errors and get top contributing features for each group (correct target class,
predicted class) of such errors. We demonstrate top contributing features for doc-
uments of class 1 being wrongly classified as class 0. Top features before and after
processing using reverse feature map are shown in Fig. 5a and 5b respectively.

Predicting Category
For predicting category, we use a Random Forest Classification model. The
approach we follow is similar to the one in the previous section. This model
also reads the features corresponding to the required training and test dataset
from the pre-computed Feature Store. We also use the Feature Store to enhance
the local explanations and global explanations generated using LIME. Similar
enhancements are done for the error analysis results obtained using Contextual
AI. We are showing the enhanced explanations for this problem in Figs. 6 and
7 respectively.
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Fig. 4. LIME global explanations enhanced using reverse mapping from feature store

Error Analysis Results obtained from Con-
textual AI

Error Analysis Results above processed us-
ing reverse mapping

Fig. 5. Error analysis results when Class 1 tickets are misclassified as Class 0
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Lime Local Explanations Lime Global Explanations

Fig. 6. LIME results

Fig. 7. Error analysis results

3.3 Applications on Other Datasets

The concept of using a feature store for enhancing explanations can be extended
to other types of datasets (like tabular data) and applications too. In general,
if a function f is used to map raw data to processed features, recording the
inverse map of f in the feature store can help us decode the explanations, with
considerable savings in redundant processing across models using the same data.
We discuss two such scenarios below.
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Predicting Item Production Times
Problem: Predict the time taken for a material to be produced by a machine,
using historical data and current production plan.

Raw Features: Historical time taken for this machine to produce this material
is one of the raw features present in the data, along with the production plan
details.

Computed Feature Stored in Feature Store: Root Mean Squared value
of time taken for the machine to produce the particular material in the last 5
instances. Lets call this feature rms prod time 5. We also store the mapping of
each value of rms prod time 5 to the original 5 data values it is calculated from.

Enhanced Explanations: When the local explanation shows rms prod time 5
as a contributing factor, we use the feature store to access the actual data for
the last 5 days, and show these values to the user, which is more interpretable
for them.

Predicting Customer Churn
Problem: For a telecommunication company offering multiple services, predict
whether a customer will churn, using their account, billing and demographic
information.

Raw Features: Information of accounts held by customers along with other
features like billing history and personal details.

Computed Feature Stored in Feature Store: We compute the number of
services offered by the company which a user is subscribed to. Lets call this
feature number of subs. This is one of the features the churn prediction model
is trained on. The feature store also stores the list of the account numbers for
each service held by each consumer.

Enhanced Explanations: If the local explanation shows number of subs as a
contributing factor for the churn prediction for a user, we use the feature store
to access the list of the accounts for each service held by the consumer, and show
these values to the analyst running the explainer, which can be used to target
offers to the service account.

4 Conclusion and Future Directions

In this paper, we present the idea of using feature store for enhancing explana-
tions from standard libraries to make them more usable and interpretable for the
end user. The idea, demonstrated here using a text classification scenario, can
be applied to other problems and data types. We plan to take this work further
and work on integration of this solution with other commonly used explanation
libraries like SHAP and InterpretML.
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Abstract. Little research has been done on the Named Entity Recognition (NER)
of Traditional Chinese Medicine (TCM) books and most of them use statistical
models such as Conditional Random Fields (CRFs). However, in these meth-
ods, lexicon information and large-scale of unlabeled corpus data are not fully
exploited. In order to improve the performance of NER for TCM books, we
propose a method which is based on biLSTM-CRF model and can incorporate
lexicon information into representation layer to enrich its semantic information.
We compared our approach with several previous character-based and word-based
methods. Experiments on “Shanghan Lun” dataset show that our method outper-
forms previous models. In addition, we collected 376 TCM books to construct
a large-scale of corpus to obtain the pre-trained vectors since there is no large
available corpus in this field before. We have released the corpus and pre-trained
vectors to the public.

Keywords: Named entity recognition · Enhanced embedding · BiLSTM-CRF ·
TCM books · Information extraction

1 Introduction

As a distinctmedical systemwith diagnosis and treatment, Traditional ChineseMedicine
(TCM) has always played a significant role in Chinese society for thousands of years and
has attracted more and more attention worldwide [1]. The TCM books contain detailed
and valuable information of the whole medical procedure such as the experience of
syndrome differentiation and clinical diagnosis. It is a practical task to systematically
study the mechanism to obtain understandable and applicable empirical knowledge to
assist doctors during their treatment. Named entity recognition (NER) in TCM books is
the first step of the above task.

NER of TCM books have the following difficulties: 1) At present, TCM books have
not been fully digitized and it is difficult to obtain large-scale of available corpus. 2)
Most of the TCM books are written in ancient Chinese, which is quite different from

© Springer Nature Switzerland AG 2020
X. Zhu et al. (Eds.): NLPCC 2020, LNAI 12431, pp. 481–489, 2020.
https://doi.org/10.1007/978-3-030-60457-8_39
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modern Chinese. Thus, the general Chinese word segmentation tools like Jieba may
produce many errors which will negatively impact the final performance.

As a result, little research has been done on NER of TCM books. Meng et al. [2]
used Conditional Random Field (CRF) model to automatically recognize the terms in
“Shanghan Lun” ( ). They used part-of-speech and word boundaries as features,
but did notmake full use of information from large-scale of unlabeled corpus. Ye et al. [3]
used CRF to extract symptomatic drug information from “Jingui Yaolue” ( )
and added the feature of TCM diagnosis key-value pairs [4]. This method put some
prior knowledge of TCM into the model yet it also greatly increased the complexity
and time cost of manual labeling. Li et al. [5] recognized the symptom terminologies
of the “Traditional Chinese Medical Cases” based on LSTM-CRF. However, due to the
limitation of available corpus and accuracy of word segmentation, they only used this
one book as corpus and utilized purely character-based method for recognition. Word
information, which has been proved to be useful [6], was not exploited.

Therefore, inspired by Ma et al. [7], we incorporate lexicon information into the
character representation so that we can utilize word information and reduce the negative
impact of inaccurate word segmentation at the same time. Previous work has been done
on combing word-level information like Lu et al. [8] andWang et al. [9] yet they haven’t
considered all the possible matched words for a character in one sentence.

To summarize, our main contributions of this work are as follows: 1) In order to
get more accurate pre-trained vectors, we firstly collect 376 TCM books to construct a
large-scale of unlabeled corpus to make up for the deficiencies of corpus in TCM books.
Then, we combine the open source tool Jiayan1 to complete the word segmentation of
TCM books to solve the problem that the Chinese general word segmentation tools are
basically invalid for ancient Chinese. To our best knowledge, this is the first publicly
available large corpus and pre-trained vectors2 for TCM books. 2)We propose to encode
the matched words, obtained from the lexicon, into the representation layer to enrich
the semantic information of character embeddings. 3) Experimental results on annotated
data of “Shanghan Lun” show that our method outperforms previous models for NER
of TCM books.

2 TCM Corpus and Pre-trained Word Vectors

2.1 TCM Corpus

At present, large-scale of accurate and easily accessible corpus in TCM field are hard to
obtain yet the corpus is indispensable in the process of mining TCM knowledge. There-
fore, we collect 376 TCM books from the Han Dynasty to the Qing Dynasty, including
the basic theories, medical diagnosis, herbal medicine, and many other categories. The
specific content can be found in our open source project.

1 https://github.com/jiaeyan/Jiayan.
2 https://github.com/Sporot/TCM_word2vec.

https://github.com/jiaeyan/Jiayan
https://github.com/Sporot/TCM_word2vec
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2.2 Pre-trained Vectors

Learning word vector representations from unlabeled data can help optimize a variety
of NLP learning tasks and make them have better performance [10]. The word vector
is a distributional representation feature obtained by training a neural network language
model [11]. Compared with the one-hot encoding method that represents each word as a
sparse vector with only one bit being 1, and the others being 0, the word vector method
retains the rich language regularity of words [12].

Word Segmentation. The accuracy of word segmentation is crucial for the quality of
the word vectors. However, the corpus of TCM books is quite different from common
Chinese corpus. Many characters in ancient Chinese often have rich semantics and usu-
ally have been treated as one word. For example, each character in “ (those
who think about water later)” has its own independent meaning, while most commonly
used word segmentation tools are not applicable of dealing with this. Therefore, we
combine Jiayan, a segmentation tool specialized for ancient Chinese, to tackle this prob-
lem. To test the performance of each segmentation tool, we select 537 sentences from
“Jingui Yaolue” and manually annotate with word segmentation results. According to
the results in Table 1, Jiayan is far better than other general word segmentation tools for
TCM books.

Table 1. The performance of word segmentation tools for TCM books

Tools Precision
(%)

Recall (%) F1 score (%)

Jieba 56.70 43.63 49.32

pkuseg 57.07 46.26 51.12

thulac 56.72 46.89 51.34

Jiayan 86.95 81.34 84.05

Pre-trained Vectors. Based on the above word segmentation, we use Word2Vec3 [13]
to obtain word vectors from the corpus introduced in Sect. 2.1. In order to verify the
necessity of the domain corpus, we also use the common corpus Chinese Wikipedia for
comparison. There are twomainmethods for evaluating the quality of word vectors [14]:
First one is the intrinsic way such as semantic relevance, which evaluates the accuracy
of its semantic representation by calculating the similarity between word vectors. We
select one sample word “ (vomit)” which is a common symptom term both in TCM
and ChineseWiki and another word “ (aversion to cold)” which is common in TCM
but rare in Chinese Wiki. The top 2 similar words of each sample are shown in Table 2.
From Table 2, it can be seen that similar words obtained from TCM corpus are more
precise. And the words unique to TCM books, such as “ (cold limbs)”, may not be
found in the general corpus. The second is the extrinsic method that measuring the effect
of word vectors on NER tasks which will be described in Sect. 4.1.
3 https://radimrehurek.com/gensim/models/word2vec.html.

https://radimrehurek.com/gensim/models/word2vec.html


484 B. Song et al.

Table 2. Semantic evaluation of word vectors

Example 
words

Vector 
dimension

Corpus Top 2 similar words/Similarity value

(Vomit)

50
TCM (Nausea)/0.936 (Vomit)/0.915 
Chinese Wiki (Bellyache)/0.976 (Cough)/0.974

200
TCM (Vomit)/0.809 (Nausea)/0.783
Chinese Wiki (Dizziness)/0.921 (Tinnitus)/0.911

300
TCM (Queasiness) /0.765 (Vomit)/0.759 
Chinese Wiki (Diarrhea)/0.940 (Bellyache)/0.921

(Aversion 
to cold) 

50
TCM (Aversion to wind)/0.884 (Pyrexia)/0.879
Chinese Wiki (Diarrhea)/0.965 (Ventosity)/0.964

200
TCM (Aversion to wind)/0.841 (Chilly)/0.801
Chinese Wiki (Scrofula)/0.910 (Diarrhea)/0.904

300
TCM (Aversion to wind/0.592, (hate cold)/0.552
Chinese Wiki (Diarrhea)/0.891 (Scrofula)/0.883

3 Neural Architecture for NER of TCM Books

Same as the generic character-based neural NER model, our proposed method for TCM
books contains three stacked layers as shown in Fig. 1. We describe the details of these
layers as below.

Fig. 1. Main architecture of our model
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3.1 Representation Layer Incorporating Lexicon Information

Due to the inaccuracy of Chinese word segmentation, lots of researchers choose to
use character-based models. For a character-based Chinese NER model, the smallest
unit of a sentence is a character ci and the sentence is seen as a character sequence
s = {c1, . . . , cn}, ci ∈ Vc, where Vc is the character vocabulary. Each character ci is
represented by a dense vector xci .

To utilized lexicon information, we make each character c corresponds to four word
sets marked by the four segmentation labels “BIES”, motivated by Ma et al. [7]. The
word setB(c) consists of all lexiconmatched words on s that begin with c. Similarly, I(c)
consists of all lexicon matched words on s that begin with c occurs, E(c) consists of all
lexicon matched words that end with c, and S(c) is the single-character word comprised
of c. And if a word set is empty, a special word “None” is used to indicate this situation.
We have explained it with an example shown in Fig. 2.

Fig. 2. An example of getting word information

In order to retain information as much as possible and reduce the negative impact of
imperfect word segmentation, we concatenate the representations of the four word sets
to represent them as a whole and use it to augment the character representation:

xli = es(B, I ,E, S) = [
vs(B) ⊕ vs(I) ⊕ vs(E) ⊕ vs(S)

]
, (1)

xei ←
[
xci ; xli

]
. (2)

Here, vs denotes the function that maps a single word set to a dense vector. According
to the basic idea that the more times a character sequence occurs in the data, the more
likely it is a word, we get the weighted representation of the word set T by:

vs(T ) = 1

Z

∑

w∈T z(w)ew(w), (3)

Specifically,Z = ∑
w∈B∪I∪E∪S is the normalized termand z(w)denote the frequency

of w occurring in our TCM corpus. ew denotes the word embedding look up table which
can be obtained from the same TCM corpus. In this way, we introduce the pre-trained
word embeddings into the character representation to utilize lexicon information for
NER of TCM books.
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3.2 Sequence Modeling and Label Inference Layer

For NER of TCM books, we use the popular architecture of the bidirectional long-short
term memory network (BiLSTM) for sequence modeling [15]. BiLSTM contains two
LSTM [16] cells that model the sequence in the left-to-right (forward) and right-to-left
(backward) directions with two distinct sets of parameters. The concatenated hidden

states at the ith step of the forward and backward LSTMs hi = [−→hi � ←−
hi ] forms the

context-dependent representations of ci. On top of the biLSTM layer, a sequential CRF
[17] layer is used to perform label inference. The Viterbi Algorithm [18] is used to find
the path achieves the maximum probability.

4 Experiments

4.1 Dataset

We chose “Shanghan Lun” written by Zhongjing Zhang in Eastern Han Dynasty as
the annotation dataset and tagged the symptom entities in this book. There were 17081
pieces of labeled data and we divided them into a training set and a test set according to
7:3.

4.2 Results

Different Dimensions of TCM Pre-trained Vector. In Sect. 2.2, we have already
found that different TCM vector dimensions have different ability of semantic expres-
sion. Therefore, we test four dimensions of their recognition effectiveness on our dataset.
From Table 3, we can see that with the increase of the dimension, the recognition perfor-
mancewill be improved.However, it will not continue to improve and itmay even decline
when reaches a certain value. In this work, 200 dimension gains the best recognition
performance which is 74.38%.

Table 3. Recognition results using different vector dimensions

Vector dimensions Precision (%) Recall (%) F1 score (%)

50 76.54 67.82 71.92

100 76.09 71.45 73.70

200 76.80 72.11 74.38

300 76.12 72.60 74.32

Different Corpus of Pre-trained Vector. In order to further verify the necessity of the
domain corpus, we choose the same dimension of pre-train vector from TCM corpus
and Chinese Wiki corpus introduced in Sect. 2.2. From Table 4, it can be seen that, with
the same vector dimension, results of using TCM corpus is far better than using Chinese
Wiki which proves the importance of constructing domain corpus.
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Table 4. The recognition results from different corpus of pre-trained vector

Corpus Vector dimension Precision (%) Recall (%) F1 score (%)

Chinese Wiki 50 70.49 61.88 65.91

TCM 50 76.54 67.82 71.92

Different Models. We compare several previous models with our proposed methods.
Table 5 shows the results on the same dataset introduced in Sect. 4.1.

HMM. The HMM model we used here can be found on Github4.

CRF. The CRF toolkit we used here is CRF++5. Except the entity labels, we didn’t add
any self-defined features.

BiLSTM-CRF. This model’s architecture is the same as the one we introduced in
Sect. 3.2, while its representation layer is composed by either character or word
embeddings.

Table 5. The recognition results from different models

Input Method Precision (%) Recall (%) F1 score (%)

Char HMM 55.95 55.86 55.91

BiLSTM-CRF 66.24 59.12 62.48

CRF 76.68 63.53 69.07

Word HMM 57.74 53.81 55.70

BiLSTM-CRF 61.59 56.40 58.88

CRF 61.61 57.21 59.33

Proposed Char+TCM-Lexicon 76.80 72.11 74.38

TCM-Lexicon 64.86 59.08 61.83

The methods of the “Char” group are character-based. The methods of the “Word”
group are word-based that build on the word segmentation results generated by Jiayan.
From the table, we can obtain several informative observations. First, by replacing the
input from character to word, the F1-score of all the methods decreased. This shows
the problem of directly using the imperfect word segmentation. Second, the char-based
BiLSTM-CRF achieved a relatively low performance and was 6.58% worse than char-
based CRF. This may indicate that the former model is more dependent on large-scale
of annotated data. Finally, our proposed method that incorporates lexicon information
in the representation layer, obtained a large improvement over the other models. This
verifies its effectiveness on this dataset.
4 https://github.com/luopeixiang/named_entity_recognition.
5 https://code.google.com/archive/p/crfpp.

https://github.com/luopeixiang/named_entity_recognition
https://code.google.com/archive/p/crfpp
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5 Conclusion and Future Work

In this work, in order to achieve a high-performing NER system of TCM books, we
propose a method based on BiLSTM-CRF which can exploit the useful information
from lexicon and large-scale of unlabeled data. Concretely, we collect 376 TCMbooks to
construct a large-scale of corpus first and then add lexicon information into the character
representation to enrich its semantic information. Experimental study on “Shanghan
Lun” dataset shows that our method can obtain better performance than the comparative
methods. In the future work, we plan to combine the TCM domain knowledge to further
improve the performance.
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Abstract. InmedicalQ&Aplatforms, patients share information about their diag-
nosis, give advice and consult with doctors, this creates a large amount of data
that contains valuable knowledge on the side effects of drugs, patients’ actions
and symptoms. This information is widely considered to be the most important
in the field of computer-aided medical analysis. Nevertheless, messages on the
Internet are difficult to analyze because of their unstructured form. Thus, the pur-
pose of this study is to develop a program for anaphora resolution in Chinese
and to implement it for analysis of user-generated content in the medical Q&A
platform. The experiments are conducted on three models: BERT, NeuralCoref
and BERT-Chinese+SpanBERT. BERT-Chinese+SpanBERT achieves the highest
accuracy—68.5% on the OntoNotes 5.0 corpus. Testing the model that showed
the highest result was carried out on messages from the medical Q&A platform
haodf.com. The results of the study might contribute to improving the diagnosis
of hereditary diseases.

Keywords: Anaphora resolution · Chinese Natural Language Processing
(NLP) · User-generated content · BERT

1 Introduction

Anaphora is a linguistic phenomenon in which the interpretation of one expression
(anaphor) depends on another expression in the context (antecedent). Anaphora resolu-
tion is a fundamental stage for many NLP tasks, such as machine translation, automatic
text summarizing. Anaphora resolution in Chinese is more challenging comparing with
English [5]. This is due to the several features of the Chinese language such as no gaps
betweenwords, zero anaphora and others. The user-generated content in Chinese is char-
acterized by the use of idiomatic expressions (chengyu) and omission of punctuation
marks which affect the accuracy of automatic analysis.

Nowadays, the Internet offers numerous opportunities to research different spheres
of our life even healthcare andmedicine.A lot ofmedical platforms allowpeople not only
to receive detailed information about diseases but also to discuss their symptoms with
other patients or doctors. Messages published in a medical Q&A platform present the
unique source of information. Nevertheless, it is difficult to analyze this data because
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user-generated content suffers from bias and noise. Consequently, there is a need for
special instruments that allow to extract and process big data. Thus, the purpose of this
research is to develop a computer program for resolving anaphora in Chinese and to
implement it for analysis of user-generated content in medical Q&A platforms.

2 Related Work

The first attempts to resolve anaphora was rule-based [1, 17]. There are three kinds
of major technical approaches to anaphora resolution: rule-based models [8], machine
learning [13] and hybrid approach [19]. Some works are devoted to zero anaphora
resolution in Chinese [19, 21]. In medical domain conducted studies about anaphora
resolution mainly focus on the analysis of the health records [16] and scientific papers
[10].

Peng et al. [15] propose a multi strategic model for anaphora resolution in texts
extracted from a Chinese micro-blog. The model combing SVM and the set of linguistic
characteristics for classification. Zhu et al. [23] describe that determining whether the
noun phrases in a sentence are animate or inanimate improves the results of anaphora
resolution. Authors develop the model using the bidirectional LSTM layer and the CRF
structure. Converse [5] in a dissertation uses a rule-based approach based on the Hobbs
algorithm and machine learning implemented by the maximum entropy method. Lin
et al. analyze coreference and ellipsis resolution for creating a virtual patient dialogue
systemby rule-basedmethods [11] andBERT [12].As a training data researches consider
recorded conversations in the Hualien Tzu Chi Hospital.

Nevertheless, there is a lack of research examining the user-generated content in
Chinese medical Q&A platforms. Our study seeks to contribute to filling this gap by
implementing an anaphora resolution model to automatic analysis of user-generated
content. The proposed approach could be applied in order to provide an early diagnosis
to patients with hereditary diseases.

3 Methodology

In this work, machine learning methods are chosen to develop anaphora resolution mod-
els, therefore, the NeuralCoref scripts and pretrained BERT models are used as a basis.
The NeuralCoref scripts have a multilayer perceptron architecture, while BERT is a
pretrained neural network with Transformer architecture.

Pre-trained models made a breakthrough in NLP because these models such as
BERT can be implemented for a broad range of tasks. In this study, experiments were
conducted inBERT,Chinese-BERT-wwm,ALBERT,RoBERTa, SpanBERT. In compar-
isonwithALBERTandRoBERTa, BERT shows the highest result. In the first experiment
anaphora resolution is considered a classification task, therefore, we use BertTokenizer
and BertForTokenClassification as an additional layer.

For the third experiment we use more a complicated architecture combining Chinese
BERT-wwm and SpanBERT as an additional layer. SpanBERT extends BERT by mask-
ing contiguous random spans rather than random tokens [9]. Chinese BERT-wwm [6]
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was released by researchers from Harbin University of Technology. During its pretrain-
ing, the [MASK] tag closes not one token, as in the official model, but a whole word,
which provides a better result.

BERT supposes character-based tokenizer for Chinese. This approach has draw-
backs: the relative position of the symbol should be taken into account. However, this
method is simple and quick to implement, since additional pre-processing are not needed.
However,whenusingBERT, it is not possible to use a different tokenizer, because indexes
(symbol numbers) and tensors will not be matched.

As a second experiment, the anaphora resolution model is configurated based on the
NeuralCoref 4.0 scripts [18]. NeuralCoref is a pipeline extension for spaCy. The Neu-
ralCoref model belongs to ranking models and is implemented based on the algorithm
proposed by K. Clark and C. D. Manning [4]. The NeuralCoref model was created for
English, therefore, in this study, a number of changes are made to apply it to Chinese.
Training has three stages, at each different types of data pass through a multilayer per-
ceptron. At the first stage All pairs, all possible pairs of mentions and their antecedents
are generated. At the Top pairs stage, the most probable coreferential pairs or chains are
formed based on the variables. Then the final stage is Ranking, at which the probability
of coreference of each pair is estimated.

For tokenization,we chooseChinese text segmentation Jieba.ComparingwithBERT,
Jieba is a word-based tokenizer. It was found that the Jieba tokenizer works well with
colloquial words, but it makes mistakes when dividing drug names into words, which
can affect the quality of analysis of medical texts.

4 Datasets

In the case of anaphora resolution, the training data is the annotated corpus. There are a
number of corpora with annotated coreference links such as OntoNotes, Chinese ACE
2004 and Chinese ACE 2005, Penn Chinese Treebank.

OntoNotes 5.0 [14] is the largest corpora with annotated coreference links. More-
over, the corpus includes various genres of texts, including those close to user-generated
content. It should be noted that this corpus includes not only anaphora, but also coref-
erence. For the NeuralCoref model the training corpus is created from OntoNotes 5.0
based on CoNLL 2012 scripts. The BERT model is also trained on the OntoNotes 5.0,
but for this model we use JSON-files, not a conll-files as for the NeuralCoref model.
Each line contains a sample for a token from UTF-8.

For training, we also use CLUEWSC2020 dataset [2]. It differs from an annotated
corpus, it contains only antecedent, anaphor and sentences. This dataset allows conduct
quick testing because of the small amount of data and a structure that is specially designed
for anaphora resolution. Moreover, this dataset is considered to be up-to-date source as
it was released in March 2020 for the NLPCC Shared Task. We convert the dataset into
a convenient form. For this purpose, we use IO-markup (Inside Out). O is an outside
tag, S1 is an antecedent, S2 is an anaphor.
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5 Experimental Results

During the experiments, three models were developed: the BERT model trained on
CLUEWSC2020, the NeuralCoref and BERT-Chinese-wwm + SpanBERT trained on
the Chinese portion of OntoNotes 5.0.

5.1 BERT Model Trained on CLUEWSC2020

For fine tuning we choose the default parameters proposed by Devlin et al. [7] because
they show high scores for the task of Named Entity Recognition in Chinese texts [20,
22]. The size of the batch is selected 64, the number of training epoch - 10. The main
parameters of the model: 12 layers, 768 – size of hidden layer, 12 attention heads.

Through the test of the model, the final evaluation result is as follows (Table 1):

Table 1. Evaluation of the BERT model on CLUEWSC2020.

Precision Recall F1-score

Anaphor 77% 90% 83%

Antecedent 38% 5% 9%

The model trained to determine the anaphor in the antecedent-anaphor pair, but it
does not cope with the determination of antecedent. The quality of the model can be
improved only by increasing the training sample so the OntoNotes 5.0 corpus [14] is
used in the following experiments.

5.2 Multilayer Perceptron (NeuralCoref) Trained on OntoNotes 5.0

When visualizing the training of the model, it can be seen that the training process is
conditionally divided into three parts: All pairs, Top pairs, Ranking. At each stage, a
leap in quality occurs (Fig. 1).

Fig. 1. The training process of the NeuralCoref model on OntoNotes 5.0.
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The accuracy of the model is within 62–42% for the task of resolving coreference. In
general, the model has trained to resolve coreference, but the quality could be improved
(Table 2).

Table 2. Evaluation of the NeuralCoref model on OntoNotes 5.0.

MUC B3 CEAF Avg. F1

P R F P R F P R F

62% 30% 41% 54% 20% 30% 42% 18% 26% 32%

To improve the results, the Chinese model for SpaCy [3] could be retrained in
order to create a vector representation of all tokens. It can be assumed that a change in
hyperparameters and an increase in the number of epochs will also improve the quality.

5.3 BERT-Chinese + SpanBERT Model Trained on OntoNotes 5.0

For the third experiment we use more complicated architecture. The model type is
defined as e2e-coref model. The basis of the model is BERT-wwm [6]. Other layers
for a particular task are SpanBERT. SpanBERT, developed by Joshi et al. [9], showed
the highest result in resolving coreference on OntoNotes for English [2]. However, this
model has not been used previously for the Chinese language.

For BERT-Chinese + SpanBERT model training the values of hyperparameters are
selected empirically. The main parameters are epoch number – 20, size of batch – 2800.
The learning process is visualized by the F-measure (Fig. 2).

Fig. 2. The training process of the BERT-Chinese + SpanBERT model on OntoNotes 5.0.

The best result after 57 epochs was 68.5% (precision) for resolving coreference. The
results of this model are superior to the models from the first and second experiments
(Table 3).



Anaphora Resolution in Chinese for Analysis of Medical Q&A Platforms 495

Table 3. Evaluation of BERT-Chinese + SpanBERT model for Chinese on OntoNotes 5.0.

Precision Recall Avg. F1

SpanBERT 68.5% 65.4% 65.4%

This model, as the NeuralCoref model, solves a broader task than was determined.
Since the task of resolving coreference is more complicated, it can be assumed that the
model will demonstrate a higher result if the filter of anaphoric pronouns is applied.

5.4 Main Results

The results of the models are presented in Table 4. The quality of the first model is not
added to the general table, since it was trained and tested on another dataset.

Table 4. Comparison of the results of the created models: BERT-Chinese + SpanBERT and
NeuralCoref on OntoNotes 5.0.

Precision Recall Avg. F1

SpanBERT 68.5% 65.4% 65.4%

NeuralCoref 62.5% 30.6% 32.2%

In general, as the BERT-Chinese+ SpanBERT achieves 68.5% on the OntoNotes 5.0
corpus, the results is quite high. Comparing with the results of the SpanBERT model for
English, which shows an F-score of 79.6%, it is worth noting that the pretrained models
for English perform better than for other languages. It can be assumed that experiments
with hyperparameters and enlarged batch size will lead to a higher result.

6 Implementation for Analysis of User-Generated Content
in a Medical Q&A Platform

Testing the BERT-Chinese+ SpanBERTmodel, which showed the best result, is carried
out on manually selected patient messages from the haodf.com medical platform. For
testing, a program has been created that receives a number of sentences in the form of
an array, feed the model, and gives a prediction in the form of clusters: pairs or chains.
The genre of text could be chosen from those presented in OntoNotes. Working with
user-generated content, the text type is configured as “wb” (web data).

It was found that animated anaphoric pronouns in user messages in medical services
are used when mentioning the fact of kinship in several cases:

1) the user, describing his situation, writes that relatives have similar symptoms;
2) the user describes the medical history of his relative.
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Inanimate anaphoric pronouns often refer to the name of the medicine, body parts,
or physical manifestations.

Analyzing the results of themodel, a problemwas noticed: themodel does not recog-
nizewordswithEnglish letters. It does not resolve an anaphor chain,where the antecedent
is indicated by such words as X X ‘x-ray’ or ct ‘computed tomography’. In
addition to that, the model is sensitive to punctuation marks.

For full-scale testing of the, it is necessary to create an annotated corpus from user-
generated content. Thus, the anaphora resolution model can be used to analyze the user
content of medical platforms to extract the fact of kinship from the text in the diagnosis
of hereditary diseases, to extract entities related to symptoms or medication.

7 Conclusion

This study may contribute to the body of knowledge on the automatic analysis of the
Chinese language. Using the methods of NLP, three models for resolving the pro-noun
anaphora in Chinese texts were developed in this study. Particularly, BERT, SpanBERT
and NeuralCoref are used as a basis of models. OntoNotes 5.0 and CLUEWSC2020
dataset are selected for training. Among themodels, BERT-Chinese+ SpanBERT shows
the highest accuracy – 68.5% on the OntoNotes 5.0 corpus. The model copes with
a broader task: it solves not only anaphora, but also coreference. Moreover, the best
performing model was tested in the messages from medical Q&A platfrom haodf.com.
The features of user-generated content were highlighted.

The findings of this study are two-fold. Firstly, the researchmay advance themethods
that can be implemented to the Chinese language considering its unique semantic, lexical
and grammatical features. Secondly, the findings of this research may provide practical
benefits for automatically analyzing clinical texts in Chinese in order to improve the
healthcare services.

References

1. Bobrow, D.G.: A question-answering system for high school algebra word problems. In:
Proceedings of AFIPS ’64 (Fall, Part I), New York, pp. 591–614. Association for Computing
Machinery (1964)

2. Chinese Language Understanding Evaluation Benchmark: datasets, baselines, pre-trained
models, corpus and leaderboard. https://github.com/CLUEbenchmark/CLUE. Accessed 05
June 2020

3. Chinese models for SpaCy. https://github.com/howl-anderson/Chinese_models_for_SpaCy.
Accessed 05 June 2020

4. Clark, K., Manning, C.D.: Deep reinforcement learning for mention-ranking coreference
models. In: Proceedings of the 2016 Conference on Empirical Methods in Natural Language
Processing, Austin, Texas, pp. 2256–2262. ACL (2016)

5. Converse, S.: Pronominal anaphora resolution in Chinese. Doctoral dissertation (2006)
6. Cui, Y., et al.: Revisiting pre-trained models for chinese natural language processing. arXiv

preprint arXiv:2004.13922 (2020)
7. Devlin, J., Chang, M.-W., Lee, K., Toutanova, K.: BERT: pre-training of deep bidirectional

transformers for language understanding (2018)

https://github.com/CLUEbenchmark/CLUE
https://github.com/howl-anderson/Chinese_models_for_SpaCy
http://arxiv.org/abs/2004.13922


Anaphora Resolution in Chinese for Analysis of Medical Q&A Platforms 497

8. Dong, G., Zhu, Y., Cheng. X.: Research on personal pronoun anaphora resolution in Chinese.
In: Application Research of Computers, pp. 1774–1779. China Academic Journal Electronic
Publishing House (2011)

9. Joshi, M., et al.: SpanBERT: improving pre-training by representing and predicting spans. In:
Transactions of the Association for Computational Linguistics, pp. 64–77. MIT Press (2020)

10. Kilicoglu, H., Demner-Fushman, D.: Coreference resolution for structured drug product
labels. In: Proceedings ofBioNLP2014,Baltimore, pp. 45–53.Association forComputational
Linguistics (2014)

11. Lin, C.-J, Pao, C.-W., Chen, Y.-H., Liu, C.-T. Ellipsis and coreference resolution in a com-
puterized virtual patient dialogue systemJ. Med. Syst. 40(9), 206 (2016). https://doi.org/10.
1007/s10916-016-0562-x

12. Lin, C.-J., Huang, C.-H., Wu, C.-H.: Using BERT to process Chinese ellipsis and coreference
in clinic dialogues. In: 2019 IEEE 20th International Conference on Information Reuse and
Integration for Data Science (IRI), Los Angeles, CA, USA, pp. 414–418. IEEE (2019)

13. Ng, V.: Supervised noun phrase coreference research: the first fifteen years. In: Proceedings
of the 48th Annual Meeting of the Association for Computational Linguistics, Association
for Computational Linguistics, pp. 1396–1411 (2010)

14. OntoNotes Release 5.0. Linguistic Data Consortium. https://catalog.ldc.upenn.edu/LDC201
3T19. Accessed 05 June 2020

15. Peng, Y., Zhang, Y., Huang, S., Chen, R., You, J.: Resolution of personal pronoun anaphora
in Chinese micro-blog. In: Hong, J.-F., Su, Q., Wu, J.-S. (eds.) CLSW 2018. LNCS (LNAI),
vol. 11173, pp. 592–605. Springer, Cham (2018). https://doi.org/10.1007/978-3-030-04015-
4_51

16. Son, R.Y., Taira, R.K., Kangarloo, H.: Inter-document coreference resolution of abnormal
findings in radiology documents. In: Proceedings of the 11th World Congress on Medical
Informatics (MEDINFO). IOS Press, Amsterdam (2004)

17. Winograd, T.: Understanding Natural Language. Academic Press, New York (1972)
18. Wolf, T.: State-of-the-art neural coreference resolution for chatbots. https://medium.com/hug

gingface/state-of-the-art-neural-coreference-resolution-for-chatbots-3302365dcf30#7f43.
Accessed 05 June 2020

19. Wu, D.S., Liang, T.: Zero anaphora resolution by case-based reasoning and pattern
conceptualization. Expert Syst. Appl. 36(4), 7544–7551 (2009)

20. Xue, K., et al.: Fine-tuning BERT for joint entity and relation extraction in Chinese medical
text. In: 2019 International Conference on Bioinformatics and Biomedicine (BIBM), pp. 892–
897. IEEE (2019)

21. Yin, Q., Zhang, W., Zhang, Y., Liu, T.: Chinese zero pronoun resolution: a collaborative
filtering-based approach. ACM Trans. Asian Low Resour. Lang. 19(1), 1–20 (2020)

22. Zhang, K., Liu, C., Duan, X., Zhou, L., Zhao, Y., Zan, H.: BERT with enhanced layer for
assistant diagnosis based on Chinese obstetric EMRs. In: 2019 International Conference on
Asian Language Processing (IALP), Shanghai, Singapore, pp. 384–389. IEEE (2019)

23. Zhu, Y., Song, W., Liu, X., Liu, L., Zhao, X.: Improving anaphora resolution by animacy
identification, Dalian, pp. 48–51. IEEE (2019)

https://doi.org/10.1007/s10916-016-0562-x
https://catalog.ldc.upenn.edu/LDC2013T19
https://doi.org/10.1007/978-3-030-04015-4_51
https://medium.com/huggingface/state-of-the-art-neural-coreference-resolution-for-chatbots-3302365dcf30#7f43


Evaluation Workshop



Weighted Pre-trained Language Models
for Multi-Aspect-Based Multi-Sentiment

Analysis

Fengqing Zhou, Jinhui Zhang, Tao Peng, Liang Yang(B), and Hongfei Lin

School of Computer Science and Technology, Dalian University of Technology,
Dalian 116024, Liaoning Province, China

{zhoufengqing,wszjh,taop}@mail.dlut.edu.cn
{liang,hflin}@dlut.edu.cn

Abstract. In recent years, aspect-based sentiment analysis has
attracted the attention of many researchers with its wide range of appli-
cation scenarios. Existing methods for fine-grained sentiment analysis
usually explicitly model the relations between aspects and contexts. In
this paper, we tackle the task as sentence pair classification. We build
our model based on pre-trained language models (LM) due to their
strong ability in modeling semantic information. Besides, in order to
further enhance the performance, we apply weighted voting strategy to
combine the multiple results of different models in a heuristic way. We
participated in NLPCC-2020 shared task on Multi-Aspect-based Multi-
Sentiment Analysis (MAMS) and won the first place in terms of two
sub-tasks, indicating the effectiveness of the approaches adopted.

Keywords: Aspect-based sentence analysis · Multi-Aspect-based
Multi-Sentiment Analysis · Pre-trained language model

1 Introduction

Sentiment analysis is a typical task in natural language processing. Aspect-based
sentiment analysis (ABSA), as a fine-grained sentiment analysis, has drawn many
researchers’ attention. The target of ABSA is to identify the sentiment polarity
of the specific aspect with the context, which has widely applications, such as
analyzing product reviews [1], detecting public opinion on social media [2] and
so on. Here is an example, “The food is pretty good but the service is horrific.”.
The sentiment polarity of two aspect terms “food” and “service” are positive
and negative respectively.

Existing methods to address the task of ABSA are usually explicitly model
the relations between aspect and context using deep learning models [3–5].
Besides, some works focus on constructing multi-task framework to jointly tackle
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the aspect extraction and polarity classification [6,7]. With the rapid develop-
ment of pre-trained LMs (BERT [8], ERNIE [9], XLnet [10] etc.), which are
obtained from large scale of unlabelled data, researchers can apply fine-tuning
on these models to satisfy the different targets with various tasks. Pre-trained
LMs also show promising performance on the task of ABSA [11–13], hence, we
introduce pre-trained LMs into our system.

There are several public accessible datasets for ABSA, including SemEval-
2014 Restaurant Review dataset, Laptop Review dataset [1] and Twitter dataset
[2]. The above three datasets have become the benchmark datesets for ABSA
recently, but the sentences of which usually contain only one aspect term or
multiply aspect terms with the same sentiment polarity. In 2019, Jiang et
al. [14] build a more challenging dataset named MAMS (Multi-Aspect-based
Multi-Sentiment Analysis), where each sentence contains at least two aspects
with different sentiment polarities. In details, MAMS consists of two sub-tasks:
aspect-term sentiment analysis (ATSA) and aspect-category sentiment analysis
(ACSA).

Our system tackle the MAMS (a challenging dataset for ABSA) as a sentence
pair classification, using pre-trained language models as our feature extractor.
Moreover, Bidirectional GRU (Bi-GRU) is connected to the last hidden layer of
pre-trained LMs to enhance the representation of aspects and contexts. Finally,
we apply weighted voting strategy to integrate outputs of models with different
architectures and training steps, which can further improve the accuracy for the
classification. Therefore, our contributions are summarized as follows:

• Based on pre-trained LMs, we optimize the model architecture to be suitable
for the task of MAMS.

• We adopt a heuristic weighted voting strategy to combine the results of mul-
tiple models to further improve the performance on the MAMS task.

• The official evaluation results show that our system achieves the best perfor-
mance (1/17) in terms of “ATSA” and “ACSA” sub-tasks, which indicates
the effectiveness of our method1.

2 Related Work

Since end-to-end framework can extract hidden features automatically, Neural
network based models are becoming the mainstream approach to study the task
of ABSA. Tang et al. [3] design two elaborate models, Target-Dependent LSTM
and Target-Connection LSTM model, to obtain better sentence representation
for specific aspect. Ma et al. [4] propose Interactive Attention Network (IAN)
to interactively learn the attention weights between aspects and contexts, then
generate better representations. Xue et al. [5] use convolutional neural networks
and gating mechanisms to extract aspect related sentiment features.

Neural network based model are the dominant approach on the task of ABSA
until BERT is proposed. BERT, as a typical pre-trained LM, has obtained state-
of-the-art results on eleven NLP tasks. Pre-trained LM based models have show
1 Code: https://github.com/BaiDing213/NLPCC2020-MAMS.

https://github.com/BaiDing213/NLPCC2020-MAMS
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the promising performance in many NLP tasks, so as the ABSA. Li et al. [11]
apply BERT to generate contextualized embedding and feed them into the end-
to-end neural model, achieving competitive results. Sun et al. [12] regard the
aspect term as an auxiliary sentence, forming sentence pair together with the
context, then put the sentence pair into BERT to train a classification model. Xu
et al. [13] adopt post-training on BERT to enhance both domain and task knowl-
edge and prove that the approach of post-training before fine-tuning is effective.
Wang et al. [15] define a unified aspect-oriented dependency tree structure and
use relational graph attention network (R-GAT) to better encode the syntax
information of new tree structure for sentiment prediction. Tang et al. [16] pro-
pose a dependency graph enhanced dual-transformer network which contains flat
representations and graph-based representations learnt from Transformer and
the corresponding dependency graph respectively. The two modules are interac-
tively integrated and the model obtains SOTA results on five public datasets.

With the development of computing power and the large-scale available cor-
pora, in addition to BERT, more and more variants of pre-trained LMs are pro-
posed, constantly improving the performance on many NLP tasks. For example,
XLnet [10] is a type of permutation language model, which solves the problem
of auto-regressive model that can not model bidirectional information. Roberta
[17] takes dynamic masking and removes the task of next sentence prediction.
ERNIE [9] adopts knowledge masking strategies and continual pre-training to
imitate the learning process of humans. Albert [18] introduces sentence order
prediction to optimize training process and factorizes embedding parameteriza-
tion to reduce the scale of the model.

3 Proposed System

The architecture of our system is shown in Fig. 1. Firstly, we regard the aspect
term or category as an auxiliary sentence by following the work of Sun et al.
[12]. Then, the constructed sentence pairs are fed into the pre-trained LM based
model. Finally, predicting results are generated by the weighted voting strategy.
Details will be described as follow.

3.1 Problem Definition

Given a sentence s = {w1, w2, · · · , wn}, and an aspect term akij =
{wi, wi+1, · · · , wj}, we aim to predict the sentiment polarity of akij depending
on the context. akij is a sub-sequence of s or pre-defined aspect category, and k
is higher than 2, which indicates that a sentence contains at least two aspect
terms or categories. The sentiment polarity of aspect term or category is among
positive, negative and neutral. Obviously, it’s a task of classification of three
categories.
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Fig. 1. Overall architecture of our system

3.2 Pre-trained LM Based Model

After defining the problem, we regard ABSA as a task of sentence pair classi-
fication. Our work is mainly based on the popular pre-trained LMs. Here, we
take BERT for example. We concatenate context and aspect as {[CLS] s [SEP ]
akij}, where [CLS] is a token for classification and [SEP ] is another token for
separating different sentences.

BERT can directly follow by a dense layer on the [CLS] token to fine-tune
the sentence pair classification. But in here, we feed the output of the last hidden
layer of BERT into Bi-GRU, aiming to get a higher level representation of context
and aspect pair.

Hk = BERT (s, ak) (1)

Sk = Bi-GRU(Hk) (2)

The dimension of Hk and SK are (batch size, seq len, hidden dimBERT ) and
(batch size, seq len, 2 × hidden dimBi−GRU ). We use max-pooling strategy and
average-pooling strategy to capture distinct and overall features respectively.

hk
max = MaxPool(Sk)

hk
avg = AvgPool(Sk)

(3)

The dimension of hk
max and hk

avg are (batch size, 2 × hidden dimBi−GRU ).
Then hk

max and hk
avg are concatenated together and fed into a dense layer followed

by a softmax layer to perform final predictions.

probk = Softmax(Dense([hk
max : hk

avg])) (4)
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Finally, the training loss of classification is obtained by the cross entropy
between predicted probability probk and ground truth label labelk.

Loss = −
∑

labelklog(probk) (5)

3.3 Voting Strategy

We use weighted voting strategy to combine the outputs of different models.
The weight of specific model depends on the performance on the validation set
or is given heuristically. The maximum of the weighted sum indicates the final
predicted label.

4 Experiments and Details

4.1 Dataset

Experiments are conducted on a challenging dataset named MAMS [14], which
contains two sub-tasks: aspect term sentiment analysis (ATSA) and aspect cat-
egory sentiment analysis (ACSA). Aspect terms usually appear in the context,
and we aim to predict the reviewer’s sentiment polarities towards them. Aspect
categories is predefined by the MAMS task, and the categories includes “food”,
“service”, “staff”, “price” etc. Meanwhile, sometimes aspect categories may not
directly appear in the context, which make the task of ACSA more challenging.
The detailed statistics of dataset can be found in Table 1.

Table 1. Statistics of MAMS dataset

Train Validation Test

ATSA 11186 3668 3608

ACSA 7090 1789 3713

4.2 Implement Details

We try two neural network based models (LSTM + attention and TD-LSTM [3])
and five different types of pre-trained LMs, including Bert, ALBert, RoBERTa,
Xlnet and ERNIE. We construct pretrained LM based models following the
description in part 3.2. The models related to ERNIE are constructed by the
deep learning framework of paddlepaddle2, while other models are based on the
lib of transformers presented by huggingface3. The batch size is set to 4. We use
Adam optimizer [19] to train our models. The learning rate is 1e−5. The hidden
2 https://www.paddlepaddle.org.cn.
3 https://github.com/huggingface/transformers.

https://www.paddlepaddle.org.cn
https://github.com/huggingface/transformers
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Table 2. The macro-f1 score of different models on validation set

Model ATSA ACSA

lstm+attention 64.19 68.28

td-lstm 64.95 65.06

ernie-base 83.67 82.80

ernie-large 84.06 83.21

bert-base 83.15 80.45

bert-large 83.26 81.53

albert-base 83.02 78.73

xlent-large 83.67 81.11

roberta-large 84.18 82.01

dimension of Bi-GRU is 256. We tune the hyper-parameters for all baselines on
the validation set.

Besides, We choose different architecture of pre-trained models due to their
performance on the validation set (albert-base, bert-base, bert-large, roberta-
large, xlnet-large, ernie-base, ernie-large). Each model is fine-tuned on the train
set separately, then we save the middle state of each model which gains the best
result on the validation set. Specially, ERNIE-related models generally outper-
form other models, so we save the best two middle states. That is to say, we save
an extra middle state for ERNIE-related models.

In the voting stage, the weights of ERNIE-unrelated models are set to 1 and
the weights of ERNIE-related models are given heuristically depending on the
performance on the validation set.

4.3 Results and Analysis

Table 2 shows the results of different models on the validation set. From the
table, we can see that the performance of the models based on neural network is
much lower than that of pre-trained LM based model in both tasks, so our system
does not adopt the method based on neural network. Besides, the performance
of ERNIE-related models are better than other pre-trained language models on
both ATSA and ACSA. Especially on the task of ACSA, the f1-score of ernie-
large model is at least 1% higher than other ERNIE-unrelated models. The
reason can be attributed that word-awared tasks are important parts in the pre-
training stage of ERNIE, which helps to capture semantic relationships more
accurately. Besides, ERNIE-related models also obtain competitive results in
the task of ATSA, indicating that ERNIE can better model the relationships
between aspect terms or categories and contexts.

In the voting stage, we integrate the outputs of different models with various
strategies and results are shown in Table 3.

Due to more knowledge obtained from various corpora, it’s obvious to find
that the performance of integrated models are better than single models. We save
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Table 3. Results of different voting strategies on validation set

voting strategy model ernie-avg ernie-wtd other-avg mixed

weight bert-base – – 1 1

bert-large – – 1 1

albert-base – – 1 1

xlnet-bert – – 1 1

roberta-large – – 1 1

ernie-base-1 1 1.01 – 1.01

ernie-base-2 1 1.02 – 1.02

ernie-large-1 1 1.11 – 1.11

ernie-large-2 1 2.13 – 2.13

voting results ATSA 84.81 84.92 85.41 85.61

ACSA 83.93 84.01 82.72 84.59

best two middle state of ERNIE-related models for their better performance in
single model evaluation. As presented in Table 3, we integrate ERNIE-related
models with same weight (ernie-avg) and different weights (ernie-wtd). Higher
weight means that the model obtains better result on the validation set or the
scale of model is larger. The performance of different weights is better than that
of same weight as expected. Combined with the results of ERNIE-unrelated
models, the overall performance is further improved on both ATSA and ACST
tasks.

In the test stage, we merge train set and validation set to a larger dateset,
aiming to train a more generalized ERNIE-related model. Based on this larger
dateset, we only fine-tune the ERNIE-related model due to their better perfor-
mance in both single model and integrated model. Obviously, we have no access
to “validation set” to evaluate the best middle states of the model. Hence, we
save the middle states at the same step where the ERNIE-related model obtain
the best performance on the original validation set. Likewise, we save the best
two middle states for each ERNIE-related model and follow the previous voting
strategy.

Table 4. Weights for different models on test set

Model & weight bert-base/large albert-base xlnet-base roberta-large

1 1 1 1

ernie-base-1 ernie-base-2 ernie-large-1 ernie-large-2

1.01 1.02 1.11 2.13

-base- merge-1 -base- merge-2 -large- merge-1 -large- merge-2

1.06 1.07 1.16 2.18

Result ATSA: 84.38 ACSA: 80.47
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As shown in Table 4, according to the analysis mentioned above, we conduct
weighted voting strategy to combine all the outputs of different models. The
weights of ERNIE-unrelated models are all set to 1, and weights of ERNIE-
related are higher, which is given in a heuristic way. The official evaluation
results show that we achieve the macro-f1 score of 84.38% and 80.47% on ATSA
and ACSA respectively. The average macro-f1 score is 82.42%, and we won the
first place among all the participants of NLPCC 2020 Shared Task 2 (Multi-
Aspect-based Multi-Sentiment Analysis).

The decline of macro-f1 score in ACSA (84.59% → 80.47%) on test set is
more obviously than that of ATSA (85.61% → 84.38%) compared to the results
on validation set. The reasons may be as follows:

1© Some aspect categories do not directly appear in the contexts, which
indicates that models need to implicitly build the connections between entities
and aspect categories;

2© The scale of train set for ACSA is relatively small compared with ATSA,
while the number of test examples is quite close as shown in Table 1;

3© The assumption that larger dataset makes the model more generalized
might not be applicable to ACSA, and the step with saving the middle states
for larger dataset might not be optimal for ACSA.

4.4 Case Study

To explore the advantages and disadvantages of our proposed model, some cases
from validation set are listed for analyzing the reasons why the macro-f1 score
drop sharply on the task of ACSA, and corresponding prediction results with
different voting strategies as shown in Table 5.

Case 1: Applying ernie-avg strategy leads to a wrong prediction, while using
ernie-wtd strategy, where strong model has higher weight, then the voting
result is correct.
Case 2: It’s a relative simple example, where the sentiment word “bad” is
unrelated to the waiter, and thus most strategies are correct.
Case 3: The sentence contains a misspelling, where the word “aweful” should
be “awful”, which leads all models to make a wrong prediction. Maybe careful
pre-processing will solve this kind of bad case to a large degree.
Case 4: All strategies make wrong predictions in this case. Only focusing the
word “refused” will lead to a negative polarity towards the staff (chef), while
the overall sentence are expressing the carefulness of the chef.
Case 5 & 6: These two cases share the same context but with different
aspect categories. All strategies predict positive polarities. While the ground
truth labels are neutral and positive for “staff” and “service” respectively.
The latter is reasonable for the context explicitly contains the positive phrase
“great service”, while the former is kind of ambiguous in a way. When the
service is great, reviewer will be satisfied with the staff who provide service.
In the task of ACSA, the boundaries between some aspect categories are not
so clear, which makes it a more challenging task.
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Table 5. Some examples and outputs of different strategies. “P”, “N” and “M” denote
sentiment polarities of “positive”, “negative” and “neutral” respectively. Green letters
indicate that the strategy make correct predictions and red letters indicate wrong
predictions.

# context sentence aspect -avg -wtd other -avg mixed label

1 It’s not going to win any awards
for its decor, but the food is
good, the portions are big, and
the prices are low

prices N P P P P

2 I told the waiter that my drink
tasted very bad and asked if he
could swap it out for a Petron
Margarita

waiter M M N M M

3 I went there for a late dinner
last night with a friend and the
service was aweful

service P P P P N

4 It’s a joy to watch the chef
work, who refused to take my
order but seeing him open my
live scallop made me understand
why

staff N N N N P

5 Also, when i was waiting to be
seated the bartender gave great
service and mixed a mean
cocktail for me

staff P P P P M

6 Also, when i was waiting to be
seated the bartender gave great
service and mixed a mean
cocktail for me

service P P P P P

5 Conclusion

In this paper, based on the pre-trained LMs, we build our system for the task
of MAMS, and weighted voting strategy is adopted to merge the outputs of
different models together. Official evaluation results of NLPCC 2020 shared task
2 shows that our system yields the best performance in 17 participants, which
proves the effectiveness of our work.

From the analysis in case study, we can infer that MAMS, as a fine-grained
sentiment analysis, needs more semantic knowledge, or syntactic structure infor-
mation to better capture the accurate relationships between aspects and con-
texts. Therefore, in the future, knowledge base and graph neural network com-
bined with syntactic dependency analysis will be explore on this task.
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Abstract. Named entity recognition (NER) systems have been widely
researched and applied for decades. Most NER systems rely on high
quality annotations, but in some specific domains, annotated data is
usually imperfect, typically including incomplete annotations and non-
annotations. Although related studies have achieved good results on
specific types of annotations, to build a more robust NER system, it
is necessary to consider complex scenarios that simultaneously contain
complete annotations, incomplete annotations, non-annotations, etc. In
this paper, we propose a novel NER system, which could use different
strategies to process different types of annotations, rather than simply
adopts the same strategy. Specifically, we perform multiple iterations.
In each iteration, we first train the model based on incomplete anno-
tations, and then use the model to re-annotate imperfect annotations
and update their weights, which could generate and filter out high qual-
ity annotations. In addition, we fine-tune models through high quality
annotations and its augmentations, and finally integrate multiple mod-
els to generate reliable prediction results. Comprehensive experiments
are conducted to demonstrate the effectiveness of our system. Moreover,
the system is ranked first and second respectively in two leaderboards
of NLPCC 2020 Shared Task: Auto Information Extraction (https://
github.com/ZhuiyiTechnology/AutoIE).

Keywords: NER · Imperfect annotations · Iterative strategy

1 Introduction

NER is one of the most important tasks in natural language processing (NLP).
NER systems can identify named entities like person, TV, location, organization,
etc. in texts, which can be applied to other NLP tasks, including information
extraction, question answering, information retrieval, etc. Most NER algorithms
focus on supervised learning approaches, which rely on high quality annotated
corpus. However, high quality annotated data with ground-truth is usually diffi-
cult to obtain for some specific domains due to their complexities, such as word
sense disambiguation, grammatical, professional word, or even typos.

In a real business scenario, There may be complete annotations and incom-
plete annotations, and non-annotations in a corpus. We refer to the latter two
c© Springer Nature Switzerland AG 2020
X. Zhu et al. (Eds.): NLPCC 2020, LNAI 12431, pp. 512–523, 2020.
https://doi.org/10.1007/978-3-030-60457-8_42

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60457-8_42&domain=pdf
https://github.com/ZhuiyiTechnology/AutoIE
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types of annotations as imperfect annotations in this paper. Complete anno-
tations represent the sequences that are verified and labeled completely cor-
rect. Incomplete annotations represent that sequences are labeled, but there
may be missing or error caused by manual annotation or supervision. Non-
annotations are sequences without any labels, which may be newly generated
and not annotated yet, or really have no entities. Figure 1 shows an example
sequence with three annotations.

Fig. 1. Examples of different annotations.

There is a lot of literature studying these annotations. For complete anno-
tations, previous works focus on feature-engineered supervised systems and
feature-inferring neural network systems [29]. The former systems focus on
extracting features that have a good ability to distinguish entities [17,20,21],
while the latter systems can automatically infer useful features for entity clas-
sification by using deep learning models [3,12,18]. For incomplete annotations,
some works focus on modifying the model structure to learn from inexpensive
partially annotated sequences [7,19], while the other work focuses on using iter-
ative training strategy to relabel entities and update their weights, to improve
weights of the high quality labeled entities and reduce weights of the unlabeled
or mislabeled entities in a sequence [13]. For non-annotations, previous work
focus on rule-based systems and unsupervised systems [16]. The former systems
rely on lexicon resources and domain-specific knowledge [9,14], while the lat-
ter systems use lexical resources, lexical patterns, and statistics computed on a
large corpus to infer mentions of named entities [4,31]. Although these works
have achieved satisfactory results for a specific type of annotations, to our best
knowledge, few papers have taken into account the differences between different
types of annotations.

Different annotations cannot be simply processed by the same strategy. Using
complete annotations can help NER algorithms quickly learn a high available
model, while identifying and using incomplete annotations and non-annotations
could help NER algorithms improve fault tolerance and cover more entity types,
thereby improving the generalization of the algorithm. In order to work better
in a real business environment, it is necessary to be able to process various
annotations flexibly in a NER task. Thus, how to build a flexible and high
accurate NER system based on various and complex annotations is the focus of
this paper.

In this paper, we use iterative strategy to build robust models and pro-
pose flexible and efficient strategies to deal with different types of annotations.
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We first use complete and incomplete annotations to train a base model. During
the training process of each iteration, the base model will be used to relabel
incomplete annotations and non-annotations, and then we could generate and
filter out high confidence annotations for the next iteration. In addition, we use
high quality annotations and its augmentations to fine-tune the base model to
achieve higher performance. Finally, with ensembles of different models, we could
build a more reliable system.

Comprehensive experiments are conducted to demonstrate the effectiveness
of our system. We evaluate and verify the system on a complex corpus released
by NLPCC 2020 Shared Task: Auto Information Extraction. The experimental
results show that our system can effectively deal with different types of anno-
tations and won first and second place respectively in two leaderboards of the
NLPCC 2020 competition.

The rest of this paper is organized as follows: Sect. 2 introduces the related
work. We describe our algorithm in Sect. 3. Sect. 4 shows the experimental results
and analysis. Finally, we conclude this paper in Sect. 5.

2 Related Work

For NER task, HMM [23], MEMN [2] and CRF [15] are some traditional meth-
ods. Recently, neural network based embedding layers and conditional random
fields (CRF) are often used in end-to-end model. Embedding layer can extract
features of sentences. For example, word2vec [22], ELMo [26], BERT [6], Bidirec-
tional LSTM (BiLSTM) and convolutional neural network (CNN) based models
are used to obtain character-level or word-level representations. CRF often in
the last layer of a model, can learn label constraints, such as tag “E” appears
after tag “B” in “BIOE” annotation system.

Many researchers study the NER task with fully annotated data, however,
obtaining a fully annotated dataset is expensive. Most of data is incomplete. The
entity is not correctly labeled, but wrongly labeled as “O” which will disturb
the training process. Some previous works [1,7] try to make assumptions on the
data with “O” labels. However, there also are partly annotated entities or words
with “O” labels in their assumptions which is unrealistic. Thus, Jie etc. [13] pro-
pose to regard the missing labels as latent variables and using classifier stacking
technique to model them. Latent-variable CRF is also utilized in Chinese NER
which is explored by Yang etc. [30] and in a biomedical NER task by Greenberg
etc. [8].

Distant supervision is also a popular method in an incomplete annotation
scenario, which can generate amounts of labeled data for new entities automat-
ically. It assumes that if a string appears in a predefined entity dictionary, the
string is likely to be an entity. Yang etc. [30] propose a distantly supervised
approach to address both incomplete annotation problem and noisy annotation
problem. Peng etc. [25] formulate the NER task with only unlabeled data and
named entity dictionaries as a positive-unlabeled (PU) learning problem. Their
model is also distantly supervised.
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Other models like large margin learning framework [1], a modified struc-
tured perceptron framework [7,19] and CrossWeight [28] try to solve incomplete
annotation problem from model structure aspect or data cleaning aspect. Some
works [24,27] also study weakly supervised methods, but these methods usually
perform worse on specific language or it’s difficult to implement in a real-world
scenario.

In addition, to combining multiple advantages in these works, we also consider
some other aspects which can make our model perform better. Firstly, we design
a more robust base model and propose an effective iterative strategy on an
extremely incomplete dataset (only 30% entity labels appear in training data);
secondly, we propose a data augmentation method to automatically generate
more samples; Finally, we obtain more reliable prediction by integrating multiple
model results.

3 Approach

We propose a novel and scalable system to deal with different types of anno-
tations flexibly according to the characteristics of data. The system consists
of three main modules, i.e., base model, iterative strategy and data augmen-
tation, as shown in Fig. 2. Base model is a classic NER framework, including
word representation layer, contextual embedding layer and output layer. Then,
we propose an iterative strategy to reconstruct imperfect annotations. Finally,
a specific data augmentation method is used to expand high quality annotated
corpus. Next, we give a detailed description.

3.1 Base Model

Word Representation Layer. Given a word sequence x = {x1, x2, · · · , xt}
whose label sequence is y = {y1, y2, · · · , yt}, yi ε [B, I,E,O]. First, we map each
word in the sequence to a high-dimensional vector space. Because the pre-trained
language model (e.g., Bidirectional Encoder Representations from Transformers,
BERT [6]) has shown marvelous improvements across various NLP tasks, we
adopt Chinese BERT to encode word sequences to word embeddings.

In addition, word segmentation and part-of-speech (POS) tagging are useful
for Chinese NER. Therefore, we utilize HanLP [10] to divide the sequence into
words and tag the POS of each character. For each character, word embeddings
generated by Chinese BERT [5] and POS embeddings are concatenated as final
word embeddings w = {w1, w2, · · · , wt}.
Contextual Embedding Layer. Long-Short Term Memory (LSTM) Neu-
ral Network [11] addresses the vanishing gradient problems and is capable of
modeling long-term contextual information along the sequence. BiLSTM cap-
tures the context from both past and future time steps jointly while vanilla
LSTM only considers the contextual information from the past. So, we use
BiLSTM to get hidden states as contextual representation of word sequences
H = {h1, h2, · · · , ht}.
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Fig. 2. Architecture of the base model.

Output Layer. The goal of base model is to predict a label sequence that
marks the positions of entities. CRF is often used in the sequence tagging model
because it captures dependency between the output tags in a neighborhood.
During this training, the loss function is formalized as below.

j =
n∑

i=1

l(CRF (H(i)), y(i))

where l(CRF (H(i)), y(i)) is the negative log-likelihood of the model’s prediction
CRF (H(i)) compared to label sequence y(i).

3.2 Training Process

High quality annotated corpus is very valuable and difficult to obtain, espe-
cially in some specific fields, such as finance, mother-infant, healthcare, etc.
Most of imperfect annotations suffer from low accuracy, and the performance
of the model will be affected when using them directly. Therefore, we propose
an iterative strategy and data augmentation method to improve the diversity of
data and enrich the entities information.

Iterative Strategy. Since there are lots of unlabeled entities in imperfect anno-
tations that seriously damage the performance, we propose an iterative strategy
to reconstruct them to contain more entity information.

Algorithm 1 shows the iterative strategy of reconstructing imperfect annota-
tions. Firstly, considering the imbalanced credibility of labels, we assign different
weights W to each character of each sample. Specifically, the weight of each label
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of the complete annotations is 1, the weight of the “O” labels in imperfect anno-
tations are 0.6, and the rest are 0.95.

Then, we use incomplete annotations to train the model, and the number
of epochs increases with the number of iterations. This is because we find that
the precision of the first few epochs of the model is relatively high, the recall is
slightly low, so we can obtain reconstructed annotations with high confidence.

Finally, the trained model is used to predict imperfect annotations. According
to the prediction results, imperfect annotations are relabeled and the weights of
labels are reset to the predicted confidences. In order to ensure the accuracy of
relabeling, we only relabel the positions which meet the following requirements:

– The original label is “O”;
– The predicted labels are complete entity;
– The confidence of the predicted labels is greater than 0.7.

In addition, in order to avoid the error accumulation of relabeling, reset
the model’s parameters before each iteration. After K iterations, we obtain the
reconstructed annotations.

Algorithm 1. Iterative Strategy.
Input: K: number of Iterations; W : weights of samples; M : base model; Dic: incom-

plete annotations; Dnon: non-annotations.
Output: Dre: reconstructed annotations.
1: Save initial parameters of model M as Minit;
2: Set weights W to each sample;
3: for k = 1 → K do
4: Reset the parameters of the model M to Minit;
5: Train model M with Dic for k epochs, get model Mk;
6: Use model Mk to predict the Dic and Dnon;
7: Update the weights W and relabel Dic and Dnon according to the prediction

results, get reconstructed annotations Dre.
8: Reclassify Dre to get Dic and Dnon according to whether the sequences contain

any labels.
9: end for

Data Augmentation. Since the number of high quality annotated corpus is
so limited, we adopt a specific data augmentation method to expand complete
annotations.

Firstly, we get an entity dictionary from complete annotations whose entities
are absolutely right. In detail, for a randomly selected (with a probability of
5%) sequence from complete annotations, we replace the entity in the sequence
with the other from the entity dictionary then generating a new sample. There
are three kinds of entity types, i.e., TV, person and serial. These three types of
entities are unevenly distributed, thus we take different replacement-probability
(i.e., 10%, 20%, 100%) for three types. All new samples form the augmented
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annotations. During the training phase, we use data augmentation technique in
each epoch.

Training. Since noises are inevitably introduced by iterative strategy, and aug-
mented annotations are relatively correct. Therefore, the reconstructed anno-
tations are first used to train the model, and then the augmented annotations
are used to fine-tune. The weighted cross entropy loss function is used in the
training. Algorithm 2 shows the training process.

Algorithm 2. Pipeline of training.
Input: M : base model; Dre: reconstructed annotations; Dcp: complete annotations;
Output: Trained model.
1: Train model M with Dre for K epochs;
2: for l = 1 → L do
3: Get augmented annotations Daug from Dcp;
4: Train model M with Daug for one epoch.
5: end for

Ensemble. In order to improve the robustness of the model, we run S times
with different random seeds and get S models. Then we propose two ensemble
processes: (E1) S models vote for each character in each sequence and choose the
label with the highest number of votes; (E2) For each character in each sequence,
choose the label with the highest confidence in S models.

4 Experiments

4.1 Setting

Data and Metrics. The corpus is from the caption texts of YouKu video.
Three types of entities (TV, person and serial) are considered in this task. This
dataset is split into three subsets, 10,000 samples for training, 1,000 samples for
developing and 2,000 samples for testing. In the training set, 5,670 samples are
not labeled, and 4,330 samples are incompletely annotated. For training data,
entities are labeled by matching a given entity list. The entity list is made up of
specific categories, which may cover around 30% of entities appearing in the full
corpus. For developing and testing data, samples are fully annotated. Just like
the other works, we adopt precision, recall and F-Score as metrics.

Experimental Details. The experimental details are introduced below, includ-
ing settings of hyper-parameters and model details.

1) We use HanLP [10] to get the POS embedding for each sentence. The pre-
tained BERT model is “chinese wwm ext”1 released by Cui [5]. During the
whole training process, parameters of BERT module are fixed.

1 https://github.com/ymcui/Chinese-BERT-wwm.

https://github.com/ymcui/Chinese-BERT-wwm
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2) We set learning rate as 0.001, batch size as 256 and we use the RMSProp
optimizer for the whole training process. We set K = 10 for coarse-tuning
stage and L = 20 for fine-tuning stage.

4.2 Results

Our experimental results include four parts: (1) comparing with baselines, (2)
fine-tune, (3) model ensemble strategies, (4) results on NLPCC2020 shared task:
Auto Information Extraction. All metrics are computed on testing data. The
following is a detailed introduction for each part.

Comparing with Baselines. Firstly, we make comparisons among our coarse-
tuning models and baseline models. The BERT+CRF model is released by the
organizer and it is adapted from HardLatentCRF [13]. In our work, we use
BERT/POS+BiLSTM+CRF as base model. The iterative model is the base
model trained with iterative strategy. As shown in the first two rows of Table 1,
the two baseline models and our base model perform poorly when trained directly
on the imperfect 10, 000 training data. However, our base model outperforms
two baseline models. When using our well-designed iterative strategy, we make
a comparison between our base model and the iterative model. We can see that
the iterative model gets a growth of 10.85% compared with our base model.

Table 1. Performance comparison between different baseline models and our models
with different strategies.

Model Precision Recall F-Score

Baselines (w/o Dev) HardLatentCRF [13] 65.69 36.30 46.76

BERT+CRF [13] 63.51 64.45 63.98

Coarse-tune (w/o Dev) Base model 68.24 65.31 66.74

Iterative model 81.28 74.21 77.59

Fine-tune (with Dev) Base model 86.62 80.55 83.47

Iterative model 85.83 83.93 84.87

Iterative model (data
augmentation)

87.20 83.02 85.06

Ensemble Ensemble model (E1) 87.36 82.47 84.85

Ensemble model (E2) 87.27 83.06 85.11

As described in Sect. 3, we propose an iterative strategy to reconstruct imper-
fect annotations. To explore the further capabilities of iterative strategy, we
draw the performance curve on the test data during the training process of the
model. As shown in the sub-figure (a) of Fig. 3, the first ten epochs are in the
coarse-tuning stage, and the rest twenty epochs are in the fine-tuning stage. The
blue and red curves correspond to the fifth and sixth rows in Table 1, respec-
tively. Without the iterative strategy, the training process is more unstable in the
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coarse-tuning stage. In the sub-figure (b), we can see that the number of valid
entities increases with the number of iterations until the training converges.
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Fig. 3. Sub-figure (a) is the model training curves. Sub-figure (b) represents the number
of valid entity increases when training with relabeling the unlabeled sentences.

Fine-tune. The results trained on the imperfect 10, 000 training data are not
satisfactory, thus we propose to fine-tune on the developing data. In the third
part of Table 1, models are firstly trained on the 10, 000 training data and then
fine-tuning on the developing data. On the metric of F-Score, the iterative model
performs better than the base model by 1.40%. Compared with the iterative
model without fine-tuning in the four row, our fine-tuned iterative model gets
growth of 7.28%.

In order to get more fully annotated data when fine-tuning the iterative model
on developing data, we use the data augmentation technique in our iterative
model. We firstly obtain an entity dictionary from developing data, then we
randomly replace some entities to generate new samples. As shown in the seven
row of Table 1, our iterative model (with data augmentation) gets the best results
on the metric of precision and F-Score.

In the coarse-tuning stage, we get a comparable iterative model, and we get
a huge improvement in the fine-tuning stage. We can conclude that our iterative
strategy and the idea of fine-tuning on developing data is effective.

Ensemble. During the full training process, we find the models in different
training stages have different performance. Some models have better performance
on the metric of recall, and others may have better precision. Thus, we try to
integrate multiple models in different stages. There are two ensemble strategies
as described in Sect. 3. The experimental results are shown in the last two rows
of Table 1. By comparing the two strategies E1 and E2, we can see that The
E2 strategy is more effective. Compared with the models without ensemble, our
ensemble model (E2) has both higher precision and F-Score.

Results on NLPCC2020 Shared Task: Auto Information Extraction.
There are two leaderboards in the final contest. The metric of F-Score is com-
puted on testing data. The competition results are shown in Table 2 and Table 3.
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We show the top 3 ranked models and the baseline model in each leaderboard.
The baseline model is released by the organizer. Table 2 is a ranking of model per-
formance without external data and developing data. Our model performs best
among the ranked models, especially outperforming the second place by 5.46% on
the F-Score metric. The other leaderboard is the ranking of performance when
using developing data, augmented data and integrating models from different
training stages. As shown in Table 3, with all the data and ensemble considered,
our overall performance is competitive and outperforms the baseline model by
4.00%.

Table 2. Leaderboard1.

Model F-Score

Rank1 (ours) 77.32

Rank2 71.96

Rank3 71.86

Baseline 63.98

Table 3. Leaderboard2.

Model F-Score

Rank1 85.00

Rank2 (ours) 84.87

Rank3 84.75

Baseline 80.87

5 Conclusion

In this paper, we considered a complex corpus that contains complete anno-
tations, incomplete annotations, and non-annotations. Unlike most NER sys-
tems, only a single strategy is used to process an annotated corpus. We use
specific strategies for processing different types of annotations and integrate
these strategies to obtain reliable prediction results. To further improve the per-
formance of base models, we use high quality corpus to fine-tune models. In
addition, considering the robustness of the system, we also support data aug-
mentation to enhance the diversity of the corpus. These strategies make the
system more applicable to real business scenarios. We verify the effectiveness
of our approach through comprehensive experiments, and won first and sec-
ond place respectively in two scenarios provided by NLPCC 2020 Shared Task:
Auto Information Extraction. Although our work is evaluated in NER tasks,
we believe that the idea of this paper can be well applied to other fields with
imperfect labeled sequences.
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Abstract. Pre-trained languagemodels have achievedgreat success in natural lan-
guage processing. However, they are difficult to be deployed on resource-restricted
devices because of the expensive computation. This paper introduces our solution
to the Natural Language Processing and Chinese Computing (NLPCC) challenge
of Light Pre-TrainingChinese LanguageModel for theNatural Language Process-
ing (http://tcci.ccf.org.cn/conference/2020/) (https://www.cluebenchmarks.com/
NLPCC.html). The proposed solution uses a state-of-the-art method of BERT
knowledge distillation (TinyBERT) with an advanced Chinese pre-trained lan-
guage model (NEZHA) as the teacher model, which is dubbed as TinyNEZHA.
In addition, we introduce some effective techniques in the fine-tuning stage to
boost the performances of TinyNEZHA. In the official evaluation of NLPCC-
2020 challenge, TinyNEZHA achieves a score of 77.71, ranking 1st place among
all the participating teams. Compared with the BERT-base, TinyNEZHA obtains
almost the same results while being 9× smaller and 8× faster on inference.

Keywords: Pre-trained language model · Knowledge distillation · TinyNEZHA

1 Introduction

Pre-trained language models (PLMs), such as BERT [4], have shown promising results
in natural language processing. Many efforts have been paid to improve the PLMs with
more parameters, larger corpus and more advanced pre-training tasks. However, PLMs
often have a considerable amount of parameters and need long inference time, which are
difficult to be deployed on resource-restricted devices or someNLP application scenarios
that pursue high concurrency. Therefore, compressing these PLMs into smaller and faster
models is an imperative topic.

Nowadays, there are many compression methods for pre-trained language models,
such as distillation, pruning, and quantization. To build a platform that can compre-
hensively evaluate these compression methods in Chinese PLMs, the NLPCC-2020
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challenge provides four different kinds of tasks, including co-reference resolution, key-
word extraction, entity recognition and machine reading. This challenge requires partic-
ipants to build a light model which uses less than 1/9 model size and 1/8 inference time
compared with BERT-base.

For this challenge, we developed a competitive system called TinyNEZHA, which
combines the techniques of Chinese PLM (NEZHA) andmodel distillation (TinyBERT).
We trained our models on the Huawei Modelarts platform (https://www.huaweicloud.
com/product/modelarts.html). In the final evaluation, TinyNEZHA ranks first place and
outperforms the runner-up system by 2.4 points.

2 Related Work

With the emergence and development of pre-trained language models, the contradiction
between the increasing number of model parameters and limited hardware condition
have also emerged. People began to attach importance to the study ofmodel compression
methods. Google released smaller models such as BERT-small and BERT-tiny, which
provided a baseline for latecomers [4]. Hugging Face introduced DistillBert in 2019, a
knowledge distillation method for pre-trained language models, which uses three losses
to let student models learn the knowledge of teacher models [5]. Google’s Albert uses
parameter sharing to significantly reduce the model’s parameters while retaining the
similar performance of the large model [6]. Stanford University changed the original
pre-trained language model tasks by the idea of confrontation. They propose a new self-
supervised task by replacing some tokens in the original text, and then train another
model to find the tokens where the original text is replaced [7]. Their small Electra
model also achieved outstanding results on many NLP tasks [8]. Google’s MobileBERT
redesigns the standard Transformer model and uses distillation to make the small student
model perform excellent [9].

3 Light Pre-Training Chinese Language Model for NLP Task Tasks

Light Pre-Training Chinese Language Model for NLP Task contains four sub-tasks,
CLUEWSC2020, CSL, CLUENER, and CMRC2018. The split of data sets for each
task is shown in Table 1.

Table 1. The split of four task datasets

Tasks Train Dev Test

CLUEWSC2020 1,244 304 290

CSL 20,000 3,000 3,000

CLUENER 10,748 1,343 1,345

CMRC2018 10,420 1,002 3,219

https://www.huaweicloud.com/product/modelarts.html
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3.1 CLUEWSC2020 Task

CLUEWSC2020 is a task of Chinese conference resolution. It requires the model to
infer whether the pronoun in a sentence refers to the given noun. The inference accuracy
is the score of this task. A typical example of this dataset is as follows (Table 2):

Table 2. An example of the CLUEWSC2020 dataset

Index1 Index2 value

target

span2_index 27

span1_index 3

span1_text

span2_text

label false

text

3.2 CSL Task

Table 3. An example of the CSL dataset

index value

id 2963

abst ,
, .

keyword " ", " "," "," "

label 0

CSL is a paper keyword extraction task. It requires the model to determine whether a
set of keywords given in the data set are all paper’s keywords. If there is a wrong keyword
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in the given keywords, the label is 0, otherwise the label is 1. The inference accuracy is
used as the score for task evaluation. The dataset example is as follows (Table 3):

3.3 CLUENER Task

CLUENER task is a task for Chinese entity recognition. The model needs to identify
which token in the sentence is an entity and which of the ten types of entity it is. This
task uses the mean F1 value of all the entities as the task score (Table 4).

Table 4. An example of the CLUENER dataset

Index neType value posi�on

text

label
address 15,16

name 0,2

3.4 CMRC2018 Task

The CMRC2018 task is a reading comprehension task. This task provides a paragraph
of text and several questions. The answers can be found in the paragraph. The model
needs to infer the span of each question’s answer in the paragraph. If the prediction of
the model hits one of the answer given by the task, it is considered correct. The task uses
the EM value as an evaluation score (Table 5).
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Table 5. An example of the CMRC2018 dataset

Index1 Index2 Index3 value

data

context_text

“ ”

qas query_text

qas answers

[" “ ”
",

"
",

"
" ]

4 Methodology

In the NLPCC-2020 Challenge, our team adopted the distillation method to miniaturize
the pertained language model, let a small student model learn the knowledge of a large
teacher model. The student and teacher models use the NEZHA pre-trained language
model structure because of its excellent performance on Chinese tasks [10]. Based on the
organizer’s data and training scripts, we havemade little optimizations andmodifications
to achieve better results. The following is divided into three parts to detail the application
of TinyNEZHA in the task.

4.1 NEZHA

Most pre-trained language models are based on a multi-layer transformer structure. The
famous BERT, GPT, and XLNET are all like this, NEZHA is no exception. NEZHA
adopts a multi-layer transformer structure, but on this basis, it uses functional rela-
tive position embedding instead of previous parametric absolute position embedding.
We choose the fixed sinusoidal functions mainly because it may allow the model to
extrapolate to sequence lengths longer than the ones encountered during training.

At the same time, NEZHA adopts the whole word masking technology (WWM).
During model pre-training, you not only randomly mask a single token but mask the
whole Chinese word piece, which is segmented by a word segmentation tool called
JIEBA in advance [11]. In the WWM pre-training dataset, each sample contains several
masked Chinese words, and the total number of masked Chinese characters is roughly
12% of its length, and 1.5% randomly replaced characters. Besides, NEZHA also uses
mixed-precision training and LAMB optimizer to make pre-training more rapidly [12]
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[13]. More data can be used for pre-training within the same period to achieve better
results.

4.2 TinyBERT

TinyBERT Transformer distillation technology uses two-step distillation to miniaturize
the large pre-trained model. Firstly it’s essential to choose a good teacher model. It
represents the upper limit of the studentmodel.Herewe chose theNEZHA-basemodel as
a teacher. Secondly, we need to determine the parameters of the student model structure.
In a general sense, in the same structure, more parameters mean stronger and better,
and so do the pre-trained language model. However, considering the limited parameter
number of the model and the constraints of running time, we chose a 4-layer, 312 Hidden
size model, a 6-layer, 300 Hidden size model, and an 8-layer, 256 Hidden size model as
student models. The model also used the NEZHA structure (Fig. 1).

Fig. 1. The illustration of TinyBERT learning

We used a two-step distillation in our solution. The first step of distillation allows
the student model to learn the teacher’s knowledge on an extensive unlabeled data set.
The second step of distillation is to let the student model learn on the downstream task
data to make the student model more focused on specific tasks. However, the training
data for the four downstream tasks are not sufficient for task distillation. For example,
the training set of CLUEWSC2020 only has about 1200 data. The small amount of data
dramatically limits the effectiveness of the second distillation step. To improve efficiency,
we used data augmentation technology to generalize similar data to supplement data for
tasks. We use the data augmentation method to predict and replace some tokens in the
original text through a pre-trained language model. When predicting the masked tokens,
the pre-trained language model predicts multiple results based on probability, which
allows us to control the amount of data generalization. Data augmentation helps us get
a much better student model, and there are about two points of improvement on CLUE
classification tasks (Fig. 2).

In the distillation process, students need to learn the knowledge of the teacher model.
Here we used the vector representation of each Transformer layer and the distribution
of self-attention between tokens as the information that students learn from the teacher
model [14]. But the number of the student model’s Transformer layer is less than that
of the teacher model. We calculate the ratio of the teacher and student model layers,
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Fig. 2. An overview of Transformer distillation: (a) the framework of Transformer distillation, (b)
the details of Transformer-layer distillation consisting of attention based distillation and hidden
states based distillation

and then, the student model learns the teacher model’s knowledge according to the rate.
For example, the second layer of the eight-layer student model fits the third layer of the
12-layer teacher model; the fourth layer of the student fits the sixth layer of the teacher,
the sixth layer of the student fits the ninth layer of the teacher and the eighth layer of
the student fits the twelfth layer of the teacher. In addition to the output hidden states of
the Transformer layer and the distribution of attention, the student model also learn the
hidden states of the teacher model’s Word Embedding layer. After the second step of
distillation, the student model’s logit outputs through the task layer fit the logits outputs
by the teacher model [15]. At last, we fine-tuned the student models on the task datasets.
Of course, you can also skip fine-tuning the models because fitting the teacher model’s
logits is equal to fine-tuning on a soft label. But to get better verification results, our
models are still fine-tuned on the task datasets.

According to experience, the deeper the neural network, the stronger its expressive
ability. But for the miniaturized model, due to the limitations of model parameters and
running time, a deeper layer means a smaller Hidden size. It’s difficult to decide how
many layers and hidden size is the best. To achieve better results in the competition and
explore the impact of the model structure on the task results, we submitted the six-layer
and eight-layer models’ results. The results show that thin and tall models can improve
task results significantly. However, due to the limited number of experiments, the best
model structure under the same parameters cannot be obtained.

To get a good general TinyBERT model, Chinese Wiki and News data is used for
the first step of distillation. We distilled the model with 128 max_sequence_length for
1,000,000+ steps with a batch size of 256. After that we continued to distill the 512
max_sequence_length model for 200,000 steps. On the second step of distillation, we
augmented the task data by 20 times first and trained for 10 epochs on the augmented
data. The learning rate was set to 1e−4 during two distillation steps.
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4.3 Fine-Tuning

The CLUE organizer provided the participants with task data and fine-tuning scripts. We
have made some modifications on this basis to achieve better results on the task. First
of all, we used adversarial training during fine-tuning [16]. It added noise to the model
input and made the model more robust. Secondly, for the CLUEWSC2020 data set,
we generated more data by data augmentation, to solve the problem of the lack of data.
Finally,we verified themodel every 100 or 200 steps and selected themodel that performs
best on the verification dataset for testing and submission. Different hyperparameters
affect the result. We had tried 3 to 8 different hyperparameters on every task and chose
the best result to submit.

5 Evaluation

In the distillation process, to get a small model with a good result on the task, first of all,
you must find a teacher model with excellent results, to increase the upper limit of the
student model. Therefore, we first fine-tuned the NEZHA teacher model on the tasks.
Our teacher model’s results are much better than the baseline of BERT-base.

Our distillation process has two steps. In the first step, the student model learns the
teacher model’s knowledge on the unlabeled dataset. To compare with our final results,
we fine-tuned it on the downstream tasks directly. It can be found that the results of the
general student model are not satisfactory. Then we performed task distillation and used
data-augmented task data. After task distillation, the four-layer student model performed
much better on all four tasks (Table 6).

Table 6. Results of our models on dev dataset.

Model CLUEWSC2020 CSL CLUENER CMRC2018

NEZHA-base 87.5 83.27 81.38 71.08

TinyNEZHA-4L(GD) 63.45 75.06 73.42 54.24

TinyNEZHA-4L(GD+TD) 69.07 79.5 77 62.07

TinyNEZHA-6L 73.03 80.53 78.68 66.39

TinyNEZHA-8L 75.32 83.07 79.29 67.66

GD means General Distillation, the first step of Transformer distillation. TD means
Task Distillation, the second step of Transformer distillation.

As can be seen from the evaluation results. Firstly, doing two-step distillation will
greatly improve the results of the student model on the four tasks, it achieved an average
increase of five points; Secondly, the results of the deeper and thinner model are closer
to the teacher model, but pay attention to controlling the amount of model parameters
and running time.

To improve our result, we tried the six-layer and eight-layer models. Due to the
limitation of model size and time, we adopted 6-layer, 300 Hidden size, and 8-layer,
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252 Hidden size configurations. Their performance on the task test dataset is as follows
(Table 7):

Table 7. Test results of TinyNEZHA models with different layers

Model CLUEWSC2020 CSL CLUENER CMRC2018

NEZHA-4-312 66.2 79.767 75.583 69.1

NEZHA-6-300 74.138 81.2 76.459 72

NEZHA-8-252 71.379 82.933 78.058 74.250

Consistent with evaluation results, deeper and thinner models achieved better results
on the test set. However, we found that some tasks on the test set are different from the
results of the evaluation set. This may be due to uneven data distribution or the amount
of data is too small. But the overall performance on the four tasks can be the advantage
of the deeper and thinner model (Table 8).

Table 8. Scores of top three teams

Team Score

Huawei Cloud & Noah’s Ark Lab 77.71

Tencent Oteam 76.89

Xiaomi AI Lab 75.85

After scoring the task scores, running time, and model parameters, we got the first
place with a score of 77.71.

6 Conclusion and Future Work

This paper introduces the technology and performance of TinyNEZHA on the NLPCC-
2020 Challenge: Light Pre-Training Chinese Language Model for NLP Task. Firstly
the student model learns the output representation and attention distribution of each
Transformer layer of NEZHA-base on the large unlabeled corpus. Secondly, we augment
the data of downstream tasks by predicting and replacing some tokens in origin data
through the pre-trained language model. Thirdly the general-distilled student model
learns from the fine-tuned teacher model on the augmented data. Finally, we fine-tuned
the student model on the downstream task data.

TinyNEZHA technology has performed well in this competition, but it still has a lot
of room for improvement. First of all, we found that it is not the best way for the student
model to learn the teachermodel according to the hierarchical ratio during the distillation
process. Choosing different layers’ output of the student model fits different layers’
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output of the teacher model, leading to different results. Some of these patterns allow
the student model to achieve considerable improvements in various tasks. Secondly, the
compression method of distillation is only one way to achieve miniaturization of the
model. We are also studying miniaturization methods such as quantization and pruning.
The integration of multiple miniaturization methods in the future is also an important
research direction.

References

1. NLPCC2020. http://tcci.ccf.org.cn/conference/2020/index.php. Accessed 10 Mar 2020
2. Cui, Y., et al.: Pre-training with whole word masking for Chinese Bert. arXiv preprint arXiv:

1906.08101 (2019)
3. Wu, X., Lv, S., Zang, L., Han, J., Hu, S.: Conditional BERT contextual augmentation. In:

Rodrigues, J.M.F., et al. (eds.) ICCS 2019. LNCS, vol. 11539, pp. 84–95. Springer, Cham
(2019). https://doi.org/10.1007/978-3-030-22747-0_7

4. Devlin, J., et al.: BERT: pre-training of deep bidirectional transformers for language
understanding. arXiv preprint arXiv:1810.04805 (2018)

5. Sanh, V., et al.: DistilBERT, a distilled version of BERT: smaller, faster, cheaper and lighter.
arXiv preprint arXiv:1910.01108 (2019)

6. Lan, Z., et al.: Albert: a lite BERT for self-supervised learning of language representations.
arXiv preprint arXiv:1909.11942 (2019)

7. Bose, A.J., Ling, H., Cao, Y.: Adversarial contrastive estimation. arXiv preprint arXiv:1805.
03642 (2018)

8. Clark, K., et al.: ELECTRA: pre-training text encoders as discriminators rather than
generators. arXiv preprint arXiv:2003.10555 (2020)

9. Sun, Z., et al.: MobileBERT: a compact task-agnostic bert for resource-limited devices. arXiv
preprint arXiv:2004.02984 (2020)

10. Wei, J., et al.: NEZHA: neural contextualized representation for chinese language understand-
ing. arXiv preprint arXiv:1909.00204 (2019)

11. Sun, J.: Jieba Chinese word segmentation tool, 21 January 2018–25 June 2018. https://github.
com/fxsjy/jieba (2012)

12. Micikevicius, P., et al.: Mixed precision training. arXiv preprint arXiv:1710.03740 (2017)
13. You, Y., et al.: Reducing BERT pre-training time from 3 days to 76 minutes. arXiv preprint

arXiv:1904.00962 (2019)
14. Clark, K., et al.: What does BERT look at? An analysis of BERT’s attention. arXiv preprint

arXiv:1906.04341 (2019)
15. Hinton, G., Vinyals, O., Dean, J.: Distilling the knowledge in a neural network. arXiv preprint

arXiv:1503.02531 (2015)
16. Madry, A., et al.: Towards deep learningmodels resistant to adversarial attacks. arXiv preprint

arXiv:1706.06083 (2017)

http://tcci.ccf.org.cn/conference/2020/index.php
http://arxiv.org/abs/1906.08101
https://doi.org/10.1007/978-3-030-22747-0_7
http://arxiv.org/abs/1810.04805
http://arxiv.org/abs/1910.01108
http://arxiv.org/abs/1909.11942
http://arxiv.org/abs/1805.03642
http://arxiv.org/abs/2003.10555
http://arxiv.org/abs/2004.02984
http://arxiv.org/abs/1909.00204
https://github.com/fxsjy/jieba
http://arxiv.org/abs/1710.03740
http://arxiv.org/abs/1904.00962
http://arxiv.org/abs/1906.04341
http://arxiv.org/abs/1503.02531
http://arxiv.org/abs/1706.06083


DuEE: A Large-Scale Dataset for Chinese
Event Extraction in Real-World Scenarios

Xinyu Li, Fayuan Li, Lu Pan, Yuguang Chen, Weihua Peng(B), Quan Wang,
Yajuan Lyu, and Yong Zhu

Baidu Inc., Beijing, China
{lixinyu13,lifayuan,panlu01,chenyuguang,pengweihua,

wangquan05,lvyajuan,zhuyong}@baidu.com

Abstract. This paper introduces DuEE, a new dataset for Chinese
event extraction (EE) in real-world scenarios. DuEE has several advan-
tages over previous EE datasets. (1) Scale: DuEE consists of 19,640
events categorized into 65 event types, along with 41,520 event argu-
ments mapped to 121 argument roles, which, to our knowledge, is the
largest Chinese EE dataset so far. (2) Quality: All the data is human
annotated with crowdsourced review, ensuring that the annotation accu-
racy is higher than 95%. (3) Reality: The schema covers trending topics
from Baidu Search and the data is collected from news on Baijiahao. The
task is also close to real-world scenarios, e.g., a single instance is allowed
to contain multiple events, different event arguments are allowed to share
the same argument role, and an argument is allowed to play different
roles. To advance the research on Chinese EE, we release DuEE as well
as a baseline system to the community. We also organize a shared com-
petition on the basis of DuEE, which has attracted 1,206 participants.
We analyze the results of top performing systems and hope to shed light
on further improvements.

Keywords: Event extraction · Dataset · Performance evaluation

1 Introduction

Event extraction (EE) is an important yet challenging task in natural language
understanding. Given an event mention, an event extraction system ought to
identify event triggers with specific event types, as well as their corresponding
arguments with specific argument roles [1]. Table 1 presents an example of the
EE task.

Though important, there are only a few EE datasets that are publicly avail-
able to the community. ACE 20051 is the most influential benchmark for EE,

1 https://www.ldc.upenn.edu/sites/www.ldc.upenn.edu/files/english-events-
guidelines-v5.4.3.pdf.
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Table 1. A sample instance from DuEE.

where most researchers carry their experiments on [2–9]. It is a multilingual
corpus contains English, Arabic, and Chinese data. The 2016 and 2017 TAC
KBP Event Track2 also provide a multilingual benchmark for EE, consisting of
English, Spanish, and Chinese data. Both datasets, however, are rather small
in scale and have little influence for Chinese EE. Chinese Emergency Corpus
(CEC) [10] is specifically designed for Chinese EE. It is also a small dataset cov-
ering merely five event types about different emergencies. The lack of large-scale
datasets greatly hinders the development of EE technology.

This paper presents DuEE3, a large-scale dataset specifically designed for
Chinese EE in real-world scenarios. DuEE has the following advantages.

Scale: DuEE consists of 19,640 events categorized into 65 event types, along with
41,520 event arguments mapped to 121 argument roles, which, to our knowledge,
is the largest Chinese EE dataset so far. Table 2 highlights the advantage of
DuEE over previous datasets in terms of scale.
Quality: DuEE provides rich annotations including triggers, event types, event
arguments, and their respective argument roles. They are all human annotated
with crowdsourced review, ensuring the annotation accuracy is higher than 95%.
Reality: The schema covers trending topics from Baidu Search and the data
is collected from news on Baijiahao. The settings are also close to real-world
scenarios, in the sense that:

2 https://tac.nist.gov/2016/KBP/guidelines/summary rich ere v4.2.pdf.
3 http://ai.baidu.com/broad/download.

https://tac.nist.gov/2016/KBP/guidelines/summary_rich_ere_v4.2.pdf
http://ai.baidu.com/broad/download
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Table 2. Advantage of DuEE over existing EE datasets in terms of scale.

Dataset Language #Documents #Events #Event types

ACE 2005 Arabic 403 2,267 33

Chinese 633 2,521 33

English 599 4,090 33

TAC KBP event track Chinese 167 2,542 18

English 167 2,542 18

Spanish 167 2,542 18

CEC Chinese 332 5,954 5

DuEE(this paper) Chinese 11,224 19,640 65

1. A single instance is allowed to contain multiple events, e.g., the instance in
Table 1 mentions two events, one of the type and
the other of the type .

2. Different event arguments are allowed to share the same argument role, e.g.,
share the same role of

in the first event.
3. An argument is allowed to play different roles, e.g.,

in the first event and that of in the second event.

These settings make EE an even more challenging task on DuEE.
We release DuEE as well as a baseline system4 to the community so as to

advance the research on Chinese EE. We also organize a shared competition5

on the basis of DuEE, which has attracted 1,206 participants from all over the
world. We analyze the results of top performing systems and hope to shed light
on further improvements.

The rest of this paper is organized as follows. Section 2 describes the con-
struction process of DuEE and Sect. 3 gives its statistics. After that, Sect. 4
introduces the shared competition and analyzes the results of top performing
systems. The concluding remarks are finally presented in Sect. 5.

2 Dataset Construction

Compared with the EE task, the corpus construction procedure for such task
is also a challenging work. As illustrated in Fig. 1, we conducted the process
in a few steps. Event schema construction aims to collect the most common
event types and argument roles for each event type in real world. Data collec-
tion and filtering generate large-scaled dataset to be annotated. In annotation
procedure, we would conduct an annotation-review loop until the correctness
meets predefined standard.
4 https://github.com/PaddlePaddle/Research/tree/master/KG/DuEE baseline.
5 http://lic2020.cipsc.org.cn/.

https://github.com/PaddlePaddle/Research/tree/master/KG/DuEE_baseline
http://lic2020.cipsc.org.cn/
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Fig. 1. Overall construction process of DuEE.

Table 3. Schema examples in DuEE dataset.

2.1 Event Schema Construction

For EE task, all information would be extracted according to predefined schema.
Therefore, schema construction is critical to the quality of the event extraction
corpus. Event schema could be explained as a set of templates, each of which
should contain exactly one event type and several corresponding argument roles
under this event type:

Schema = {(EventType,ArgumentRole1, ArgumentRole2, ...)}

In order to collect the most common event types in real world, we firstly collected
3,600 trending topics from Baidu Search. After that, we analyzed the event type
for each topic and selected 9 most frequently appeared event types finally, which
include 65 sub-types in detail.

For each event type, related argument roles would be then defined. Argument
roles are mainly entities such as organization and numbers such as price. Besides,
seldom appeared roles would be excluded. Finally, we collected 121 different
kinds of argument roles for all event types. For each event type, there would be
3.2 argument roles in average. Table 3 illustrated some examples of event type
together with their argument roles.

2.2 Data Collection and Filtering

In this paper, we use news from Baijiahao , an authoring platform provided by
Baidu, as our original document source. We sampled news published from May
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Fig. 2. The procedure of annotation.

1st, 2019 to Oct. 30th, 2019 in the database as the initial candidate news, and
obtained more than 800,000 news finally. After that, a two-level filtering process
was conducted to further select news more worth annotation.

A rule-based filtering was conducted in the first place. In general, we dedu-
plicated news with the same title to decrease the duplication. But there are still
quite a lot of news without any events mentioned. Thus, a classification-based
filtering was conducted to identify potential news containing events. We used
our pretrained classification model to identify if a news containing any event. To
prevent from missing valuable news, we only filtered out news with high prob-
ability as a none-event news. After the two-level filtering process, we obtained
200,000 news in total as documents would be then annotated.

2.3 Data Annotation

In order to achieve high quality for the corpus, document annotation and crowd-
sourcing review were both adopted to annotate all selected documents.

Document Annotation. The annotation was conducted on an event annota-
tion platform, and the annotation procedure actually contains several steps as
illustrated in Fig. 2. Annotators should firstly recognize if the document con-
tains any event could be classified as one of the predefined event types. Only
documents containing corresponding events would be carried on with latter anno-
tation procedure. For one document, sentences containing at least one partic-
ular event should be firstly selected as an instance. After that, the annotators
would be asked to extract triggers, typically verbs or norminalizations, that most
directly describe the occurrence of events from the instance. For each trigger,
the event type it indicated should also be clarified at the same time. As long
as the event type was settled down for an event trigger, all argument roles to
be annotated would be confirmed automatically. Therefore, annotators would
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Fig. 3. An example of the review instance.

be asked to extract event arguments and assign specific argument roles to each
extracted argument in a similar way.

Besides, there could be multiple event triggers within one instance, one event
trigger could be assigned to different event types as it might indicate the occur-
rence of multiple events with different types. Ordinarily, not all predefined argu-
ment roles could always be found in one event and sometimes, there might not
exist any required event argument. Thus, we do not place restrictions on the num-
ber of roles in an event. One argument could play different roles in an instance
and multiple event arguments could also be assigned to the same argument role.
An example could be observed in Table 1. Additionally, we further annotated
possible aliases for each argument in the test dataset in case some aliases would
indicate the target argument in the same way.

Crowdsourced Review. Another group of annotators were asked to review
whether each annotated argument was correct on a crowdsourcing platform.
In order to decrease the difficulty for review and increase the efficiency at the
same time, we constructed judgement questions according to the results of formal
document annotation. Judgement questions were grouped by event, which means
there would be multiple problems to review for an event if several arguments
were extracted. Figure 3 gives an example of the review instance. For questions
judged as wrong ones, we would then re-annotate corresponding instances until
the correctness reaches 95%.
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Table 4. Statistics of DuEE training, dev and test sets.

Dataset Training set Dev set Test set

#Instances 11,958 1,498 3,500

#Events 13,478 1,790 4,372

#Arguments 29,052 3,696 8,772

3 Dataset Statistics

According to the construction procedure introduced above, we build the largest
Chinese event extraction dataset, DuEE, which contains 19,640 events catego-
rized to 65 different predefined event types, and 41,520 event arguments mapped
to 121 unique predefined argument roles. Different from existing datasets, we
provide our dataset in sentence level. There’re 16,956 instances in total, each
instance might contain several sentences as sometimes it costs a few sentences
to describe an event.

As shown in Table 4, DuEE dataset is split into three parts, a training set,
a development set and a test set, there is no overlap among these three sets.
Currently, the training set and development set are available to download.

We further analyzed the data distribution over event types and argument
roles separately, and corresponding results are shown in Fig. 4 and Fig. 5. We
could see that the distribution of argument roles is closely related to that of
event types. While event type “Competition.Result” accounts for 15% of all
events, we could see that related argument roles also take up a great part of all
arguments, like “Winner” and “Loser”. Argument roles like “Time” and “Loca-
tion” generally appear in most events and thus have high frequency.

Fig. 4. Event type distribution. Fig. 5. Argument role distribution.

4 Evaluation on DuEE

4.1 Shared Competition

We hosted an EE task based on DuEE dataset in 2020 Language and Intelli-
gence Challenge. Given predefined schema and instances composed of sentences,
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Table 5. Evaluation results of top performing systems.

System No. Precision Recall F1 System No. Precision Recall F1

S1 87.58% 84.29% 85.90% S6 85.39% 84.04% 84.71%

S2 87.33% 83.52% 85.38% S7 86.80% 82.66% 84.68%

S3 86.04% 84.68% 85.35% S8 84.62% 84.70% 84.66%

S4 87.39% 83.39% 85.34% S9 84.12% 84.48% 84.30%

S5 86.80% 82.76% 84.73% S10 85.86% 82.66% 84.23%

this task aims to identify possible predefined event types for each instance, and
extract event arguments playing certain roles. This competition match outputs of
participants’ systems with the manually annotated results, and score according
to the matching F1.

For each predicted argument, we calculate its matching score with anno-
tated results in token level, and the matching procedure is case insensitive. If
an argument has multiple annotated mentions, the mention with the highest
matching score will be used. We assume the matching score for each argument
as mi(0 ≤ mi ≤ 1), and mi could be calculated as follows:

Pi =
N c

i

Lp
i

, Ri =
N c

i

La
i

, F1i =
2 × Pi × Ri

Pi + Ri
(1)

mi = Met × Mar × F1i (2)

N c
i stands for the number of common characters between the ith predicted argu-

ment and the chosen annotated result. Lp
i and La

i are the length of the predicted
argument and the annotated one separately. While Met and Mar indicate the
correctness of related event type and argument role separately, both of which
would be either 0 or 1. Given mi, the final F1 score would be calculated as
follows:

P =
1
NP

×
NP∑

i=1

mi, R =
1
NA

×
NP∑

i=1

mi, F1 =
2 × P × R

P + R
(3)

where NP stands for the number of all predicted arguments and NA indicates
the number of all annotated ones. The final result is ranked according to the F1
score.

4.2 Results and Analysis

The overall competition results are published in the competition website. Table 5
lists the performance of top participant systems, and the results are ordered
by their F1 scores. For further understanding of our dataset and related EE
technologies, we would like to provide a detailed analysis on the outputs of top
performing systems.
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Table 6. Error types in predicted results of top performing systems.

Error Types for Predicted Results. We collected the predicted results of 10
top performing systems and analyzed error types for wrong predicted arguments,
Table 6 shows the final result. “Event type error” could easily appear when there
exist common characters between the name of wrong predicted event type and
the text. It reveals that the EE system actually needs fine understanding of the
context. The most common error type stands on “Non-existing role error”, in
detail, the extracted phrase could actually be not an entity sometimes and in
other scenario, the extracted entity does not act in the corresponding event. This
happens due to there being 121 roles in total, which promotes the difficulty for
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Table 7. Recalls on single-valued problems and multi-valued ones.

Type Recall Type Recall

Single-event instances 87.8% Single-argument roles 85.9%

Multi-events instances 73.4% Multi-arguments roles 72.8%

Table 8. Two types of unrecalled multi-arguments roles.

argument extraction. When an extracted argument completely mismatch with
any annotated results of clarified role, we call it as a “Completely mismatched
argument error”. And the wrongly extracted argument usually share the same
entity type with annotated ones. This indicates that EE systems should be good
at analyzing semantic roles in the text. For “argument boundary error”, in most
cases, the length of predicted arguments are shorter than the annotated ones.
This indicates the difficulty to capture the complete description over arguments
in DuEE, and sometimes, incomplete predicted results could not actually indi-
cate target arguments.

Single-Valued v.s. Multi-valued Problems. As illustrated in Table 5, we
could know that top performing systems tend to have lower recall scores com-
pared to their precision scores, thus we carried out detailed analysis for that.
Firstly, we found that the recall performance for instances with multiple events
would be 14.4% lower than single-events instances as shown in Table 7, and
instances with multiple events account for 19.5% in the test dataset. Events in
one instance are usually related to each other and could share the same argu-
ments, an example could be found in Table 1. After that, we also found that
when there’re multiple arguments to predict for one particular role, the recall
would be 13.1% lower as illustrated in Table 7. We further sampled instances with
multi-arguments roles, and found that we could categorize such samples into two
types according to whether multiple arguments are adjacent to each other. We
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also took two arguments as adjacent if they are connected by a simple separator.
Example instances and corresponding recalls for both types are shown in Table 8.
We could know that it would be a great challenge to achieve high recall perfor-
mance for multi-arguments extraction problems, especially when arguments are
adjacent to each other.

5 Conclusion

This paper presents DuEE dataset, the largest high-quality Chinese event extrac-
tion dataset constructed from real world hot topics and news, whose construction
procedure is also described in detail. We introduced a technical evaluation based
on DuEE and analyzed the outputs of top performing systems. The results not
only show that DuEE is helpful for further research in Chinese EE techniques
but also provide solid baseline for proposed corpus. Finally, the analysis reveals
that further research is needed for multi-valued event extraction problems, which
could include multi-events detection and multi-arguments extraction in detail.
At the same time, more research should also concentrate on event extraction
systems that could perform well at much more event types with limited sample
sizes, which would be a great work for realistic problems.
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Abstract. Aspect-based sentiment analysis (ABSA) aims at analyz-
ing the sentiment of a given aspect in a sentence. Recently, neu-
ral network-based methods have achieved promising results in existing
ABSA datasets. However, these datasets tend to degenerate to sentence-
level sentiment analysis because most sentences contain only one aspect
or multiple aspects with the same sentiment polarity. To facilitate the
research of ABSA, NLPCC 2020 Shared Task 2 releases a new large-scale
Multi-Aspect Multi-Sentiment (MAMS) dataset. In the MAMS dataset,
each sentence contains at least two different aspects with different senti-
ment polarities, which makes ABSA more complex and challenging. To
address the challenging dataset, we re-formalize ABSA as a problem of
multi-aspect sentiment analysis, and propose a novel Transformer-based
Multi-aspect Modeling scheme (TMM), which can capture potential rela-
tions between multiple aspects and simultaneously detect the sentiment
of all aspects in a sentence. Experiment results on the MAMS dataset
show that our method achieves noticeable improvements compared with
strong baselines such as BERT and RoBERTa, and finally ranks the 2nd
in NLPCC 2020 Shared Task 2 Evaluation.

Keywords: ABSA · MAMS · Neural network · Transformer ·
Multi-aspect Modeling

1 Introduction

Aspect-based sentiment analysis (ABSA) is a fine-grained sentiment analysis
task, which aims to detect the sentiment polarity towards one given aspect in
a sentence [14,17,20]. The given aspect usually refers to the aspect term or the
aspect category. An aspect term is a word or phrase explicitly mentioned in the
sentence representing the feature or entity of products or services. Aspect cat-
egories are pre-defined coarse-grained aspect descriptions, such as food, service,
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and staff in restaurant review domain. Therefore, ABSA contains two subtasks,
namely Aspect Term Sentiment Analysis (ATSA) and Aspect Category Senti-
ment Analysis (ACSA). Figure 1 shows an example for ATSA and ACSA. Given
the sentence “The salmon is tasty while the waiter is very rude”, the sentiments
toward the two aspect terms “salmon” and “waiter” are respectively positive and
negative. ACSA is to detect the sentiment polarity towards the given pre-defined
aspect category, which is explicitly or implicitly expressed in the sentence. There
are two aspect categories in the sentence of Fig. 1, i.e., food and waiter, and their
sentiments are respectively positive and negative. Note that the annotations for
ATSA and ACSA can be separated.

The salmon is tasty while the waiter is very rude 

Aspect Term:      salmon 
Aspect Category:  food 
Sentiment:           positive 

Aspect Term:        waiter 
Aspect Category:  service 
Sentiment:            negative 

Fig. 1. An example of the ATSA and ACSA subtasks. The terms in red are two given
aspect terms. Note that the annotations for ATSA and ACSA can be separated. (Color
figure online)

To study ABSA, several public datasets are constructed, including multiple
SemEval Challenges datasets [18–20] and Twitter dataset [5]. However, in these
datasets, most sentences consist of only one aspect or multiple aspects with
the same sentiment polarity, which makes ABSA degenerate to sentence-level
sentiment analysis [9]. For example, there are only 0.09% instances in Twitter
dataset belonging to the case of multi-aspects with different sentiment polarities.
To promote the research of ABSA, NLPCC 2020 Shared Task 2 releases a Multi-
Aspect Multi-Sentiment (MAMS) dataset. In the MAMS dataset, each sentence
consists of at least two aspects with different sentiment polarities. Obviously,
the property of multi-aspect multi-sentiment makes the proposed dataset more
challenging compared with existing ABSA datasets.

To deal with ABSA, recent works employ neural networks and achieve
promising results in previous datasets, such as attention networks [6,16,25],
memory networks [2,22], and BERT [9]. These works separate multiple aspects
of a sentence into several instances and process one aspect each time. As a
result, they only consider local sentiment information for the given aspect while
neglecting the sentiments of other aspects in the same sentence as well as the
relations between multiple aspects. This setting is unsuitable, especially for the
new MAMS dataset, as multiple aspects of a sentence usually have different
sentiment polarities in the MAMS dataset, and knowing sentiment of a certain
aspect can help infer sentiments of other aspects. To address the issue, we re-
formalize ABSA as a task of multi-aspect sentiment analysis, and propose a
Transformer-based Multi-aspect Modeling method (TMM) to simultaneously
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detect the sentiment polarities of all aspects in a sentence. Specifically, we adopt
the pre-trained RoBERTa [15] as backbone network and build a multi-aspect
scheme for MAMS based on transformer [23] architecture, then employ multi-
head attention to learn the sentiment and relations of multi-aspects. Compared
with existing works, our method has three advantages:

1. It can capture sentiments of all aspects synchronously in a sentence and rela-
tions between them, thereby avoid focusing on sentiment information belong-
ing to other aspects mistakenly.

2. Modeling multi-aspect simultaneously can improve computation efficiency
largely without additional running resources.

3. Our method applies the strategy of transfer learning, which exploits large-
scale pre-trained semantic and syntactic knowledge to benefit the downstream
MAMS task.

Finally, our proposed method obtains obvious improvements for both ATSA
and ACSA in the MAMS dataset, and rank the second place in the NLPCC 2020
Shared Task 2 Evaluation.

2 Proposed Method

In this section, we first re-formalize the ABSA task, then present our proposed
Transformer-based Multi-aspect Modeling scheme for ATSA and ACSA. The
final part introduces the fine-tuning and training objective.

2.1 Task Formalization

Prior studies separate multiple aspects and formalize ABSA as a problem
of sentiment classification toward one given aspect a in the sentence s =
{w1, w2, · · · , wn}. In ATSA, the aspect term a is a span of the sentence s rep-
resenting the feature or entity of products or services. For ACSA, the aspect
category a ∈ A and A is the pre-defined aspect set, i.e., {food, service, staff,
price, ambience, menu, place, miscellaneous} for the new MAMS dataset. The
goal of ABSA is to assign a sentiment label y ∈ C to the aspect a of the sentence
s, where C is the set of sentiment polarities (i.e., positive, neural and negative).

In this work, we re-formalize ABSA as a task of multi-aspect sentiment classi-
fication. Given a sentence s = {w1, w2, · · · , wn} and m aspects {a1, a2, · · · , am}
mentioned in s, the objective of MAMS is to simultaneously detect the sentiment
polarities {y1, y2, · · · , ym} of all aspects {a1, a2, · · · , am}, where yi corresponds
to the sentiment label of the aspect ai.

2.2 Transformer-Based Multi-aspect Modeling for ATSA

Recently, Bidirectional Encoder Representations from Transformers (BERT) [4]
achieves great success by pre-training a language representation model on large-
scale corpora then fine-tuning on downstream tasks. When fine-tuning on classi-
fication tasks, BERT uses the specific token [CLS] to obtain task-specific repre-
sentation, then applies one additional output layer for classification. For ABSA,
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Tokens [CLS]

E[CLS] E1

w1 a1[AS] [AE]

Embeddings E[AS] Ea1
E[AE] E[AS] Eam

E[AE] En E[SEP]

am[AS] [AE] wn [SEP]

H[CLS] H1Representations H[AS] Ha1
H[AE] H[AS] Ham

H[AE] Hn H[SEP]

Multi-layer Transformer

Sentiment Sentiment

Start 
Token

End 
Token

Aspect
Term

Start 
Token

End 
Token

Aspect
Term

Fig. 2. Transformer-based Multi-Aspect Modeling for ATSA. In the above example, the
aspect ai may contain multiple words, and each word of the sentence might be split into
several subwords. For simplicity, here we do not represent them with subword tokens.

previous work concatenates the given single aspect and the original sentence
as the input of BERT encoder, then leverages the representation of [CLS] for
sentiment classification [9].

Inspired by BERT, we design a novel Transformer-based Multi-Aspect Mod-
eling scheme (TMM) to address MAMS task with simultaneously detecting the
sentiments of all aspects in a sentence. Here we take ATSA subtask as example
to elaborate on it. Specifically, given a sentence {w1, · · · , a1, · · · , am, · · · , wn},
where the aspect terms are denoted in the original sentence for the ease of
following description, we propose two specific tokens [AS] and [AE] to respec-
tively represent the start position and end position of aspect in the sentence.
With the two tokens, the original sentence {w1, · · · , a1, · · · , am, · · · , wn} can be
transformed into the sequence {w1, · · · , [AS], a1, [AE], · · · , [AS], am, [AE], · · · , wn}.
Based on this new input sequence, we then employ multi-layer transformer to
automatically learn the sentiments and relations between multiple aspects.

As shown in Fig. 2, we finally fetch the representation H[AS] of the start
token [AS] of each aspect as feature vector to classify the sentiment of aspect.

2.3 Transformer-Based Multi-aspect Modeling for ACSA

Since aspect categories are pre-defined and may be not mentioned explicitly in
the sentence, the above TMM scheme needs some modifications for ACSA. Given
the sentence s = {w1, w2, · · · , wn} and aspect categories {a1, a2, · · · , am} in s, we
concatenate the sentence and aspect categories, and only use the token [AS] to
separate multiple aspects because each aspect category is a single word, finally
forming the input sequence {w1, w2, · · · , wn, [AS], a1, [AS], a2, · · · , [AS], am}. As
Fig. 3 shows, after multi-layer transformer, we use the representation H[AS] the
indication token [AS] of each aspect category for sentiment classifcation.
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Tokens [CLS]

E[CLS] E1

w1 a1[AS]

Embeddings E[AS] Ea1
E[AS] Eam

E[SEP]

am[AS] [SEP]

H[CLS] H1Representations H[AS] Ha1
H[AS] Ham

H[SEP]

Multi-layer Transformer

Sentiment Sentiment

Start 
Token

Aspect
Category

Start 
Token

Aspect
Category

En E[SEP]

wn [SEP]

Hn H[SEP]

Fig. 3. Transformer-based Multi-Aspect Modeling for ACSA.

2.4 Fine-Tuning and Training Objective

As aforementioned, we adopt the pre-trained RoBERTa as backbone network,
then fine-tune it on the MAMS dataset with the proposed TMM scheme.
RoBERTa is a robustly optimized BERT approach and pre-trained with the
larger corpora and batch size.

When in the fine-tuning stage, we employ a softmax classifier to map the
representation Hi

[AS] of aspect ai into the sentiment distribution ŷi as follow:

ŷi = softmax(WoHi
[AS] + bo), (1)

where Wo and bo respectively denote weight matrix and bias.
Finally, we use cross-entropy loss between predicted sentiment label and the

golden sentiment label as training loss, which is defined as follows:

Loss = −
∑

s∈D

m∑

i=1

∑

j∈C

I(yi = j) log ŷi,j , (2)

where s and D respectively denote a sentence and training dataset, m represents
the number of aspects in the sentence s, C is the sentiment label set, yi denotes
the ground truth sentiment of aspect ai in s, and ŷi,j is the predicted probability
of the j-th sentiment towards the aspect ai in the input sentence.

3 Experiment

3.1 Dataset and Metrics

Similar to SemEval 2014 Restaurant Review dataset [20], the original sentences
in NLPCC 2020 Shared Task 2 are from the Citysearch New York dataset [7].
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Each sentence is annotated with three experienced researchers working on nat-
ural language processing. In the released MAMS dataset, the annotations for
ATSA and ACSA are separated. For ACSA, they pre-defined eight coarse-grained
aspect categories, i.e., food, service, staff, price, ambience, menu, place, and mis-
cellaneous. The sentences consisting of only one aspect or multiple aspects with
the same sentiment polarities are deleted, thus each sentence at least contains
two aspects with different sentiments. This property makes the MAMS dataset
more challenging. The statistics of the MAMS dataset are shown in Tabel 1.

Table 1. Statistics of the MAMS dataset. Sen. and Asp. respectively denotes the
numbers of sentences and given aspects in the dataset. Ave. represents the average
number of aspects in each sentence. Pos., Neu. and Neg. respectively indicate the
numbers of positive, neutral and negative sentiment.

Datasets Sen. Asp. Ave. Pos. Neu. Neg.

ATSA Train 4297 11186 2.60 3380 5042 2764

Dev 1000 2668 2.67 803 1211 654

Test 1025 2676 2.61 1046 1085 545

ACSA Train 3149 7090 2.25 1929 3077 2084

Dev 800 1789 2.24 486 781 522

Test 684 1522 2.23 562 612 348

NLPCC 2020 Shared Task 2 uses Macro-F1 to evaluate the performance of
different systems, which is calculated as follows:

Precision(P ) = TP/(TP + FP ), (3)
Recall(R) = TP/(TP + FN), (4)

F1 = 2 ∗ P ∗ R/(P + R), (5)

where TP represents true positives, FP represents false positives, TN represents
true negatives, and FN represents false negatives. Macro-F1 value is the average
of F1 value of each category. The final evaluation result is the average result of
Macro-F1 values on the two subtasks (i.e., ATSA and ACSA). In this work, we
also use standard Accuracy as the metric to evaluate different methods.

3.2 Experiment Settings

We use pre-trained RoBERTa as backbone network, then fine-tune it on down-
stream ATSA or ACSA subtask with our proposed Transformer-based Multi-
aspect Modeling scheme. The RoBERTa has 24 layers of transformer blocks,
and each block has 16 self-attention heads. The dimension of hidden size is 1024.
When fine-tuning on ATSA or ACSA, we apply Adam optimizer [10] to update
model parameters. The initial learning rate is set to 1e-5, and the mini-batch
size is 32. We use the official validation set for hyperparameters tuning. Finally,
we run each model 3 times and report the average results on the test set.
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3.3 Compared Methods

To evaluate the performance of different methods, we compare our RoBERTa-
TMM method with the following baselines on ATSA and ACSA.

– LSTM: We use the vanilla LSTM to encode sentence and apply the average
of all hidden states for sentiment classification.

– TD-LSTM: TD-LSTM [21] employs two LSTM networks respectively to
encode the left context and right context of the aspect term, then concatenates
them for sentiment classification.

– AT-LSTM: AT-LSTM [25] uses the aspect representation as query, and
employs the attention mechanism to capture aspect-specific sentiment infor-
mation. For ATSA, the aspect term representation is the average of word
vectors in the aspect term. For ACSA, the aspect category representation is
randomly initialized and learned in the training stage.

– ATAE-LSTM: ATAE-LSTM [25] is an extension of AT-LSTM. It concate-
nates the aspect representation and word embedding as the input of LSTM.

– BiLSTM-Att: BiLSTM-Att is our implemented model similar to AT-LSTM,
which uses bidirectional LSTM to encode the sentence and applies aspect
attention to capture the aspect-dependent sentiment.

– IAN: IAN [16] applies two LSTM to respectively encode the sentence and
aspect term, then proposes the interactive attention to learn representations
of the sentence and aspect term interactively. Finally, the two representations
are concatenated for sentiment prediction.

– RAM: RAM [2] employs BiLSTM to build memory and then applies GRU-
based multi-hops attention to generate the aspect-dependent sentence repre-
sentation for predicting the sentiment of the given aspect.

– MGAN: MGAN [6] proposes fine-grained attention mechanism to capture
the word-level interaction between aspect term and context, then combines
it with coarse-grained attention for ATSA.

In addition, we also compare strong transformer-based models including
BERTBASE and RoBERTa. They adopt the conventional ABSA scheme and
deal with one aspect each time.

– BERTBASE: BERTBASE [4] has 12 layers transformer blocks, and each block
has 12 self-attention heads. When fine-tuning for ABSA, it concatenates the
aspect and the sentence to form segment pair, then use the representation of
the [CLS] token after multi-layer transformers for sentiment classification.

– RoBERTa: RoBERTa [15] is a robustly optimized BERT approach. It
replaces the static masking in BERT with dynamic masking, removes the
next sentence prediction, and pre-trains with larger batches and corpora.

3.4 Main Results and Analysis

Table 2 gives the results of different methods on two subtasks of ABSA.
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Table 2. Main experiment results on ATSA and ASCA (%). The results with the
marker ∗ are from official evaluation and they do not provide accuracy performance.

Model ATSA ACSA

Acc. F1 Acc. F1

LSTM 48.45 47.45 45.86 45.04

BiLSTM-Att 71.91 71.04 69.84 69.28

TD-LSTM 75.01 73.80 – –

AT-LSTM 67.95 66.87 68.39 67.98

ATAE-LSTM 65.26 64.48 66.41 66.15

IAN 70.02 68.88 – –

RAM 75.58 74.46 – –

MGAN 75.37 74.40 – –

BERTBASE 82.12 81.29 72.88 72.91

RoBERTa 83.71 83.17 77.44 77.29

RoBERTa-TMM 85.64 85.08 78.03 77.79

RoBERTa-TMMensemble – 85.24∗ – 79.41∗

The first part shows the performance of non-transformer-based baselines.
We can observe that the vanilla LSTM performs very pool in this new MAMS
dataset, because it does not consider any aspect information and is a sentence-
level sentiment classification model. In fact, LSTM can obtain pretty good results
on previous ABSA datasets, which reveals the challenge of the MAMS dataset.
Compared with other attention-based models, RAM and MGAN achieve better
performance on ATSA, which validates the effectiveness of multi-hops attention
and multi-grained attention for detecting the sentiment of aspect. It is surprising
that the TD-LSTM obtains competitive results among non-transformer-based
baselines. This result indicates that modeling position information of aspect
term may be crucial for the MAMS dataset.

The second part gives two strong baselines, i.e., BERTBASE and RoBERTa.
They follow the conventional ABSA scheme and deal with one aspect each time.
It is observed that they outperform the non-transformer-based models signifi-
cantly, which shows the power of pre-trained language models. Benefiting from
the larger datasets, batch size and the more parameters, RoBERTa obtains bet-
ter performance than BERTBASE on ATSA and ACSA.

Compared with the strongest baseline RoBERTa, our proposed Transformer-
based Multi-aspect Modeling method RoBERTa-TMM still achieves obvious
improvements in the challenging MAMS dataset. Specifically, it outperforms
RoBERTa by 1.93% and 1.91% respectively in accuracy and F1-score for ATSA.
In terms of ACSA, the improvement of RoBERTa-TMM against RoBERTa is
relatively limited. This may be attributed to that the predefined aspect cate-
gories are abstract and it is challenging to find their corresponding sentiment
spans from the sentence even in the multi-aspect scheme. Nevertheless, the
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improvement in ACSA is still substantial because the data size of the MAMS
dataset is sufficient and even large-scale for ABSA research. Finally, our
RoBERTa-TMM-based ensemble system achieves 85.24% and 79.41% respec-
tively for ATSA and ACSA in F1-score, and ranks the 2nd in NLPCC 2020
Shared Task 2 Evaluation.

3.5 Case Study

RoBERTa-TMM RoBERTa

Sentence: Food was OK fish was cooked well. RoBERTa-TMM RoBERTa
Aspect term: Food Sentiment: neutral
Aspect term: fish Sentiment: positive

Food: neutral
fish: positive

Food: positive✓
✓

✗

Fig. 4. Attention visualization of RoBERTa-TMM and RoBERTa in ATSA. The words
in red are two given aspect terms. The darker blue denotes the bigger attention weight.
(Color figure online)

To further validate the effectiveness of the proposed TMM scheme, we take a
sentence from ATSA as example, and average the attention weight of different
heads in RoBERTa-TMM and RoBERTa models, finally visualize them in Fig. 4.

From the results of attention visualization, we can see that the two aspect
terms in the RoBERTa-TMM model capture the corresponding sentiment spans
correctly through multi-aspect modeling. In contrast, given the aspect term
“Food”, RoBERTa mistakenly focuses on the sentiment spans of the other aspect
term “fish” due to lacking other aspects information, thus making wrong senti-
ment prediction. The attention visualization indicates that the RoBERTa-TMM
can detect the corresponding sentiment spans of different aspects and avoid
wrong attention as much as possible by simultaneously modeling multi-aspect
and considering the potential relations between multiple aspects.
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4 Related Work

4.1 Aspect-Based Sentiment Analysis

Aspect-based sentiment analysis (ABSA) has been studied in the last decade.
Early works devote to designing effective hand-crafted features, such as n-gram
features [8,11] and sentiment lexicons [24]. Motivated by the success of deep
learning in many tasks [1,3,12], recent works adopt neural network-based meth-
ods to automatically learn low-dimension and continuous features for ABSA. [21]
separates the sentence into the left context and right context according to the
aspect term, then employs two LSTM networks respectively to encode them
from the two sides of sentence to the aspect term. To capture aspect-specific
context, [25] proposes the aspect attention mechanism to aggregate important
sentiment information from the sentence toward the given aspect. Following the
idea, [16] introduces the interactive attention networks (IAN) to learn attentions
in context and aspect term interactively, and generates the representations for
aspect and context words separately. Besides, some works employ memory net-
work to detect more powerful sentiment information with multi-hops attention
and achieve promising results [2,22]. Instead of the recurrent network, [26] pro-
poses the aspect information as the gating mechanism based on convolutional
neural network, and dynamically selects aspect-specific information for aspect
sentiment detection. Subsequently, BERT based method achieves state-of-the-art
performance for the ABSA task [9].

However, the above methods perform ABSA with the conventional scheme
that separates multiple aspects in the same sentence and analyzes one aspect
each time. They only consider local sentiment information for the given aspect
and possibly focus on sentiment information belonging to other aspects mis-
takenly. In contrast, our proposed Transformer-based Multi-aspect Modeling
scheme (TMM) aims to learn sentiment information and relations between mul-
tiple aspects for better prediction.

4.2 Pre-trained Language Model

Recently, substantial works have shown that pre-trained language models can
learn universal language representations, which are beneficial for downstream
NLP tasks and can avoid training a new model from scratch [4,13,15,27]. These
pre-trained models, e.g., GPT, BERT, XLNet, RoBERTa, use the strategy of
first pre-training then fine-tuning and achieve the great success in many NLP
tasks. To be specific, they first pre-train some self-supervised objectives, such as
the masked language model (MLM), next sentence prediction (NSP), or sentence
order prediction (SOP) [13] on the large corpora, to learn complex semantic and
syntactic pattern from raw text. When fine-tuning on downstream tasks, they
generally employ one additional output layer to learn task-specific knowledge.

Following the successful learning paradigm, in this work, we employ
RoBERTa as the backbone network, then fine-tune it with the TMM scheme
on the MAMS dataset to perform ATSA and ACSA.
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5 Conclusion

Facing the challenging MAMS dataset, we re-formalize ABSA as a task of multi-
aspect sentiment analysis in this work and propose a novel Transformer-based
Multi-aspect Modeling scheme (TMM) for MAMS, which can determine the
sentiments of all aspects in a sentence simultaneously. Specifically, TMM trans-
forms the original sentence and constructs a new multi-aspect sequence scheme,
then apply multi-layer transformers to automatically learn to sentiments clues
and potential relations of multiple aspects in a sentence. Compared with previ-
ous works that analyze one aspect each time, our TMM scheme not only helps
improve computation efficiency but also achieves substantial improvements in
the MAMS dataset. Finally, our method achieves the second place in NLPCC
2020 Shared Task 2 Evaluation. Experiment results and analysis also validate
the effectiveness of the proposed method.
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Abstract. This is an overview paper of the NLPCC 2020 shared task
on AutoIE, which aims to evaluate the information extraction solutions
under low data resource. Given an unlabeled corpus, entity lists covering
30% entities in the corpus and some labeled validation samples, partic-
ipants are required to build a named entity recognition system. There
are 44 registered teams and 16 of them submitted results, the top sys-
tem achieve 0.041 and 0.133 F1 score improvement upon the baseline
system with or without labeled validation data respectively. The evalua-
tion result indicates that it is possible to use less human annotation for
information extraction system. All information about this task may be
found at https://github.com/ZhuiyiTechnology/AutoIE.

Keywords: Named entity recognition · Low resource natural language
processing

1 Introduction

Information extraction (IE) [2] aims to build intelligent system which may
extract entities, attributes and relations from unstructured text. The extracted
structure knowledge may be used as an individual application or supporting
downstream applications like dialogue system [1] and information retrieval [6].
The important role IE played in language intelligence makes it a hot topic,
and many IE systems have been developed in the last decades. The openIE
[4] system does not assume the categories of information while ontology based
IE systems [11] use predefined categories. In recent years, data driven machine
learning models dominates the novel solutions developed for ontology based IE,
and many progress have been obtained [5,13].

Large amount of data is necessary for data driven approaches, and it is very
expensive to annotate a full labeled dataset. This limitation reveal the signifi-
cant problem in practical IE application, especially for application specific infor-
mation. Focusing on specific problem, the participants challenge to build NER
system with no direct human annotation in this evaluation task. Given an unla-
beled corpus and a list of entities (gazetteers), the proposed solutions need to
c© Springer Nature Switzerland AG 2020
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Fig. 1. Sample of train and valid data. Train samples do not contain linked labels
while samples for validation are fully annotated. The entity list only include around
30% entities occurring in unlabeled corpus.

learn labels and models simultaneously. This setting is very common in practi-
cal application scenario because unlabeled corpus and the entities list are not
expensive for the interesting information. What costs most in the developing
process is annotating the links between entities and unlabeled text.

The task provides a dataset with 13000 samples, including 10000 train, 1000
valid and 2000 test samples. The 10000 train samples are not annotated, and
1851 entities in three categories are provided as lists to support the auto labeling
process for train samples. Both valid and test samples are fully annotated. The
sample is shown in Fig. 1.

There are totally 44 teams that sign in this shared task, and 16 of them sub-
mitted their solutions before the deadline. The good news is that most submitted
systems defeat the baseline and top ranked systems improve the performance
significantly. Without labeled validation samples, top system achieves 0.133 F1
score improvement, and 0.041 F1 score increase is obtained when there are 1000
labeled samples.

This overview is organized as follows. Section 2 will review some important
works in related directions, and details of this evaluation task is provided in
Sect. 3. After introducing the task setting, some important factors and the pro-
posed solutions are analyzed in Sect. 4. Finally, the conclusion is given in Sect. 5.

2 Related Work

Firstly, we will review some widely used named entity recognition datasets for
Chinese. Weibo dataset is initially provided in [15]. There are 4 categories entities
and 1890 samples in total, the source corpus is from social media and full of oral
presentations. Resume NER dataset [19] is from 1027 resume summaries in Sina
Finance. There are 16565 entity annotations in 8 types, and the job title type
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nearly covers half of the labels. The clue ner dataset [17] is available recently,
which contains 10 types of entities and 12091 samples.

Dealing with noise label in NER has draw some attention. Relabel is an
effective method to solve this problem [10]. The proposed solution trains multi
models simultaneously with subset of the whole dataset, these subsets has no
intersection with each other. The label for each subset is estimated by other mod-
els and new models are trained with these updated labels. Bnpu [14] proposed
that unbiased risk can be calculated by entity rate and the risk of both positive
and unlabeled examples. The entity rate is initialized by a exist labeled data
set and estimate by the predict result of bnpu. Then model will be trained with
the estimated unbiased risk. To address false negative problem, AutoNER [16]
employs fuzzy CRF which may predict multiple labels for entity candidate and
the candidate entities are mined by auto phrase toolkit. The proposed LSTM-
CRF-PA [18] can learn from incompletely labeled data directly, and select the
distantly supervised instances with reinforcement learning.

From the perspective of machine learning, the challenge in this task is very
close to the noise label problem which receives much attention recently. Clean-
Net [12] is a strong baseline used in this field. CleanNet builds an reference
set embedding and query embedding by attention mechanism, simple threshold
based on the similarity between the reference set and the query image leads to
good results. Co-teaching in [7] train two networks simultaneously, and the data
for next mini-batch is filtered by the other network. An two stage strategy is
employed in [8], the labels are corrected after regular training phrase. O2U-Net
is proposed in [9], it addresses the problem by adjusting the hyper-parameters
of the deep network to make its status transfer from overfitting to underfitting
cyclically, which is very simple but effective.

3 Evaluation Task

The AutoIE evaluation task aims to decrease the cost of building IE system,
especially for the NER problem with domain specific entity type. This evalua-
tion task is strongly related to two research problems, which are learning from
knowledge and data efficiency. Generally, these problems are very important for
data driven machine learning applications.

3.1 Setting

For the NER application, there are two facts; first, the most common knowledge
about entity recognition is a entity list which describing many entities belonging
to the same category. Entity lists are not expensive because there are many
existing lists and it is easy to create one by human if the coverage requirement
is not high. Secondly, although full labeled dataset for training may cost a lot,
annotating a small dataset for validation and testing is acceptable. AutoIE task
is designed based on these two facts. To be specific, participants are required to
build IE system with entity list and unlabeled corpus, and there is also a small
size labeled data for validation.
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3.2 Dataset

The dataset used in this task is originally from [10] and extended for supporting
this evaluation. The contextual sentences are from the Youku video descriptions.
Three types of entities are interested in this evaluation, including TV name,
Person and TV number.

The whole dataset are divided as train, valid and test. In the training dataset,
the corpus contains 10000 samples without annotations. Besides the corpus, three
lists of interested entity types are provided. These entities may cover around 30%
entities occurring in the unlabeled corpus. Validation dataset contains 1000 full
labeled samples, and there is no restriction about how to use these validation
data. Finally, 2000 full labeled samples are reserved for testing the submissions.
The statistic of dataset may be found in Table 1.

Table 1. Statistic of dataset

Part Size Avg length Entity num List size

TV PER NUM TV PER NUM

Train 10000 16.49 8957 4028 1036 1215 614 22

Valid 1000 15.81 843 420 94 Null Null Null

Test 2000 16.56 1722 863 185 Null Null Null

All 13000 16.45 11522 5311 1315 Null Null Null

There are restrictions for the usage of external resources. Larger entities lists
in any form are not allowed and other corpus of video descriptions sentences are
forbidden.

3.3 Baseline

The system in [10] achieves state of art result for incomplete label problem in
NER application, and it is employed as the baseline system for our evaluation.

Figure 2 shows the pipeline of automatically labeling procedure used in this
baseline. Initially, the labels are obtained by string matching with the entities
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Fig. 2. Illustration of baseline system
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list. After achieving these noise labels, models are trained with subset of the
corpus. The labels in the next iteration are updated by the models learned in
the previous iteration. Finally, a automatically labeled corpus is employed to
learn the final model.

4 Task Analysis

Firstly, empirical studies about the influence of the entity list size, pretrained
models and labeled data size are conducted to explore this AutoIE evaluation
task. After the factors analysis, submitted systems are reviewed and evaluation
result are provided.

4.1 Factor Analysis

In order to understand the effect of different factors, the performances of baseline
system with different setting are studied. Three different factors that may affect
the performance are included which are pretrained model, size of labeled data
and entity coverage of given list.

Effect of Pretrained Models. Pretrained model are widely used in NLP
tasks. The performance effect of different pretrained model on this AutoIE task
is empirically studied, including Bert, RoBERTa and RBTL3.

As show in Table 2, RoBERTa achieves the best result in 3 pretrained models,
but the improvement over Bert is just 1%.

Table 2. Pretrained models

Pretrained model Precision Recall F1 score

Bert 79.01 82.82 80.87

RoBERTa 80.02 82.45 81.22

RBTL3 72.96 75.62 74.27

Size of Labeled Data. In this section, the effect of labeled data size on baseline
system is analyzed. For comparison, 300, 500 and 700 samples are randomly
selected from all 1000 valid samples. Besides the sample size, all other hyper
parameters are the same for the experiments.

The performance with different labeled data size is listed in Table 3. Appar-
ently, as the increase of labeled data size, precision, recall and f1 score are
also improved, but recall increased more significantly than precision. With the
labeled data size increased from 300 to 1000, recall improved 6.8% but precision
improved only 2.5%, which means recall is more sensitive to labeled data size.
Another interesting and reasonable result is that the performance improvement
decrease when the data size increase linearly and there is almost no difference
between 700 and 1000.
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Fig. 3. F1 score with different coverage from 0.1 to 0.8

Table 3. Labeled data size

Labeled data size Precision Recall F1 score

300 76.49 76.02 0.7645

500 77.87 78.04 0.7796

700 78.98 81.98 0.8045

1000 79.01 82.82 0.8087

Entity Coverage. Experiments with different entity coverage from 0.1 to 0.8
is conducted, entity coverage refers to the proportion of entities in the given list
to all entities in the training set. For example, 0.5 coverage means 0.5 recall may
be obtained using string match between the entity list and the unlabeled corpus.
And the precision of all those dict match training set are around 82% to 85%.

Figure 3 shows the change of precision, recall and f1 score as we increase the
entity coverage. As show in the figure, with the entity coverage increases, the
performance of baseline system rise significantly when dictionary coverage no
more than 0.3. But with the dictionary coverage exceeding 0.4, f1 score is less
sensitive to the entity coverage rate. This indicates 0.3 coverage is a good choice
for this baseline system with the consideration of lower cost is better.
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4.2 Submission Analysis

9 of 16 teams propose better solutions than the baseline system when 1000 valid
samples are employed, and all 7 submissions achieve better performance under
the circumstance that no valid full label data is available. This promising result
indicates that algorithm development plays an important role for NER problem
under low resource.

Evaluation Results. The evaluation result of top3 submissions are given in
Table 4 and 5. Apparently, all three systems significantly increase the perfor-
mance with or without 1000 validation samples, and the best solution make a
improvement over 0.04 and 0.13 F1 score. Another interesting conclusion is that
the solutions are more effective when the full label data are not available.

Table 4. Evaluation leaderboard with validation data

Rank System name Precision Recall F1 score

1 Sophie 84.02 85.99 85.00

2 Hair loss knight 87.80 82.13 84.87

3 Hermers 85.96 83.57 84.75

4 Baseline 79.01 82.82 80.87

System Review. Top 3 ranking system are reviewed in this shared task. The
sophie team divides training dataset into 2 parts by string matching between
entity lists and corpus. For the incomplete annotation part, two-fold cross itera-
tive training is applied. Self iterative training is used for the samples without any
matched entities. The Hair loss knight team proposes a novel iteration strategy,
and the annotation types is analyzed. They design the training procedure and set
the training epoch increase with iteration. In addition, data augment and label
confidence filter method are employed with the iteration strategy. The Hermers
team studied the problem from three perspectives including contextual seman-
tic representation, word merging layer and prediction majority voting. Different
existing pretrained models are compared for this task, and the conclusion is that

Table 5. Evaluation leaderboard without validation data

Rank System name Precision Recall F1 score

1 Hair loss knight 80.99 73.79 77.32

2 yunke ws 67.68 76.82 71.96

3 Hermers 76.03 68.12 71.86

4 Baseline 63.51 64.45 63.98
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Chinese BERT-wwm-ext [3] may provide best features. For the word merging
layer, word representation based on jieba word segmentation is concatenated to
the character representation.

5 Conclusion

This paper briefly presents an overview of the AutoIE evaluation task in NLPCC
2020. The evaluation result of the first AutoIE is very exciting and promising,
and this has given us strong confidence on the future. Despite all the top solutions
increase the performance significantly, evaluation results on more datasets are
expected. We believe these proposed solutions may help in practical information
extraction applications.

References

1. Chen, H., Liu, X., Yin, D., Tang, J.: A survey on dialogue systems: recent advances
and new frontiers. SIGKDD Explor. Newsl. 19(2), 25–35 (2017). https://doi.org/
10.1145/3166054.3166058

2. Cowie, J., Lehnert, W.: Information extraction. Commun. ACM 39(1), 80–91
(1996). https://doi.org/10.1145/234173.234209

3. Cui, Y., et al.: Pre-training with whole word masking for Chinese BERT. arXiv
preprint arXiv:1906.08101 (2019)

4. Etzioni, O., Banko, M., Soderland, S., Weld, D.S.: Open information extraction
from the web. Commun. ACM 51(12), 68–74 (2008). https://doi.org/10.1145/
1409360.1409378

5. Gogar, T., Hubacek, O., Sedivy, J.: Deep neural networks for web page information
extraction. In: Iliadis, L., Maglogiannis, I. (eds.) AIAI 2016. IAICT, vol. 475, pp.
154–163. Springer, Cham (2016). https://doi.org/10.1007/978-3-319-44944-9 14

6. Greengrass, E.: Information retrieval: a survey (2000)
7. Han, B., et al.: Co-teaching: robust training of deep neural networks

with extremely noisy labels. In: Bengio, S., Wallach, H., Larochelle, H.,
Grauman, K., Cesa-Bianchi, N., Garnett, R. (eds.) Advances in Neu-
ral Information Processing Systems, vol. 31, pp. 8527–8537. Curran Asso-
ciates, Inc. (2018). http://papers.nips.cc/paper/8072-co-teaching-robust-training-
of-deep-neural-networks-with-extremely-noisy-labels.pdf

8. Han, J., Luo, P., Wang, X.: Deep self-learning from noisy labels. In: The IEEE
International Conference on Computer Vision (ICCV), October 2019

9. Huang, J., Qu, L., Jia, R., Zhao, B.: O2U-Net: a simple noisy label detection
approach for deep neural networks. In: 2019 IEEE/CVF International Conference
on Computer Vision (ICCV), pp. 3325–3333 (2019)

10. Jie, Z., Xie, P., Lu, W., Ding, R., Li, L.: Better modeling of incomplete annotations
for named entity recognition. In: Proceedings of the 2019 Conference of the North
American Chapter of the Association for Computational Linguistics: Human Lan-
guage Technologies, Volume 1 (Long and Short Papers), pp. 729–734. Association
for Computational Linguistics, Minneapolis, Minnesota, June 2019. https://doi.
org/10.18653/v1/N19-1079, https://www.aclweb.org/anthology/N19-1079

https://doi.org/10.1145/3166054.3166058
https://doi.org/10.1145/3166054.3166058
https://doi.org/10.1145/234173.234209
http://arxiv.org/abs/1906.08101
https://doi.org/10.1145/1409360.1409378
https://doi.org/10.1145/1409360.1409378
https://doi.org/10.1007/978-3-319-44944-9_14
http://papers.nips.cc/paper/8072-co-teaching-robust-training-of-deep-neural-networks-with-extremely-noisy-labels.pdf
http://papers.nips.cc/paper/8072-co-teaching-robust-training-of-deep-neural-networks-with-extremely-noisy-labels.pdf
https://doi.org/10.18653/v1/N19-1079
https://doi.org/10.18653/v1/N19-1079
https://www.aclweb.org/anthology/N19-1079


566 X. Yang et al.

11. Karkaletsis, V., Fragkou, P., Petasis, G., Iosif, E.: Ontology based information
extraction from text. In: Paliouras, G., Spyropoulos, C.D., Tsatsaronis, G. (eds.)
Knowledge-Driven Multimedia Information Extraction and Ontology Evolution.
LNCS (LNAI), vol. 6050, pp. 89–109. Springer, Heidelberg (2011). https://doi.
org/10.1007/978-3-642-20795-2 4

12. Lee, K.H., He, X., Zhang, L., Yang, L.: CleanNet: transfer learning for scalable
image classifier training with label noise. In: The IEEE Conference on Computer
Vision and Pattern Recognition (CVPR), June 2018

13. Lin, Y., Ji, H., Huang, F., Wu, L.: A joint neural model for information extraction
with global features. In: Proceedings of the 58th Annual Meeting of the Association
for Computational Linguistics, pp. 7999–8009 (2020)

14. Peng, M., Xing, X., Zhang, Q., Fu, J., Huang, X.: Distantly supervised named
entity recognition using positive-unlabeled learning. In: Proceedings of the 57th
Annual Meeting of the Association for Computational Linguistics, pp. 2409–2419.
Association for Computational Linguistics, Florence, July 2019. https://doi.org/
10.18653/v1/P19-1231, https://www.aclweb.org/anthology/P19-1231

15. Peng, N., Dredze, M.: Named entity recognition for Chinese social media with
jointly trained embeddings. In: Proceedings of the 2015 Conference on Empirical
Methods in Natural Language Processing, pp. 548–554. Association for Compu-
tational Linguistics, Lisbon, September 2015. https://doi.org/10.18653/v1/D15-
1064, https://www.aclweb.org/anthology/D15-1064

16. Shang, J., Liu, L., Gu, X., Ren, X., Ren, T., Han, J.: Learning named entity
tagger using domain-specific dictionary. In: Proceedings of the 2018 Conference on
Empirical Methods in Natural Language Processing, pp. 2054–2064. Association
for Computational Linguistics, Brussels, October–November 2018. https://doi.org/
10.18653/v1/D18-1230, https://www.aclweb.org/anthology/D18-1230

17. Xu, L., et al.: ClUENER 2020: fine-grained name entity recognition for Chinese.
arXiv preprint arXiv:2001.04351 (2020)

18. Yang, Y., Chen, W., Li, Z., He, Z., Zhang, M.: Distantly supervised NER with par-
tial annotation learning and reinforcement learning. In: Proceedings of the 27th
International Conference on Computational Linguistics, pp. 2159–2169. Associa-
tion for Computational Linguistics, Santa Fe, August 2018. https://www.aclweb.
org/anthology/C18-1183

19. Zhang, Y., Yang, J.: Chinese NER using lattice LSTM. In: Proceedings of the
56th Annual Meeting of the Association for Computational Linguistics (Volume
1: Long Papers), pp. 1554–1564. Association for Computational Linguistics, Mel-
bourne, July 2018. https://doi.org/10.18653/v1/P18-1144, https://www.aclweb.
org/anthology/P18-1144

https://doi.org/10.1007/978-3-642-20795-2_4
https://doi.org/10.1007/978-3-642-20795-2_4
https://doi.org/10.18653/v1/P19-1231
https://doi.org/10.18653/v1/P19-1231
https://www.aclweb.org/anthology/P19-1231
https://doi.org/10.18653/v1/D15-1064
https://doi.org/10.18653/v1/D15-1064
https://www.aclweb.org/anthology/D15-1064
https://doi.org/10.18653/v1/D18-1230
https://doi.org/10.18653/v1/D18-1230
https://www.aclweb.org/anthology/D18-1230
http://arxiv.org/abs/2001.04351
https://www.aclweb.org/anthology/C18-1183
https://www.aclweb.org/anthology/C18-1183
https://doi.org/10.18653/v1/P18-1144
https://www.aclweb.org/anthology/P18-1144
https://www.aclweb.org/anthology/P18-1144


Light Pre-Trained Chinese Language
Model for NLP Tasks

Junyi Li1(B), Hai Hu1,2, Xuanwei Zhang1,4, Minglei Li1,5, Lu Li1,3,
and Liang Xu1

1 CLUE Team, Shenzhen, China
ljyduke@gmail.com

2 Indiana University, Bloomington, USA
3 Central China Normal University, Wuhan, China

4 iQIYI Inc., Beijing, China
5 Speech and Language Innovation Lab, Huawei Cloud and AI, Shenzhen, China

https://www.cluebenchmarks.com/

Abstract. We present the results of shared-task 1 held in the 2020
Conference on Natural Language Processing and Chinese Computing
(NLPCC): Light Pre-Trained Chinese Language Model for NLP tasks.
This shared-task examines the performance of light language models on
four common NLP tasks: Text Classification, Named Entity Recognition,
Anaphora Resolution and Machine Reading Comprehension. To make
sure that the models are light-weight, we put restrictions and require-
ments on the number of parameters and inference speed of the partic-
ipating models. In total, 30 teams registered our tasks. Each submis-
sion was evaluated through our online benchmark system (https://www.
cluebenchmarks.com/nlpcc2020.html), with the average score over the
four tasks as the final score. Various ideas and frameworks were explored
by the participants, including data enhancement, knowledge distillation
and quantization. The best model achieved an average score of 75.949,
which was very close to BERT-base (76.460). We believe this shared-
task highlights the potential of light-weight models and calls for further
research on the development and exploration of light-weight models.

Keywords: Chinese language processing · Pre-trained language
models · Model lighting

1 Introduction

Pre-trained language models have become a very important component in recent
Natural Language Processing (NLP) research and applications. They have been
applied to many NLP tasks and have achieved great successes. Part of the
progress of this trend was promoted by different datasets, competitions and
leader-boards. Among these pre-trained models, BERT shows great advantages
and achieve substantial performance improvements [3]. In industry, BERT and
its various updated versions such as RoBERTa and ALBERT have been used
c© Springer Nature Switzerland AG 2020
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for many NLP problems, e.g., text classification, sequence labelling and machine
reading comprehension [3,7,9,19].

However, very few datasets, competitions and leader-boards have been cre-
ated in Chinese to evaluate the performance of models over Chinese NLP tasks.
Furthermore, the sheer size of the transformers prevent them from being used
in resource-lean scenarios, or cases where inference speed is a priority.

There have been attempts to remedy these issues. With regard to Chinese
NLP datasets, Meituan-Dianping has recently released a sentiment classification
task in AI-Challenger1. CLUE [18] has published a large-scale and comprehensive
benchmark for Chinese Natural Language Understanding (NLU), with a total
of nine NLU tasks, a small diagnostic dataset and a large pre-training corpus.
Additionally, Tianchi2, Kesci3, Baidu AI4 and some language conference like
NLPCC5 are also holding NLP challenges in Chinese to facilitate research in
this area. Meanwhile, people began to pay attention to the Chinese language
model Tencent [20], Baidu [11] and Huawei [15] also trained Chinese model on
Chinese corpus. In terms of modelling, researchers have realized the importance
of small models in industry, and proposed multiple methods to trim down large
models like BERT, e.g., knowledge distillation [5,6,10,14], model pruning and
quantification [4]. For task-agnostic knowledge distillation, MSRA proposed a
way to do compression of pre-trained Transformers [14]. Researchers from CMU
and Google released MobileBERT for compressing and accelerating the BERT
model [12]. Huawei presented TinyBERT to transfer knowledge from huge models
to light and task-specific models [6].

However, to the best of our knowledge, there is no shared-task in Chinese
NLP that focuses exclusively on small and light models where model size and
inference speed are taken into consideration in evaluation.

In this work, we introduce shared task 1 on NLPCC 2020: Light Pre-Trained
Chinese Language Model for NLP Tasks. This task evaluates pre-trained models
with limited model size and inference speed over four different tasks.

Six teams have submitted their results on our evaluation system and some of
them are continuing to work on the tasks after the deadline of this task6. The
top submission, which took advantage of NEZHA with TinyBERT distillation
technology, achieved an average score of 75.949, which was close to 76.460 from
BERT-base. Other submissions explored knowledge distillation, data augmenta-
tion and optimization scheme. In the following sections, we present our datasets,
a review of the official baselines and submissions to our shared-task. Finally, a
conclusion about this task is given in the last section.

1 http://ai.chuangxin.com/.
2 https://tianchi.aliyun.com/competition/gameList/activeList.
3 https://www.kesci.com/.
4 https://ai.baidu.com/.
5 http://tcci.ccf.org.cn/conference/2020/cfpt.php.
6 See most recent results at https://www.cluebenchmarks.com/nlpcc2020.html.

http://ai.chuangxin.com/
https://tianchi.aliyun.com/competition/gameList/activeList
https://www.kesci.com/
https://ai.baidu.com/
http://tcci.ccf.org.cn/conference/2020/cfpt.php
https://www.cluebenchmarks.com/nlpcc2020.html
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2 Task Description

2.1 Task Overview

The main purpose of this task is to train a light language model and evaluate
it over four different NLP tasks. We comprehensively consider the number of
model parameters, model accuracy, and model inference time, which will be
used together as the model evaluation criteria. Here is our introduction to the
data set. Along with this task, a huge Chinese corpus is released7.

This task contains four different datasets, which are given in Table 1. Two of
them are classification datasets, one of them is Name Entity Recognition dataset
and the last one is Machine Reading Comprehension dataset. All the dataset used
in this task are Chinese and the details about them will be described in Sect. 3.

The participants should train a pre-trained model and fine-tune it over train-
ing/evaluation dataset. After that, the predicted results using the fine-tuned
model should be submitted to our evaluation system8.

2.2 Evaluation Criteria

The results are evaluated using accuracy for each task. The final score is calcu-
lated by taking the average of scores over all four tasks. Besides, we will take
into account the model parameters and inference time. The preliminary rounds
including two factors:

– Model size: < 12M (1/9 * 110M).
– Inference time: 1/8 * (time of BERT-base) on the same task

We offer an equation here to calculate the scores among all participants.
We do not require the inference time of the contestants to be reproduced

exactly on our local machine but required their live broadcast or recorded broad-
cast of inference time for model eligibility. Finally, we take speed and model size
measured by ourselves locally as the basis for calculating the score.

The score is computed according to the formula below:

final score = P/100 ∗ 0.8 + 0.1 ∗ (1 − SLite/(0.9 ∗ SBERT )) + 0.1 ∗ (1 − TLite/TBERT )

where

– P: scores on average
– S: Size of model
– T: Average time for inference given all the test data
– BERT: BERT base
– Lite: light model

7 https://github.com/CLUEbenchmark/LightLM.
8 https://www.cluebenchmarks.com/nlpcc2020.html.

https://github.com/CLUEbenchmark/LightLM
https://www.cluebenchmarks.com/nlpcc2020.html
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Table 1. Dataset description.

Task name Training data Evaluation data Test data

CSL 20k 3k 3k

CLUEWSC2020 1,244 304 290

CLUENER 10,748 1,343 1,345

CMRC 2018 10k 3.4k 4.9k

3 Dataset Description

There are four different datasets in this shared task. Overview of them is in
Table 1.

3.1 CSL

Chinese Winograd Schema Challenge (CSL) is a variant of the Turing test, first
introduced in [18]. The main purpose of it is to determine the common sense
reasoning ability of AI systems. The computer program participating in the chal-
lenge needs to answer a special but simple common-sense question: the pronoun
disambiguation problem, which is to judge whether the given nouns and pro-
nouns refer to the same reference. Among them, the label, true means that the
reference is consistent, false means that the reference is inconsistent (Table 2).

3.2 CMRC 2018

CMRC 2018 [2] is a span-extraction based dataset for Chinese machine reading
comprehension. This dataset contains about 19,071 human-annotated questions
from Wikipedia paragraphs. In CMRC 2018, all samples are composed of con-
texts, questions, and related answers. Furthermore, the answers are the text
spans in contexts (Table 3).

3.3 CLUENER2020

This dataset was created by CLUE in 2020 [16]. It is a fine-grained dataset for
named entity recognition in Chinese, containing 10 categories: person names,
organization names, positions, company names, addresses, game names, govern-
mental bodies, scenes, book names and movie names (Table 4).

3.4 CLUEWSC2020

The Chinese Winograd Schema Challenge dataset is an anaphora resolution task
where the model is asked to decide whether a pronoun and a noun (phrase) in
a sentence co-refer (binary classification), following similar datasets in English
(e.g., [8,13]). Sentences in the dataset are manually-picked from 36 contemporary
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Table 2. An example from CSL

literary works in Chinese. Their anaphora relations are then manually-annotated
by linguists, amounting to 1,838 questions in total. Example questions are shown
in Table 5. Specifically, the annotators were asked to find sentences that satisfy
the two criteria: 1) it has one pronoun (he, she, it, etc.), 2) there are more than
one potential antecedents before the pronoun. If a sentence has three potential
antecedents (for instance the sentence in Table 5), then three questions should
be made out of this sentence, where at least one of them will have a “yes” label.
They were also requested to keep the balance between different pronouns, and
a balance between the binary choices. A complete list of literary works used to
create the CLUEWSC dataset can be found in AppendixA.1.

After 1,838 questions were collected, we used the sentences from three authors
as the development set (Lu Yao, A Lai and Chen Ran), another three authors
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Table 3. An example from CMRC2018

Table 4. The distribution of the training/evaluation set in CLUENER2020 dataset is
as follows (Note: All entities appearing in a piece of sample are marked. If two address
entities appear in a piece of sample, they will be treated as two entities) [16]

Training dataset Evaluation dataset

address: 2829 address: 364

book: 1131 book: 152

company: 2897 company: 366

game: 2325 game: 287

government: 1797 government: 244

movie: 1109 movie: 150

name: 3661 name: 451

organization: 3075 organization: 344

position: 3052 position: 425

scene: 1462 scene: 199
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as the test set (Wang Shuo, Liu Zhenyun and Wang Meng), all the rest as the
training set. We did not randomly choose the dev and test sets from all 18k
questions because this may add biases to the dataset. For example, if sentences
from the same novel are in train, dev and test sets at the same time, the model
might learn from the training data that the pronouns may be more likely to refer
to the main character in the novel. This can be avoided if the sentences in the
dev and test sets are not from the same sources as the training data.

Table 5. An example from CLUEWSC2020, from Wang Shuo’s ( ) novel Little

Red Flowers ( ). These three questions are based on the same text and
same pronoun, but have different anaphora candidates.

4 Baselines

We offer baselines for all four tasks. Code for these baselines can be found here9.
Baselines we provided are based on RoBERTa-tiny-clue published by CLUE in
[17], whose number of parameters is only 7.5M. Some results are predicted by
our baselines with carefully training, achieving more than 6710.

The way to deal with these four tasks is not complicated and it is the same
as the description for four tasks in the original paper.

For CSL, NER and CMRC, the data processors are the same as its type
of task. WSC is a little different from the other three. We take it as a single
sentence classification problem and just join the samples with an underscore.
This could be a point to improve this baseline.

5 Submissions

This shard task lasted for about 2 months from April to May. All submissions
were evaluated over our systems. In total, we received submissions from six
different teams for the final evaluation. Three teams submitted their description
papers. We will describe each of them briefly below.

From the submissions, data augmentation is an important part of their
results. Some results submitted from participants are using the baseline we
offered.
9 https://github.com/CLUEbenchmark/LightLM/tree/master/baselines.

10 Recently, 69.289 is the best score of our baseline.

https://github.com/CLUEbenchmark/LightLM/tree/master/baselines
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Tencent Oteam. The submission from Tencent Oteam used RoBERTa-tiny-clue.
[17] as backbone model. They perform knowledge distillation with RoBERTa-
large-WWm as the teacher model and backbone model as the student model.
Apart from model compression, they also draw external data for training to
improve performance. They conduct data selection for CLUENER task. A
BERT-tiny model is trained as domain classifier to select relevant corpus for
CLUENER task [1]. Then they use the relevant external corpus for distillation.
To be concrete, they generate pesudo labels on relevant external corpus through
teacher model, and then train student model with those pesudo labels. Finally,
they get the second place among all the submitted result.

Xiaomi AI Lab. The submission from Xiaomi AI Lab proposes a method of train-
ing a pre-trained language model from scratch. This scheme can still produce
a comparable result compared with other task-related distillations. Moreover,
data augmentation is a big contributor to their performance. In the end, they
get the third place.

Huawei Cloud & Noah’s Ark Lab. The submission from Huawei Cloud & Noah’s
Ark lab proposes a new knowledge distillation solution named TinyNEZHA,
which combines the tricks of TinyBERT [6] and a model named NEZHA [15]
together. Besides, they also use the data augmentation to generalize more train-
ing data for training. Ultimately, The result they submitted is generated by a
six-layer model with 300 dimensions and get the first place among all the sub-
mitted result.

6 Results

Table 7 lists the top 25 of the submitted results. The teams are ranked by the
score over four tasks. As seen in Table 7, the best-performing model11, submitted
by Huawei Cloud & Noah’s Ark lab, achieves an F1 score of 75.949, which is very
close to the result of BERT-base12.

We evaluate all the submitted source files in terms of the formula described
above and it shows in Table 6.

Table 7 shows the average score of selected submissions for the four tasks.
Table 6 calculates the final score using the formula mentioned above for the
top 3. The inference time is obtained by running the submitted models and the
BERT-base model respectively with the scripts provided by participants over
the NER task.

11 Huawei Cloud & Noah’s Ark lab submitted Rank 3 instead of the best one.
12 Thanks to Xiaomi AI Lab. They submitted this BERT-base model, which is though

not totally fine-tuned.
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Table 6. Results of this task

Name Parameters Inference Time Average score Final score

Huawei Cloud &
Noah’s Ark lab

10780384 5.108310103 75.949 0.777126778

Tencent Oteam 7547592 8.723785877 73.507 0.768969257

Xiaomi AI Lab 12111968 8.785942492 72.77 0.758543871

Table 7. Top 25 of the submitted results
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The best result is submitted by Huawei Cloud & Noah’s Ark lab, and the
final score is 0.7771, which is 0.0082 and 0.0186 points ahead of the second and
third team respectively.

From the results submitted, the first two use the method of knowledge distil-
lation, which shows that it can indeed bring better results than simply training
a small model from scratch. At the same time, it can be seen from the paper
submitted by everyone that the thin and deep model is indeed easier to achieve
better results than the wide and shallow model.

7 Conclusion

We describe the results of NLPCC shared task 1, which focuses on the perfor-
mance of the model with limited parameters and inference speed.

Firstly, data augmentation is undoubtedly a very important step for a great
result. The means of data augmentation and the part of data processing will have
a great impact on the results, which are shown in the three papers submitted
and the results in Table 7.

Secondly, the three teams have made different choices and combination in
the selection of the distillation method, teacher model and student model. How
to choose a proper method of distillation in different situations and how to make
a great combination of teacher and student model are both great problems to
be solved. There are not enough experiments in these results, so we can’t make
a firm conclusion from this result, but this could be future work.

Finally, we also think the way to understand and preprocess data will have
an impact on the final performance, but this is a very task-specific method.

From the competition, the number of NLP developers doing Chinese lan-
guage model lighting is indeed limited, but participants are of high quality. This
phenomenon shows that in the industry, there is a real focus on the practical
business deployment of models. Through this contest, it is also hoped to pro-
mote the development of Chinese language model lighting, Chinese language
processing and some language-agnostic techniques.

Acknowledge. Many thanks to NLPCC for giving us this opportunity to organize
this task and people who take part in this task.
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A Appendix

A.1 List of Literary Works Selected in CLUEWSC2020
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Abstract. In this paper, we present an overview of the NLPCC 2020
shared task on Multi-Aspect-based Multi-Sentiment Analysis (MAMS).
The evaluation consists of two sub-tasks: (1) aspect term sentiment anal-
ysis (ATSA) and (2) aspect category sentiment analysis (ACSA). We
manually annotated a large-scale restaurant reviews corpus for MAMS,
in which each sentence contains at least two different aspects with dif-
ferent sentiment polarities. Thus, the provided MAMS dataset is more
challenging than the existing aspect-based sentiment analysis (ABSA)
datasets. MAMS attracted a total of 50 teams to participate in the eval-
uation task. We believe that MAMS will push forward the research in
the field of aspect-based sentiment analysis.

Keywords: Multi-Aspect-based Multi-Sentiment Analysis · Aspect
term sentiment analysis · Aspect category sentiment analysis

1 Introduction

Aspect-based sentiment analysis has attracted increasing attention recently due
to its broad applications. It aims at identifying the sentiment polarity towards
a specific aspect in a sentence. A target aspect refers to a word or a phrase
describing an aspect of an entity. For example, in the sentence “The salmon
is tasty while the waiter is very rude”, there are two aspect terms “salmon”
and “waiter”, and they are associated with “positive” and “negative” sentiment,
respectively.

Recently, neural network methods have dominated the study of ABSA
since these methods can learn important features automatically from the input
sequences and be trained in an end-to-end manner. [1] proposed to model the
preceding and following contexts for the target via two separate long-short term
memory (LSTM) networks. [2] proposed to learn an embedding vector for each
aspect, and these aspect embeddings were used to calculate the attention weights

c© Springer Nature Switzerland AG 2020
X. Zhu et al. (Eds.): NLPCC 2020, LNAI 12431, pp. 579–585, 2020.
https://doi.org/10.1007/978-3-030-60457-8_48
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to capture important information for aspect-level sentiment analysis. [3] devel-
oped the deep memory network to compute the importance degree and text
representation of each context word with multiple attention layers. [4] intro-
duced the interactive attention networks (IAN) to interactively learn attention
vectors for the context and target, and generated the representations for the
target and context words separately. [5] extracted sentiment features with con-
volutional neural networks and selectively output aspect-related features for sen-
timent classification with gating mechanisms. Subsequently, Transformer [6] and
BERT-based methods [7] have achieved noticeable success on ABSA task. [8]
combined the capsule network with BERT to improve the performance of ABSA.
There are also several studies attempting to simulate the process of human read-
ing cognition to further improve the performance of ABSA [9,10].

So far, several ABSA datasets have been constructed, including SemEval-
2014 Restaurant and Laptop review datasets [11], and Twitter dataset [12].
Although these three datasets have since become the benchmark datasets for
the ABSA task, most sentences in these datasets consist of only one aspect
or multiple aspects with the same sentiment polarity, which makes the ABSA
task degenerate to the sentence-level sentiment analysis. Based on our empirical
observation, the sentence-level sentiment classifiers (TextCNN and LSTM) with-
out considering aspects can still achieve competitive results with more advanced
ABSA methods (e.g., GCAE [5]). On the other hand, even advanced ABSA
methods (e.g., AEN [13]) trained on these datasets can hardly distinguish the
sentiment polarities towards different aspects in the sentences that contain mul-
tiple aspects and multiple sentiments.

In NLPCC 2020, we manually annotated a large-scale restaurant reviews
corpus for MAMS, in which each sentence contains at least two different aspects
with different sentiment polarities, making the provided MAMS dataset more
challenging compared with existing ABSA datasets [8]. Considering merely the
sentence-level sentiment of the samples would fail to achieve good performance
on MAMS dataset.

This NLPCC 2020 shared task on MAMS has attracted a total of 50 teams
to register, and 17 teams submitted the final results. We provide training and
development sets to participating teams to build their models in the first stage
and evaluate the final results on the test set in the second stage. The final ranking
list is based on the average Macro-F1 scores of the two sub-tasks (i.e., ATSA
and ACSA).

2 Task Description

Conventional sentiment classification aims to identify the sentiment polarity of a
whole document or sentence. However, in practice, a sentence may contain mul-
tiple target aspects in a single sentence or document. For example, the sentence
“the salmon is tasty while the waiter is very rude” expresses negative sentiment
towards the “service” aspect, but contains positive sentiment concerning the
“food” aspect. Considering merely the document- or sentence-level sentiment
cannot learn the fine-grained aspect-specific sentiment.
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Aspect-based sentiment analysis [11], which aims to automatically predict
the sentiment polarity of the specific aspect in its context, has gained increasing
popularity in recent years due to many useful applications, such as online cus-
tomer review analysis and conversations monitoring. Similar to SemEval-2014
Task 4, NLPCC-2020 MAMS task also includes two subtasks: (1) aspect term
sentiment analysis (ATSA) and (2) aspect category sentiment analysis (ACSA).
Next, we will describe the two subtasks in detail.

2.1 Aspect Term Sentiment Analysis (ATSA)

The ATSA task aims to identify the sentiment polarity (i.e., positive, negative
or neutral) towards the given aspect terms which are entities presented in the
sentence. For example, as shown in the Fig. 1, the sentence “the salmon is tasty
while the waiter is very rude” contains two aspect terms “salmon” and “waiter”,
the sentiment polarities towards the two aspect terms are positive and nega-
tive, respectively. Different from the ATSA task in SemEval-2014 Task 4, each
sentence in MAMS contains at least two different aspect terms with different
sentiment polarities, making the our ATSA task more challenging.

2.2 Aspect Category Sentiment Analysis (ACSA)

The ACSA task aims to identify the sentiment polarity (i.e., positive, negative
or neutral) towards the given aspect categories that are pre-defined and may not
presented in the sentence. We pre-defined eight aspect categories: food, service,
staff, price, ambience, menu, and miscellaneous. For example, the sentence “the
salmon is tasty while the waiter is very rude” contains two aspect categories
“food” and “service”, the sentiment polarities towards the two aspect categories
are positive and negative, respectively. For our NLPCC-2020 ACSA task, each
sentence contains at least two different aspect categories with different sentiment
polarities.

Fig. 1. An example for the ATSA and ACSA tasks.

3 Dataset Construction

Similar to SemEval-2014 Restaurant Review dataset [11], we annotate sentences
from the Citysearch New York dataset collected by [14]. We split each document
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in the corpus into a few sentences, and remove the sentences consisting more
than 70 words. The original MAMS dataset was presented in [8]. In NLPCC-
2020 shared task, we relabel the MAMS dataset by providing more high-quality
validation and test data.

For the ATSA subtask, we invited three experienced researchers who work on
natural language processing (NLP) to extract aspect terms in the sentences and
assign the sentiment polarities with respect to the aspect terms. The sentences
that consist of only one aspect term or multiple aspects with the same sentiment
polarities are deleted. We also provide the start and end positions for each aspect
term in the sentence.

For the ACSA subtask, we pre-defined eight coarse aspect categories: food,
service, staff, price, ambience, menu, place and miscellaneous. Five aspect
categories (i.e., food, service, price, ambience, anecdotes/miscellaneous) are
adopted in SemEval-2014 Restaurant Review Dataset. We add three more aspect
categories (i.e., staff, menu, place) to deal with some confusing situations.
Three experienced NLP researchers were asked to identify the aspect categories
described in the given sentences and determine the sentiment polarities towards
these aspect categories. We only keep the sentences that consist of at least two
unique aspect categories with different sentiment polarities.

The detailed statistics of the datasets for ATSA and ACSA subtasks are
reported in Table 1. The released datasets are stored in XML format, as shown
in the Fig. 2. Each sample contains the given sentence, aspect terms with their
sentiment polarities, and aspect categories with their sentiment polarities. In
total, the ATSA dataset consists of 11,186 training samples, 2,668 development
samples, and 2,676 test samples. The ACSA dataset consists of 7,090 training
samples, 1,789 development samples, and 1,522 test samples.

Table 1. Statistics of MAMS dataset.

Dataset Positive Negative Neutral Total

ATSA Training 3,380 2,764 5,042 11,186

Development 803 654 1,211 2,668

Test 1,046 545 1,085 2,676

ACSA Training 1,929 2,084 3,077 7,090

Development 486 522 781 1,789

Test 562 348 612 1,522

4 Evaluation Metrics

Both ATSA and ACSA tasks are evaluated using Macro-F1 value that is calcu-
lated as follows:

Precision(P ) =
TP

TP + FP
(1)
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Fig. 2. Dataset format of MAMS task.

Recall(R) =
TP

TP + FN
(2)

F1 = 2 ∗ P ∗ R

P + R
(3)

where TP represents true positives, FP represents false positives, TN represents
true negatives, and FN represents false negatives. We average the F1 value of
each category to get Macro-F1 score. The final result for the MAMS task is the
averaged Macro-F1 scores on the two sub-tasks (i.e., ATSA and ACSA).

5 Evaluation Results

In total, there are 50 teams registered for the NLPCC-2020 MAMS task, and
17 teams submitted their final results for evaluation. Table 2 shows the Macro-
F1 scores and ranks of these 17 teams. The Macro-F1 results confirmed our
expectations. It is noteworthy that we have checked the technique reports of
the top three teams and reproduced their codes. Next, we briefly introduce the
implementation strategies of the top-3 teams.

The best average Macro-F1 score (82.4230%) was achieved by the Baiding
team. They tackle the MAMS task as a sentence pair classification problem and
employed pre-trained language models as the feature extractor. In addition, the
bidirectional gated recurrent unit (Bi-GRU) is connected to the last hidden layer
of pre-trained language models, which can further enhance the representation of
aspects and contexts. More importantly, a weighted voting strategy is applied
to produce an ensemble model that combines the results of several models with
different network architectures, pre-trained language models, and training steps.

The Just a test team won the 2nd place in the MAMS shared task. They
achieved a Macro-F1 score of 85.2435% on the ATSA task and 79.4187% on the
ACSA task. The averaged Macro-F1 score was 82.33%, which was slightly worse
than that of the Baiding team. The RoBERTa-large is used as the pre-trained
language model. The Just a test team added a word sentiment polarity prediction
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task as an auxiliary task and simultaneously predicted the sentiment polarity
of all aspects in a sentence to enhance the model performance. In addition, a
data augmentation via EDA (Easy data augmentation) [15] is adopted to further
improve the performance, which doubled the training data.

The CUSAPA team won the third place, which achieved a Macro-F1 score
of 84.1585% on the ATSA task and 79.7468% on the ACSA task. The averaged
Macro-F1 score was 81.9526%. The CUSAPA team employs a joint learning
framework to train these two sub-tasks in a unified framework, which improves
the performance of both tasks simultaneously. Furthermore, three BERT-based
models are adopted to capture different aspects of semantic information of the
context. The best performance is achieved by combing these models with a stack-
ing strategy.

Table 2. Macro-F1 scores (%) on the MAMS dataset.

Team ATSA ACSA Average Rank

Baiding 84.3770 80.4689 82.4230 1

Just a test 85.2435 79.4187 82.3311 2

CUSAPA 84.1585 79.7468 81.9526 3

PingAnPai 84.5463 79.1408 81.8436 4

DUTSurfer 84.1994 78.5792 81.3893 5

wesure01 83.3898 78.3331 80.8615 6

Xiao Niu Dui 83.9645 76.5508 80.2576 7

To be number one 82.4616 76.8539 79.6577 8

AG4MAMS 82.1669 77.0149 79.5909 9

rain2017 80.1005 78.6458 79.3732 10

NLPWUST 81.2856 75.7212 78.5034 11

CABSA 81.6573 72.4605 77.0589 12

MXH42 80.9779 72.1240 76.5510 13

FuXi-NLP 77.9562 73.5253 75.7407 14

YQMAMS 84.0473 47.1836 65.6154 15

W and Triple L 61.3888 63.4616 62.4252 16

HONER 55.9910 49.3538 52.6724 17

6 Conclusion

In this paper, we briefly introduced the overview of the NLPCC-2020 shared
task on Multi-Aspect-based Multi-Sentiment Analysis (MAMS). We manually
annotated a large-scale restaurant reviews corpus for MAMS, in which each sen-
tence contained at least two different aspects with different sentiment polarities,
making the provided MAMS dataset more challenging compared with existing
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ABSA datasets. The MAMS task has attracted 50 teams to participate in the
competition and 17 teams to submit the final results for evaluation. Different
approaches were proposed by the 17 teams, which achieved promising results.
In the future, we would like to create a new MAMS dataset with samples from
different domains, and add a new cross-domain aspect-based sentiment analysis
task.
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