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ICR 2020 Preface

The 5th International Conference on Interactive Collaborative Robotics (ICR 2020)
was organized as a satellite event of the 22nd International Conference on Speech and
Computer (SPECOM 2020) by the St. Petersburg Institute for Informatics and
Automation of the Russian Academy of Sciences (SPIIRAS, St. Petersburg, Russia)
and the Technical University of Munich (TUM, Munich, Germany). In July 2020,
SPIIRAS incorporated five other research institutions, but has now been transformed
into the St. Petersburg Federal Research Center of the Russian Academy of Sciences
(SPC RAS).

ICR 2020 was organized as a virtual conference in the online format during October
7–9, 2020. Challenges of human-robot interaction, robot control and behavior in social
robotics and collaborative robotics, as well as applied robotic and cyber-physical
systems were mainly discussed at the conference.

During the conference an invited talk “A Concept for a Human-Robot Collaboration
Workspace using Proximity Sensors” was given by Prof. Ilshat Mamaev (Karlsruhe
Institute of Technology, Germany).

Due to the COVID-19 global pandemic, for the first time, ICR 2020 was organized
as a fully virtual conference. The virtual conference, in the online format by Zoom had
a number of advantages including: an increased number of participants because lis-
teners could take part without any fees, essentially reduced registration fees for authors
of the presented papers, no costs for travel and accommodation, a paperless green
conference with only electronic proceedings, free access to video presentations after the
conference, comfortable home conditions, etc.

This volume contains a collection of 31 papers presented at the conference, which
were thoroughly reviewed by members of the Program Committee consisting of more
than 20 top specialists in the conference topic areas. Theoretical and more general
contributions were presented in common (plenary) sessions. Problem-oriented sessions
as well as panel discussions then brought together specialists in limited problem areas
with the aim of exchanging knowledge and skills resulting from research projects of all
kinds.

Last but not least, we would like to express our gratitude to the authors for providing
their papers on time, to the members of the conference reviewing team and Program
Committee for their careful reviews and paper selection, and to the editors for their hard
work preparing this volume. Special thanks are due to the members of the Local
Organizing Committee for their tireless effort and enthusiasm during the conference
organization. We hope that you benefitted from the event and that you also enjoyed the
social program prepared by the members of the Organizing Committee.

October 2020 Andrey Ronzhin
Gerhard Rigoll

Roman Meshcheryakov
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A Concept for a HRC Workspace Using
Proximity Sensors

Ilshat Mamaev1(B), Hosam Alagi1, Gergely Sóti1, and Björn Hein1,2

1 IAR-IPR, Karlsruhe Institute of Technology, Karlsruhe, Germany
{ilshat.mamaev,hosam.alagi,gergely.soti,bjoern.hein}@kit.edu

2 Karlsruhe University of Applied Sciences, Karlsruhe, Germany

Abstract. Human-Robot Collaboration (HRC) poses new challenges for
robotic perception systems. This paper proposes a concept for HRC
workspace augmented with capacitive proximity sensors and present
methods for camera-less multi-human/multi-object detection, localiza-
tion, and tracking based on proximity feedback. A gamified HRC exper-
iment realizing shell-game is designed for evaluation purposes. Exper-
imental results performed in the presented HRC setup verify that the
proposed methods are able to detect, localize, and track objects using
only the Capacitive Proximity Sensors (CPS) feedback.

Keywords: Human-Robot Collaboration · Capacitive proximity
sensing · Object detection · Localization and tracking

1 Introduction

Collaborative robots can complement human capabilities and push forward
automation in previously exclusively manual production lines. In this way, mono-
tonous or physically demanding work steps can be laid out to robots, which
would relieve the employees’ burden and maintain consistent high quality. In
robotics, optical sensors like cameras and laser scanners are traditionally used
for perception and safety. However, they are prone to challenges in divergent
light conditions, limited focal range, highly reflective or transparent surfaces,
etc.

In this paper, we propose a concept for a versatile Human-Robot Collabora-
tive (HRC) workspace using multi-modal sensors and a collaborative robot. Due
to the nature of HRC, the joint effort of such a human-robot team implies prox-
imity and close collaboration between the robot and the human. To augment
the system sensor capabilities and compensate drawbacks of optical sensors, we
introduce Capacitive Proximity Sensors (CPS) into the HRC concept and pro-
pose methods for camera-less multi human/object detection, localization, and
tracking. Finally, we evaluate the proposed concept against gamified HRC sce-
nario, where human is playing a shell-game in the HRC workspace with a robot.

c© Springer Nature Switzerland AG 2020
A. Ronzhin et al. (Eds.): ICR 2020, LNAI 12336, pp. 1–12, 2020.
https://doi.org/10.1007/978-3-030-60337-3_1
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2 State of the Art

2.1 Human-Robot Collaboration

While human entering into the workspace of a robot is considered an emergency
in classical industrial robotics, there are new research fields of Human-Robot
Interaction (HRI) and Human-Robot Collaboration (HRC) where robots are
expected to work side by side with humans. The difference between HRI and sub-
setted HRC is the necessity of joint effort for the collaboration (e.g., handshake),
whereas interaction entails “only” acting on someone or something else (e.g.,
commanding the robot to move) [6]. Collaborative systems without safety fences
have been introduced in normative document ISO 10218-2 [1], proposing more
relaxed and flexible safeguarding solutions. Consequently, the ISO/TS15066 [2]
permitted the contact between humans and robots and proposed 4 modes for
collaborative operation: safety-rated monitored stop, hand-guiding operation,
speed and separation monitoring, and power and force limiting. In this paper,
we mainly focus on the Speed and Separation Monitoring (SSM) in HRC tasks,
where user tracking and object detection/localization is of utmost importance
for safe and robust collaborative operation. We address the high level human and
robot collaboration as it is categorized in a feasibility study of the United States
Consortium for Automotive Research (USCAR) [12]. It is characterized by fully
automated and sensor-based robot motion while a human is in the working space
of the robot. Such scenarios could include multiple humans and multiple robots,
which increases the potential of blind spots in the perception.

2.2 Sensors

One of the main challenges in monitoring HRI/HRC is optical occlusion, which
may occur when robots or humans in action obstruct the field of view of globally
installed perception systems, such as cameras, laser scanners or radar sensors.

Traditionally, optical sensors are widely used in robotic applications, e.g.,
safety laser scanners for safeguarding operational space, stereo- and ToF-cameras
for visual perception in robotic manipulation tasks.

Sadrfaridpour and Wang [11] presented a framework for a collaborative
assembly task, where the worker’s hand was tracked using Phase-Space system
with active markers. Based on the pose of the hand, the paths of the robot end-
effector from and to the shared workspace were adapted, showing the reduction
in the human workload while maintaining the overall performance.

In industrial robotics, the sensor of choice for safety is the LIDAR (Light
Detection and Ranging) [5], which uses reflections from the human body for
operator presence detection [13]. Nevertheless, optical systems are susceptible to
light and weather conditions, visual occlusions in the scene, problems in close
range situations due to focal length or bi-static configuration of emitter and
receiver [4].

Unlike vision-based systems, radio technology can detect occluded targets
and can work in different light conditions. Rampa et al. [10] propose an approach
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for safe HRC using device-free radio localization. The wireless system is used to
detect and localize humans in multi-robot collaborative environments by analyz-
ing the fluctuations of radio-frequency electromagnetic waves in dense wireless
networks. Radar systems can be beneficial to optical ones in harsh conditions
and occluded spaces, however, they are prone to electromagnetic interference
and lack of accuracy.

Overall, a well designed global perception system would solve the detection
and localization problem in some HRC scenarios, however, with the drawback
being expensive and complex. Furthermore, for close and intensive interactive
tasks, a gapless perception of the robot’s near-field is essential.

To address these challenges, we propose a concept for an HRC workspace with
capacitive proximity sensors integrated into the worktable. The sensor system is
capable of detecting, localizing as well as tracking multi-objects.

3 Concept

3.1 HRC Workspace

We present a concept for HRC scenarios including moving humans and collab-
orative robots. The usage of collaborative robots ensures the Power and Force
Limiting operation due to reactive control strategies and torque feedback [7]. As
the human is closely interacting with the robot to complete a task, the shared
workspace must be continuously monitored. By integrating proximity sensors
inside the table both under the tabletop and on the sides, we can detect oper-
ator proximity to the collaborative workspace and localize objects on the table
without using a camera. Human detection and tracking is beneficial for collab-
orative operations with speed and separation monitoring.

Figure 1 illustrates the model of the HRC workspace and highlights the
different workspaces:

– robot operating space: the room where the robot joint movements take place
(in contrast to robot workspace - set of all reachable endpoint positions);

– human workspace: the room where a human can perform tasks
– collaborative space: room inside the robot operation space where robotic sys-

tem and a human can perform tasks either jointly or concurrently (TS15066,
3.3);

3.2 Capacitive Sensing

By driving an electrode (electrically conductive part) with an alternating elec-
trical potential, an alternating electrical field is generated between this electrode
and objects in its environment and build a capacitor ; an alternating current flow
through this capacitor can be then measured at the driver. As long the environ-
ment is static, the current flow is constant. While moving objects influence the
electrical field configuration (field lines) and thus the current flow. These changes
correspond to the objects’ material, size, and relative position to the electrode.
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Figure 2 shows our implementation of a capacitive sensing system that has
been presented in a previous work [3]. A signal generator drives eight electrodes
sequentially while the current flow is determined over a shunt resistor R. A micro-
controller μC synchronizes the multiplexer M and the analog-digital-convector
ADC and calculates the amplitude of the current of each electrode. The sensing
electrodes Es are shielded with driven electrode Eg in order to eliminate parasitic
effects. The presented system is modular and can be scaled up to form a large
sensing area with higher spatial resolution.

Fig. 1. CAD model of the HRC workspace.

Fig. 2. Capacitive sensor module - Measurement circuit.
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4 Implementation

4.1 Hardware Setup

Capacitive Sensor Array. The developed capacitive sensors are modular and
highly scalable. Over an Inter-Integrated Circuit bus (I2C) multiple sensor mod-
ules are addressable as slaves. The number of the slaves depends on the electrical
capabilities of the I2C bus such as the capacitive load and the data rate; it can
reach 123 slaves in case of 7-Bit I2C-addresses. The exciter signals of the modules
are synchronized to eliminate the self-influence (Fig. 3).

Fig. 3. Capacitive proximity sensor system. Multiple capacitive sensor modules can be
networked over an I2C bus and a synchronization line. The number of the modules n
depends on the capabilities of the I2C bus and can be up to 123.

We have built and integrated two sensor arrays with different electrode sizes
deepening on the required perception.

Sensor Array for Tracking Hands and Objects. The array covers an area
of 76 × 24 cm2 and consist of 96 measurement points (electrodes) and is driven
by 12 sensor modules, as shown in Fig. 4. The electrodes are round shaped with
a diameter of 4 cm, providing a measurement range of 10 cm.

Sensor Array for Tracking Workers. The sensors are mounted inside the
table at each wall, as shown in Fig. 5. The electrodes for a strip with dimensions
1 × 24 with the size of 10 × 10 cm2 each are driven by 3 modules. They provide
a measurement range of 15 cm.

Both arrays are interfaced with a ROS driver, which can configure and read
out the sensor modules over a COM port. The association of the electrode posi-
tions to a specific geometry is done in further ROS -nodes, which includes the
geometric description of the arrays.
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Fig. 4. Capacitive Sensor array 6 × 16 driven by 12 modules. Each electrode has a
round shape with a diameter of 4 cm, providing a measurement range of 10 cm.

Fig. 5. Capacitive Sensor array 1 × 24 driven by 3 modules. Each electrode has the
size of 10 × 10 cm2 a measurement range of 15 cm.

4.2 Software Methods

Interaction Detection. Data from the sensor arrays can be used to detect
whether a user is interacting with the table. Since the CPS values caused by the
proximity of a human user are significantly larger than values caused by inani-
mate objects, a threshold can be applied to the difference of two consecutively
received raw CPS data to differentiate whether the user is currently acting in
the shared workspace or not.
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Object Detection and Localization. Two methods from image processing
were applied to localize multi objects, wherever they appear, at the side of the
table (human) or on the table (workers hands and objects).

The Connected Component Labeling algorithm is used to identify multi detec-
tion and returns multi objects depending on a prior knowledge, e.g. the minimum
projection area. The appearance duration of an object is also considered to filter
out the noise, which is as follows:

{
object, if Ci > τc
Noise, Otherwise

, (1)

where Ci is the component area of ith detected object, and τc is the threshold
value.

A more sophisticated algorithm k-means is applied to localize k objects. It
uses the locations of the CPS weighted with their sensor values to determine the
centroids of k clusters. These can then be refined if additional information of the
objects is available.

Multi-object Tracking. Object tracking can be divided into two phases as
follows: object detection and object tracking. For object detection the data col-
lected from the sensor arrays – 1×8 and 6×16 – is treated as a one-dimensional
and a two-dimension image respectively. This allows us to apply methods from
computer vision to detect moving objects in the proximity of the worktable.

First we apply background subtraction by calculating the initial offset of the
sensor data and subtracting it from the sensor data stream. This can be expressed
as follows:

BSt(x) =
{

0, if (It(x) − B(x)) < τBS

1, if (It(x) − B(x)) ≥ τBS
, (2)

where It(x) is the input sensor values at step t, BS(x) is the background signals
and τBS is the threshold value. After this process, we assign the areas, where
an object exists, to 1, and other areas to 0. In this way, the sensor values are
changed into a binary vector. We then apply the Connected Component Labeling
algorithm taking the binary vector/matrix as an input; the output is a symbolic
vector/matrix, where the labels are assigned, identifying the unique connected
component.

In the second phase the objects are tracked using Kalman-Filter. This was
successfully evaluated in previous works [8,9]. The same number of trackers as
the detected objects are deployed in order to estimate the object’s state. Each
Kalman-Filter tracker is configured as follows:

xk = Axk−1 + ωk

zk = Hxk + vk,
(3)

where ωk and vk are the Gaussian noise with corresponding error covariances
Qk and Rk.
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In the case of multiple object tracking, we obtain several measurements
through detection. In order to assign the correct measurement to the corre-
sponding object tracker, we use the method Intersection over Union (IoU) that
describes the similarity of the sample sets.

The cost of assignment is described in Eq. (4). The smaller the cost is, the
higher probability of the assignment being true.

Cost =
{

1 − IoU, if IoU > τ
1 + punishCost, others

, (4)

where τ is the similarity threshold, and the IoU is then calculated with (5),

IoU =
area(A

⋂
B)

area(A
⋃

B)
, (5)

where A represents the detected objects area and B represents the predicted
objects area.

We obtain a M ∗ N cost matrix, where M represents the tracker’s number,
and N the measurement’s. This way, the assignment problem turns into a cost
minimization problem, which is then solved with the Hungarian algorithm.

5 HRC Experiment

To evaluate the setup, we designed an interaction scenario based on the shell-
game. In this game, an operator shuffles three shells, one with a ball placed
beneath, and a player has to guess which shell hides the ball. In our case, the
operator would be the human, and the player would be the robot. The shells are
ceramic espresso cups, and the ball is replaced by an aluminum disk that fits
under the cup.

The rules of the shell-game are the following:

– There are always exactly two shells and one ball (disc) on the table.
– The shells and disc always have to be inside the sensor-area indicated by

LEDs.
– Only game-relevant items should be in the field of vision of the camera (col-

laboration table, robot, shells, disc, player’s hands).
– The operator has to wait for idle state (indicated by green pulsating lights)

to start the game.
– The operator has to shuffle the shells and disc while in observe state. After

shuffling, the disc has to be below one of the shells.
– The operator has to wait for the robot to pick the shell hiding the disc while

in grab state (indicated by pulsating yellow lights).
– The operator should not interact with the table, shells and the robot if grab

state is indicated by the LEDs.

If the player follows the rules, the collaboration table will not enter stop state
(indicated by pulsating blue lights).
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The human-robot collaboration table and the shell-game experiment were
implemented using the Robot Operating System (ROS). ROS is an open-source,
meta-operating system that abstracts processes as nodes in a graph. These pro-
cesses communicate via the ROS infrastructure: messages, services, and actions.
ROS enables operating system functions like hardware abstraction, low-level
device control, and package management for robots. It also provides tools and
libraries for obtaining, building, writing, and running code across multiple com-
puters.

5.1 Shell-Game: System Architecture

The nodes used to implement the shell-game interact as follows (see Fig. 6):

– CPS node: provides raw sensor data and their offsets to the CPS wrapper
node.

– CPS geometry tools node: pairs raw sensor data and sensor locations.
– CPS wrapper node: processes raw sensor data and data from the CPS

geometry tools node. It detects movement and determines grasp positions.
– LED node: controls the color and dimming of the LEDs.
– LED wrapper node: implements the light patterns depending on the state

of the shell-game.
– Robot controller node: controls robot movement via the libfranka interface

provided by FRANKA EMIKA.
– Collaboration table node: implements the state machine of the shell-game,

by using the CPS wrapper, LED wrapper, and robot controller nodes.

To detect user interaction in the CPS wrapper node, the method described
in Sect. 4.2 is used with a threshold of 2 (empirically derived). For determining
the grasp position of the shell hiding the ball, k-means is used (see Sect. 4.2).
Additionally to the basic clustering method, the centroids are refined by aver-
aging the sensor locations, weighted with their sensor values within a radius of
4 cm around the original centroids. To select the shell hiding the ball, the sensor
values, within a radius of 4 cm around the refined centroids, are averaged. The
location with the maximum average sensor value is used as grasp position if
the said value is greater than a threshold (0.14, empirically derived). Otherwise,
there is no valid grasp position.

Finite State Machine. The robot can be in four states during the shell-
game. State transitions are controlled based on interaction detection of the CPS
wrapper node (see Fig. 7). The four states are as follows:

– idle - the robot is in the home position and does nothing; a transition is made
to observe state whenever the sensors indicate movement. The idle state is
indicated by green pulsating lights on the LEDs.

– observe - the robot is in a home position and does nothing; after the sensors
signal that there is no more movement, the position of the winning shell is
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Fig. 6. ROS nodes controlling the shell-game.

Fig. 7. States and state transitions during the shell game.

determined based on the sensor data. If no suitable position is found, the
state changes to idle, if there is one, the state changes to grab. The observe
state is indicated by green blinking lights on the LEDs.

– grab - the robot moves to the grasp position, and grabs the cup. It lifts the
cup to show whether the disc is beneath. After putting the cup back down,
the robot goes back to the home position, and the state changes to idle.
During grasping, whenever the sensors indicate movement, robot movement
is stopped and the state changes to stop. After the state changes back to grab,
the grasp position is estimated again if the cup was not grasped yet, and the
movement continues. The grab state is indicated by pulsating yellow lights on
the LEDs.

– stop - the robot stops its movement completely; a transition is made to grab
state, whenever the sensors indicate no more movement. The stop state is
indicated by blue blinking lights on the LEDs.
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6 Results and Conclusion

This paper describes the preliminary results of employing capacitive proximity
sensors for multi-human/object detection, localization, and tracking without a
camera in the HRC setup. The sensors were integrated into the table and can
measure the capacitive fluctuations of the EMF. The proposed object detec-
tion method is based upon Connected Component Labeling algorithm and allows
multi-object detection based on proximity feedback. For the object localization,
we also propose to use k-means clustering. The object tracking is built upon the
object detection method and Kalman-Filter for tracking, while the multi-object
tracking is achieved using Hungarian Algorithm.

To evaluate the HRC setup, we asked 10 participants to play the shell-game.
Out of 115 games, the correct shell hiding the ball was identified 114 times. Of
these 114 times, the shell was grasped 110 times correctly. The 4 unsuccessful
grasp attempts were caused by collisions with the other shell, as they were too
close to each other, or the robot tried to grasp the cup by its handle. There
were several instances where the user interacted with the table while the robot
was moving. All these invalid interactions were detected correctly, and the robot
movement was stopped automatically. Experimental tests in a real collaborative
environment show that the proposed methods are able to correctly detect, local-
ize and track human and object positions. Overall, capacitive proximity sensing
technology offers beneficial modality for close distance and intensive interaction
tasks for gapless perception. However, the capacitive measurement principle has
a strong material dependency.

In further studies, we plan to evaluate the performance of CPS in different
HRC scenarios and investigate hybrid sensory systems, where CPS augment
optical systems in order to combine sensor feedback and compensate for the
drawbacks of both sides. Additionally, deep learning approaches for material
recognition using capacitive feedback has to be evaluated, which could be the
key element for solving the material dependency problem.
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Abstract. Search and localization of obstacles is one of the main tasks in path
planning for robotic systems. In this paper, an approach to obstacle localization for
robot navigation in agricultural territories is proposed. The developed approach is
based on a combination of calculation of Normalized Difference Vegetation Index
(NDVI) and artificial neural network (ANN). The NDVI is used to detect obsta-
cles: buildings, stones, garbage and the Convolutional Neural Network (CNN) is
intended to search other obstacles: trees and vegetation. This separation allowed
to reduce the amount of data necessary for CNN training to one data class. The
result of the presented approach is a binary map, which shows passable and non-
passable areas for robots. The total accuracy of obstacle detection using proposed
approach ranges from 56 to 90% of the whole area, occupied by obstacles, on
image.

Keywords: Multispectral image · Navigation of robotic system ·Mask R-CNN ·
NDVI

1 Introduction

Navigation of robotic systems (RS) is one of themain tasks in robotics. This task includes
several subtasks: search and localization of obstacles, RS localization and path planning
[1, 2]. Search and localization of obstacles serve to solve the subtasks of path planning
and path adjustment to ensure the RS movement in agricultural territories. For path
planning, the system must know site sketch with the impassable areas marked on it.
These can be static objects, for example, trees, marshy areas or ravines. Due to large
area of agricultural territories, orthophotomap is used to represent all terrain features
in detail. Orthophotomap can be obtained using satellite images or unmanned aerial
vehicle (UAV) image stitching [3]. Images obtained with UAVs, in comparison with
satellite images, have higher detail, in addition, satellite images can become outdated,
while UAV images show the situation at a given moment.

When the RS moves, any objects can represent some sort of obstacle: stone, pillar,
garbage, as well as vegetation. The objective of this paper is to develop an approach to
the obstacle localization of on a map, by combining the CNN output and Normalized
Difference Vegetation Index (NDVI) calculation.
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A. Ronzhin et al. (Eds.): ICR 2020, LNAI 12336, pp. 13–20, 2020.
https://doi.org/10.1007/978-3-030-60337-3_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60337-3_2&domain=pdf
http://orcid.org/0000-0001-9603-3760
http://orcid.org/0000-0002-9121-894X
http://orcid.org/0000-0001-9745-0216
https://doi.org/10.1007/978-3-030-60337-3_2


14 E. Aksamentov et al.

2 Related Work

In addition to conventional RGB cameras, multispectral and hyperspectral cameras are
also used to expand the amount of data on terrain features [4]. Images obtained using
such cameras represent amap in different spectra. Usingmultispectral images, the NDVI
index can be calculated [5, 6]. The NDVI index allows to detect genotype of plants and
types of obstacles. The range of the index varies from−1 to 1. For buildings, NDVI are
less than −0.2, for vegetation more than −0.25, for water less than −0.37 and for bare
soil from−0.28 to−0.2 [7]. The accuracy of terrain NDVI calculation depends directly
on image quality. For example, due to weather conditions, some UAV images may be of
poor quality, so camera calibration is required prior to each capture [8].

For robot navigation based on the resulting orthophotomap, it is necessary to localize
areas where static obstacles are situated. A popular approach to classification of objects
in images is CNN. CNNs are used for pattern recognition in images and identification of
object types [9]. In [10] authors proposed a forest classification method based on CNN
and images obtained from the Sentinel-2 satellite. The method consists of four main
stages: determining the forest type, extracting the characteristics of an optical image,
extracting an image element from a satellite image, and classifying objects in the image
using the CNN classifier. The accuracy of classification was 97%.

The authors of [11] usedUAV images and deep neural networks to search for tobacco
plants. They developed an algorithm consisting of three stages: 1) identification of
regions where tobacco can grow, 2) search for tobacco plants, using the NA in the
selected regions, after which post-processing is performed to separate tobacco speci-
mens from other plants. As a result, the use of ANN allowed achieving a classification
accuracy of 93%.

The authors of [12] used ANN to classify plant cultures in UAV images. A hybrid
ANN HistNN was proposed for simultaneously evaluation both the color and texture
of plant. The resulting hybrid ANN classifies plants with an accuracy of 90%, which is
10% more accurate than ANN based on texture or color only.

NDVI are mainly used in agricultural domain to monitor vegetation, soil condition
estimation, etc. This paper discusses the use of the NDVI to search for obstacles in
agricultural areas for RS navigation. Using the NDVI, both plant objects and non-plant
objects can be classified. It is clear that the robot will move in irregular agricultural
terrain, therefore all non-plant objects can be considered as obstacles. Since the can
move on grass easily, not all types of vegetation will be obstacles. NDVI is intended for
quantitative estimation of condition of the agricultural territory; its main purpose is to
determine healthy and diseased vegetation; therefore, it is likely that this method cannot
be used to classify healthy plants relative to each other. In this case, we propose to use
CNN to search for plant obstacles. Using CNN, you can localize areas of objects in the
image without using NDVI. However, it is very difficult to collect such a data set for
CNN training, which would guarantee a complete classification of all objects, detected
on agricultural territory. Therefore, to localize obstacles, we propose to combine the
output of CNN and the NDVI calculation.
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3 NDVI Calculation

The agricultural area, considered in this paper, contains different natural and artificial
obstacles, such as trees, shrubs, grass, buildings. NDVI allows to distinguish areas with
vegetation from other surface types, for example, houses, bare soil, water bodies. NDVI
is calculated as [5]:

NDVI = NIR − RED

NIR + RED
,

where RED – reflection in the red range of the spectrum, NIR – reflection in the near-
infrared spectrum. Let us denote types of objects, treated as obstacles. Non-vegetative
types include objects such as buildings, fences, stones, and various rubbish, while veg-
etative ones include trees and shrubs. Since the robot will move along agricultural land
without roads, we will assume that the roads also belong to a non-vegetative type of
obstacles.

For a more convenient presentation, the calculated NDVI in the image is represented
by a set of colors. One of the most common kinds of color maps is “red-green” one,
where green indicates vegetation and red indicates non-vegetative objects [13]. Figure 1
shows an example of NDVI calculation for agricultural areas.

а) original image b) calculated NDVI

Fig. 1. NDVI calculation example. (Color figure online)

In red in Fig. 1b, all non-vegetative objects are highlighted, and green - vegetative
objects. This example shows that NDVI allows to accurately distinguish all plant objects
fromnon-plant, which in the framework of this study are obstacles. It should be noted that
the calculated NDVI for vegetation, in particular for trees, is equal to the index value
obtained for grass. However, grass is not an obstacle for RS movement, unlike trees,
which are obviously dangerous. Thus, it becomes necessary to introduce additional
methods for vegetative object localization.
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4 Mask R-CNN Training

In earlier research it was revealed that trees and shrubs are obstacles of a vegetative type
and only their crown is visible while UAV shooting. Since the outward crown of trees
from bushes differs only in size, it was decided to combine them into one class - “trees”.
Mask R-CNN [14] was selected for “trees” detection. Mask R-CNN is distinguished by
the automatic generation of the mask of the detected object, which allows to accurately
determine its outlines.

The pre-trained MS COCOmodel was used to train CNN [15] MS COCO is a large-
scale dataset containing more than 80 classes trained on more than 200 thousand labeled
images. In addition to the mask of the detected object, this model also builds a frame
around the object and classifies it. The output of the Mask R-CNN for detecting trees is
shown in Fig. 2.

Fig. 2. Mask R-CNN output.

For training, 700 photographs were used, 625 of which were used for training and
validation and 75 for testing. Training took place over 250 eras. The accuracy of Mask
R-CNN on the test data set was 63.3%. Relatively low accuracy is associated with a
small amount of training data, since its marking is a cumbersome task, especially with
fuzzy outlined objects. For example, in [16], Mask R-CNN is used to reveal buildings on
image in the building search task. The authors used a total of 3, 500 images for training
and achieved the accuracy only 71%. Thus, a significant increase in the data set size will
improve the quality of the CNN.
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5 The Combination of Mask R-CNN Output with NDVI
Calculation

Since the considered methods for obstacle detection are not effective as standalone
approaches, to solve the problem of finding obstacles for RS navigation in agricultural
terrain, we propose to combine calculated NDVI with CNN output. As NDVI does not
allow to accurately determine all vegetative objects which are hazardous to RS, we
propose to use NDVI to localize all non-vegetative objects. CNN will be used to detect
vegetative objects. The obstacle localization algorithm for the RS is presented in Fig. 3.

Begin

NDVI Index Calculation Localization of objects using 
NN

Association of areas

Creating a binary map of the 
area

NDVI index value 
for pixel <-0.2

The image in the 
visible spectrum?

Yes

End

No

IR and visible images

IR image reading Visible Spectrum Reading

The pixel area is 
marked as an obstacle

Obstacle Areas

Obstacle Areas

Cycle 
i from 1 to n pixels NDVI 

image

Yes

No

Fig. 3. Flowchart of obstacle localization algorithm.

The input of the algorithm (see Fig. 3) is infrared and near infrared images, as well
as RGB, obtained using the UAV. For multispectral images, the NDVI is calculated.
Vegetative and non-vegetative areas are distinguished based on the obtained NDVI.
Simultaneously, CNN network searches for trees on the RGB image. Areas where trees
were found, as well as non-vegetative areas are treated as dangerous.
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The motion of the robot in such areas is prohibited. As a result, all the obtained
information allows us to present the map of the area as a binary image, where black
spots indicate possible obstacles, and white areas where RS movement is allowed. The
output of such workflow is presented in Fig. 4.

Fig. 4. The intermediate results of proposed algorithm.

To quantify the performance of the approach, the area of obstacles found using var-
ious methods was calculated. 25 images were manually labeled for it. In each image,
vegetative and non-vegetative obstacles were marked. In order to determine the percent-
age of the territory with obstacles relative to free territory, the ratio of the total area
with obstacles to the entire image area was calculated. The obtained data were taken as
a reference set. Then, for the initial images, each method was individually applied for
obstacle searching: non-vegetative objects were recognized using the NDVI, vegetative
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objects using CNN. Both types of obstacles were classified using the developed app-
roach. The area of obstacles found by each method was compared with the reference
values. The results are presented in Fig. 5.
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Fig. 5. Comparison of the obstacle area found using Mask R-CNN, NDVI and the developed
approach with manual marking.

If only non-vegetative objects are located on the image, then the obtained values
using the NDVI are similar to the reference values for the same images. If there are only
trees in the image, the CNN determines them with an accuracy of 63.3%. It is worth
noting that to increase the speed of finding obstacles, it is advisable to use no single
images, but the orthophotomap with both vegetative and non-vegetative obstacles. In
this case, the values of the found area occupied by various types of obstacles, using
the developed approach, are closest to the standard in comparison with the previously
considered individual methods. Using theNDVI allowed to determine an average of 39%
of the total area of obstacles, with Mask R-CNN 49%, and the developed approach on
average provides detection of 88% of the total area of all obstacles. The advantage of the
developed approach is the ability to localize obstacles without generating a large training
data set. Nevertheless, there may be areas with dry or burnt vegetation are present in
the area under consideration, where the calculated NDVI may be equal to the values of
non-vegetative areas.

6 Conclusion

In this paper, an approach to the obstacle localization for robot navigation in agricultural
territories is proposed. The essence of the approach is to divide obstacles into vegetative
and non-vegetative. This separation allowed to select the methods that are best suited for
the detection of objects of a particular type. NDVI was used to search for non-vegetative
obstacles, and MASK R-CNN for vegetative ones. The output is a binary map with
passable and non-passable areas. This approach allowed to reduce the number of classes
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of objects that need to be detected by ANN and, as a result, significantly reduce the
amount of training data. The developed approach can be used in territories with many
objects of various classes. Using NDVI allows to not train the CNN to classify each
individual object. The proposed approach on average provides localization of 88% of all
obstacles in the image. Further research will focus on the use of hyperspectral images
to localize obstacles, which will allow to analyze a wider range of spectra and improve
the developed approach.
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Abstract. Reliable human following is one of the key capabilities of
service and personal assisting robots. This paper presents a novel person
tracking and following approach for autonomous mobile robots that are
equipped with a 2D laser rangefinder (LRF) and a monocular camera.
The proposed method does not impose restrictions on a person’s clothes,
does not require a head or an upper body to be within a camera field of
view and is suitable for low height indoor robots as well. The algorithm is
based on a metric that takes into an account parameters obtained directly
from LRF and monocular camera data. The algorithm was implemented
and tested in the Gazebo simulator. Next, it was integrated into a control
system of the TIAGo Base mobile robot and successfully validated in uni-
versity environment experiments with real people. In addition, this paper
proposes a new criterion of algorithm performance estimation, which is
a function of false positives number and traveled distances by a person
and by a robot. Further this criterion is used to compare performance of
the proposed method with the Multiple Instance Learning (MIL) tracker
in simulated and in real world environments.

Keywords: Mobile robot · Human tracking · Human following
algorithm · Laser range finder · Monocular camera · Multisensor
tracking · Accuracy score · ROS · Gazebo

1 Introduction
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[14], rescue robots [26,28], and others [31]. A person-following robot simultane-
ously deals with three problems: a self-localization, followed person coordinates
detection (and tracking) and path planning [21]. A significant variety of works
on person-following algorithms for autonomous mobile robots, which were pro-
posed in the past decades, could be roughly divided into laser range finder (LRF)
based approaches, camera-based approaches and mixed approaches [13].

Mobile robots are often equipped with a 2D LRF. While these on-board
LRFs are generally employed for simultaneous localization and mapping (SLAM)
tasks [34], they could be also utilized for tracking of a target person’s legs posi-
tion. Major LRF-based human tracking solutions employ a geometric approach
assuming that human legs or body have a specific shape and geometric param-
eters [16,27,35] or apply well-established machine learning techniques [4,12,24].
Yet, the assumption that person clothes allow distinguishing two separate legs
in LRF data is not applicable when clothes completely cover legs, e.g., a person
wearing a skirt or a long overcoat. Moreover, while LRF-based tracking is mainly
successful in large open spaces, they often fail distinguishing human legs from
other obstacles in a cluttered environment. Multidimensional LRF data based
approaches could significantly improve accuracy of human detection, position
estimation and tracking [8]. Alternatively, a 3D LiDAR could be used to track
objects in 3D space [20,36], but it is important to emphasize that these sensors
are quite expensive.

Additional visual sensors, such as mono cameras, stereo cameras, and 360◦

cameras, are used to increase person-detection and tracking reliability [32]. In [30]
authors applied skeleton tracking by Microsoft Kinect SDK and an auxiliary
tracker, which utilized Camshift algorithm. In [15] a mobile robot used an RGB-
D camera based simple 2D tracker of a human. In [23] an RGB-D camera based
framework for a human following robot combined deep learning and variational
Bayesian techniques. A stereo vision based CNN tracker for a person-following
robot was proposed in [10]. In [18] a person-following robot used a monocular
camera for a person tracking and identification. However, if a robot has a low
height, then a human head and upper body are not always contained in a cam-
era’s field of view. This makes visual person detection and tracking difficult. To
increase a person identification and tracking reliability, it is advisable to jointly
use a LRF and a camera. A person-following algorithm in [19] fused data of
a LRF and a panoramic camera. In [17] authors suggested a person tracking
and following algorithm for a mobile robot, which was equipped by a right-side
monocular camera and a frontal LRF.

This paper presents a human following algorithm for an autonomous person-
following mobile robot of a low height. The algorithm is based on a LRF and a
monocular camera data fusion. We implemented and tested our approach with
the PAL Robotics TIAGo Base [29] wheeled differential drive robot. The robot
has a cylindrical shape with 54 cm diameter and 30 cm height. Relatively small
dimensions allow the robot to traverse environments of various types, including
cluttered office rooms [6]. In addition to original Hokuyo URG-04LX-UG1 LRF
[1], which is located in the front of the robot at 10 cm height from a floor level, we
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equipped the TIAGo Base with a monocular Web camera of 640×480 resolution.
The camera was placed on the top of the robot, in its front, at a height of 40 cm
from the floor level. The person-following algorithm was initially validated in
the Gazebo simulator [3,22] and then in a real world indoor environment.

2 Human Tracking and Following

2.1 Human Tracking

To successfully follow a person, a robot needs to track him/her continuously
and to be capable of searching and identifying the person in case of loss. Our
algorithm simultaneously tracks a person in two 2D images: the first image
is constructed from LRF data and the second is a monocular camera image.
Using LRF data we constructed a 2D image of 500 × 500 pixels, which contains
LRF distance readings toward environment obstacles. Closely located pixels that
corresponded to occupied locations (a static or a dynamic obstacle, including a
human) were connected with straight lines. Figures 1a, b show examples of LRF-
based images with a person in front of the TIAGo Base robot: a person in trousers
with clearly distinguished legs (Fig. 1a) and a person in a skirt (Fig. 1b).

Our previous work [9] compared five popular trackers of OpenCV library:
KCF, TLD, Median Flow, MOSSE and MIL [5]. They were compared in a virtual
world of the Gazebo simulator for a person tracking task using LRF data. MIL [5]
tracker demonstrated less false positives and a longer path length of successful
tracking (without loosing a tracked person) than the other four approaches.
However, it should be emphasized that a common disadvantage of all five trackers
was a large number of false positives when a person approached any virtual
obstacles including walls, furniture or other people. Therefore, to successfully
track a person in LRF data, a tracker should be capable to distinguish a person
from another object within the LRF data. Combining strong features of LRF-
based and camera-based tracking we could obtain better tracking results. Yet, to
combine these data, a person should simultaneously appear within a camera and
an LRF field of view, which allows (at least partial) matching of LRF-based and
camera-based images. This paper proposes a new method of LRF and camera
data fusion that elicits a more precise human tracking and following.

Both in virtual experiments within the Gazebo environment and real world
experiments with TIAGo Base robot we use the following notations in this paper:

– LRFimg is n × n pixel binary image, which is constructed using LRF data;
– LRFp is d × d pixel fragment of LRFimg that contains a person (exhaustive

target person data within LRFimg image, which could reflect the entire person
or only a part of his/her body);

– Cimg is an image from a camera;
– Cp is a fragment of Cimg that corresponds to LRFp fragment (i.e., the person).

Our method requires at least n = 500 and d = 75, which were obtained
empirically. In this case, 500 × 500 pixel image LRFimg corresponds to a square
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pattern that reflects virtual or real world data within 5 × 5 m2 square. When
tracking starts we save the first Cp as a sample image S and keep updating Cp

variable with time. If a person is simultaneously within a camera and an LRF
fields of view, a new value of Cp is obtained and compared with S. In addition
to tracking the target person within LRF data we track the person in camera
data using an independent tracker. Cτ denotes an image of the person, which
is obtained using the independent tracker. Figure 1c demonstrates examples of
images LRFp, Cp, Cτ and S.

(a)

(b) (c)

(d) (e)

Fig. 1. (a) LRF data based 2D image. Black pixels correspond to empty or unknown
(due to an occlusion) space, white pixels correspond to visible obstacles. The red dot
denotes the TIAGo Base robot position. Legs of a person in trousers form two curves
(inside the green square). (b) LRF data based 2D image. A person in a long skirt forms
the single curve (inside the green square). (c) Examples of LRFp, Cp, Cτ , S images
in the Gazebo virtual experiments. (d) Real world experiments with the TIAGo Base
robot inside the 2-nd Study Building of KFU, 35 Kremlevskaya street, Kazan. (e) A
person trajectory in virtual experiments in Gazebo. (Color figure online)

A person is displayed in LRFp (LRF data based) image as a set of points and
there is a particular Cp (monocular camera data based) image that corresponds
to LRFp. The idea of our method is based on the construction of an abstract
metric space. The points of this space are ordered pairs of the form (LRFp, Cp).
The tracked person is associated with some point (LRFp, Cp) of this metric
space at each moment. We introduce a feature system for each pair (LRFp, Cp).
At the initialization time images LRFp and Cp correspond to a target person.
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To determine a position of a person at the next moment, we construct a metric,
which allows us to compare objects within the LRF and camera field of view
with the initial sample.

We denote a correlation coefficient of normalized histograms of Cp and S as
corr(Cp, S). LRFp(x, y) denotes a pixel value at (x, y) cell of an image, where
x and y are integer numbers so that 0 ≤ x, y ≤ d − 1. LRFp(x, y) takes a value
of 0 for an empty cell and 1 for a cell with an obstacle, which could be a person
or another object (in Fig. 1a black pixels are assumed to be an empty space,
white pixels correspond to visible obstacles). Thus LRFp image could be viewed
as a matrix with zeros and ones. We process LRFp matrix in a such way that
each column of a resulting matrix LRFN

p has at most one nonzero element. The
convention is to keep only the lowest index element if several nonzero elements
appear in the column. Next, using LRFN

p matrix, we construct function f(x)
on the set [0, d − 1]. The value of f(x) is a row number of a nonzero element of
column x and is zero if LRFp(x, Y ) = 0 for all Y ∈ [0, d − 1].

Consider an abstract space M whose elements are ordered pairs (LRFp, Cp).
Let P = P (LRFp, Cp) be a point of this space. Using a set of {ni}, i = [0..7]
functions for each point of space M we describe a target human appearance
using a number of mathematical features of his/her shape as follows:

– n0(P ) denotes function f(x), which is constructed for point P (its LRFp part)
by the method described above;

– n1(P ) denotes a number of local minima of f(x);
– n2(P ) denotes a number of discontinuity points of f(x);
– n3(P ) denotes a cardinality of a set of points at which f(x) �= 0;
– n4(P ) denotes a height of a tracked curve in terms of columns of LRFp image

n4(P ) = |max f(x) − min f(x)|;
– n5(P ) denotes an indicator function that allows detecting whether LRFp

image contains a straight line as follows:

n5(P ) =

{
0 if |corr(x, f(x))| < σ1

1 if |corr(x, f(x))| ≥ σ1

, (1)

where corr(x, f(x)) is a linear correlation coefficient of x and f(x), σ1 is an
empirically established threshold value, which was set to 0.9. n5(P ) allows
reducing probability of false positives on walls and other objects with flat
vertical surfaces;

– n6(P0, P ) denotes a result of comparing Cp image and the one that is obtained
by an independent tracker

n6(P0, P ) = |corr(Cp0 , Cτ ) − corr(Cp, Cτ )|, (2)

where P0(LRFp0 , Cp0), P (LRFp, Cp) ∈ M ; Cp0 , Cp ⊂ Cimg and Cp0 �= ∅,
Cp �= ∅; Cτ was previously defined as an image of the person, which is
obtained by the independent tracker.
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– n7(P0, P ) denotes a result of comparing Cp image with the initial sample of
the human image

n7(P0, P ) =

{
0, if corr(Cp0 , Cp) ≥ σ2

1, if corr(Cp0 , Cp) < σ2

, (3)

where σ2 is an empirically established threshold value, which was set to 0.8
in our experiments.

For space M we set the following metric for measuring a distance between
two distinct points P0 and P1:

ρ(P0, P1) = λ0 max |n0(P0) − n0(P1)|

+
5∑

i=1

λi|ni(P0) − ni(P1)| +
7∑

i=6

λini(P0, P1),
(4)

where λi > 0 are weighting coefficients that allow to adjust metric in Eq. (4)
sensitivity to particular parameters. In our experiments all values {λ0, .., λ7}
were set to 1 and a research of their correlation and selection is left as a part of
our future work.

Using metric defined by Eq. (4) we constructed a tracker that fuses LRF and
monocular camera data. At an initial moment of time a target person is the
closest object to a robot, which allows setting P as a set of a sample image S
of the target person and the corresponding ni, i = [0..7]. Next, at each step the
algorithm could find point P0, which is the closest one to P .

As an independent tracker that provides image Cτ we used the MIL tracker
[5]. To eliminate the problem of loss and false positives by the MIL tracker,
we re-initialize it with a newly obtained target person image every time when
ρ(P, P0) < στ holds. Here στ is an empirically established threshold value, which
is set to 7 in our experiments.

2.2 Person-Following Algorithm

Using the above described tracker a robot can determine a position and coordi-
nates of a person. The next task is to plan a path from current robot position
Sloc to local target Tloc, which is located in a close vicinity of a person, at a
safe distance from him/her [25]. Points Sloc and Tloc are selected in a robot
centered system of coordinates, and thus Sloc is the origin (0,0) of the robot cen-
tered system. If a straight line (Sloc,Tloc) intersects an obstacle, the algorithm
applies a local planner, e.g., the ROS move base package. Upon reaching Tloc,
the algorithm sets Sloc to Tloc, defines new Tloc and plans a path to new Tloc.

The person-following algorithm is presented in Algorithm 1. At a start,
a person stands in front of a robot and the robot determines local to LRF
coordinates Ψ̃ of a nearest object using LRF. These coordinates correspond to
P (LRFp(Ψ̃), Cp(Ψ̃)) point of space M . We assume that LRFp(Ψ̃) and Cp(Ψ̃)
images always contain an image of the person. To determine coordinates of the
person at the next moment, we build an array of 100 points Ψi (i=1..100), located
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no farther than Euclidean distance ε (empirically selected as ε = d) from a pre-
vious position of the person. The selection of 100 points is an empirically defined
trade-off between accuracy and execution time. This array corresponds to array
of points Pi(LRFp(Ψi), Cp(Ψi)). First, we fix a minimum value ρ(P, Pi) as P0

point; then we select a point with index i that has a minimal value ρ(P, Pi)
within the array. If ρ(P, Pi) < θ (empirically selected as θ = 34 based on an
analysis of a set of virtual pilot experiments), then the robot moves to point Ψi;
otherwise the robot begins searching for a person. During the search, the robot
compares all detected objects with the person using Eq. (4).

Algorithm 1. Person-following algorithm

1: Get LRFimg and Cimg images

2: Find nearest object coordinates ˜Ψ

3: P := (LRFp(˜Ψ), Cp(˜Ψ))

4: Ψprev := ˜Ψ

5: Initialize tracker for Cτ

6: while not “Return command” do

7: Update LRFimg, Cimg, Cτ

8: P0 := (LRFp(Ψprev), Cp(Ψprev))

9: minρ := ρ(P, P0)

10: for all |Ψi − Ψprev| < ε do

11: Pi := (LRFp(Ψi), Cp(Ψi)

12: if ρ(P, Pi) < minρ then

13: minρ := ρ(P, Pi)

14: Ψgoal := Ψmin

15: end if

16: end for

17: if minρ < θ then

18: if minρ < στ then

19: Initialize tracker for Cτ

20: end if

21: Move to Tloc(Ψgoal)

22: Ψprev := Ψgoal

23: else

24: Run person search procedure

25: end if

26: end while

3 Experiments

This section describes experimental work with TIAGo Base robot in the Gazebo
simulator virtual environment and in real world environment.
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3.1 Simulation in Gazebo

For real world experiments, we used a corridor of the 2-nd study building of
Kazan Federal University (Fig. 1d). A part of the corridor and one room of the
Laboratory of Intelligent Robotic Systems (LIRS) were modelled in the Gazebo
simulator for virtual experiments (Fig. 1e). Algorithm 1 was implemented in
the Gazebo simulator using the TIAGo Base robot simulation packages [2]. A
38 m piecewise linear trajectory of a target person (Fig. 1e) was used in 400
virtual experiments in the Gazebo simulation (Fig. 2a). Figure 2b demonstrates
LRFimg, LRFp, Cimg, Cp and Cτ that correspond to the particular frame of
Fig. 2a.

(a)

(b)

(c)

(d)

(e)

(f)

Fig. 2. (a) The Gazebo simulation frame of Algorithm 1. (b) Tracking a person using
LRF (left) and camera (right) data in the Gazebo. On the left: LRFimg image with
LRFp area denoted with the red square. On the right: Cimg image with Cp area (inside
the red rectangle) and Cτ area (inside the blue rectangle). (c) TIAGo Base follows a
person in pants. (d) Tracking the person in the pants using LRF (left) and camera
(right) data. In the left image the target person is in the red square” (e) TIAGo Base
follows a person in a long dress that covers legs. (f) Tracking the person in the long
dress using LRF (left) and camera (right) data. In the left image the target person is
in the red square. (Color figure online)

In our previous work [9], we attempted tracking a straight line walking human
in LRF data with KCF, TLD, Median Flow, MOSSE and MIL trackers. Their
performance comparison demonstrated a clear superiority of the MIL tracker.
Therefore in this work the MIL tracker was selected as an independent tracker
(within Algorithm 1) as well as the only competitor for Algorithm 1 evaluation.
We used standard parameters of the MIL tracker of the OpenCV library: a
radius for gathering positive instances during init – 3, a search window size – 25,
negative samples to use during init – 65, radius for gathering positive instances
during tracking – 4, positive samples to use during tracking – 100000, negative
samples to use during tracking – 65, features – 250.



Person-Following Algorithm 29

We evaluate the accuracy of person-following algorithms according to an
average traveled distance, tracker false positives, and an average person speed.
On a false positive occurrence, we stopped the experiment and measured a dis-
tance traveled by the robot. For algorithm performance evaluation, the following
accuracy score was used:

μ =
1
2

(
1 +

∑
i li∑
i Li

− Nf

N

)
, μ ∈ [0, 1], (5)

where Nf is a number of false positives, li is a distance traveled by a person in i-th
experiment, Li is the person’s path length, N is a total number of experiments.
The four aforementioned values correspond to an entire set of experiments for
an algorithm with a particular human walking speed. The ratio

∑
i li/

∑
i Li

allows evaluating whether a robot succeeded to complete an entire path without
losing the person. The ratio Nf/N reflects an average number of false positives
per experiment. The parameter μ reaches its maximum of μ = 1 if the robot
succeeded to follow the person along the entire path (

∑
i li =

∑
i Li) and there

were no false positives (Nf = 0). The minimum possible value is μ = 0 if the
robot did not start (i.e., immediately lost the human at the start and thus∑

i li = 0) and each test was featured with a false positive (Nf = N).
A pedestrian walking speed depends on several factors including a person

age [7] and environment conditions [11]. Taking into account that the maximum
speed of the TIAGo Base robot is only 1 m/s, we tested the algorithms for two
human walking speeds of 0.5 and 0.9 m/s. Table 1 presents virtual experimental
results in the Gazebo simulation for MIL tracker and for Algorithm 1 (denoted
as Alg1). Both algorithms were tested at 0.5 m/s and 0.9 m/s walking speed of
a human with 100 runs for each speed.

In total, we conducted 400 virtual experiments. In each experiment, a person
walked along a corridor according to the preplanned route (Fig. 1e). The route
length in each experiment was 38 m. When a false positive was detected, the
experiment stopped and the total distance traveled by the robot was measured
at this point. MIL tracker demonstrated 41 false positives within 100 experiments
at a speed of 0.5 m/s and 49 false positives within 100 experiments at a speed of
0.9 m/s. Algorithm 1 did not provide any false positives within 100 experiments
both at 0.5 m/s and 0.9 m/s speed. The total accuracy score was calculated with
Eq. (5). For MIL tracker the score was 0.67 at 0.5 m/s and 0.57 at 0.9 m/s, while
Algorithm 1 demonstrated maximal possible accuracy score (of 1) at both speeds
due to a monocular camera and LRF data fusion approach.

3.2 Experiments in a Real World Environment

A set of real world experiments was conducted in the environment that served as
a source for Gazebo environment modelling (Fig. 1d). One male and one female
participated in real world experiments. The male wore black trousers (Fig. 2c, 2d)
and the female tested one pair of trousers and 2 different long one-piece garments
(Fig. 2e, 2f). We asked the experiment participants to stand at a short distance
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Table 1. Experimental results in the Gazebo simulation and in real environment for
MIL tracker and for Algorithm 1 (denoted as Algorithm 1).

Environment Simulation Real world

Tracker MIL MIL Alg1 Alg1 MIL Alg1

Average human
walking speed, m/s

0.5 0.9 0.5 0.9 0.5 0.5

Average distance
traveled by robot, m

28.2 24.1 38 38 19.1 28.9

Total false positives
number

41 49 0 0 14 0

Number of experiments 100 100 100 100 30 30

Total accuracy score 0.67 0.57 1 1 0.59 0.89

from the robot (between 20 cm and 1.8 m) and slowly walk a distance of 30 m.
If the tracker lost a person the robot stopped moving.

Our experiments demonstrated a stable behavior of Algorithm 1 regardless of
having clothes that completely cover human legs or allow to distinguish two sepa-
rate legs. Figure 2c demonstrates an experiment of following a person in trousers
that allow distinguish two legs. Figure 2e shows an experiment of following a
person in a long dress that does not allow distinguish two legs. Figures 2d, f
show examples of areas LRFimg, LRFp, Cimg, Cp and Cτ for people in different
clothes. The same experiments were conducted for the MIL tracker.

Table 1 also presents the results of 30 real world experiments. In these exper-
iments the robot speed was set to 0.5 m/s. Total accuracy score was calculated
using Eq. (5). Algorithm 1 demonstrated significantly better results of μ = 0.89
than the MIL approach with μ = 0.59. Moreover, while the MIL approach had
false positives almost in 50% of the experiments, Algorithm 1 did not have any
false positives in all 30 runs.

4 Conclusions and Future Work

In this paper, we presented a novel person tracking and following approach for
autonomous mobile robots that are equipped with a 2D laser range finder (LRF)
and a monocular camera. A LRF and a monocular camera data fusion improved
a person tracking reliability for indoor environments. The proposed method does
not impose restrictions on person’s clothes and does not require a head or an
upper body to be within a monocular camera field of view. This allows to employ
our method for low height indoor robots. Our algorithm was implemented in the
Gazebo simulator and validated with TIAGo Base mobile robot. In addition, we
proposed a new algorithm performance estimation criterion as a total accuracy
score, which is a function of false positives number and traveled distance by a
person and by a robot. The algorithm performance was compared with the MIL
tracker performance using the proposed accuracy score in the Gazebo simulation
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and in real world experiments with the TIAGo Base robot and demonstrated
significantly better results than the MIL tracker.

In this work, the algorithms were tested only in static environments with a
single walking person in a scene. As a part of our future work, we plan to extend
our algorithm to the case of multiple static and dynamic objects in a scene, to
increase a number of participants and clothing variety in real world experiments
and to validate the algorithm at a broad variety of human walking speeds.
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Abstract. Autonomous robots in the Arctic cover a number of strategi-
cally important tasks, including climate research, reconnaissance, trans-
portation, material delivery, search and rescue. These goals require
adapting standard navigation, localization and mapping algorithms to
the harsh Arctic conditions, which do not allow their straightforward
usage. The paper describes main problems of using simultaneous localiza-
tion and mapping (SLAM) algorithms in the Arctic region and formulate
requirements for the Arctic landscape simulator. With regard to these
requirements we constructed Arctic terrains in Gazebo simulator, which
implemented three of the eight proposed Arctic features, and studied
behavior of ROS implementations of GMapping, Hector SLAM, ORB-
SLAM2 and RTAB-Map SLAM algorithms within the obtained terrains.

Keywords: SLAM · Arctic · ROS · Gazebo · Hector SLAM ·
ORB-SLAM2 · RTAB-Map

1 Introduction

Strategic needs of mastering the Far North and the Arctic region [1] require
development of robotic systems and algorithms that could be utilized in the
harsh Arctic conditions Unmanned ground (UGV) and aerial (UAV) vehicles
as well as unmanned surface (USV) and underwater (UUV) vehicles could be
employed to perform a wide variety of specialized tasks in the Arctic, including
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resource exploration, monitoring, climate research, reconnaissance, transporta-
tion, material delivery, search and rescue operations, etc. [23,32]. At the same
time, solving the problem of autonomous robot navigation [20] requires consid-
ering extreme climate and weather conditions of the Arctic region, taking into
account low temperatures, precipitation, strong winds and a presence of snow
and ice covers.

When moving toward practical applications of mobile robots within the Arc-
tic region, potential problems with steady radio communication, GLONASS/
GPS availability and precision should be also considered. In the absence of a reli-
ableGLONASS/GPS signal for navigation robots have to rely on data from inertial
and visual onboard sensors, such as mono and stereo cameras. However, standard
algorithms for visual localization and mapping usage are seriously constrained by
a landscape uniformity and a negligibly small number of available feature points,
as well as by a blurred horizon line. Despite individual attempts to solve this prob-
lem, there is still no qualitative algorithms for visual autonomous localization and
navigation under the Far North and the Arctic conditions [11].

Effective development and testing of new algorithms for autonomous local-
ization and navigation in the Arctic require numerous experiments. Therefore, a
development of a realistic simulator that takes into account weather and climate
features of the Arctic region and is suitable for virtual testing of algorithms for
autonomous robot navigation becomes critical. While virtual experiments in a
simulator could not substitute a real world validation, they might help to signif-
icantly reduce amount of algorithmic mistakes and discover various undesirable
features prior to a high-cost testing in the Arctic region.

In this paper, we review existing problems of autonomous navigation in the
Arctic and formulate requirements for virtual environments to be used for testing
simultaneous localization and mapping algorithms (SLAM), which are intended
for the Arctic region. With a help of our robot operating system (ROS) based
software [9,19] we created a set of ROS/Gazebo environments that simulate
uneven snowy landscapes and tested ROS implementations of GMapping, Hector
SLAM, ORB-SLAM2 and RTAB-Map SLAM algorithms within the obtained
terrains.

2 Problems of Visual SLAM in the Arctic

Mobile robots, both autonomous and semi-autonomous [35], face a number of
challenges in severe Arctic environmental conditions. In the Arctic it is difficult
to use radio systems for determining a current location of a UGV [31]. Failures
of GLONASS/GPS signals receiving could be observed even at latitudes of 70◦

of the north latitude [26]. Short-wave communication systems are hampered
by ionospheric and atmospheric noise [22,31]. Ultrashort waves are not liable
to this interference, but their use is limited by a range of a direct geometric
visibility. An absence of external reference systems for autonomous mobile robots
in an unknown environment makes the problem of simultaneous localization and
mapping (SLAM) [10,13] particularly prominent. Using SLAM, a mobile robot
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could build an environment map and simultaneously use this map to determine
its current location. SLAM algorithms could utilize different types of onboard
sensors, such as laser range finders, inertial sensors, various cameras and others.
SLAM algorithms that use cameras, the so-called visual SLAM (vSLAM) [33],
are particularly interesting and prospective.

Using standard SLAM algorithms in the Arctic is seriously complicated by
rather troublesome natural conditions of the environment. The Arctic climatic
conditions are characterized by extremely low temperatures. The coldest winter
month is January with an average temperatures ranging from −32...−36 ◦C to
−45...−50 ◦C [29]. Snow cover and precipitation impede LiDAR sensors use while
glacier environments affect odometry as a UGV often stalls on snow and ice
covers.

Predominant snow and ice covers also complicate visual navigation. Strong
winds of up to 40 m/s [22], blizzards and snowfalls frequently modify a terrain
and hamper visibility. In winter, fogs are often observed over ice-free bays. Cracks
in an ice cover complicate navigation and locomotion of a UGV. At low temper-
atures ice fogs [29] could be observed in anticyclones. Moreover, uniform snow
and ice landscapes contain a very small number of feature points that could be
utilized for visual orientation, while cloudiness makes the horizon line difficult
to distinguish.

While moving, a UGV should to take into account a possible presence of
deep cracks and holes in an ice surface, which may easily cause a robot loss [8].
Visual detection of such obstacles is hampered by the fact that they are often
hidden under snow. Characteristics of the Arctic include long periods of a polar
day, a twilight, and a polar night that require visual navigation to account for
a natural lighting. A number of clear days per year varies from 20 to 46 d [22].
This way, the best time that allows for visual navigation is the period after the
end of the polar night from early March to the middle of May, when there is
an improvement of weather conditions [22], while all other time periods cause
a broad variety of problems. We summarize the following general problems of
using SLAM in arctic conditions as follows:

1. Snow and ice cover complicate the use of odometry
2. Snowfalls and snowstorms produce noise for laser and visual sensors
3. Snow and fog reduce visibility of laser and visual sensors
4. The uniformity of a landscape, a predominance of a white color and clouds

make it difficult to navigate
5. Dips and cracks that are hidden under snow complicate maneuverability of a

robot; moreover, their visual detection and recognition is tricky

While there was a number of attempts to solve these issues in robot navi-
gation within the Arctic, a comprehensive solution to these problems does not
exist yet. Interesting examples of mobile robots that were specially designed
for a field work in the Arctic and Antarctic conditions include Cool Robot
[27,28], Frosrty Boy [2] and Yeti robots [21]. Cool Robot is a four-wheel drive
autonomous solar-powered robot that was designed to support scientific sum-
mer campaigns in Antarctica and Greenland. Frosty Boy robot was developed
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Fig. 1. (a) A snowy landscape. (b) Harris detector features. (c) FAST detector features.

Fig. 2. (a) The horizon line (red) with a clear sky. (b) Using Canny edge detector to
image 2a. (c) The horizon line (red) with a cloudy sky. (d) Using Canny edge detector
to image 2c. (Color figure online)

by Polar Research Equipment to work on hard and soft surfaces in polar condi-
tions. The autonomous Yeti rover was created specially for conducting ground-
penetrating radar (GPR) surveys in the polar ice.

Snow-covered landscapes are featured by a visual uniformity and a small
number of feature points. Figure 1a demonstrates a photograph that was taken
in January on the territory of Central Russia during the daytime. While the real
Arctic environment has a significantly worse visual conditions (from the point
of visual sensors), these images demonstrate complicacy of the task even under
a less demanding environment conditions. Using Harris corner detector [16] to
this image (Fig. 1b) and FAST detector [30] (Fig. 1c) provided points on the
snow cover that are unstable under a different observation angle and might be
frequently modified by strong winds.

With a small and unstable number of feature points a horizon line becomes
an important guideline. However, in cloudy conditions, the horizon line becomes
difficult to distinguish. Figures 2a and 2c show a real skyline of a snow-covered
terrain. Figures 2b and 2d present the result of using Canny edge detector [12].
It is notable, that in the case of Figure 2b most of the horizon line was selected,
while in Figure 2d the foreground contours were selected and only a barely
noticeable part (of several pixels) of the real horizon line was selected. Though,
in this case, the highlighted top edge may also be suitable for a robot orientation.

Williams in [34] proposed an approach for solving a problem of identifying a
horizon line in images of a snowy terrain assuming that a trapezoid area directly
in front of a camera is a snow. Edges were extracted from an image and each
edge was approximated by a piecewise linear form. Lines that were shorter than
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Fig. 3. (a) The Arctic terrain model constructed in Gazebo. (b) Husky robot in the
simulated terrain.

a minimum threshold were removed in order to exclude noise. Remaining line
segments were considered to (probably) belong to the horizon line. Applying
a length of a segment and colors of an area above and below the segment as
heuristic criteria, each segment received a particular weight. Next, the horizon
line was constructed as follows. First, a segment with a highest weight was
selected. Then it was connected with one of the nearest potential segments.
A cost of connecting a seed segment to another candidate segment minus the
candidate segment weight was compared to a cost of simply extending the seed
segment along its current trajectory to an endpoint of the candidate segment
[34].

3 Requirements for Simulators of the Arctic Conditions

Due to a geographic remoteness, harsh weather and climate conditions, a field
testing of SLAM algorithms in the Arctic has an increased risk of losing a robot
and requires additional costs. Therefore, it is important to create a realistic
simulator of the Arctic conditions that could allow a preliminary assessment of
algorithms. According to the above mentioned problems of using SLAM in the
Arctic conditions, we formulated requirements for the simulator as follows.

The Arctic Terrain Features. The peculiarity of ice and snow cover is its
roughness and a presence of cracks, many of which are hidden under snow.
Therefore, a terrain simulator should be able to generate uneven surfaces with
particular textures.

Weather. This includes illumination, cloudiness, a presence of wind and pre-
cipitation. The horizon allocating problem solution in [34] partially removes a
necessity of cloud simulation, making clouds presence non critical. However, this
doesn’t solve a problem of a wind and precipitation since even in a clear weather
the wind could cause a blizzard and impair visibility. Modeling of snow precipita-
tion could be done by adding snow particles in a simulation or directly applying
noise to sensory data; the later approach avoids visual effects and deals directly
with the precipitation consequences.



On the Problems of SLAM Simulation 39

Fig. 4. A map obtained by Husky robot using (a) ROS GMapping package; (b) Hector
SLAM package.

One of the most convenient ways to create and test robots in different environ-
ments is to use a popular Gazebo simulator, which is integrated with ROS [25].
Gazebo allows to accurately and effectively simulate robots in various conditions
and to integrate a rather large set of existing robot models into virtual worlds
with different environments. To simulate a terrain within Gazebo world, an arbi-
trary surface and its physical properties should be specified. Since a presence of
specific relief is a mandatory requirement for the Arctic conditions simulation,
a possibility of quick and convenient generation of such surfaces is an important
task. We used an automatic tool [9,19] to generate such surfaces. This tool pro-
vides automatic filtering and maps an occupancy grid into Gazebo framework
as a heightmap. Figure 3a shows an example of the Arctic landscape simulation
that was generated by the tool.

4 Virtual Experiments in Gazebo

For virtual experiments we constructed a snow-covered landscape that was fea-
tured with small surface patches of a different height (which simulated under-
lying surface roughness) and white visual textures of different shades (which
simulated snow and ice colors). The size of the constructed flat rough Arctic
terrain was 320 × 320 m with a large mountain within, all being covered with
snow. Figure 3a demonstrates an example of the landscape simulation in Gazebo.
The experiments’ goal was to compare the performance of popular ROS-based
mapping methods in the virtual Arctic landscape.

In the experiments we used Clearpath Robotics Husky robot model [5], which
was specially designed to work in difficult field conditions. It is worth mentioning
that before running virtual experiments with Husky, we had tested the pass-
ability of the constructed Arctic terrain with several indoor robots, including
TurtleBot [6]. In the virtual Arctic landscape the TurtleBot robot had rolled
down from small slopes, stuck in mounds and pits, and could not move away
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Fig. 5. (a) An image with feature points that was obtained using ORB-SLAM2 library.
(b) A map that was obtained using ORB-SLAM2 library before losing the feature
points. (c) An example of ORB-SLAM2 map that was obtained by erroneous localiza-
tion.

from its starting point for any significant distance due to the virtual terrain
roughness. At the same time, the Husky robot demonstrated a steady overcom-
ing of the constructed terrain. Three cones marked the starting position of the
Husky robot (Fig. 3b), and the robot was controlled in a teleoperation mode
while the operator moved it from the starting point towards the mountain.

The first experiment run GMapping algorithm [14,15], which is a laser-based
SLAM approach. The resulting map (Fig. 4a) that was constructed by GMapping
package [3] was not suitable for navigating the robot. The experiment demon-
strated that odometry could not be applied while navigating on rough Arctic
surfaces.

Since a surface unevenness prevents effective use of odometry based algo-
rithms, the second experiment employed Hector SLAM [17] to construct a map,
which allows building a map without odometry data if the robot does not pro-
vide it. In the second experiment we moved Husky robot from the starting point,
around the mountain and returned it to the starting point. Similarly to the first
experiment, in addition to the snow mountain, small irregularities of the ground
distorted information about obstacles’ presence on the starting position. How-
ever, the robot was relatively correctly localized on the map. However, after the
robot completed a loop around the mountain and moved away from it, the robot
localized itself in a completely different (wrong) location of the map. Figure 4b
demonstrates the resulting map that was built by Hector SLAM algorithm. A
large gray area spot in the middle of the map was obtained when the robot
moved from the starting position to the mountain and around the mountain. A
small spot was obtained on the way back, when the robot moved away from the
mountain towards the starting point and on the way back Hector SLAM stopped
working correctly.

In the third experiment we used ORB-SLAM2 [24] library for visual SLAM.
ORB-SLAM2 is a real-time SLAM library for monocular, stereo, and RGB-
D cameras that calculates a camera path [4]. Within several attempts to con-
struct a map, in all cases the robot succeeded to map only several first meters
of a path, and then feature points were lost and localization errors occurred.
Figure 5a presents a single frame with feature points. Figure 5b demonstrates
a map that was obtained in one of the attempts, before losing feature points.
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Fig. 6. (a) A loop closure obtained by RTAB-Map. (b) An example of an erroneous
localization of RTAB-Map.

Figure 5c demonstrates an example of a map that was obtained in the case of an
erroneous localization. Note that the nature of the feature points in Figure 5a
resembles the situation, which we had previously encountered while detecting
feature points in the image of a real snowy landscape (Fig. 1c).

In the fourth experiment, we used RTAB-Map ROS package based on Lidar
and Visual SLAM [7,18]. In this experiment, the robot walked around an area of
2500 m2 and returned to the starting point. During the experiment, we observed
the loop closure of the first loop (Fig. 6a), but on the second loop (with approxi-
mately the same trajectory) a localization error occurred (Fig. 6b) and the robot
got lost.

Table 1. The features of the arctic terrain.

Feature description Implemented

Uneven underlying surface Yes

Holes and cracks hidden by snow No

Wind No

Precipitation No

Landscape temporary changes due to weather conditions No

Predominance of white color shades in a landscape Yes

Lack of visual feature points Yes

Fuzzy skyline No

The robot failed to construct a satisfactory map in virtual experiments with
all four SLAM approaches. The best results were obtained by RTAB-Map app-
roach, which allowed to achieve a single loop closure. The virtual experiments
demonstrated that an uneven landscape, a predominance of white shade colors,
and a small number of feature points make popular SLAM methods impractical
for the Arctic terrains. Table 1 summarizes the environment features that have
a significant impact on SLAM algorithms in the Arctic conditions. The second
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column reflects those features, which were already integrated into our virtual
environments at this stage of the project.

5 Conclusions

Autonomous robots in the Arctic cover a number of strategically important
tasks, including climate research, reconnaissance, transportation, material deliv-
ery, search and rescue. These goals require adapting standard navigation, local-
ization and mapping techniques to the harsh Arctic conditions, which do not
allow their straightforward usage. This paper discussed main problems of using
simultaneous localization and mapping (SLAM) algorithms in the Arctic region
and formulated requirements for simulators of Arctic environments. Our ROS-
based software was used to construct Arctic terrains in the Gazebo simulator,
and three of the eight basic features of the Arctic conditions were implemented
within these terrains. ROS implementations of GMapping, Hector SLAM, ORB-
SLAM2 and RTAB-Map SLAM algorithms were tested within the constructed
Arctic terrains in order to conclude on their applicability in the Arctic.

The results of the virtual experiments in Gazebo simulator demonstrated
that the presence of uneven snow surface in the simulated environment signif-
icantly complicated the work of all four SLAM algorithms and none of them
could construct a satisfactory map of the environment. Yet, based on Lidar and
Visual SLAM approaches RTAB-Map algorithm performed slightly better than
its counterparts. The virtual experiments demonstrated that existing popular
SLAM methods failed in the Arctic conditions even for the virtual environment
with only three typical features of the Arctic region being integrated into the
terrain. Therefore, a proper simulation of the Arctic that would incorporate all
requirements, which were listed in our paper, and new SLAM algorithms should
be developed in order to ensure a possibility of autonomous mobile robot navi-
gation in severe and demanding Arctic environment.

As a part of our ongoing work within this project, we gradually increase a
number of the Arctic environment’s features that were proposed in this paper.
To develop a new SLAM algorithm for the Arctic we consider fussing data from
multiple sources and defining new type of multi-source feature points.
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Abstract. This paper considers the problem of reliable connection maintenance
among robotic devices, used in agriculture and operating autonomously in the
wide area. For this, models of wireless data exchange between sensor systems and
robotic devices were developed. To maintain seamless connection among robotic
devices, radio modules, repeaters and gateways are proposed. Due to vastness
of agricultural areas, the developed models of data exchange account for possible
utilization of unmanned aerial vehicles as repeaters. Such solution allows to reduce
the number of radio modules in use, as well leverage aerial vehicles efficiently. To
ensure communication with land-based robotic devices with the aid of unmanned
aerial vehicles a specific algorithm of radio module layout was developed, which
implements the «tesselation» pattern. This algorithmalso can be utilized to connect
several standalone telecommunication networks, data exchange among which is
affected using unmanned aerial vehicles.

Keywords: Unmanned aerial vehicles · LoRa · Agricultural Engineering · Data
exchange · Path planning · Robotics · Networking · Telemetry

1 Introduction

Currently robotic devices are actively implemented in agriculture, as robotization of this
domain would allow to relieve humans from farming chore, reduce loss of working time
and increase productivity. Efficient performance of different workflows in husbandry
and horticulture in vast agricultural areas requires autonomous operation of robotic
devices. To achieve this, seamless inter-robot communication should be ensured, what
is complicated because of territorial expanse.

Deployment of smart grid communication networks (SGCN) in urban areas became
feasible because of accessibility of wired and wireless technologies there. But in rural
areas these solutions are often precluded or too expensive, what complicates the imple-
mentation of such networks. As alternative to wired communication, LPWA networks
(low power wide area) can be used, suitable for transfer of small data batches over
large distances [1]. LPWA-networks are characterized by low-cost deployment, little
energy consumption and greater distance of radio signaling, compared to other wireless
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solutions (GPRS [2], ZigBee [3]) [4]. Possible topologies of LPWA-networks are: star
topology, point-to-point topology, cluster tree topology and mesh topology as well, such
as in context of the IQRF-technology [5].

One of the principally accessible LPWA-technologies is LoRa [5], characterized by
low-cost radio modules, broad frequency band, secure data transfer protocol. LoRa also
ensures robust communication betweenmodules at distance up to 3 km. The LoRa archi-
tecture can be divided into a back-end and a front-end part. Back-end is implemented as
a gateway server, receiving sensor data. Front-end consists of network gateway modules
and endpoint device nodes [6].

LoRa can be used in establishment of sensor network for flood early warning system
[7]. Level sensors were used to determine distance between sensor and water surface.
LoRa technology enabled data transfer from sensor to single-board computer, which was
publishing thewarnings in social networks. Testing of the proposed systemdemonstrated
lossless data transfer at distance of 500 m.

In [8] LoRa is used to implement navigation and localization of mobile robotic
devices. As satellite navigation systems show insufficient precision (2–3 m) and high
energy consumption, authors of this paper developed a navigation system for mobile
robots for outdoor purposes; this system is based on wireless data transfer networks.
This system consists of sensor nodes, which include LoRa-modules, sensors, satellite
navigation unit and solar cells. Such structure of sensor nodes enables robot localization
with high accuracy, as well low energy consumption due to solar cells. LoRa-modules
enable transfer of data on robot position to user, as well data exchange with server.

Autonomous performance of mobile robotic devices can be implemented with pro-
grammable Radio Frequency beacons, which establish an Ad-Hoc network [9, 10]. Such
Ad-Hoc networks enable localization and navigation of agricultural robots in open areas.
Such network has no fixed architecture; therefore, it can be easily deployed in any area
without additional tuning. To establish communication among network nodes, routing
protocols Demand Reactive Protocol and Trace-Back Routing Protocol were used [9].
Testing of an Ad-Hoc network with six nodes showed, that the proposed solution enables
path adjustment for robotic devices and fast performance. Generally, the networks, based
on radio beacons, can be assembled of commodity hardware and are easily to deploy.
Though, the protocols, being in use here, are less standardized compared to analogues
(WiFi, LPWAN) [11].

For autonomous motion of mobile robots in agricultural areas, not covered by GPS
signaling, Ad-Hoc network can be augmented by Bluetooth-like technologies [12, 13].
Application of Bluetooth enables to get rid of radio noise using adaptive frequency hop-
ping strategy, AFHS. TAODV (time-slotted, ad hoc on-demand distance vector routing)
can be used as routing protocol, which enables secure communication among robotic
devices [12]. The key downside of the proposed solution is poor scalability, due to the
limited threshold number of devices in pico-network, imposed by Bluetooth technology.

Ad-Hoc networks also can be useful in establishment of UAV-based flying sensor
networks (UAV–unmanned aerial vehicles) [14, 15]. Flying sensor networks are a subset
of Ubiquitous Sensor Networks, in which the UAV can act as a transient master node
[16].
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To ensure seamless connection for robotic devices in agriculture, models of wireless
data exchange between sensor systems and robotic devices have to be developed. If direct
radio communication between some modules is infeasible, repeaters should be used. As
robotic devices operate in vast areas, UAV can act as repeaters in the locations, where
stationary repeaters cannot be installed, what should be considered during development
of such models.

2 Models of Wireless Data Exchange for Entities of Agricultural
Facility

For formal representation of the seamless connection problem in context of robotic
systems, conceptual model of data exchange for entities of agricultural facility was
developed. This model includes robotic devices (RD), service area, request, entities,
sensor framework and archive (see Fig. 1). Engineering components of an agricultural
facility can be classified to the following main groups: 1) sensor systems, essentially
the sets of sensors (sensing units), reading the changes of properties and parameters of
the entity in question; 2) RS, performing the specified functions in the agricultural area,
particularly, mobile robotic platforms (MRP) and UAV; 3) network for wireless data
exchange (telemetry), consisting of gateway, radio modules and repeaters, sending data
batches from sensor systems of RD to server and control signals backward.

Fig. 1. Conceptual model of data exchange among entities of an agricultural facility.

It is assumed, that an extensive agricultural area is under consideration, where RDs
operate and sensors are installed, together comprising a sensor system. Every mobile
platform can move within its operational area only. Connection has to be established
between RD and sensor system. For this radio modules, repeaters and gateways are
utilized, which have to be installed in this area. There are some points, where themodules
must be situated anyway; that’s said, themodulesmust connect to the gateway and ensure
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coverage of operational areas of the MRPs. This paper considers the setting, where, due
to domain-specific peculiarities, it is hardly feasible to distribute the repeaters across
the whole operational area of the MRP. Therefore, it is proposed to use UAVs for data
collection and transfer in some regions.

Data exchange between sensor system and server is affected via gateways. If the
sensor data cannot be sent directly to the gateway, repeaters are utilized, embracing
several radio modules. Then the repeater data are sent to the gateway, which aggregates
the data from all repeaters, and further sent to server. The said elements establish a sensor
complex. Structural diagram of the sensor complex is presented in Fig. 2.

Server Gateway

Data acquisition 
unit

Data transmission 
unit

Data reception 
unit

Data analysis unit Data repetition 
unit Data routing unit

Sensor system

ki

pi pi

ki

Fig. 2. Structural diagram of the sensor complex ki – control signal, pi – sensor data.

During modeling of LoRa-based interactions between RD and sensor system, the
following assumptions were made. Suppose, the agricultural area in question, where the
wireless data exchange between RD and sensor system has to be established, contains
no obstacles, which could interrupt the radio signal.

Suppose,D= {d1, d2, ….Dh, …, dH} is a set of radio modules, including repeaters,
acting in the territory of the aggricultural facility, R = {r1, r2, …, rn, …, rN} is a set
of mobile RDs, S = {s1, s2, …, sm, …, sM} –is a set of sensors, which transmit data,
A are features of the agricultural area under consideration. Then, formal statement of
interaction establishment problem between RD and sensor system can be formulated
as follows: considering the known distribution of radio modules D and motion paths
of RDs R within the area A, ensure transfer of data from sensor system entities S and
RD R to one of the gateways B with coordinates Bxy, thereby maintaining data transfer
speed at least at the threshold value L. The area A is described by the tuple of following
components:

A = <F,Bxy,Q,W>, (1)

where F is topological map of the agricultural area with specified coordinates of the
points, where sensor system modules are installed, Bxy are gateway coordinates, Q are
coordinates of data repeaters,W is path and schedule of data exchange for each of radio
modules and repeaters.

Transfer of data batches pi from each radio module or repeater to the gateway is
described by the following tuple of parameters:

pi = <Zi,Bxy,Xi,Ci,V>, (2)

where Zi are coordinates of the transmitting radio module, i is number of the repeater
in the chain of radio modules, Xi is data transmission delay from the i-th repeater, Ci
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is number of repeater modules from the i-th module to the gateway, V is data exchange
schedule.

Sensor complex, including the server, the gateway and the sensor system is
characterized by the following tuple of parameters:

y = <Zj, Cj, V , fj, Bxy, RSj, Gj, Q>, (3)

where Z j are coordinates of the j-th transmitting radio module, Cj is number of repeater
modules from the j-th transmitting radio module to the gateway, V is data exchange
schedule, f j is actual operational mode of the j-th radio module, RS j is motion speed of
robotic devices, Gj are additional parameters (condition of the embedded engineering
components, necessary for radio modules to function), Q is data on actual positions and
operation mode of all service systems within the facility.

In the proposed model the actual operational mode of the module is selected from
the following set:

f = {fa, fb, fc, fd }, (4)

where f a is sleep mode, f b is transmitter mode, f c is receiver mode, f d is repeater mode.
The interaction of the sensor complex yi with the server u consists in exposing of

data E on sensor system entity or RD R:

E(u) = f (y,A,R). (5)

For convenience all the aforementioned quantities and their values are presented in
the Table 1.

Table 1. List of terms.

Term Description

D Set of radio modules, including repeaters

R Set of mobile robotic devices

S Set of sensor system components (sensors)

A Description of serviced agricultural area

Zi Coordinates of repeater radio module

Xi Data transmission delay

Ci Count of repeater modules to gateway

V Schedule of data reception and transmission

f i Current radio module performance mode

F Topological map of the agricultural area

Gi Additional parameters (level of charge in batteries and other embedded hardware), necessary for the radio module
function

Q Data of current position and performance modes of all service system within the facility

RSi Robotic device motion velocity

Bxy Gateway coordinates

E Data about object, obtained from sensors
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3 Algorithm of Distribution of Repeater Modules

For transmission of data from MRD to server UAVs can be used, but before the data
exchange the positions of land-based RDs must be defined. Therefore, the respective
algorithm of UAV-aidedMRD localization was developed. As land-based RD themobile
robotic platform was considered (see Fig. 3).

UAV is positioned in the specified point in the 
environment and connects to the telemetry network 
within the operational area of the robotic platform

Telemetry radio modules capture the signal from the 
robotic platform

When the radio modules from the certain region of 
telemetry network have captured the robotic platform 
signal, the new signal, containing the number of this 

region, is sent to the UAV 

UAV queries the coordinates of the robotic platform 
through the telemetry network

End

Begin

UAV heads to this region to improve accuracy of 
localization of this robotic platform

Fig. 3. Algorithm for UAV-aided localization of the robotic platform.

This algorithmallows to employ relatively few radiomodules to ensure radio commu-
nication with robotic platforms, but, at the same time, it efficiently leverages the features
of UAVs. To reduce the number of radio modules in use and ensure tighter interoper-
ability between telemetry network and UAVs, an algorithm of radio module distribution
within the operational area of the robotic platform is proposed (see Fig. 4). This core of
this algorithm is the «tesselation» approach [17]. Thereby maximum acceptable mod-
ule spacing is chosen, which allows for data transmission (e.g. 3 km for ESP-32 LoRa
modules). This allows to minimize the number of modules on the path of the robotic
platform in its operational environment.
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No

End

Search for adjacent pairs of radio module 
coordinates and merging such a pair into one 

point  

Dividing of the obtained coordinates into 
groups/zones, having at most 2 shared points for 

every 2 groups/zones

Relocation of center point coordinates of every 
group/zone into the array of points, contained in 

UAV  

Calculation of maximum distance between radio 
modules, which allows to maintain the specified 

data transfer speed

Calculation of radio module installation 
coordinates down the perimeter of the 

operational area at spacing, obtained in step 1

Calculation of positions of the radio modules in 
the next row, to ensure for each of them 

connection with two modules from the first row

Search for the minimum line segment, 
connecting opposite dots in the perimeter of the 

operational area of RTS

Are any zones left 
without coverage?Yes

Begin

Fig. 4. UAV-aided radiomodule distribution algorithm, implementing the « tesselation » principle
for complex terrains.

This algorithm assumes merging of closely adjacent repeaters into one point, what
allows to reduce the number of radio modules in use and workload in the telemetry
network, accordingly. Then the obtained radio module coordinates are classified into
groups/zones in such manner, that every zone would have at most two shared modules
with the adjacent groups. This enables maintain connection among the modules from
different groups, hence, within the whole telemetry network. These groups are data
collection areas for the UAVs. Therefore, due to minimum overlapping of groups with
each other, no UAV makes redundant data captures from multiple modules. The results
of application of the presented algorithm are shown in the Fig. 5.

Fig. 5. Algorithm for radio module spacing in action. (Color figure online)

Figure 5 presents the operational area of the robotic platform. Black dots denote the
points with radio modules, white dots denote the positions of UAVs for data collection,
blue dots denote anticipated locations for the UAVs. The advantage of this algorithm
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is, that it requires less repeaters and data collection points compared to the «grid»-like
algorithm [17]. In the first step of the «grid»-like algorithm an arbitrarily shaped region
is sized to a rectangle, then intersection points between grid lines are calculated, and
points with those coordinates are discarded, that do not fit into the operational area of the
MRP. For radio module spacing algorithm in an arbitrarily shaped region, implementing
the «tesselation» approach, 31 repeater and 6 data collection points are needed, whereas
for the «grid»-like algorithm [17] – 35 repeaters and 9 points of data collection points
for UAVs.

The algorithms, presented above, can be utilized for connection of several separate
telemetry networks, data exchange among which is performed using UAVs. Therefore,
several groups of radio modules and repeaters with a gateway are established. The data
will be sent to this gateway, and UAVs will routinely capture this data from it and send it
further to the master gateway server. This networking approach fits for groups of radio
modules, that are installed far from the gateway server or in complex locations, where
the installation and maintenance of the equipment is complicated. It is suboptimal to
use a repeater chain in such cases. Such approach allows to reduce the number of radio
modules in use, hence, decreasing the overheads for network deployment and operation.
It also reduces workload in the network.

4 Conclusion

This paper considered the problem of seamless communication establishment among
MRPs, operating in vast areas. Conceptual and set-theoretic models of data exchange
for sensor complexes are proposed, ensuring on the given topological map of the ser-
viced area the connection of the devices to the wireless network and their interoperation,
based on the LoRa technology in the agricultural domain. Based on this model, the radio
module distribution algorithmwas developed, which ensuresUAV-aided communication
with land-based RS. Here the UAV acts as repeater, what allows to reduce the number
of radio modules in action and efficiently leverage features of the UAVs. Reduced num-
ber of radio modules also provides for less noise, less collisions between data batches
and simplification of scheduling, because radio wave interference decreases. Though,
utilization of UAVs as repeaters complicates the layout and deployment of the network,
as well increases the overheads for its maintenance.

Further researchwill be aimed to enhancing of the proposedmodels to automate their
workflows and data exchange between robotic devices and distributed sensor networks.
Additional noise immunity of radio modules is also among the key research objectives,
as well working with batch collisions data, supplied to the recommender system for
optimization of repeater layout and establishment of wireless networks in agricultural
facilities [18–24].
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Abstract. We study the problem of multi-agent navigation in static
environments when no centralized controller is present. Each agent is
controlled individually and relies on three algorithmic components to
achieve its goal while avoiding collisions with the other agents and the
obstacles: i) individual path planning which is done by Theta* algo-
rithm; ii) collision avoidance while path following which is performed
by ORCA* algorithm; iii) locally-confined multi-agent path planning
done by Push and Rotate algorithm. The latter component is crucial
to avoid deadlocks in confined areas, such as narrow passages or doors.
We describe how the suggested components interact and form a coher-
ent navigation pipeline. We carry out an extensive empirical evaluation
of this pipeline in simulation. The obtained results clearly demonstrate
that the number of occurring deadlocks significantly decreases enabling
more agents to reach their goals compared to techniques that rely on
collision-avoidance only and do not include multi-agent path planning
component.

Keywords: Multi-agent systems · Path planning · Collision
avoidance · Multi-agent path finding · Navigation · ORCA · Push and
rotate

1 Introduction

When a group of mobile agents, such as service robots or video game charac-
ters, operates in the shared environment one of the key challenges they face
is arriving at their target locations while avoiding collisions with the obstacles
and each other. In general two approaches to solve this problem, i.e. multi-agent
navigation, can be identified: centralized and decentralized.
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The centralized approaches rely on a central planner that constructs a joint
multi-agent plan utilizing the full knowledge of the agents’ states. When the plan
is constructed each agent follows it and if the execution is perfect or near-perfect
collisions are guaranteed not to happen. Centralized planning can be carried out
in such a way that the joint plan is guaranteed to be optimal1. Non-optimal yet
computationally efficient centralized planners do exist as well.

(a) (b)

Fig. 1. An example of possible deadlock in the vicinity of narrow passage.

Decentralized approaches do not rely on the central planner. Instead each
agent plans its trajectory individually and resolves conflicts at the execution
stage, i.e. an agent reactively avoids collisions relying on the local observations
and/or communication. Such approach naturally fits to numerous scenarios with
heterogeneous agents, limited communication/visibility etc. It also scales well to
large number of agents however it does not guarantee optimality. Moreover, no
guarantees that each agent will reach its goal can be provided. The main reason
for that is that each agent is egoistic in pursuing its goal this can lead to a
deadlock. Consider a scenario shown on Fig. 1 when agents have to swap sides
using a tight passage connecting the rooms. If they approach the passage nearly
at the same time they will be stuck. For all of them to safely move through at
least one of the agents has to step back and let other agent go. Thus, some form
of cooperative behaviour (which is explicitly or implicitly centralized) is vital for
accomplishing the mission.

In this work we present an algorithmic pipeline that combines decentral-
ized and centralized approaches to multi-agent navigation. Within this pipeline
each agent constructs and follows its path individually. When a pattern lead-
ing to potential deadlock is detected a locally-confined multi-agent path finding
is invoked, i.e. agents that appear to be involved in a deadlock are identified
and a joint safe plan for these agents is constructed. After executing this plan
all involved agents switch back to the decentralized mode. We use Theta* [6],
ORCA* [16], Push and Rotate [7] for individual path planing, local collision
avoidance and multi-agent path finding respectively. Meanwhile, the suggested
pipeline is not limited to these algorithms and other algorithmic components
1 Typically, optimal centralized planers rely on the discretization of the workspace thus

the solutions they provide are optimal w.r.t. the used space/time discretization.
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may be used instead of the aforementioned methods as well. We extensively
study the suggested approach in simulation and show that the suggested app-
roach leads to much better results compared to fully decentralized method that
does not utilize multi-agent path finding.

2 Related Work

The approaches to multi-agent navigation can be roughly divided into the two
groups: centralized and decentralized [18]. The centralized approaches assume
that a central planner is available that possess all the information about the
agents and the environment and plans for a joint collision-free solution. Naive
application of such search algorithms as A* [10], i.e. planning in the full joint
configuration space, which is a cardinal product of the individual configuration
spaces, is impractical as the search space grows exponentially in the number of
agents. However there exist techniques that greatly reduce the search effort, such
as subdimensional expansion [17], conflict-based search [12] to name a few. The
latter technique is very popular nowadays and there exist a large variety of CBS
planners that improve the performance of the original algorithm or extend it in
numerous ways, e.g. in [3] a sub-optimal version of CBS is presented, the work [2]
planning in continuous time is considered etc. All these algorithms are designed
with the aim of minimizing cost of the result solution. At the same time, when
large cost of the solution is acceptable one can use extremely fast polynomial
algorithms, e.g. Push and Rotate [7]. Finally, a prioritized approach [4,19]
is also a common choice in numerous cases. Prioritized planners are fast and
typically provide solutions of reasonably low cost (very close to optimal in many
cases). Their main drawback is that they are incomplete in general.

The decentralized approaches do not rely on the full knowledge of the agents’
states and the environment and assume that each agent utilizes only the informa-
tion available to it locally [9,18]. One of the common ways to solve multi-agent
navigation problem under a decentralized setting is to plan individual paths for
each agent, e.g. by a heuristic search algorithm such as Dijkstra [8], A* [10],
Theta* [6], and then let all agent follow their paths. To avoid collisions algo-
rithms of the ORCA-family are typically used [1,13,14,16]. Another techniques
that rely on buffered Voronoi cells [21] or various reinforcement learning tech-
niques [5,11] to avoid collisions can also be employed. In general decentralized
approaches are prone to deadlocks and do not guarantee that each agent will
reach its destination.

In this work we combine both decentralized and centralized methods into
a coherent multi-agent navigation pipeline striving to combine the best of two
worlds: flexibility and scalability of the decentralized navigation and complete-
ness of the centralized planning.

3 Problem Statement

Consider a set of n agents moving through 2D workspace, W ∈ R2, composed
of the free space and the obstacles: W = Wfree ∪ O. Each obstacle, o ∈ O, is
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a bounded subset in W . Every agent, i, is modelled as a disk of radius ri. The
state of an agent is defined by its position and velocity: (pi,Vi). The latter is
bounded: ||Vi|| ≤ V max

i ∈ R+, i.e. maximum speed of each agent is given.
Let T = 0,Δt, 2Δt, ... be the discrete time (Δt = const). For the sake of

simplicity assume that Δt = 1, thus the timeline is T = 0, 1, 2, .... At each
moment of time an agent can either move or wait (the latter can be considered as
moving with the velocity being zero). We neglect inertial effects and assume that
an agent moves from one location to the other following a straight line defined
by its current velocity. We also assume perfect localization and execution.

At each time step agent knows i) its own position, ii) positions of all the
obstacles, iii) states of the neighboring agents. The latter are the agents that are
located withing a radius Ri. This radius models a communication range of an
agent, i.e. we assume that an agent i can communicate with other neighboring
agents and acquire any information from them. For the sake of exposition we
will refer to this range as to the visibility range further on.

A spatio-temporal path for an agent is, formally, a mapping: π : T → Wfree.
It can also be represented as a sequence of agent’s locations at each time step:
π = {π0, π1, ...}. In this work we are interested in converging paths, i.e. paths
by which an agent reaches a particular location and never moves away from it.
This can be formulated as follows: ∃k ∈ T : πk+t = πk ∀t> 1.

The path for the agent i is valid w.r.t. velocity constraints and static obstacles
iff the following conditions hold:

||πt+1 − πt|| ≤ V max
i Δt, ∀t ∈ 0, k − 1

ρ(πt, o)> ri, ∀o ∈ O, ∀t ∈ 0, k,

where ρ(πt, o) stands for the distance to the closest obstacle.
Consider now the two paths for distinct agents: πi, πj . They are called

conflict-free if they are valid and the agents following them never collide, that
is:

||πi
t − πj

t′ || ≤ ri + rj , ∀t ∈ 0, ki, t′ ∈ 0, kj .

The set of paths Π = {π1, ..., πn}, one for each agent, is conflict-free if any
pair of paths forming this set is conflict-free.

The problem we are considering in this paper can now be formulated as
follows. Given n start and goal locations at each time step for each agent choose
a velocity s.t. the agent reaches the goal at some time step, the agent never
collides with static obstacles and other agents, that is the resultant set of paths
Π is conflict-free.

4 Method

Our approach relies on three algorithmic components: individual planning, path
following with collision avoidance and locally-confined multi-agent path finding
in case of potential deadlocks. We will now describe all these components.
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4.1 Individual Path Finding

To find a valid path for an agent that avoids static obstacles we reduce path
planning problem to graph search. We employ regular square grids [20] as the
discretized workspace representation as they are easy-to-construct and infor-
mative graph models widely used for navigation purposes. To create a grid we
tessellate the workspace into the square cells and mark each cell either blocked
or traversable depending on whether this cell overlaps with any of the obstacle
or not (see Fig. 2 on the right). To find a path on the grid we utilize Theta* [6]
algorithm. It’s a heuristic search algorithm of the A* family which augments
the edge set of the graph on-the-fly by allowing any-angle moves, i.e. the moves
between non-adjacent vertices, conditioned that such moves do not lead to the
collisions with the obstacles. As a result, paths found by Theta* are typically
shorter than the ones found by A* and contain less waypoints. The difference
between these two types of paths is clearly visible on Fig. 2. Both Theta* and
A* paths are collision-free, while the former contains 7 intermediate waypoints
and the latter – only 2 of them.

(a)

 A* start

goal

 Theta* 

(b)

Fig. 2. Finding a path for an individual agent: a) the workspace of an agent; b) tes-
selation of the workspace into the grid and two paths on that grid: the one that was
found by A* (in orange) and the one that was found by Theta* (in blue). We use
Theta* paths in this work. (Color figure online)

4.2 Path Following with Collision Avoidance

Having the individual paths for all agent the considered multi-agent navigation
problem can be naively solved as follows. At each time step an agent chooses
such a velocity that it is directed towards the next waypoint on a path and
its magnitude is maximal. In other words, agents move along the constructed
paths as fast as they can without any temporal waits and spatial deviations.
Obviously, such an approach leads to numerous collisions in practice. Instead, we
rely on a more advanced method called Optimal Reciprocal Collision Avoidance
(ORCA) [16]. This method is designed to move an agent safely towards its local
goal (current waypoint of a path) by reactively adjusting the velocity profile at
each timestep. When choosing a velocity ORCA relies on local observations:
only other moving agents that are located within a visibility range and static
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obstacles are taken into account. We tie together individual path planning and
path following with collision avoidance in the following fashion.

1

Current
goal

1

Current
goal

(а) (b)

2

2

AB AB

C
1

Current
goal

(c)

2

AB

Goal
achieved

1

Current
goal

(d)

AB

Fig. 3. Goal-setting for ORCA. (a) Waypoint A is the local goal of the agent 1. (b)
The agent 1 deviates from the original trajectory in order to avoid collision with the
agent 2, the line-of-sight to the local goal is lost, re-planning is triggered and the new
waypoint, C, is added to the path, it becomes the current local goal. (c) C is reached,
next local goal is A. (d) The agent safely moves towards A without any deviation as
no other moving agents interfere with its plan.

The waypoints that comprise an individual path (the one found by Theta*)
form a sequence of the local goals for ORCA and an agent always moves towards
its current local goal until the latter is reached. When it happens next waypoint
from the path becomes the local goal and ORCA is re-invoked. It is noteworthy,
that when an agent moves to the current goal it may significantly deviate from
the original path’s segment (due to other moving agents forcing ORCA to do so).
Thus, it may appear that the local goal can no longer be reached via the straight-
line segment, which is a crucial condition for ORCA to operate appropriately. We
detect such patterns and trigger re-planning from the current agent’s position to
the local goal with Theta*. New waypoints are added to sequence of the local
goals as a result. The condition that there is a visible connection between any
pair of waypoints now holds and ORCA continues. An illustration of the overall
process is presented in Fig. 3.

4.3 Multi-agent Path Finding for Avoiding the Deadlocks

Path planning and collision avoidance mechanisms described so far can be
attributed as non-cooperative, i.e. each agent pursues its own goal and does
not take the goals of other agents into account. In general this can lead to dead-
locks. A typical scenario when such a deadlock occurs is depicted on Fig. 4 on
the left. Here all four agents have to come through the tight passage nearly at
the same time. In such case ORCA is forced to set the velocity of each agent
to zero to avoid the collisions. Thus, no agent is moving and a deadlock occurs.
To avoid this we include a multi-agent path finding (MAPF) algorithm into
the navigation pipeline with the aim of building a set of locally coordinated
collision-free paths. Conceptually, when an agent detects a pattern that leads
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to a potential deadlock it switches to a coordinated path planning mode and
forces its neighboring agents to do so. Upon entering this mode involved agents
create a joint conflict-free plan and execute it. After they switch back to the
independent execution mode.

2 1 4

3

(a)

3

1

2 4

3

1

2 4

(b)

A

Fig. 4. Switching to coordinated mode. (a) Agent 1 detects its local goal, A, and 3 other
agents within its visibility zone. (b) Based on the current positions and individual paths
of agents 1–4 a local grid-map for multi-agent path-finding is identified as well as start
and goal locations for each agent. (Color figure online)

Switching to the coordinated mode is triggered if both local goal A and k
other agents appear in the visibility range of some agent (here k is the predefined
threshold set up by the user). The latter forms a list of coordinated agents that
include: itself, its neighboring agents and their neighboring agents as well. All
these agents now share the information about their current states (positions and
velocities) and individual paths with each other. Thus each agent constructs
the same information model and uses it for operation, so no explicit centralized
controller is introduced.

Based on the current positions of the agents, the boundaries of the area in
which the joint collision-free plan will be built are estimated. This is done as
follows. The minimum and maximum x- and y-positions across all agents are
identified. These four coordinates define a square which is inflated by a visibility
radius of the agent that has initiated switching to the coordinated mode. This
square is translated to the grid which was originally used for the individual
path planning. The resulting grid now becomes a local map for multi-agent path
finding (it is depicted on Fig. 4b in grey). It might appear that two or more
coordinated planning areas are separately constructed by different groups of
agents close to each other. In this case those areas are combined into a single
one and all agents become members of a single coordinated group.

After the grid map for multi-agent path finding is constructed each agent
chooses its MAPF start and MAPF goal on that grid. The start cell is the one
closest to the current location of the agent. If it coincides with the start of another
agent or it is blocked by an obstacle a breadth-first search graph traversal is
invoked from this cell to find a close un-blocked position which becomes a start.
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Goal locations are identified in the similar way. First, a current local goal (path’s
waypoint) is identified. If it coincides with A the next waypoint is chosen. If the
selected waypoint lies inside the planning area then the cell which contains it
become the MAPF goal. If the waypoint is outside an area, i.e. at least its x- or y-
coordinate is greater/less than the corresponding maximum/minimum values of
the planning area, then this coordinate is replaced by the maximum or minimum
value of the corresponding coordinate.

After the start and goal positions of the agents are fixed, an appropriate
MAPF solver is invoked to obtain a solution, i.e. a set of sequences of moves
between the grid cells and, possibly, wait actions, – one sequence per each agent.
For the sake of simplicity we assume that all MAPF actions, i.e. move and wait,
are of the uniform duration. This duration is chosen in such a way that the
constraints on the agents’ maximum moving speed are not violated. In this work
we utilize Push and Rotate [7] for multi-agent path planning algorithm as
it is very fast and scales well to large number of agents. We did not choose
an optimal solver, such as CBS [12], because of its high computational budget.
Using a prioritized planner is also not an option as prioritized MAPF solvers do
not guarantee completeness.

When a MAPF problem is solved each agent starts moving towards its chosen
MAPF-start position on a grid (with ORCA collision avoidance activated). When
all agents are at their start positions synchronous execution of the plan begins.
At this stage no collisions are guaranteed to happen (assuming perfect execution)
so ORCA is not used. When all agent reach their MAPF-goals they switch back
to the individual mode, i.e. continue path following to their next waypoint on a
global path with ORCA as described in previous section.

In case some agent, i, which is not involved in the plan execution, gets inside
the boundaries of the planning area and interferes with the coordinated agents,
i.e. this agent appears in any coordinated agent’s visibility range, the execution
of the coordinated plan is stopped, the agent i is added to the list of coordinated
agents and the plan is recomputed.

Similarly, if an agent i, which is involved in the plan execution, gets inside
into the visibility zone of an agent j, which is also involved in the execution
of plan, but belongs to another group of coordinated agents, then these two
coordinated groups are merged and re-planning is triggered.

5 Experimental Evaluation

The proposed method was implemented in C++2 and its experimental evaluation
was carried out on a laptop running macOS 10.14.6 based on Intel Core i5-8259U
(2.3 GHz) CPU and with 16 GB of RAM.

We used two types of grid maps, i.e. the maps composed of the free/blocked
cells, for the experiments (see Fig. 5). First, we generated maps that were com-
prised of two open areas (rooms) separated by a wall with tight passages (doors)

2 https://github.com/PathPlanning/ORCA-algorithm/tree/Deadlocks

https://github.com/PathPlanning/ORCA-algorithm/tree/Deadlocks
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in it. The number of passages varied from 1 to 4, thus 4 different maps of that
type were generated in total. The overall size of each map was 64 × 64. We
refer to these maps as to the gaps maps. Second, we took two maps from the
MovingAI [15] benchmark. They represent indoor environments composed of
numerous rooms connected by passages. The first map of that type has a size of
64 × 64 and was comprised of 16 rooms (9 of them of the size 15 × 15, 1 – 14
and the rest – 14 × 15 or 15 × 14). The size of the second map was 32 × 32 and
it was composed of the 64 rooms of the size 3 × 3. The latter two maps, referred
to as rooms further on, are depicted on Fig. 5b–c.

Fig. 5. Maps used for experimental evaluation. (a) Map comprised of two rooms con-
nected by narrow passages. (b) and (c) Maps of the indoor environment composed of
numerous rooms connected by narrow passages.

Start/goal locations on each map were generated as follows. For the gaps
maps we always generated half of the start/goal locations in the left open area
and the other half in the right one. So, to accomplish the mission, agents have
to navigate between the two areas via the passages in the wall. For the rooms
maps we picked start/goal locations randomly. For each map we created 250
different scenarios. Each scenario is a list of 40 start/goal locations for the agents.
While testing the scenarios were used in the following fashion. First, we invoke
the algorithm on 5 (first) start/goal pairs of a scenario, then we increased this
number by 5 and invoke the algorithm again and so on until the number of
agents reaches 40. At this time the scenario was considered to be processed and
we moved to the next one.

We compared the suggested approach, referred to as ORCA*+P&R, to
the one that does not utilize deadlock detection and multi-agent path finding,
referred to as ORCA*. For both versions we set the radius of each agent to be
equal to 0.3 of the cell size. We also introduced an additional 0.19 safe-buffer for
individual path finding and collision avoidance. For ORCA*+P&R the number
of neighbours for an agent required to switch to the coordinated mode was set
to k = 3.

At each run the maximum number of simulation steps was limited to 12 800.
If by that time the agents fail to reach their goals, i.e. at least one agent was
not on its target position or at least one agent collided with another agent or
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static obstacle, the run was considered to be failure. If all agents managed to
safely reach their goals the run was acknowledged as success. The main metric
that we were interested in was the success rate i.e. the percentage of tasks that
result with success out of all tasks attempted to be solved.
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Fig. 6. Success rate for gaps maps.
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Fig. 7. Success rate for rooms maps.

Success rates for ORCA*+P&R and ORCA* are shown on Figs. 6 and 7.
As one can see the selected environments are very challenging for ORCA* and
its success rate is very low for large number of agents on all the maps. The most
challenging environments are the one with 1 passage on a gaps map and the one
with 64 rooms on rooms map. As expected on all maps ORCA*+P&R success-
fully solved profoundly more instances compared to the baseline. For example,
for the challenging gaps map with 1 passage the success rate for ORCA*+P&R
was 95% for 20 agents while the one for ORCA* was 0%. The difference in suc-
cess rate for rooms maps is also clearly visible but less pronounced. We hypoth-
esise that the main reason for that, as well as the reason for ORCA*+P&R
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not to achieve 100% success in general, is the imposed time limit. The plans
created by the Push and Rotate algorithm may have contained numerous
actions and that prevented the agents to reach their goals before the timestep
limit exhausted. One of the possible solutions to avoid this will be substituting
Push and Rotate to another MAPF solver which creates plans containing less
actions. However the solvers that are explicitly aimed at minimizing duration of
the plan have much higher computational budget, so finding a right substitution
is a challenging task for future research.

Overall, the results of the experiments clearly show that adding a locally-
confined multi-agent path finding into the navigation pipeline significantly
increase the chance that all agents will reach their goal locations and mission,
thus, be accomplished.

6 Conclusion

In this paper we have studied a multi-agent navigation problem and suggested a
decentralized approach that supplements the individual path planning and col-
lision avoidance with the deadlock detection and multi-agent path finding. We
implemented the proposed navigation pipeline and compared it the to the base-
line, showing that adding the aformentioned components significantly increases
the chances of agents safely arriving to the target destinations even in the con-
gested environments with tight passages. An appealing direction of future work
is the advancement of the deadlock detection procedure by making it less ad-
hoc, as well as experimenting with different multi-agent path finding algorithms.
Another direction for future research is evaluating the suggested approach on real
robots.
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of Push and Rotate.
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Abstract. The aim of this article is to evaluate a state of the art image
synthesis carried out via Generative Adversarial Networks (conditional
Wasserstein GAN and Self Attention GAN) on a traffic signs dataset. For
the experiment, we focused on generating images with a 64×64-pixel reso-
lution as well as on the GAN’s ability to capture structural and geometric
patterns. Four different GAN architectures were trained in order to high-
light the difficulties of the training, such as collapse mode, vanishing gra-
dient and resulting image fidelity. The Frechent Inception Distance is com-
pared with other state of the art results. The importance of evaluating on
automotive datasets as well as additional wishes for further improvements
are addressed at the end of this article.

Keywords: Generative Adversarial Networks · Image dataset
extension · BigGAN · SAGAN · WGAN · Traffic signs dataset

1 Introduction

Image synthesis became an important field of study with various use cases, such
as data augmentation [2], data manipulation [27], adversarial training, text to
image [22], or image to image translation [28]. Dataset extension (e.g. image to
image translation - where different weather and lighting conditions are applied
to the original dataset) can be especially useful for the automotive industry.
Generative Adversarial Networks (GANs) are one class of implicit generative
models, the task of which is to train themselves by means of indirectly sampling
data from their parametrized distribution. GANs [10] comprise two networks
(as can be seen in Fig. 1), a Generator (G) and a Discriminator (D), working
in adversary mode, constantly pushing the performance of each other. The G
tries to generate fake images as close as possible to the originals and fool the
Discriminator, whereas the Discriminator is learning to distinguish fake images
from the real ones. Despite many attempts to stabilize the training [3,11,16,
17,25], the fine-tuning of hyper-parameters and a careful choice of the GAN’s
architecture are still necessary.
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The aim of our experiment can be divided as follows:

– On our own dataset of traffic signs, we will evaluate the performance of State
of the Art (SotA) GAN architectures with the newest improvements.

– We will evaluate the generated image fidelity and compare the calculated
FID.

– We will briefly mention the concept of future dataset extension as a possible
machine learning standard.

– We will open-source our code and sample of one-sign dataset on GitHub 1
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Fake image
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”
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Fig. 1. Example of a GAN training framework. Starting from the left, a noise is sampled
and passed to the G which synthesizes a false image and sends it to the Discriminator.
The Discriminator takes a generated image and compares it to the genuine image: its
task is to learn how to distinguish between them, while the G should generate fake
images the Discriminator is incapable of distinguishing.

2 Methods Overview

While supervised learning techniques with Convolutional Neural Networks
(CNNs) have shown in the last few years excellent results in mapping the input
space X into the output space Y , unsupervised learning has received less atten-
tion and the community still struggles with many key aspects of training and
evaluating methods. Contrary to supervised learning, the aim of unsupervised
learning is to find the underlying hidden structure within the represented data
without using any labeled data.

One of the unsupervised learning models is the GAN [10]. The goal of GANs is
to generate new samples based on the input data distribution. GANs are learning
to estimate density through a min-max game of two players. The Discriminator
1 https://github.com/VincieD/TrafficSign GAN Benchmark.

https://github.com/VincieD/TrafficSign_GAN_Benchmark


Evaluation of Image Synthesis for Automotive Purposes 69

(D), which is in most cases a CNN, is trained to recognize the difference between
the original image and the one created by the Generator (G). Its goal is to
maximize its win. In parallel, the task of the G is to generate images as close
as possible to the originals, so that the D does not recognize the difference. Its
goal is to minimize its loss. Both networks are trained jointly so as to find the
Nash equilibrium of the min-max game, as depicted in Eq. 1.

min
G

max
D

V (D,G) = Ex∼Pdata(x)[logD(x)] + Ez∼Pz(z)[log(1 − D(G(z)))]. (1)

The original training of GAN mainly suffers from learning instability or
from its inability to capture structural and geometric features. Consequently,
the GANs architecture has evolved into deep convolutional GAN [20], then into
SaGAN [26] and finally into SotA BigGAN [6] with ResNet blocks [13]. Radford
et al. [25] pointed out that these architectures can lead to a stable training,
irrespective of the dataset. They suggested three improvements, which helped
stabilize the training significantly. First of all, pooling functions (such as Max
pooling) should be replaced by convolution layers with stride = 2, which allows
the network to prioritize its own spatial down-sampling. Secondly, fully con-
nected layers, which were connected on the top of the convolutional features,
should be removed. Finally, batch norm layers [15] should be used in the D as
well as in the G.

Additionally, Self-Attention GAN [26] allows the network to learn long-range
dependencies, improving the resulting fidelity of the images. It is recommended
that the Self-Attention layer, which encapsulates the weighting of feature maps,
should be applied in both the D and the G.

Further improvements were achieved in BigGAN [6] by demonstrating that
scaling up the batch size and the number of parameters will decrease the brit-
tleness of the training. New and existing techniques were implemented, partic-
ularly the spectral normalization [17] and label conditioning (original idea from
CGAN [16]) with a truncation trick. In addition, the relation between the latent
space and the image resolution was defined. Most of these architectural details
were adopted and used in this work.

Fig. 2. Example of signs included and excluded from the training-set. It is obvious that
the quality of some signs is insufficient.

Whereas the first research groups were constantly improving the GAN archi-
tecture, the second line of research focused on improving the objective function or
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on different methods of constraining the D through penalties. The aim of GANs
is to minimize the distance between the generated distribution and the real data
distribution i.e. to learn the real data distribution via learning the probability
density. The original GAN tries to minimize KL divergence between Pdata(x) and
Pz(z). Arjovsky et al., who came out with Wasserstein GAN (WGAN) [3], claim
that in common cases, the model manifold and the true distribution support
have a negligible intersection, which means that the KL distance is not defined
(or simply infinite). As a solution, a random noise term covering the whole spec-
trum of examples is added to the model distribution, resulting in blurred images
as a side-effect.

The WGAN article provides a comprehensive comparison of popular proba-
bility distances to Earth Mover (EM) distance, resulting in a new WGAN stan-
dard. WGAN with gradient penalty (WGAN-GP) [11] improves the optimization
process with a gradient penalty of the Critic (C) to enforce the Lipschitz con-
straint. This leads to a new objective function as can be seen in Eq. 2.

L =Ex∼Pdata(x)[logD(x)] + Ez∼Pz(z)[log(1 − D(G(z)))]

+ λEx̂∼Pdata(x)[(‖�x̂D(x)‖2 − 1)2], (2)

where the penalty coefficient λ empirically results in 10. As stated in the original
WGAN-GP work: it is good to avoid Batch Norm (BN) for the critic (Discrimina-
tor). BN creates a correlation between the samples in the same batch. It impacts
the effectiveness of the gradient penalty, which was confirmed by experiments.

A research on high-resolution image synthesis with focus on image fidelity
was carried out by Google [6]. The main outcomes were:

– In order to counteract the training instability, the spectral normalization
should be used in both the D and the G.

– Scaling up to a certain level of model and batch size improves the fidelity of
the generated images and allows training models up to 512 × 512 resolution.

– Modified ResNet blocks shall be used instead of combining UPSAMPL,
CONV and BATCH layers.

– Latent vector z should be split and concatenated with shared class embedding,
which is linearly projected to each BatchNorm in every ResNet block.

– A more comprehensive research was conducted on tuning hyper-parameters
and describing side-effects. Leading to the conclusion of using an Adam opti-
mizer with a different learning rate for the D and the G.

3 The Experiment Setup

3.1 Training Dataset

Our GAN models were trained on a traffic sign dataset, which contains 84 classes
(types of signs) for a total of 30104 images. We did not pre-process the images,
except for scaling them to 64 × 64 resolution and normalizing the individual



Evaluation of Image Synthesis for Automotive Purposes 71

color channels to 〈−1.0, 1.0〉. We excluded from the training the following types
of signs (according to Czech notation): G1, G2, G3, G4, G5, I1, IJ4b, IP1a,
IP1b, IP4a, IP9, X1, X2, X3, Z4a, Z4b, Z4c, Z4e, Z5d, Z9, for their quality was
inadequate. We also excluded the types of signs for which the quantity was below
100 pieces. An example of adequate and excluded signs can be seen in Fig. 2.

3.2 GAN Architecture

Throughout the experiment, we tried out four GAN models implemented from
scratch in Keras [8], while using TensorFlow [1] as a backend and one in
PyTorch [19]. We evaluated the training stability, convergence speed and image
fidelity. For one model, LeakyRelu and Swish were used as activation function.

3.3 Model 1: Conditional WGAN-GP with Relu

WGAN was taken as basic model, with gradient penalty and label embedding
done in the first dense layer of critic and G. The Relu activation function was
used and all weights were initialized from a normal distribution with zero mean
and standard deviation 0.02. The gradient penalty for the critic was set to 10
and the amount of critics chosen to be 2, for no significant changes were observed
within a range of (1–6). The Fig. 3 depicts the architecture of this basic model
without label embedding.
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Fig. 3. Architecture of Model 1: with UpSampling layer (orange) RelU as activation
function and batchnorm applied after convolutional layer (blue). (Colour figure online)

3.4 Model 2: Conditional WGAN-GP Swish

For Model 2 and 3 only the delta changes to the Model 1 will be outlined. The
activation function implemented in G and D was a self-gated activation function
(called Swish) [21]. Swish is a form of sigmoid, but its amplitude is scaled by the
input tensor x. The notation of Swish is: φ = xσ(βx), where β is a constant or
trainable parameter. Theoretical background was provided by Hayou et al. [12]
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with the clear results that Swish can propagate the processed information more
effectively than ReLU and it does not suffer from the vanishing gradient problem.
To our best knowledge, we are the first to evaluate the fidelity of synthesized
images generated by GAN with Swish activation function in G and D.

3.5 Model 3: Conditional WGAN with LeakyRelu
and Self-attention Layer

Since the experiment with Swish activation function did not show any improve-
ment (see Sect. 4), we changed it to leakyRelu. Because the self-attention layer
has the ability to capture long-distance dependencies, we experimented with
two settings. In the Model 3a, the self-attention layer was added between the
3rd and 4th layers of G and between the 2nd and 3rd layers of C. In the Model
3b, we moved the SA-block one layer deeper within G, resulting in a 32×32-pixel
resolution with 32 channels, and one layer earlier for C.

3.6 Model 4 - Conditional GAN with ResNet Blocks, Spectral
Normalization and Self-attention Layer

The Model 4 was built based on the “officially unofficial” (see the Authors Page)
implementation of GAN from gitHub [7] and enhanced code, so that we could
generate 1,000 samples every 100th iteration. Inspired by [6], we set the size of
the latent space to 80, since in our case the training images were half the size
of those generated via the official BigGAN (128 × 128). The Self-attention layer
remained untouched and after 5,000 iterations, the Exponential Moving Average
(EMA) weights update was turned on.

3.7 Training Setup

In all the experiments, the applied optimizer was Adam. We set lr = 5 · 10−5

for G and lr = 2 · 10−4 for C/D. β1 was set to 0.0 and the β2 was lowered to
0.7, to prevent stability issues as described in [25]. Apart from Adam, RMSprop
with learning rate lr = 5 · 10−5 was working in most cases as well. The training
was applied to a mini-batch size of 128 for 10,000 iterations. D and C loss were
logged and every 100th iteration, 1,000 random samples of synthesized images
were generated for later statistics observation.

4 Experiment Results

4.1 Training Instability

We can confirm that increasing the batch size in combination with batch norm
layers and Xavier initialization [9] improves the training stability. Additionally,
the loss fluctuation can be lowered by applying a gradient penalty on C. An
important aspect, resulting from the training observation, was the bias initial-
ization. We applied normal distribution with mean = 0.5 to every CONV and
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DENSE layer. This helped stabilize the training convergence, which we posit is
due to the fact that within the first hundreds of iterations, less neurons were
biased towards the negative side (Relu can lead to a phenomenon known as
“dead neurons” and to collapse mode).

(a) Original (b) Model 1 (c) Model 2 (d) Model 3a (e) Model 3b (f) Model 4

Fig. 4. Example of synthetically generated “Priority Road” sign, which was chosen
arbitrarily. The first image on the left is the original one, taken randomly from the
dataset. The rest of the images, on the right, are generated via different architectures
after 10,000 iterations. The visually best results were achieved by Model 3a with Self-
Attention GAN, Model 4 with ResNet blocks and spectral normalization and by Model
1 without Self-Attention layers or any training improvements.

Fig. 5. In order to evaluate the image fidelity, the FID was calculated from 1,000
images generated every 100th iteration (see above for examples of those images). Since
we applied EMA after 5,000th iterations, the FID does not decrease significantly. Con-
sequently, the difference between generated images is subtle (visible are only changes of
surrounding ambient, since the correct shape and structure of the sign was captured).
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4.2 Evaluation Phase

Many articles have been dedicated to finding good evaluation metrics of GAN
performance [5,14,25]. We decided to calculate a Fréchet Inception Distance
(FID), since it can be derived directly from both original and generated images.
Apart from FID, the Inception Score (IS) can be calculated as well. IS encapsu-
lates the image fidelity which correlates well with human judgment [24] as well
as the image variance. However, as mentioned in [4], in order to calculate the IS,
the Inception v3 Network pre-trained on ImageNet is used. Furthermore, accord-
ing to [23], calculating the IS on a dataset other than ImageNet could result in
non-plausible results. FID will therefore be the chosen evaluating metric.

In order to calculate the FID, the extracted features from the Inception
Network serve as input for building a data distribution. Xg ∼ N (μg,Σg) and
Xr ∼ N (μr,Σr) are the 2048-dimensional activations of the Inception-v3 pool3

Fig. 6. Examples of high-fidelity samples of Model 4, after 10,000 iterations
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Fig. 7. Examples of low-fidelity samples of Model 4, after 10,000 iterations. Samples’
distortion and blurriness was presumably caused by lower number of training images.

layer for real and generated samples respectively. As can be seen in Eq. 3, FID
expresses in numbers the difference between generated and real samples statistics
assuming that their distribution is Gaussian-wise.

FID = ||μr − μg||2 + Tr(Σr + Σg − 2(ΣrΣg)1/2) (3)

Since training and evaluating GANs is computationally exhaustive, our
deeper focus was laid on Models 3a and 4. We trained both models for 100,000
iterations and computed FID, resulting in 60.3 for Model 3a and 45.2 for Model
4. The FID achieved by bigGAN 64 × 64 on ImageNet [18] is 15.82 (Fig. 5).

5 Conclusion

We began this article by introducing GANs, as well as the main successes and dif-
ficulties of training and image synthesis. Building on recent improvements and
fine-tuning processes, we have achieved stable training settings and architec-
ture, as described in Sect. 3. Subsequently, the fidelity of the generated images
increased. It is important to state that the resulting fidelity of 64 × 64-pixel
images is satisfying, considering the quality of the original training-set Figs. 4,
6 and 7. Four different architectures were evaluated by calculating the Fréchet
Inception Distance (FID). The best results were achieved with an architecture
consisting of ResNet and spectral normalization layers (Model 4) 6 and by a
simple 5-layer deep GAN with Self-Attention layer (Model 3a). It is noticeable
that the fidelity of the generated images generally improved less after around
6,000 iterations. Since the visual representation of signs was designed to not
be ambiguous, all four models captured the underlying structure well. More-
over, there is a very small difference in FID between Model 1, Model 3a, 3b
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and Model 4. By designing Model 2, we were hoping to increase the training
stability and the visual quality of the generated images; but it turned out that a
simple difference in activation function, on an already highly-generalized image
synthesis task is not essential in order to capture the data probability density.
Throughout this experiment, we encountered many difficulties in setting up the
hyper-parameters while building our model from scratch. It became obvious that
the trade-off between Generator and Discriminator optimization process is cru-
cial. We can only confirm that the training setup described in BigGAN delivers
the wished training stability as well as an outstanding image fidelity, but it
comes at the cost of training duration (a 100,000-iteration training with the
size of the batch equal to 128, deployed on one GTX 1080 10 GB RAM, takes
approximately 10 days).
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Abstract. This paper describes an approach to applying the JSM method for
automatic recognition of collision situations when working with collaborative
robots. The approach uses the description of situations in the form of a set of
primitives that determine the position of a person in the work space and allow
you to distinguish a person from surrounding objects. An intelligent JSM system
requires training that can be realized in real time. In the course of experiments, the
efficiency of the proposed approach was confirmed and estimates of the collision
detection time were made.

Keywords: Safety robot behavior · Human-robot collaboration ·Machine
learning · JSM-method

1 Introduction

Collaborative robots have appeared relatively recently, but are already widely used in
industry. HCR (human-robot collaboration) is a fairly young concept, but it is very
actively developing and has already found application in many enterprises. A collabora-
tive robot is a robot created to work together with a human, designed so that it does not
endanger a nearby employee. Their use makes it possible to facilitate heavy operations
for moving goods that were previously performed by people, or to replace people in
simple monotonous operations for assembly and packaging [1].

The main difference between collaborative robots and industrial robots of previous
generations is the ability to work together with people, which means either continuous
tracking of a person in the robot’s working field, or a rapid stop of the robot when it
collides with obstacles (for example, a person). To do this, the robot always has special
sensors to ensure its safety-optical, motion sensors, feedback sensors. An important task
when building a control system for such robots is to predict early situations when it will
be necessary to quickly stop or change the trajectories of robot elements.

To date, the safety of collaborative robots is mainly provided by passive means. For
example, standard ISO 10218-1/5.10.5 & ISO/TS 15066 defines safe collaboration by
limiting power and effort [2]:

© Springer Nature Switzerland AG 2020
A. Ronzhin et al. (Eds.): ICR 2020, LNAI 12336, pp. 78–88, 2020.
https://doi.org/10.1007/978-3-030-60337-3_8

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60337-3_8&domain=pdf
https://doi.org/10.1007/978-3-030-60337-3_8


Collision Detection in the Work of Collaborative Robots 79

– reducing risks by limiting possible mechanical impacts;
– taking into account the work, tool, workspace, and task;
– taking into account predictable transient and quasi-static contact situations (risk
analysis);

– protective steps in the event when the boundary criteria is exceeded.

This is achieved by reducing the speed of the robot, reducing the mass of the moving
parts of the robot, limiting the torques of the drives, special geometry and “protective
pillows”, safely designedworking tools, designedwith the safety requirements of control
schemes, ergonomics of workplaces, and so on.

To date, it is not yet possible to solve the problem of excluding robot and human
collisions, but the potential for human injuries in connection with possible collisions,
even if they occurred, has been reduced.

In the future, it is planned to ensure safe collaboration by monitoring speed and
spatial separation (ISO 10218-1/5/10.4 & ISO/TS 15066):

– reducing risks by ensuring effective separation distance;
– trip zones/dynamic distance selection;
– choosing distances based on risk analysis results, taking into account the robot, tool,
workspace, and task;

– controlled emergency stops based on safety considerations in case of violation of safe
“borders” (taking into account the robot’s reaction time and stop time).

The problem of maintaining a safe distance between a human and a robot is not
completely solved, and it is very difficult to ensure its solution in a dynamically changing
working environment.

An important task when building a control system for such robots is to predict early
dangerous situations when it is necessary to quickly stop or change the trajectories
of robot elements. To solve this problem, it is advisable to use artificial intelligence
technologies [3]. An overview of collision detection methods for collaborative robots is
given in [4]. The most well-known AI technology is deep neural networks.

This is how [5] describes a neural network for detecting collisions. The conven-
tional framework detects collisions by estimating collision monitoring signals with a
particular type of observer, which is followed by collision decision processes. This
results in unavoidable tradeoff between sensitivity to collisions and robustness to false
alarms. Authors designed a deep neural network model to learn robot collision signals
and recognize any occurrence of a collision. This data-driven approach unifies feature
extraction from high-dimensional signals and the decision processes. CollisionNet elim-
inates heuristic and cumbersome nature of the traditional decision processes, showing
high detection performance and generalization capability in real time.

We will use a classifier based on the JSM method [6, 7]. The abbreviation for JSM
stands for John StuartMill. Themethod is named after the British philosopher of theXIX
century, whose ideas are the basis of the method. JSM - method of automatic hypothesis
generation [8] is a theory of automated reasoning and a way of presenting knowledge
for solving forecasting problems in conditions of incomplete information.
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The JSM method was used to solve many problems of machine learning - medical
diagnostics, determining the carcinogenicity and mutagenicity of chemical compounds,
sociological research, and building intelligent robot control systems [6, 8, 9]. The use of
the JSMmethod for evaluating the collision of a robot and a human is a new development
of the author in this field and is still formal. The theoretical development, experiments
and computer system were developed by the author. This article describes the formal
setting of the problem and performs experiments to test the method on the layout.

2 Statement of Problem

When a collaborative robot and a human work together, a dangerous situation is a
collision between a robot and a human. Let’s consider a formal statement of the problem
for determining the collision. To detect collisions using the JSM method, you must
present this situation as a finite set of attributes [9]. These attributes can be: the visible
object belongs to a certain area of space, the object’s color characteristics, the object’s
shape characteristics, the speed of movement, and so on. The object in this case is a
person, and the attributes determine its position in space and allow you to distinguish it
from the surrounding objects.

To determine the position of a person in the working environment of a robot, it is
necessary to have sensors that can determine the spatial position of the person’s body and
hands. The highest accuracy is provided by 2D and 3D laser scanners. One solution is to
use kinect-type surround-vision cameras that are safe for the eyes. However, processing
a depthmap obtained from a 3D camera is a complex task and requires a lot of computing
resources. Acceptable accuracy is the use of two or more video cameras positioned so
as to obtain two perpendicular projections. One camera provides a flat image, and two
or more cameras allow you to get multiple projections (Fig. 1).

Cam 1

Cam 2

2D laser 
scanner

Workspace

Camera view

Scanner view

JSM

Primers about 
“where human”

Fig. 1. The presentation of workspace.

To get a set of features from an image, you need to process information from the laser
scanners and video cameras. When processing an image, areas where a person can be
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located are highlighted. The area sizes are selected based on the safe distances between
the robot and the human. Areas may partially overlap with each other.

The image from the video camera is divided into zones, each of which is a separate
primitive. Since the size of the zones can be chosen large enough, the total number of
them is small. To search for a person in the zone, additional processing of the frame is
required – for example, by the color or shape of objects [10–14]. These methods are well
developed and are not considered in this paper.

For a 2D laser scanner, zones are also allocated by range and angle. Each zone where
the scanner detected an obstacle is a separate primitive.

The set of all primitives for a visible scene with a known localization area forms a
single JSM example. The information processing process is shown in Fig. 2. The JSM
system for the current set of features determines which areas of the work zone a person
or parts of his body is located in. Knowing the coordinates of the robot parts, you can
determine whether there is a risk of a collision between a robot and a human.

Camera 2D lidar 3D lidar

Primitives Primitives Primitives

Set of primitives = primer,
create primers

JSM solver

Collision ?

Hypotheses – where human ?

Initial information from 
workspace

Translate to primitives 

Learning?

Find the collision?

Fig. 2. Information processing by the JSM system.

An important feature of the proposed approach is the ease of combining multiple
sensors into a single system. It is known that heterogeneous sensors do not agreewellwith
each other. Another aspect of reliability is the redundancy of the number of sensors in
case of failure of some of them. All this leads to a sharp complication of the management
system and an increase in its cost. If the cost of a collaborative robot control system is
very high, then the scope of its application is narrowed. The proposed approach makes
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it possible to resolve this contradiction. Using a trainable intelligent system allows you
to use an excessive number of sensors and at the same time not increase the cost of the
control system.

Another aspect is the accuracy of determining the position of a person in the robot’s
workspace. It is generally believed that the more accurately the measurement system
determines the position of a person or their limbs, the better. However, the more accurate
themeasurements, the longer it takes, and themore expensive the system as awhole is. In
this statement of the problem of determining the position of a person, a different principle
is used. The intelligent control systemmust ensure safe operation (avoid collisions) with
theminimumpossible accuracy requirements. This reduces the reaction time and reduces
the cost of the system as a whole.

3 JSM-System Training

To form the decisive rules of the JSM system, it is necessary to train it. In contrast to
neural networks and genetic algorithms, learning a JSM system is a fairly fast process.
To get a single decision rule, you must provide the system with several examples that
will be used to generate the rule. A JSM system can get a decision rule from at least two
examples. The maximum number of examples is limited by computational complexity,
since rules are common parts of examples and all possible intersections must be obtained
to create them. This operation has exponential complexity,which leads to a rapid increase
in the time spent on execution.

In training mode, an external coordinate system – the so-called “teacher” - is used to
generate training examples. The external system determines the coordinates of the object
and decides which localization area the current position of the object can be attributed
to. A single training example defines the set of primitives and their corresponding local-
ization area. This example is checked for uniqueness and entered by the JSM system
in the fact database. After entering each new example in the set of training examples, a
hypothesis search is performed. The resulting hypotheses may be subject to additional
restrictions, such as a ban on counterexamples, where a positive hypothesis should not
be embedded in negative examples, and Vice versa. These restrictions are determined
by the JSM method used [5].

The training process of the JSM system itself looks like this:

– the external coordinate systemdetermines the position of the person and decideswhich
areas of localization it belongs to at the moment. Information from the surveillance
system is converted into a set of primitives. All this information is fed to the JSM-
system, and the so-called “training example” is formed, which the JSM-system enters
into the database of facts. If there is already such an example in this database of facts,
nothing happens;

– if a new training example appears that was not previously found in the fact database,
then it is passed to the JSM-solver,who uses it to formanewhypothesis. If the resulting
hypothesis meets the consistency criteria, it is added to the hypothesis database;

– updating the database of facts and getting new hypotheses is performed as long as the
training mode is running.



Collision Detection in the Work of Collaborative Robots 83

The criterion for completing training may be the fact that the hypothesis base will
no longer be replenished. This means that no new information is received at the input
of the training system. After the end of the training mode, the JSM-system has a set of
hypotheses that are later used for the operation of the trained control system.

Note that since the information from different sensors is given to the same type of
primitive, there is no difference for the JSM system whether the primitive was obtained
from laser sensor or by complex processing of a frame from a video camera. Thus,
it is possible to combine information from various sensors, which is achieved as if in
a natural way, without excessive complexity of control algorithms. As the number of
sensors increases, the processing time increases linearly. An important feature of the
JSM system is the ability to explain how a particular result was obtained. Note that
when using neural networks, all dependencies are hidden within the network and it is
difficult to assess the effect of a particular sensor on the overall result. Since the JSM
system can explain the process of obtaining a solution, it is possible to evaluate the
contribution of each sensor. This allows you to minimize the number of sensors, thereby
reducing the total cost of the system. At the same time, performance also increases, as
the total amount of information processed is reduced.

4 JSM System Working Mode

In working mode, the JSM system analyzes information from sensors, receives a set of
primitives found for the current scene, from which a test example is formed (Fig. 3).

⊂ L1, L3, .., Lk

Sensors primitives

JSM database

Test vector

hypotheses

localizations

L1
…
Lk

Fig. 3. Information processing in working mode.

The test example is a set, each element of which corresponds to a single primitive.
The number of primitives corresponds to the number of zones for all sensors used and
can be quite large.

The JSM system has a database in which hypotheses about localization were entered
during training. One hypothesis corresponds to an elementary localization domain and
contains primitives that were saved during the training stage.

The decision for a test vector is made by checking the embedding of all hypotheses
from the database in this vector. Todo this, use the operation of adding sets. If a hypothesis
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is embedded in the test vector for the current scene, the object is assumed to be located
in the localization region of this hypothesis.

Combining all the found localization areas gives the position of the person in the
workspace. Based on this information, you can assess the risk of collision between robot
and human parts.

In the JSM operating mode, the system has a high speed, because the addition
operation on sets is performed very quickly. Practice shows that the main time is taken
by the algorithm for pre-processing information – getting primitives from the source
information. Therefore, to increase the performance of the entire system, you need to
speed up these algorithms.

To more accurately determine the position of human body parts in the workspace, it
is necessary to reduce the size of the zones where the presence of a person is detected.
The minimum size of zones is determined by the ability of video cameras, laser sensors,
and computing power when searching for primitives. The main goal is to determine
the possibility of a collision, not to accurately calculate the coordinates of a part of the
human body. Therefore, a strong reduction in the size of the zone is not appropriate.

5 Experiments

A stand was built for experimental testing (Fig. 4a). The HD camera on a tripod looks
down at the working field of 76× 58 cm and gives an image of 1024× 768 points. The
image from the camera is slightly distorted because a short-focus lens is used (Fig. 4b).
To the left of the working field is a side view camera, which gives an image of 1920 ×
1080 pixels.

(a)

HD
camera

sport camera

working area

(b) (c)

Fig. 4. a) general view of the stand; b) top view of the camera; c) side view of the camera.

For the stand, an action camera was used as a side view camera. Due to the wide-
angle lens, the camera produces large distortions, which can be seen at the edges of the
image (Fig. 4c). For the method used, the image distortion that cameras contribute does
not play a significant role.

A human hand with clothing elements was used as a recognizable object. The area
where the human hand was localized was set by the distances from the center of the
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working field (Fig. 4b) and the specified height above the table surface (Fig. 4c). The
measurement step was 5 cm.

Two layers (5 and 10 cm) were used above the field surface. Each layer had 7
localization areas (−15 cm, −10 cm, −5 cm, 0 cm, 5 cm, 10 cm, 15 cm). The total
number of regions was 14 units. During learning, images were taken from the top and
side for each hand position. The images were saved as separate files.

To select objects by color, the auxiliary JSM system was previously learning using
the following algorithm:

– the frame was divided into 32 vertical areas and 32 horizontal areas;
– in manual mode, you specified which areas contain the target object-separately for
the person’s hand, separately for the item of clothing;

– the JSMsystemwas learning. The common color components for each point is finding.
At the same time, the dimension of each color for a point was lowered from 8 bits to
5 bits. Thus, each of the colors (RGB) fell into one of the 32 intervals. The obtained
hypotheses were stored in a separate database.

The number of areas that the workspace is divided into was selected based on the
size of the target object. The minimum requirements are that the object image contains
more than 10 areas. For splitting into 32× 32 areas with a working field size of 76× 58
cm, one area has a size of 2.38 × 1.81 cm. This size of the area provides more than 20
coatings for the side view and more than 30 coatings for the top view. The increase in
area size leads to an increase in performance, but the simultaneous decrease of accuracy.
Reducing the size of the region increases the precision but leads to slower performance.
In general, you need to match the size of the area to the size of the target object in order
to find the optimal accuracy/performance ratio.

The selection of objects on target frames was performed using the following
algorithm:

– the frame was divided into 32 vertical areas and 32 horizontal areas. The total number
of areas was 1024 elements. For the top view and side view, the total number of areas
was 2048 elements;

– target objects were searched automatically for each area using a trained JSM system.
Experiments have shown that the 50% threshold works well - half of the area points
must have the color that belongs to the target objects. In Fig. 5b, green rectangles
show the result of recognizing a person’s hand, and purple rectangles show the result
of recognizing clothing;

– for the specified localization area, the areas where the target object is found are
defined. These areas make up a set of features that define the JSM-an example for this
localization area. Several examples were used for one localization area (from 2 to 4);

– after production all the JSMexamples, a hypothesis search is performedby intersecting
(searching for common parts) a set of features. The resulting hypotheses are recorded
in the localization database.

The resulting localization hypotheses were used to determine the position of an
unknown object. After splitting the area and selecting objects by color, a search was
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(a) (b) (c)

Fig. 5. a) recognizing areas for the side view; b) recognition of a single object; c) recognition of
two objects. (Color figure online)

performed to include hypotheses from the localization database in the set of found
features for an unknown object. If the hypothesis is including in an unknown object, it
is considered to belong to this area. If none of the hypotheses is nested, then the position
of the unknown object is considered uncertain.

The JSM-systemwas learning using one human hand (Fig. 5 a, b). Experiments have
shown that the system successfully recognizes localization for two hands (Fig. 5b). In
this case, each hand is considered a separate object and they can be distinguished from
each other.

As a result of experiments, it turned out that external lighting strongly affects the
color recognition procedure. The use of natural light results in large color fluctuations
when the light changes. You can solve this problem by using artificial lighting. Another
problem found during the experiments is the shading of background objects. When a
person’s hand moves, it obscures objects located on the table. Since background objects
were not recognized in these experiments, shading was not so critical.

To determine the coordinates of a person’s hand, a measuring system external to
video cameras was used. We used rulers to determine the offset from the center of the
field and a pin to set the height. This system is quite rough, so the measurement step was
chosen quite large – 5 cm. In addition, there were difficulties in ensuring repeatability of
measurement results. If you have a robot manipulator, you can use its coordinate system
to set the position of the human hand.

Video cameras used to capture images produced image distortion due to the use
of short-focus and wide-angle lenses. Image distortion was quite strong (especially on
the side view camera), but this did not affect the accuracy of localization. The reason
is that an external coordinate measurement system is used that is independent of video
cameras, and during system training, the camera field is bound to this coordinate system.
The only requirement was to maintain the position of the cameras for the duration of the
experiments.

For experiments, a computer with an Intel Core i5 CPU 3.2 Ghz, 16 GB RAM was
used. During the experiments, the performance was evaluated (Table 1).

FromTable 1 you can see that themain processing time is spent on pre-processing the
frame. Note that these procedures can be optimized and parallelized, which will reduce
the overall processing time. An effective way to increase performance is to reduce the
frame size.
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Table 1. Experimental result.

Learning

Top view, 1024 × 768 pixels, 32 × 32 areas processing a single frame 15.45 ms

Side view, 1920 × 1080 pixels, 32 × 32 areas processing a single frame 40.7 ms

The calculation hypotheses 10.6 ms

Total training time (4 examples) 260 ms

Position recognition

Top view, 1024 × 768 pixels, 32 × 32 areas processing a single frame 15.45 ms

Side view, 1920 × 1080 pixels, 32 × 32 areas processing a single frame 40.7 ms

Hypothesis testing 2.1 ms

Localization position of one example 58.25 ms

Localization of an object’s position consists of frame processing and hypothesis
testing. The execution time of this operation is weakly dependent on the number of
hypotheses. In the experiments conducted, localization was performed in 60 ms (16
times per second), which is a good result.

Experiments on a simple layout have shown that using standard video cameras, the
problem of determining the collision of a human hand and a robot is solved in real time.
The intelligent JSM system is also trained in real time. If we compare the training time
with neural networks [4], the result is very good.

6 Conclusion

The author hopes that the proposed approach will allow using existing sensors to deter-
mine the position of a person in the working area of a collaborative robot. The use of an
intelligent JSM system makes it easy to organize the learning process. Small computing
resources are sufficient for the JSM system to work. The main computing power is con-
sumed by algorithms for selecting features from the scene image. This makes it possible
to use inexpensive equipment to create a control system for a collaborative robot.

An interesting feature of the JSM method is the ability to “explain” the results
obtained. Each hypothesis about the causes, in our case, contains a set of necessary
primitives sufficient to describe the scene. Hypothesis analysis allows you to determine
which primitives and related input processing methods are sufficient to describe the
scene, and which are redundant. This makes it possible to purposefully improvemethods
for processing video information.

Experiments on human hand localization have shown that this method can be used
to determine the position of a person in the robot’s working area. The possibility of real-
time training of JSM system and the short time of collision detection show the promise
of this approach.
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Abstract. The solution of task of increasing the productivity of robotic systems
containing multilink manipulators is presented in this paper. Their actuators have
power limitations. To solve this task, a method has been developed for automatic
formation of extremely high reference speeds of their working tools. This method
allows tomaintain a set dynamic control accuracy, taking into account interactions
between all degrees of freedom of these manipulators and restrictions on input
signals of their electric drives. The created method consists in calculating the
maximum allowable speed of the working tool of the manipulator. A system for
forming the speed of the working tool of the manipulator with three rotational
degrees of freedomwas synthesized based on the proposedmethod. These degrees
of freedom are actuated by DC motors. This manipulator can move working tools
along arbitrary smooth spatial trajectories formed using third-order parametric
splines. This method provides significant increasing of the reference speed of
the working tools due to continuous operation of at least one of the manipulator
actuator near the saturation zone of its power amplifier without entering it. At the
same time, the system speed was increased without reducing dynamic accuracy.
The created method can be used to generate the extremely high reference speed
of the working tools of manipulators with any kinematic schemes and various
numbers of degrees of freedom.

Keywords: Multilink manipulator · Limitation · Speed formation · High
accuracy · Reference signals

1 Introduction

Increasing a speed of technological operations (TO) by multilink manipulators (MM) is
associated with an increase in torque effects between their degrees of freedom (DoF).
This, as shown in [1], leads to a significant growth in the control signals from self-tuning
regulators compensating the interactions. As a result, one or several actuators of the
MM will enter the saturation mode, when their working tools (WT) can deviate from
prescribed trajectories, causing emergencies.

The traditional andmost common approach to solving a task of forming the reference
movement speed of the MM WT is use of speed profiles [2], which determine the
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dependence of this speed on time. This approach is simple to implement, but assume
setting the speed based on the most loaded operating modes of the MM, which leads to
its significant decreasing even in favorable working conditions.

Approaches to setting the optimal speed of movement of MM WT are described in
[3–9]. These approaches allow consider restrictions on the movement speed of eachMM
DoF [3–7], accelerations [3–8], and even on derivatives of these accelerations [3–5, 9].
A common disadvantage of these approaches is need to set restrictions on the speeds and
accelerations, which can significantly change, taking into account interactions between
all DoF. But the tasks of determining the variable values of these restrictions are not
solved in these articles, reducing applicability of the described methods.

In paper [10] algorithms of optimal and quasi-optimal (in terms of speed) contour
control of MM are proposed. The algorithms allow to set limits on control torques in
actuators. But their application in practice makes control systems (CS) work in high-
frequency switching mode with all disadvantages of this mode.

In [11, 12] methods for automatic formation the references movement speeds of the
MM WT considering, respectively, dynamic errors of their spatial displacements and
the values of input voltages and anchor currents of all MM actuators are presented. A
common disadvantage of these methods is that they only indirectly allow to take into
account the saturation of input of power amplifiers and MM actuators. As a result, for
their use it is necessary in advance to carry out multiple simulations of the MM WT
movement for each specific trajectory, adjusting the parameters of the synthesized CS.

In [13] a method for calculating the extremely high reference speed of the WT
movement with taking into account the limitations of input voltages of MM actuators is
presented. The disadvantage of this method is that its application area is limited only by
2-DoFmanipulators.Also the paper proposes amethod for specifying spatial trajectories,
which in practice is not convenient.

Thus, the analysis shows that the task of high-speed movement control of the MM
WT, taking into account restrictions on the control signals, is still far from its effective
solution.

2 Task Definition

The main aim of the work is to create a method of automatic formation the extremely
high MMWTmovement speed along spline trajectories, at which the required dynamic
control accuracy is maintained and MM actuators work permanently in the linear zone
without saturation mode.

3 Description of the Control Object

An MM with the PUMA kinematic scheme is considered below, but the generality of
the solved task is also preserved for manipulators with other kinematic schemes. The
influence of the orienting DoF located near the WT will be neglected, since their force
and torques effects on the other DoF are negligible. In addition, we assume that all MM
actuators operate in a linear zone, when their CS provide the required dynamic accuracy
and the MM generalized coordinates qi differ little from their references values q∗

i .
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This allows to neglect the detailed description of the regulators without disturbing the
operability of the proposed method.

Actuators of the MM are DC motors with permanent magnets. The equations of
electric and mechanical chains of the i-th electric drive for small values of inductance
of anchor chain, as well as viscous and dry friction, have the form:

{
RiIi + Kωiipiq̇i = KyiUi,

MDi = KMiIi = JEiipiq̈i + Pi/ipi,
(1)

where i = 1, 3 is number of the i-th DoF; qi, q̇i, q̈i are, respectively, the values of
generalized coordinates of the MM, as well as their speeds and accelerations; Ri are
active resistances of anchor chains of electric motors; JEi are total inertia moments of
their rotors and inertia moments of reducer rotating parts reduced to them; ipi are reducer
ratios;KMi andKωi are torque and voltage constants;Kyi,Ui are gain constants of power
amplifiers of electric motors and voltage at their inputs; Ii is anchor currents of electric
motors;MDi is torque created by i-th electric motor; Pi external moments on output shaft
of reducer. This moments Pi has following view:

Pi = Hiq̈i + hiq̇i + Mi, (2)

where Hi is component of inertial properties of corresponding part of the manipulator;
hi is moment component proportional to q̇i; Mi is moment effect on i-th joint of the
manipulator, taking into account gravitational forces and interactions of its DoF.

Considering (1) and (2) the equation of a loaded electric drive in the i-th DoF of the
manipulator can be written:

Ri(Hi + JEii
2
pi)q̈i + (Rihi + KMiKωii

2
pi)q̇i + RiMi = KMiKyiipiUi. (3)

Expression (3) will be used to create a method for automatic formation of the
extremely high movement speed of the MM WT.

4 Description of Equation of Motion of the MMWT

The movement of the MM WT at the extremely high speed will be ensured if at least
one of its actuators will operate at the limit of its power, taking into account the current
load, rotating at extremely high speed and acceleration near a non-linear distortion zone
of power amplifier, but not enter it. As a result, with the synchronous control of other
MM actuators, it will be possible to provide an extremely high variable speed v of the
WT movement along any smooth spatial trajectories in the Cartesian coordinate system
(CS) Oxyz associated with the MM base.

Equation (3) describes dependence of the generalized speed q̇i and acceleration q̈i
of the electric drive on its input voltage Ui at the current values Hi, hi, Mi. But taking
into account kinematics of the MM and current position of its WT on the trajectory, it
would be desirable to rewrite it so that the equation describes the dependence of the
velocity v and the acceleration v̇ of theWTmovement onUi. The valueUi for one of the
MM drives is set equal to maximum permissible. Then it is possible to obtain the law of
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change of limit values of v and v̇. However, it is difficult to form dependences of v and
v̇ on all current values Ui for arbitrary spatial movement of the MM WT, since it will
be necessary to determine in real time all variable parameters qi, q̇i and q̈i. Therefore, it
is proposed to apply an approximate method for calculating references values v* and v̇∗
when WT moving along trajectories. For this purpose, in Eq. (3) references values q∗

i
q̇∗
i and q̈

∗
i are used instead of signals qi, q̇i and q̈i. These references and real signals are

approximately equal if all MM electric drives operate in linear zone and their tracking
control systems provide them high dynamic control accuracy. Therewith the reference
movement trajectory of the MM WT should be defined by smooth parametric splines.

As a result, in order to establish the dependence of v* and v̇∗ on corresponding limit
values Ui, the references values of the generalized velocities q̇∗

i and accelerations q̈
∗
i , as

will be shown below, must be expressed, respectively, through the reference values v*

and v̇∗ of the WT movement.
For the indicated transformation of Eq. (3), in the beginning it is necessary to obtain

analytical dependences of q̇∗
i and q̈∗

i on v* and v̇∗. For this, it is necessary to define a
law of change of generalized coordinates q∗

i when moving the tool-center-point (TCP)
along trajectories described by the specified splines [14], passing through set of given
points, and to differentiate it twice in time.

Figure 1 shows the movement trajectory of the MM WT, consisting of a set of
parametric third order Bezier splines [14]. The movement along the k-th spline begins
at point Pk,0, where value of parameter τ = 0, and ends at point Pk,3, where τ = 1, and
points Pk,1 and Pk,2 determine a shape of the spline curve.

Fig. 1. Reference trajectory of movement of the MM WT.

Each k-th spline, being part of the reference trajectory of the WT movement, is
defined by parametric polynomials of third order [15]:

⎡
⎣ x
y
z

⎤
⎦ =

⎡
⎣Ax,k Bx,k Cx,k Dx,k

Ay,k By,k Cy,k Dy,k

Az,k Bz,k Cz,k Dz,k

⎤
⎦

⎡
⎢⎢⎣

τ 3

τ 2

τ

1

⎤
⎥⎥⎦, (4)

where Ax,k , Ay,k , Az,k , Bx,k , By,k , Bz,k , Cx,k , Cy,k , Cz,k , Dx,k , Dy,k , Dz,k are coefficients
of the k-th spline for corresponding degrees of the parameter τ ∈ [0,1], determined by
coordinates of the points Pk,0, Pk,1, Pk,2, Pk,3.
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In this case, the law of change of generalized coordinates q∗
i when the TCP moves

along the k-th spline (4) can be described by a system of three nonlinear equations [2]
and formed on basis of analytical solution of inverse kinematics (IK) problem:

q∗
i (t) = fi(x(τ (t)), y(τ (t)), z(τ (t))), (5)

where x(τ (t)), y(τ (t)) and z(τ (t)) are variable in time coordinates of the TCP defined
by parametric third order Bezier splines in the Oxyz CS; t is time (for compactness of
recording it is omitted below).

In order to obtain expressions for q̇∗
i i q̈∗

i in the functions v* and v̇∗, we first
differentiate expression (5) in time [13]. As a result, we will have:

q̇∗
i = (

∂fi
∂x

∂x

∂τ
+ ∂fi

∂y

∂y

∂τ
+ ∂fi

∂z

∂z

∂τ
)
dτ

dt
. (6)

Expression (4) will be differentiated in t to obtain the derivatives
∂x/∂τ , ∂y/∂τ , ∂z/∂τ . As a result:

⎡
⎣ ẋ
ẏ
ż

⎤
⎦ =

⎡
⎣3Ax,k 2Bx,k Cx,k

3Ay,k 2By,k Cy,k

3Az,k 2Bz,k Cz,k

⎤
⎦

⎡
⎣ τ 2

τ

1

⎤
⎦dτ

dt
=

⎡
⎣Fx

Fy

Fz

⎤
⎦dτ

dt
, (7)

where 3Ax,kτ
2 + 2Bx,kτ + Cx,k = ∂x/∂τ = Fx, 3Ay,kτ

2 + 2By,kτ + Cy,k =
∂y/∂τ = Fy, 3Az,kτ

2 + 2Bz,kτ + Cz,k = ∂z/∂τ = Fz.

Since v∗ = √
ẋ2 + ẏ2 + ż2, then taking into account (7) we can write v∗ =

dτ/dt
√
F2
x + F2

y + F2
z and, consequently, [15]

dτ

dt
= v∗√

F2
x + F2

y + F2
z

. (8)

Taking into account (7) and (8), expression (6) can be rewritten in the form:

q̇∗
i =

[
∂fi
∂x

∂fi
∂y

∂fi
∂z

]⎡⎣Fx

Fy

Fz

⎤
⎦ v∗√

F2
x + F2

y + F2
z

= giav∗, (9)

where gi = [
∂fi/∂x ∂fi/∂y ∂fi/∂z

]
is row vector of first derivatives; a = [Fx Fy

Fz]T/(F2
x F2

y F2
z )

1/2 is unit vector coinciding with direction of the velocity vector

�v* = av * = [ẋ ẏ ż]T in the CS Oxyz.
On basis of (9), one can write:

q̈∗
i = ġiav∗ + giȧv * + giav̇ * = giav̇ * + (aTGiav * + giȧ)v * , (10)
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where ġi =

⎡
⎢⎢⎣
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ẏ + ∂2fi

∂y∂z ż
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ȧ = 1√
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z

⎡
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∂Fx
∂τ
∂Fy
∂τ
∂Fz
∂τ
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⎥⎦dτ

dt
+

⎡
⎣Fx

Fy

Fz

⎤
⎦ d

dt
(

1√
F2
x + F2

y + F2
z

); (11)

Gi is symmetric matrix of second derivatives.
Considering that:

d

dt
(

1√
F2
x + F2

y + F2
z

) = −FxWx + FyWy + FzWz

(F2
x + F2

y + F2
z )3/2

dτ

dt
,

where Wx = ∂2x/∂τ 2 = 2(3Ax,kτ + Bx,k),Wy = ∂2y/∂τ 2 = 2(3Ay,kτ +
By,k),Wz = ∂2z/∂τ 2 = 2(3Az,kτ + Bz,k), expression (11) can be rewritten first
as:

ȧ = 1√
F2
x + F2

y + F2
z

⎡
⎣Wx

Wy

Wz

⎤
⎦dτ

dt
−

⎡
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⎤
⎦FxWx + FyWy + FzWz

(F2
x + F2

y + F2
z )3/2

dτ

dt
,

and after substituting dτ/dt (8) in the form:

ȧ = (

⎡
⎣Wx

Wy

Wz

⎤
⎦ −

⎡
⎣Fx

Fy

Fz

⎤
⎦FxWx + FyWy + FzWz

F2
x + F2

y + F2
z

)
v∗

F2
x + F2

y + F2
z

= ãv∗. (12)

Considering (12) expression (10) can be rewritten as:

q̈∗
i = giav̇∗ + (aTGia + giã)v∗2, (13)

where the terms aTGia, giã and gia, after performing the corresponding matrix
operations, become scalars.

Since qi, q̇i and q̈i included in Hi, hi and Mi it is necessary to replace them in (2)
with the corresponding references values q∗

i , q̇
∗
i , q̈

∗
i . As a result, we obtain references

components

H∗
i (q∗

j ), i < j,

h∗
i (q

∗
j , q̇

∗
j ) =

3∑
j=1

(sj,i(q∗
j )q̇

∗
j ), i < j,

(14)

M ∗
i (q∗, q̇∗

j , q̈
∗
j ) = s4,i(q

∗) +
3∑

j=1

(sj+4,i(q
∗)q̈∗

j + sj+7,i(q
∗)q̇∗2

j ), (15)
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where i = 1, 3, j = 1, 3, I �= j; q* = [q∗
1 q∗

2 q∗
3]

T is vector of generalized coordinates;
sj,I are functions of references coordinates, some of which are equal to zero. The indices
of all sj,I in (14) and (15) are chosen so that for each i-th DoF at j = 1, 3 all possible
functions sj,I will be designated. The first three sj,I at various generalized speeds q̇∗

j in
(14), the fourth s4,I (component of gravitational forces) in (15) and the remaining six for
various q̈∗

j and q̇∗2
j in (15).

After substituting the components H∗
i , h

∗
i (14) and M ∗

i (15) in (3), we obtain

Ri(H
∗
i + JEii

2
pi)q̈

∗
i + (Ri

3∑
j=1

(sj,i q̇
∗
j ) + KMiKωii

2
pi)q̇

∗
i

+ Ri(s4,i +
3∑

j=1

(sj+4,iq̈
∗
j + sj+7,iq̇

∗2
j )) = KMiKyiipiUi, i �= j. (16)

Replacing q̇ *
i and q̈ *

i in Eq. (16) and using (9) and (13), one can write

v̇ * ai + v * 2bi + v * ci + di = 0, i �= j. (17)

where ai = [Ri((H∗
i + JEii

2
pi)gia +

3∑
j=1

(sj+4,igj)a)], bi = [Ri((H∗
i + JEii

2
pi)(a

TGia + gi ã)+
3∑

j=1
((sj,igj)agia + sj+4,i(aTGja + gj ã) + sj+7,i(gja)2))], ci = KMiKωi i

2
pigia,

di = Ris4,i − KMiKyiipiUi, i �= j

In first order nonlinear differential Eqs. (17) instead ofUi (i = 1, 3) one can substitute
their maximum permissible values, at which any of the MM electric drives will be in a
near saturated mode. Solving these equations, it is possible to determine the maximum
permissible value v*.

5 Results of Simulation

In process of study of the developed system the movement of the 3-DoFMM (see Fig. 1)
along the smooth trajectory shown in Fig. 2 was reviewed. This trajectory is represented
by a sinusoid with an amplitude 0.23 m, located at an angle 45º to the horizontal plane.
The MM base is located at the beginning of Oxyz CS.

The electric drives of the considering MM have the following parameters:
Ri = 0.5 Ohm, KMi = 0.04 Nm/A, Kωi = 0.04 Vs/rad, Kyi = 1, JEi = 10−3 kg m2,
ipi = 100 (i = 1, 3). The nominal inertia moment Jnom I of shaft of the i-th electric
drive and rotating parts of the reducer used in the self-turning law [1] is 10−4 kg m2.
The lengths of the MM links are l1 = l2 = l3 = 0.5 m, the masses of these links are
m1 = 25 kg, m2 = m3 = 15 kg and the load weight mg = 5 kg. The inertia moments
Jsi and Jni of the i-th MM links relative to their longitudinal axes and axes passing
through mass centers and perpendicular to their longitudinal axes are, respectively,
Js1 = 0.1 kg m2, Js2 = 0.007 kg m2, Js3 = 0.005 kgm2, Jn2 = 0.55 kg m2, Jn3 = 0.31
kgm2. The typical PID controllers described by the equationsU = kpε+kI

∫
εdt + kd ε̇,
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were: kp = 1883, kI = 130, kd = 140, where ε is the control error of the correspond-
ing electric drive. Limitations of linear zone of the signals Ui of all electric drives are
±22.5 V. The limit value of the signal Ui, used in (17), is ±20 V.

The WT was moved along the smooth trajectory (see Fig. 2), which consisted of
4 parametric splines (4), from point 1 to point 2. From the graphs it can be seen that
the references values of all generalized coordinates q∗

i (see Fig. 3) varied smoothly,
and the reference speed v* was continuously adjusted, constantly providing alternating
operation of one of the electric drives (see Fig. 4a) in a near saturated mode. At the same
time, an increase in v* occurred in parts of the trajectory with a small curvature, and a
decrease – when the WT approaches to areas with a large curvature. The deviation D
of the MM WT (see Fig. 3) from the reference trajectory did not exceed the set value
0.6 mm. It’s possible to reduce the deviation D by replacing the standard controllers
with better regulators [1].

If the WT moves without speed turning at constant value v* = 0.4 m/s, at which
all actuators only approach the boundary of linear zone without saturation, then the
average speed of the WT decreases by approximately 1.9 times. Behavior of Ui of all
MM electric drives with this limit constant speed v* are shown in Fig. 4b.

Fig. 2. Reference trajectory. Fig. 3. Behavior of q∗
i , v

* and D (scale q∗
i =

1 rad; v* = 1 m/s; D = 1 mm).

Fig. 4. Behavior of Ui.
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The results of simulation the operation of the created system will be considered
in more detail below. Figure 3 shows that the smoothness of change in v* is lost at
some instants of time (for example, see timepoints 0.45 s and 1.4 s). This is due to
neglect of inductance in the anchor chains of the MM electric drives (see Eqs. (3)). This
assumption allowed significantly reduce computational complexity when calculating the
current value v* in the created method. However, in real electric drives the inductance
exists and, as shown by studies, with an increase in its value, it is possible for some
MM electric drives to exit the linear zone of their operation. To eliminate this situation,
the value Ui in (17) should be reduced. As a result, the speed v* will decrease slightly,
but productivity of the synthesized system will still remain more than 1.8 times higher
than productivity of the system with the constant limit value v* while maintaining high
accuracy.

Also, for comparison, the operation of analogous system [12], providing the forma-
tion of v* depending on the current values of Ui and Ii (i = 1, 3), measured during the
movement of the MM WT, will be considered (see Fig. 5 and 6). It is shown in these
figures that a similar behavior of v* was obtained, and the electric drives also worked
alternately in a pre-saturated mode after 0.25 s. The advantage of this system is its
simplicity of realization, but it requires repeated simulations to adjust its parameters.

Fig. 5. Behavior of q∗
i , v

* and D (scale q∗
i =

1 rad; v* = 1 m/s; D = 1 mm).
Fig. 6. Behavior of Ui.

Comparison of productivity of the system [12] with the one described in this paper
shows 20–30% advantage of the new method. At the same time, the accuracy of these
systems (see Fig. 3 and 5) is on the same level.

6 Conclusion

A new method of automatic formation of the extremely high (variable) reference speed
of theWT of variousMMalong the trajectories defined by third-order parametric splines
is considered in the article. This speed ensures permanent operation of at least one MM
electric drive in the near saturatedmode (in the linear zone of operation of all used electric
drives). At the same time, a continuous high dynamic control accuracy is maintained.

Acknowledgements. This work was supported by the Russian Foundation for Basic Research
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Distributing Tasks in Multi-agent Robotic
System for Human-Robot Interaction

Applications
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V.A. Trapeznikov Institute of Control Sciences of Russian Academy of Sciences,
Moscow 117997, Russian Federation
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Abstract. Human-robot interaction become a trend in robotics and happen in a
wide range of situations. This research paper describes human and collaborative
robots interaction behind traditional paradigms for robots in a shared workspace.
This research shows that humans and robots distributing task in collaborative
interaction of multi-agent robotic system. Different methods for distributing tasks
on global and local levels inmulti-agent robotic systemanalyzed as part of research
work. Characteristics of tasks distribution algorithms are considered. The particle
swarm algorithm for task distribution presented as an example.

Keywords: Multi-agent system · Collaboration · Human-robot interaction ·
Model · Safety-oriented behavior

1 Introduction

The process of robotic solutions integration into modern production automation become
an integral of technological stage. Complex and monotonous work processes of human
operators moved to automated process of robotic solutions. Robots and humans work
hand by hand to complete a common tasks. This process called human-robot interaction
(HRI). Human-robot interaction over the period of its development has evolved from
the process of repeating actions after a human to the interaction of a human with an
intelligent robot – an intelligent partner [1].

It is worth noting that HRI has undergone a number of changes that have led to
the ability to establish the interaction process in collaboration. There is no need to build
barriers aroundmodern robots that work in a sharedworkspace. The presence of a variety
of sensors and sensors in robotic solutions made it possible to make the process safe and
controlled [2–4]. Such process inwhich a robot has safely interactswith a human is called
collaborative process and robots – collaborative robots (cobots). These robotic solutions
are subject to special safety requirements that regulated by international standards and
specifications [5–8]. It is not just about the presence of robotic assistants with a variety
of different sensors that allow to control the speed of movement, the angle of rotation or
the presence of technical vision systems. First, it is necessary to ensure a safe working
area [9, 10].

© Springer Nature Switzerland AG 2020
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Collaborative robotic solutions are a new stage in the development of interactive
robotics. This is a new working environment for a human in collaboration with a robot.
Thus, new types of multi-agent systems involving robots are being form. Such systems
called multi-agent robotic systems [11]. A human interact with the system as an intelli-
gent agent and a partner. Such system called a multi-agent ergatic control system for a
collaborative robot. It could consist of various types of robotic solutions and the structure
of which allows exchanging information among themselves and providing interaction.
Each agent has information about the actions and plans of the other agents [12].

With the expansion of the functionality of robotic solutions and the introduction
of collaborative robots into production processes, a logical question how to make the
process of interaction between a human and a robot more effective. The authors propose
to consider the distribution of tasks between robots and humans in a multi-agent robotic
system using the example of collaborative robotics.

2 Multi-agent System of Human and Collaborative Robot Type

An ergatic control system for a collaborative robot is a system in which some operations
performed by a robots and some by a human in a safe mode in a shared workspace. It is
necessary to divide functions between human and robot with reasonable of automation
of the robot’s actions. The problem of cooperation between human and robot in a shared
workspace sets the task of determining the functions that should be transfer to the robot
due to its functional efficiency, and which should remain with the human due to its
unique ability to perceive the environment and make decisions in emergencies.

The main components of the functional scheme of a multi-agent ergatic control
system for a collaborative robot shown in Fig. 1. In this concept of collaboration, the
ergatic robotic system can be extend by the concept of human operator and robot to the
level of human-robot type. In addition to the human operator in a semi-automatic control
system, a human is an intelligent agent on a parity with a collaborative robot in order to
automate and optimize the process.

Human functioning in interaction based on comparing incoming signals with certain
reference signals (the function of the Central nervous system) stored in memory, with
subsequent decision-making, taking into account work experience and skills. The effec-
tiveness of interaction at the human-robot level is ensured by an optimal and consistent
distribution of functions in Sects. 1 and 2. Getting efficiency depends on solving the
problem of engineering psychology and ergonomics. In presented multi-agent robotic
system, the upper level is a control center with modules for communication, planning
and information processing. This level can create new tasks for a group of intelligent
agents in the system.

Thework process in a sharedworkspace of ergatic robotic system is a combination of
robot and human capabilities in an effort to reduce human labor costs during performing
common tasks.

Conceptually, the human-robot interaction and the work process in ergatic robotic
system could be classify into the following components: work time, workspace,
interaction tasks, and collaboration [13–15] that presented in Fig. 2.

Work time in this concept defined as a time during HRI in a shared workspace.
Each entity has a task that achieve jointly or separately. If there is a common time in
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Fig. 1. Functional diagram of a multi-agent robotic control system.
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a shared workspace then this interaction represents the coexistence of a human and a
robot. If there is a common goal of interaction, entities can have different tasks, which
characterizes their cooperation, and if there is a direct contact (for example, tactile or
auditory) then this interaction can be described as a collaboration between a human and
a robot.



102 R. Galin et al.

3 Comparative Analysis of Methods for Distributing Tasks
Between Intelligent Agents

There are various reasons that can affect the performance of the task in HRI. In this
multi-agent robotic system (MARS), we consider collaborative robots that meet the
requirements for safe interaction. However, the process of completing the task itself
may be inefficient due to human factors. These factors may include human fatigue, its
emotional state, and attitude to the robot [16, 17].

Correct tasks distribution allows to achieve optimal results with minimal time spent.
Definitely, it is necessary to develop the structure of the MARS in such a way as to
exclude conflict situations in the system that can lead to loss of time and harm to the
human operator. Thus, the system needs to establish a communication link between
agents.

There are two types of task distribution in MARS that possible to consider. These
types include statistical and dynamic tasks distribution. First, organization of centralized
control system for a collaborative robot. As shown in Fig. 1 the system supported by an
intelligent control center. This allows adjusting the task completion process or changing
the setting to complete a new task. However, we cannot exclude a decentralized man-
agement system, since all intelligent agents can participate in a multi-agent system and
coordinate their actions.

Comparative analysis of the characteristics of various algorithms depending on the
tasks presented in Table 1. These are tasks solved at the global distribution stage. On
this level, the most efficient algorithm is the particle swarm optimization. This algorithm
disclosed in work [18]. The particle swarm algorithm reflects the speed and finding the
optimal solution.

Table 1. Comparative analysis of the characteristics of algorithms [18].

Method name Time/dimension
complexity

Best option for
distribution

Convergence Complexity of the
algorithm model

Sorting method −/− + + +

Search algorithm +/− − − +

Linear
programming

−/− + + +

Ant colony
optimization

−/+ + + −

Particle Swarm
Optimization

+/+ + + +

Genetic
algorithm

+/+ + + −

To distribute tasks at the local level in MARS an intelligent agents dynamically
distribute tasks among themselves through negotiations. These methods include the
protocol algorithm, auction algorithm, and game theory.
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The contract protocol method is effective for dynamic task distribution, but it is
largely dependent on the number of agents. The more agents there are, the less effective
this method. The auction algorithm is flexible and allows for dynamic tasks distribution.
The disadvantage is a poor global optimal solution associated with an increase in the
number of agents. Game theory is the most appropriate method for distributing problems
at the local level. Themethod consists of a process inwhich twoormore agents participate
with a specific strategy to achieve the goal. These agents act as system agents. The task
of system agents is to perform the task effectively. Thus, at the local level, for safe and
effective interaction between a human and a robot, it is advisable to use methods for
solving tasks in game theory with active agents whose actions are mutually determined
in relation to each other [18, 19].

4 Distributing Tasks in Multi-agent Robotic System

4.1 Task Definition

The definition for distributing tasks among intelligent agents is following. Let’s assume
that we are given a set of tasks for sorting objects of different sizes and colors. First,
glance the taskmay seem simple and uncomplicated. However, as previouslymentioned,
many factors can affect the effective execution of the task. Therefore, intelligent agents
will complement each other. There are set ofM = {m1, m2 . . . , mk} tasks. These tasks
need to solve by intelligent agents of reviewedMARS. The set ofN = {

n1, n2 . . . , np
}

intelligent agents. The following matrices with dimension are specified k × p: matrix
emoluments O = {

oij
}
, cost matrix R = {

rij
}
, possibilities matrix S = {

sij
}
, where oij

– emolument for completing task i by an intelligent agent j. Next, rij – resources spent
by the j intelligent agent to complete the task i and sij – opportunity j agent can perform
the task i. sij = {0, 1}, i = {1, . . . , k}, j = {1, . . . , p}.

It is necessary to distribute tasks M among intelligent agents N to arrive maximum
result –Q = ∑p

j=1

∑k
i=1

(
sij ∗

(
oij − rij

))
. The distribution result need to be represented

as an array. The size of the array corresponds to the number of distributed tasks. Each
robot participating in the task distribution is an element of the array, and the sequential
number of the element corresponds to the task number for the specified robot.

Next, consider a centralized method for distributing problems using the particle
swarm algorithm.

4.2 MARS Centralized Task Distribution

Centralized task allocation used in global planning and is used in the control center
block of the intelligent management system. Intelligent agents constantly repeat the task
allocation procedure, due to possible failures in the execution of tasks.

The particle swarm algorithm is one of the bionic optimization methods [20–22].
This algorithm is iterative and has a sequence of steps. In relation to MARS, in the
algorithm, the particle acts as the solution of the distribution problem, and the distance
– the cost of performing tasks.
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Particle Swarm Algorithm Steps. The following sequence of steps describes the
algorithm.

• Step 1. Initializing a swarm of particles. Initially we assume a random location
throughout the search area for the best solution.

• Step 2. Calculating the values of the target function. Search for the best local and
global solution.

• Step 3. Adjusting the position of the particle in the pursuit of a better solution. A
modified algorithm of the classical particle swarm algorithm is applied. Changes in
the nature of particle motion and dynamic changes in the algorithm parameters.

wn+1
i = wn

i + a1 · rnd(0, 1) · (
pbi − xni

) + a2 · rnd(0, 1) · (
lbi − xni

);
xn+1
i = xni + wn+1

i ,

wi – current velocity of the i particle, xi – its current position, a1 and a2 – weighting
factors for local and global solutions; pbi – best solution (local optimum), lbi – the
best solution among particles and its neighbors. It is worth noting that the classic
version of the algorithm works faster, but has less effectiveness when increasing the
number of agents in the system.

• Step 4. Checking the execution of the algorithm or the specified number of iterations.
The search process end.

Involve of this algorithm is mainly due to its simplicity and a small number of
parameters. Its result shows high accuracy and fast convergence of the algorithm.

5 Conclusions and Future Work

The prospect of human-robot interaction research is to obtain a synergistic effect from
the joint process. Creating conditions for collaboration between human and robot will
ensure the efficiency and productivity of technological processes by separating tasks and
automating operations. Robots will become interactive and intelligent, and humans will
be adapted to a life in which the robot is an integral component.

In the future work planned to test methods for distributing tasks on the example of a
multi-agent robotic system with collaborative robots in real conditions. The centralized
and decentralized methods described in this paper will be test on real conditions and the
best option will be select in the comparative analysis in relation to the research task.
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project № 19-08-00331.
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Abstract. Currently path planning for a swarm of mobile robots is a relevant
problem in the domain of robotics. Various approaches to its solution exist. One
of such approaches comprises different methods of informed sampling, which
boost the search process through direction of search frontier towards the target.
This paper presents combination of suchmethodwith the simplified representation
of the operational environment, specifically, cellular decomposition. The proposed
method ensures transition of a robot swarm into the predefined formation in such
manner, that during robot motion along the planned paths no collisions occurred.
The experimentation was performed with groups of 5, 10, 15, 20, 25 and 30 robots
in three different scenes. Upon experimentation it was revealed, that for a swarm
of 30 robots in a complex scene the path computing time does not exceed 7 s.

Keywords: Swarm robotics · Path planning · Route map ·Mobile robots ·
Group control

1 Introduction

Development of methods for solution of the path planning problem is relevant in the
context of robot swarm. Efficient path planning allows to avoid potential collisions, as
between individual robots, as between robots and obstacles [1–3]. Such method should
meet the following requirements: easy implementation, flexibility in solving of various
tasks, fitness to path planning in the environment with obstacles, and collision avoidance
among the objects in the swarm. Efficiency evaluation for the path planning method,
intended for utilization in the context of robot swarm, can be reduced to the analysis of
aggregate path length of all robots [4], total time, spent for path computing and robot
motion to target coordinates [5].

To solve the problem of path planning within a certain environment, it is possible to
use relatively simple and efficient obstacle-avoidance methods based on cellular decom-
position [6]. These methods assume partitioning of the robot’s operational environment
into some fixed-size cells aligned along the coordinate axes. For each cell the occupancy
status is defined. If a cell contains an obstacle, it is considered occupied, else it is con-
sidered empty. The central coordinates of each cell are considered the graph vertices,
whereas the transitions between the cells are considered to be the edges of this graph.
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A. Ronzhin et al. (Eds.): ICR 2020, LNAI 12336, pp. 107–115, 2020.
https://doi.org/10.1007/978-3-030-60337-3_11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60337-3_11&domain=pdf
http://orcid.org/0000-0002-0723-7102
http://orcid.org/0000-0001-9745-0216
http://orcid.org/0000-0001-5388-8152
https://doi.org/10.1007/978-3-030-60337-3_11


108 V. Izhboldina et al.

Therefore, instead of the initial complex model of the environment, its discrete represen-
tation is used, what simplifies the planning process [7]. Such approach allows to reduce
the planning task in a complex environment to graph theory problems, for solution of
which an extensive mathematical framework exists [8, 9].

The process of discovery of such a graph in the path, which maps to robot route,
is a crucial step in path planning [10]. Often, to find the path of optimal length within
the graph, informed path planning algorithms are used [11, 12]. Such algorithms are
less time-consuming and computing-intensive, because they provide for search direction
toward the target point [13]. A* is considered to be an efficient informed search algorithm
[14, 15]. Algorithm A* combines two functions: distance estimation function (from
start to target point) and cost function to reach the target point (heuristic function). This
algorithm performs path search, directed toward the lowest-cost vertices, what reduces
time, needed to compute paths [16].

Algorithm A* for a group of robots is put in practice in [17]. The authors of [17]
engaged with reconfiguration of robots into predefined configurations in an obstacle-free
environment. The approach, proposed in this paper, ensures the motion path planning for
each robot in the swarm, excluding collisions with other robots. The proposed approach
can be divided into two parts: 1) finding of optimal path for each robot, using the A*
algorithm, whereby the degree of optimality is defined, depending on the length of the
computed path or according to certain preset path cost criteria. 2) Establishment of the
counting protocol: in such protocol a parameter α is assigned to each robot. The value
of this parameter is passed to all robots, adjacent to current agent. If some robot blocks
the path for the other robot, then the value of this parameter is incremented by 1, else
it remains unchanged. Steady increase of the value of parameter α acts as a dead-end
marker, preventing motion of other robots along the predefined paths. The considered
method allows easily resolve the situations, where dead ends occur, but does not account
for existing obstacles.

Many existing path planning methods for robot swarm rely on complex mathemat-
ical frameworks and do not account for obstacles on the map [18]. By combining the
cell decomposition approach with the A* algorithm for a group of robots several advan-
tages are achieved: simple implementation, easy extension in context of specific tasks,
possibility of path planning in an environment with obstacles.

We are considering a scenario in which several robots of a swarm need to gather from
random starting points into a formation of a certain geometric shape (predefined target
points) for further joint task execution. For solution of the simultaneous group motion
problem in a swarm of N robots in the environment with obstacles, it is necessary to
compute for each robot the respective paths from starting coordinates to target coordi-
nates in such away, that excludes collisions among individual robots in the group. To that
purpose this paper presents an algorithm of target coordinate allocation, which respects
minimum distance from starting positions to target coordinates, and path planning algo-
rithmA*, extended with the vertex check condition, what guarantees collision-free robot
motion. The number of target coordinates can be other than the number of robots. To
simplify the problem, let us assume that the number of robots in the group is the same
as the number of target coordinates.
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2 Principles of Algorithm A* Execution and Cost Function
Calculation

To solve the problem, stated above, let us represent the operational environment of
the robots as a grid with even-sized cells. The passing through each cell is associated
with certain cost value; additionally, each cell can be «free» or «occupied». According
to the algorithm for target coordinate allocation, each robot in the group obtains the
destination point, which is the closest to it. Consider the graph, whose vertices are the
central coordinates of cells in the grid, and edges correspond to the transitions between
the cells. In this graph we need to find N paths from the vertices S, representing the
starting coordinates, to the vertices T, representing the target coordinates.

The problem of path planning with algorithm A* consists in definition of cell
sequence, the centers of which the robot passes within the minimum timeframe and
without collisions with other robots and obstacles. The graph vertices can belong to
the Closed list, Open list or outside of these lists. The Open list contains the vertices
to be investigated, the Closed list contains already investigated vertices. Initially, both
lists are empty. Every vertex has a parent vertex, i.e. the one, that has been investigated
on previous iteration. Every vertex is also associated with certain cost value F defined
according to the following expression:

F = G + H ,

where G is the cost of reaching the target coordinate from the current point, following
already established path, H is approximate cost of path from the starting point S to the
current one. Estimation of H cost is a tentative length of the remained path, because it
is actually unknown and depends on layout of obstacles in the scene. There are various
ways to calculate the H cost. This paper employs one of the most common approaches
of this kind – «reduced diagonal», based upon vertical and horizontal distances from the
starting vertex S to the current one. We denote the terms of the equations as follows:

dx = |xC − xS |
dy = |yC − yS |

where (xS , yS), (xC , yC) are the coordinates of starting and target vertices respectively,
hence, dx , dy – horizontal and vertical distance. Then the heuristic function H of this
method is formulated as follows:

H = 1,4 min
(
dx,dy

)
+ 1,0

(
max

(
dx,dy

)
- min

(
dx,dy

))
.

Using heuristic rules, this algorithm estimates the remaining distance along the path,
which generally represents an irregular line. After several iterations of recursive vertex
processing, we obtain the map with cost values assigned to the cells and directions of
decreasing cost among them. Proceeding from the start along these lines to the target,
we obtain the path required.

3 Proposed Algorithm for A*-Based Path Planning

Based on algorithmA* for a single robot, paths for individual robots in the swarm can be
planned. Under assumption, that all the robots will move simultaneously, the designed
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path should be planned in such manner, that it would ensure collision-free robot motion
along these paths. Consider the robot collision problem in context of swarm motion
and its solution via path planning before the motion begins. In this case, the constructed
paths are pre-checked for collisions. The proposed approach contains the following steps:
assigning target points to reduce the number of potential collisions as much as possible
(Fig. 1) and finding a path for each robot with collision avoidance (Fig. 2).

Begin

dist = getDist(robot[i], target[j])

dist < minDist

minDist = ∞ 
map(robot[i], target[j])

minDist = dist

i = 0, i < robotNum, i++

j = 0, j < targetNum, j ++

j

Yes

No

i

End

Astar(robot[i], target[j])

Fig. 1. Algorithm for assigning target points to the robots.

To assign the target positions to the group of robots we apply the algorithm, where
each robot is assigned a destination point, which is the closest one to it. The algorithm
receives as input the coordinates of robots and targets. The function Astar(robot, target)
returns an array of dots, corresponding the path from start to target. Using the getDist
function, for each robot the length of path between robot and target is computed and
returned. Further the obtained length is compared with the preset minimum minDist. If
it is smaller than minDist, then the current length is considered minimal and assigned
to the actual robot. Then the relevant coordinate is deleted from the list. All steps of the
algorithm are iterated for each robot. Hence, every robot is assigned the target, which
is the closest to it. After this step, the path for each robot is constructed. The enhanced
path planning algorithm, derived from A*, is presented in Fig. 2.

The developed algorithm works as follows. Firstly, the map of working area is seg-
mented by a grid with predefined step. Two lists of vertices are composed: Open and
Closed. The coordinate of starting point of the robot is added to the Open list, whereas
the Closed list remains empty at this moment. Accessible vertices are looked up around
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Begin

The scene map is divided into a grid, 
two empty lists are initialized: Open,

Closed

The starting point of the robot is 
recorded in Open

Achievable points are searched 
around this point

For each point found, it is calculated
F = G + H

F has the smallest 
value calculated

Point is the 
target position

Point is recorded in Closed

Skip this point

Point is recorded in Closed as a parent

Yes

Yes

No

No

i = 0, i < robotNum, i++

i

Found points 
are in Closed

Delete this point from 
Open

Found points are recorded in Open

No

Yes

End

Fig. 2. The developed algorithm for path planning in a group of robots, based on the A*.

the point from the Open list. These vertices are added to Open, whereas the first point
goes to the Closed list as the parent of the found ones. Further the check is performed
against presence of the found vertices in the Closed list. Should some of the found ver-
tices already be present in the Closed list, they are deleted from Open list. In the next
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step the cost F for each vertex is calculated, and the vertex with the least value F is
included into Closed. Other vertices are omitted. Then, the found vertex with the least
F is compared with the target point, and, if they are the same, the algorithm finishes. If
the Open list is empty, and the target has not been reached, the respective path does not
exist. Hence, the condition of check against the vertex under consideration in the Closed
list allows to avoid situations, where paths of different robots are directed to the same
vertices, what provides for collision avoidance among these robots.

4 Experiments

The purpose of the experiments consisted in “proof of concept” of the proposed method
for groups of robots, with 5, 10, 15, 20, 25 and 30 devices in such group. The operational
environment is represented as a scene of 100 × 100 points. The size of robot, as well
the size of cell in the grid, laid over the scene, is equal to one point each. For each
map (Fig. 3) and each set of robots 100 tests were performed to calculate average time,
needed for path planning.

a) b) c)

Fig. 3. Operational environment maps under consideration: a) map №1, b) map №2, c) map №3.

In each test the robots obtain new starting coordinates in the environment. Resulting
configuration in all tests is represented as a planar geometrical shape, consisting of dots
and situated in the middle of the scene. The curve, showing the function of average time
of path computation is depicted in the Fig. 4. A path construction example for 5 robots
in map №1 is shown in Fig. 5.

The obtained experimental outcomes lead to conclusion, that for the map№1, where
the obstacles do not hinder access to target positions, computation time in any group of
robots does not exceed 1 s. In the group of 30 robots in the environment with obstacles,
almost completely preventing access to the destination points, path computation time is
7 s. Such mapping approach is applicable for provisional path computation for a group
of robots. The advantages of this approach are simplicity of implementation, possibility
of extension in terms of the problems being solved, as well feasibility in low-power
computing systems.

In the Fig. 5, the resulting configuration is composed of dots in the middle of the
scene. All the robots in the group are numbered. The paths were computed in such
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Fig. 4. Dependency of average time of computations from the number of robots in the group.

Fig. 5. Main steps of modeling of the computed paths for a group of 5 robots in the map №1.
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manner, that the robot could bypass the obstacle along the path of optimal length (robot
№3). As follows from the figures, intersection of paths of robots №4 and №5 caused no
collisions between them, as at the moment of intersection, the robot №4 already was at
a safe distance from the robot №5.

5 Discussion and Conclusion

In this paper a path planning approach for a swarm of robots was proposed. The setting
under consideration is an environment with static obstacles. To simplify the represen-
tation of the operational environment, the cell decomposition method was chosen, con-
sisting in overlaying of the grid on the working area. The proposed solution for robotic
swarm path planning is based on two algorithms: 1) an algorithm for assignment of
target coordinates to robots and 2) a modified A* algorithm, extended by the additional
clause of graph vertex check, what prevents collisions among the robots.

Based on the developed approach, the motion of robots in groups of 5, 10, 15, 20, 25
and 30 robots was modeled in three different scenes. As follows from the experimental
results, in the settings, where the obstacles do not prevent access to target points, the
path computation time for any robot does not exceed 1 s. In settings with large obstacles,
which prevent the access to target points almost completely, the time of path computation
increases because of greater number of graph vertices to be considered. Here this value
makes up 7 s. Such path routing approach does not require to compute the robot paths
ahead of time. The advantages of the presented approach are simplicity of implementa-
tion, possibility of extension in terms of the problems being solved, as well feasibility
in low-power computing systems.

The developed path planning algorithm can be used in conjunction with classical
approaches to swarm control, as well as integrated into other reconfiguration algorithms.
The authors expect that the best practical results will be obtained by combining the
proposed algorithm with the method of virtual mutually repulsive forces between robots
at small distances. Further research concerning path planning problem for a swarm of
land-based robotic vehicles will account for such parameters, as variable number of
targets, moving targets and different types of inter-robot collaboration.
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Abstract. The paper considers the urgent problem of human-machine interaction
organizingwhen controlling the of industrial assistive exoskeleton suit linksmove-
ment. A method that implements device’s drives copy control, which ensures the
operator and the exoskeletonmovement synchronization is proposed. Thismethod
allows transfer the load from operator to exoskeleton mechanical frame, thereby
facilitating the industrial workers manual labor. The article describes the human-
machine interaction mathematical model and the results of the described system
dynamics numerical modeling. The analysis of stiffness of the elastic suspension
and controller coefficients influence of the on the assisting device control quality
is carried out, and is made on the basis of complex criteria that take into account
both positioning accuracy and device usage comfort.

Keywords: Industrial exoskeleton · Human-machine interaction · Control
system · Mathematical modeling

1 Introduction

Industrial exoskeletons have already firmly taken their place in the manual labor autom-
atization market [1–4]. This is due to the high efficiency of their use to facilitate the
workers of various specialties labor when performing lifting, storage, holding and trans-
fer of goods technological operations. Exoskeletal costumes can reduce fatigue, expand
the workers functionality, reduce the probability of injury and the occupational diseases
development. The most common exoskeleton constructive scheme is fixed on the body
and allows operator to unload hands, compensate back and hip joint bending moments
[5–7]. Typically, such devices use various mechanical energy storage devices – springs,
dampers, link balances, etc.

In some cases, electromechanical or pneumatic drives are used to compensate the
moment in hip or shoulder joints. Less common are devices equipped with full-sized
legs that allow transfer the load from operator to supporting surface. Such devices have
advantages, including high load capacity, static loads high efficiency, reliability and
versatility [6, 7]. The disadvantage of this solution is the significantly greater weight of
the device, limitation of mobility, the need for the device exact-tuning to the operator’s
parameters [8–10]. There are few full-sized exoskeletons equipped with electric drives
and, as a rule, they are complicated and not universal. This is due to the complexity of the
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exoskeleton and the operatormovements synchronizing, the control systems construction
that allows not only not to bother to the operator but also help with the technological
operations performing.

Issues related to the study of man-machine interaction and the functioning of the
lower limb exoskeleton are considered in the works of the authors [11, 12]. This work is
the development of the models and methods described in the articles [13]. We propose
the study of full-sized exoskeleton equipped with a copy control system (CCS) leg
movement dynamic features, when moving on a movable base.

2 Mathematical Model of Exoskeleton with CCS Equipment

The use of the device hinges electric drives and CCS built on the principles of human-
machine interaction, allows reduce the load on the operator, transferring all the payload
to the power frame. In this case, the force necessary to bring the system into motion is
constant and doesn’t depend on the carried load weight.

The task of creating a CCS is complex and requires an integrated approach, therefore,
that’swhy in this articlewe restrict ourselves to studyof themovement of one exoskeleton
leg on a movable base in the sagittal plane. The design diagram of the device is shown
in Fig. 1.

xO1

O2

Oh2

O3(x3, y3)

M2

φh1
φ1

φh2

φ2

M1

Oh3(xh3, yh3)

l1

l2

lh2

lh1

P

y

Fig. 1. Structural scheme of the investigated object.

In this scheme: L1, L2 – femur and lower leg of the exoskeleton links respectively,
Lh1,Lh2 – the segments between the operator joints centers, respectively, between the
knee joint Oh2 and the ankle Oh3 and knee and hip O1. ϕ1,ϕ2 – absolute angles of the
exoskeleton links rotation, ϕh1, ϕh2 – lower leg and thigh of the operator rotation angles.
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We admit that the operator limbmovement occurs under the influence of muscular forces
and does not depend on the exoskeleton position. The exoskeleton links movement of
occurs under the action of torquesM1,M2 – developed by the exoskeleton drive system.
The exoskeleton leg is fixed at a point O1 that coincides with the origin of the fixed
reference frame. The foot of the operator and the links of the exoskeleton are connected
by means of a two-coordinate measuring cuff. The cuff contains elastic elements that
determine the interaction force P.

The control task is reduced to the realization of the required interaction force provided
by the synchronous movement of exoskeleton and limb units. To achieve this, the CCS
a structural diagram of which is shown in Fig. 2 is proposed.
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Fig. 2. Copy control system structural scheme.

The principle of control systemoperation is as follows.Duringmoving, the operator’s
leg encounters the exoskeleton resistance, which is recorded by the elastic elements of
the measuring cuff (Cuff). The measured force between the operator’s foot and the
exoskeleton P′ is compared with the value P∗ specified by the user. Further, the force
value P is translated into the required deformation and is summed with the current
coordinates of the point O3(x3, y3). Thus, if the desired force and current are equal,
then the position of the point O3 is saved. If the effort is different, then the links tend to
occupy a position in which the error in effort will be zero. After determining the desired
coordinates x∗

3, y
∗
3 sing the block IK (inverse kinematics) are formed the desired values

of the links rotation angles ϕ∗
1 , ϕ∗

2 . Further, the desired values of the rotation angle are
compared with the current values of the angles ϕ′

1 and ϕ′
2 measured by the encoders

(Enc1, Enc2). Then, the obtained error values are transmitted to the torque control
loops, where the feedback channels are implemented using current sensors (CurSens1,
CurSens2) on the electric drive motors armature windings (ActM1, ActM2).
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Such an implementation of the CCS can be described by the following equations:

Uk
i = kpM

(
M *

i − M ′
i

)
k
+ kdM

((
M *

i − M ′
i

)
k − (

M *
i − M ′

i

)
k−1

�t

)
, (1)

where M ∗
i = kpφ

(
ϕ∗
i − ϕ′

i

)
– i-th drive set torque, M ′

i = kmIi – i-th drive measured
moment, kpM , kdM – the coefficients of the PD controller of the control loop by the
moment, kpφ – the loop angle P-controller coefficient, ϕ∗

i – desired rotation angle, ϕ′
i

– the i-th link measured rotation angle, km – motor torque coefficient determined by
motor and gearbox parameters, Ii – i-th drive anchor current.

ϕ∗
i is determined in solving the inverse kinematics problem in the following way:
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(
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)

2l1l2
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. (3)

Using Eqs. (2) and (3), the links rotation absolute angles when the point O3 moves
in the lower quadrants of the coordinate plane can be determined (y3 < 0).

Next, let’s consider in detail the method of obtaining the desired coordinates x∗
3, y

∗
3 .

The device shown in Fig. 3, consists of the following main parts: 1 – displacement
sensor (horizontal), 2 – movable mounting base (horizontal), 3 – textile slings for attach-
ing the limb, 4 – movable base (vertical), 5 – elastic elements of the cuff suspension.
The displacement sensor (vertical) is located on the flip side and is not shown in Fig. 3.

Fig. 3. Two-coordinate measuring cuff.

The cuff works as follows. When moving, the operator acts through textile straps
of the cuff 3 on the measuring module, which consists of two movable springs, fixed
with the help of springs 5, the bases 2 and 4, which move along the respective guides.
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Displacements are recorded by appropriate sensors. The cuff mount is fixed to the link
by means of a hinge. We assume that the cuff is always oriented in the same way, and
the component forces are determined in absolute coordinates regardless of the position
of the link. In fact, the position of the cuff will be determined by the orientation of the
foot, which is not considered in this work. In practice, the cuff rotation angle relative to
the link can be easily determined by a sensor placed in the hinge, after which the force
components can be easily recounted, therefore this assumption is correct.

Further, considering the stiffness coefficients of the suspension springs
(
c3x, c3y

)
equal and measuring the relative displacement of the attachment point of the leg relative
to the exoskeleton, we can determine the strength of the resistance to movement as
follows:

P =
√
P2
x + P2

y =
√
c3x(xh3 − x3)2 + c3y(yh3 − y3)2, (4)

where Px,Py are the horizontal and vertical components of the force acting between the
exoskeleton and the operator, respectively. The transition from displacement to force is
necessary for the intuitiveness of setting the required force resistance or assisting during
exoskeleton work.

In the general case, the user can set any value of force P∗, as a function of time,
links rotation angle and other estimated system parameters. In [12], it was shown how
this approach can be used to create an assisting effort that helps with walking. In the
framework of this study, we will assume that the desired resistance force P∗ = 0 the
device should move in a way as to minimizing the movement resistance of the operator
limb [12].

The next system’s work stage is the calculation of the point O3 required coordinates
for implementation of a given force P, for this the inertial reference system projections
on the axis followed by conversion into coordinates are determined:

x∗
3 = x3 + kPP sin(γ ), y∗

3 = y3 + kPP cos(γ ), (5)

where x3, y3 – are the current coordinates of the point O3, and – is the angle of force
application defined as:

γ = arcsin

⎛
⎝ Px√

P2
x + P2

y

⎞
⎠. (6)

Further, the angles x∗
3, y

∗
3 are transmitted to the electric drive regulators, where they

are worked out by driving the exoskeleton leg links.
The driving action of the operator’s legs, which can be represented by the trajectory

of the point Oh3(xh3, yh3), acts as a driving influence initiating the movement of the
exoskeleton during modeling. The method for specifying the trajectory of a point’s
motion based on a piecewise polynomial function is described in detail in other works
of the authors. Here we show the final view of the point Oh3 trajectory (Fig. 4).

To describe the movement of exoskeleton links under the action of torques, the
differential equation will be used in the following form: M(q)q̈ + V(q, q̈) + G(q) = Q.
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Fig. 4. The trajectory of the pointOh3 during step described by the parameters: step width 0.2 m,
step height 0.3 m.

In this equation, M(q) – is the inertia matrix, V(q, q̇) – is the vector of generalized
inertia forces, G(q) – is the vector of gravity acting on the links.

M(q) =
[

m1l21
3 + m2l21
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m2l22
3

]
, (7)
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[
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2
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]
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gl1 cosφ1

−m2g
l2
2 cosφ2

]
. (8)

Q – vector of external forces acting on the mechanism:

Q =
[
M1 − PL1 sin(γ − φ1)

M2 − PL2 sin(γ − φ2)

]
. (9)

Using the obtained equations,we can investigate the dynamics of the human-machine
interaction of a person and an exoskeleton.

3 The Results of Numerical Simulation of the CCS

To implement this task, a modeling program was developed in the Matlab. The model
parameters used in the simulation are shown in Table 1.

When evaluating the operation of the copying control system, two factors are
important:

– the magnitude of the force that arises between the operator and the exoskeleton, it is
important: both the integral assessment of the forces PI = 1

T

∫ T
0 |P − P∗|dt and the

limiting values of the force PMAX ;
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Table 1. Mathematical model parameters.

Parameter name Designation Value

First link length L1 0,44 m

Second link length L2 0,44 m

First link mass m1 8 kg

Second link mass m1 8 kg

Torque constant km 13.9 Nm/A

– the magnitude of the executive link movement mismatch of the exoskeleton and the
operator. Here, both the error in the angle εi = φhi − φi for each link and the posi-

tioning error of the output link �3 =
√

(xh3 − x3)2 + (yh3 − y3)
2
can be estimated

directly. Since the process is continuous but periodic, it is also convenient to present
the error estimate in the form of an integral and maximum values:

εI = 1

T

∫ T

0
|ε|dt, (11)

�I = 1

T

∫ T

0
|�3|dt. (12)

Since an increase in stiffness on the one hand reduces the error, on the other hand,
it increases the strength, we will try to introduce a complex criterion, with weight
coefficients providing an equal contribution to the resulting graph.

Also, preliminary results showed (expected) that the errors in x and y behave the
same, so it is proposed to make an estimate based on their vector sum. Thus, to assess
the impact of customizable system parameters on the quality of the CCS, let’s introduce
a complex criterion:

In = In(ā) = α1PI + α2PMAX + α3εI + α3�I , (13)

where α1, α2, α3, α4 – weight coefficients.
The parameters that determine the CCS nonlinear properties can be divided into

unchanged, for example, masses, friction coefficients, etc. and variable, forming a vector
ā = (kp, c3). In the space of these parameters, we carry out a series of computational
experiments to determine the response surface.

As the simulation results showed in Fig. 5, with an increase in stiffness (c3), the
force values increase at the attachment point of the exoskeleton to the operator’s foot
– which reduces the comfort of use, however, a decrease in stiffness leads to a decrease
in positioning accuracy, which can be compensated by an increase in the controller
proportional coefficient (kp). To ensure the stability of theCCSandprevent the oscillatory
nature of the movement of the links, it is necessary to use either mechanical damping
structural elements or the introduction of a differential component of the regulator.
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Fig. 5. The values of the complex criterion in the space of stiffness parameters and the CCS
coefficient of proportionality.

In Fig. 6 shows the simulation results for ā = (1500, 800) (such parameter values
correspond good quality of the transient process according to Fig. 5 and can be provided
technically).

Fig. 6. Simulation results of exoskeleton links joint and operator limbs movement.

In Fig. 6, the following designations are adopted: ϕ1h, ϕ2h – angles of rotation,
respectively, of the operator’s femur and lower leg (rad), ϕ∗

1 , ϕ∗
2 – desired angles of

rotation of the femoral link and the lower leg link (rad), ϕ1, ϕ2 – actual angles of rotation
(rad),M1,M2 – actuators torques (Nm), P – the resulting force between humans leg and
exoskeleton (N).

As the results of modeling the system showed, the positioning errors εi =
|ϕih − ϕi|(i = 1, 2) does not exceed 2.9° for femur link and 0.35° for lower leg link,
while the maximum force exerted by the exoskeleton P does not exceed 18 N. In this
mode, the linear displacement of the elastic suspension is 22.5 mm, which is easily
achievable in the design of the measuring cuff presented in the work.



124 S. Jatsun et al.

4 Conclusions

The paper presents a mathematical model of human-machine interaction between the
operator’s legs and the links of an industrial exoskeleton equipped with a copying auto-
matic control system. The structure of the control system is considered. Algorithms
for calculating the driving actions for the device’s motors are considered. The pre-
sented mathematical model allows study the collaborative functioning of the operator
and exoskeleton, to optimize the regulator parameters and the design of the measuring
cuff, for which a complex criterion was taken into account according to the values of
the operator movement resistance forces and the accuracy of executive links position-
ing. The obtained results indicate the need to use a suspension with the lowest stiffness
indicators, and to achieve the required accuracy due to the CCS regulator coefficients,
however, in practice, the use of excessively soft elastic elements with a significant stroke
is difficult, because it can cause discomfort for the user with others not considered in
the framework work modes. Therefore, in each specific case, it is necessary to carry out
numerical modeling and search for optimal controller parameters at acceptable stiffness
values, for which we can use the method and quality criterion for the device proposed
in the work functioning.
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Abstract. This article presents a gesture-based user interface for a robotic shop-
ping trolley. The trolley is designed as amobile robotic platformhelping customers
in shops and supermarkets. Among the main functions are: navigating through the
store, providing information on availability and location, and transporting the
items bought. One of important features of the developed interface is the gestural
modality, or, more precisely, Russian sign language elements recognition system.
The notion of the interface design, as well as interaction strategy, are presented
in flowcharts, it was made an attempt to demonstrate the gestural modality as a
natural part of an assistive information robot. Besides, a short overview of mobile
robots is given in the paper, and CNN-based technique of gesture recognition is
provided. The Russian sign language recognition option is of high importance due
to a relatively large number of native speakers (signers).

Keywords: Sign language · Gesture recognition · Computer vision ·Machine
learning · Intelligent interface · Assistive technology ·Mobile information robot

1 Introduction

1.1 The Aim of the Paper

This article presents a gesture-based user interface designed to control a smart mobile
service robot. The main tasks the authors set in this paper was to demonstrate how
the interface is embedded in the overall control system, how the gesture recognition
is performed and why gesture modality is important for robotics nowadays. Special
attention is paid to gesture recognition technique and interaction strategy.

Before we go any further, it is important to briefly define the context that gave birth
to the idea of such an interface design, i.e. give reader the notion of the mobile service
robot the user interface is applied to. The robot at issue is a smart shopping cart that
helps customers in supermarkets to find the goods they would like to collect. Among the
main functions are: navigating through the store, providing information on availability
and location, and transporting the items bought.
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Needless to say, implementation of this kind of shopping carts will help to save the
time and effort of the customers, because navigating through a supermarket looking
for products of interest can be quite a tricky task. Being straightforward, the idea of
combining a service robot with a shopping cart seems nevertheless quite reasonable.

The term “intelligent human-machine interface” is understood as interface that uses
artificial intelligence technologies [1, 2]. Intelligent user interfaces allow increasing the
autonomy of the device and contribute to the naturalness and ergonomics of human-
machine interaction; thus, the user is free to use the ways of interaction that are conve-
nient, or natural for certain situations. The second aspect, namely, contribution to the
ergonomics and naturalness, is important when the robotic system is designed to interact
with human users. A robotic shopping cart is a good example of such robotic platform,
being the natural choice to implement an intelligent interface.

The presented interface makes use of deep neural networks to recognize elements of
Russian sign language. Current service robots often have speech, face, facial expressions
recognition systems, etc.Moreover, there are currently assistive robotswhich can interact
with the user using sign languages [3–5]. Nevertheless, there are no robotic platforms
that support Russian sign language recognition. It is worth mentioning, that the total
number of Russian sign language native signers was estimated as more than 120000 in
2010 [6]. There are no recent statistics concerning the number of Russian sign language
speakers. Some organizations, such as [7] estimate the overall number at 341000 (for
Russia and Kazakhstan). Nowadays, Russian sign language is officially recognized as
one of the languages of communication in the Russian Federation.

1.2 Overview of Mobile Service Robots

Mobile robotics is one of the most rapidly growing industries, combining information
technology and artificial intelligence with cognitive science. At the current stage of
development such interdisciplinary interaction makes it possible to design quite com-
plex mechanisms for new generation mobile robot interaction of a with the environment.
Mobile robots are able tomove and performcertain actions autonomouslywithout human
intervention. Such opportunities allow fast development of service robotics. In partic-
ular, logistics robots [8] or exoskeletons [9] are in demand at various industries or by
older people with disabilities. Automation of logistics processes can also be increased
by a rather large number of various robotic platforms which previously required man-
ual control. For example, it is possible to implement contactless control of trolley in
hypermarkets by advanced computer vision and machine learning technologies.

Examples of successful application of logistics robots can be found, for example, in
the hotel business. The robot courier «Jeeves» from the German company «Robotise»
[10] is equippedwith 3Doptical vision, aswell as a set of sensors. This connection allows
it to move in a multistorey building and use elevators due to a wireless connection. In
addition, it is modular and can be supplemented with various containers (for example, a
basket for cool drinks). This approach allows a single base system to be used use, which
can be supplemented or expanded for special tasks. In the near future, the company will
plan to use this approach for robots in hospitals and industrial environments.

The evolution of robotic platforms is also influenced by the development of artificial
intelligence. With the help of artificial intelligence technologies, it is possible to solve
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various cognitive, social, linguistic, and psychological problems of people. For example,
with the help of natural and universal methods of exchanging information (gestures
and speech), it is possible to develop interactive information systems for the tasks of
human-machine interaction. The largest Japanese vehicle manufacturer Toyota has been
developing mobile social robots with artificial intelligence since 2006. In July 2015, at
an exhibition in Japan as part of the «Partner Robot Family» project [11], the company
introduced the Human Support Robot (HSR) which focused on helping people with
disabilities in everyday life and communication («assistive technologies»). The HSR
is controlled by voice commands, gestures or a graphical interface based on a mobile
device (smartphone, tablet) and is aimed at solving tasks such as opening doors, turning
on lights, grabbing items, or delivering (for example,water bottles or tablets). In addition,
the robot is equipped with telepresence and remote-control functions, which facilitates
third-party care of a people with disabilities. The remaining technical details of the
HSR hardware design and software architecture are described in more detail in [12, 13].
In turn, the American space agency National Aeronautics and Space Administration
(NASA) is developing a gesture-controlled space robot assistant «Mars 2020 Rover»
[14] as a part of the «Mars 2020» program, aimed at Mars exploration.

In recent years, the focus of world leading research centers and companies has been
shifted to development of mobile information robots, which are based on multimodal
human-machine interaction.

2 Robotic Trolley: Interacting with the User

The design of the interface of the robotic trolley is schematically shown in Fig. 1.
The main three modalities (sensory, speech and gesture) are used to interact with the
customer: sensory gestural and voice. All the input channels are functionally equivalent,
and it is ultimately the choice of the user, which channel to use. The video feedback is
provided via signing 3D avatar and gesture synthesis techniques [15].

user

acous�c input

sensor input

gesture/video input

speech recogni�on
module

gesture recogni�on
module

audio feedback

visual feedback
(signing avatar)

dialogue manager

Request 
processing naviga�on

output modali�es 
fission

Fig. 1. A flowchart presenting the main interface modalities.
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The flowchart in Fig. 2 presents the scenario tree for the actions of the robot. After
processing the initial request, the shopping cart starts navigating through the store con-
stantly determining its location based on the Monte Carlo method. On completing the
full cycle, the robot comes back to the base and waits for new requests.

Fig. 2. The scenario of the interaction between the user and the mobile platform.
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Basically, there are twoways the request is processed: either by finding out keywords
from the input signal (gestural or acoustic modality) and comparing them with the
elements of the dictionary, or by direct processing of sensory commands. The latter way
is supported by the sensor user interface, which allows the customer choosing products
or departments from a list (see Fig. 3):

Fig. 3. Examples of the touchscreen interface.

The system uses three dictionaries: the dictionary of goods, the dictionary of depart-
ments, the dictionary of commands. The dictionary of goods contains general names of
goods such as “sugar”, “coffee”, “pasta”, “bread”, etc. The content of the dictionary of
goods is based on the list of products defined for a particular store. The ultimate goal of
the search algorithm is to determine a specific location in the shop where the goods of
requested type can be found.

The dictionary of departments contains “departments” names of a given store; in fact,
these are groups of goods of the same type (“confectionery”, “meat”, “dairy products”,
“drinks”, etc.) In addition, the same dictionary contains such locations as checkout, exit,
toilet, etc.

The third dictionary of commands is required for effective interaction with the user.
It includes lexical units from the semantic field of movement, location requests and
orders.

The sensory modality is implemented via a touchscreen device; the principles of
voice recognition used for this device are presented in details in our work [5]. And the
gesture recognition is the topic of the next section. Here one should only mention, that
main tool the gesture recognition technique is based on, is the RuSLan database [16],
containing 164 lexical units demonstrated by 13 signers, each with 5 iterations. The
duration of the video data is about 8 h. The initial list of lexical items was built up by
exporting text files from navigation menus of main Russian supermarkets websites. All
the units containing specific brand names, were erased from the list. The names of goods
that are not very popular amongRussian consumers, as well as fingerspelled names, were
removed from the vocabulary too.

Although the presented user interface is sign-language oriented, one should highlight
the innovative potential of this kind of interaction with the user. The use of gesture
interfaces has the following advantages:
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1. Gesture control is generally more helpful in large, noisy environments, than voice
control.

2. The inventory of lexical units can be changed in favor of situation-oriented, everyday
gestures which are widespread and familiar to hearing users; nonverbal communica-
tion is an integral part of human communication, including body language, gestures
etc.

3 Gesture Recognition

The functional diagram of video analysis of hand movements for recognition of gestures
of Russian Sign Language is presented in Fig. 4.

Fig. 4. Functional diagram of the RSL gesture recognition method.

The input data is a sequence of color (RGB) video frames received from an optical
camera. The video stream has a RGB color rendering of 8 bits with resolution of 1920×
1080 pixels (FullHD), and 30 frames per second. At the first stage, the PoseNet model
[17] searches for people [18] and calculates their 2D 27-point models. The PoseNet
model is included in an open source software library TensorFlow 2.

The next stage is aimed at forming a rectangular area with the left palm of a person.
To do this, a new approach is used, which is implemented in an open source cross-
platform environment MediaPipe [19]. This tool allows various architectures of deep
neural networks to build with their further training and use on robotic complexes. So, in
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the case of tracking hands the model operates inside a system that sequentially processes
the input video signal. In particular, a palm detector model accepts a rectangular area
with a person as an input and returns the bounding box coordinates for the area of the
hand.

The next step is to determine a hand shape using a 2DConvolutional Neural Network
(CNN). To determine the optimal result, we tested various CNN architectures, which
are included in the object recognition module of an open source library Keras [20].
The process of transfer learning of Deep CNNs was carried out using labeled data
(see the LabelImg tool [21]) with hand shapes from TheRuSLan database (18 one-
handed gestures were chosen for learning). The dataset was divided into training and
testing samples in an approximate ratio of 10:3 demonstrators (80:20%). The results of
a comparative analysis of trained models of CNNs that exceeded an accuracy value of
70% are presented in Table 1.

Table 1. Comparative analysis of trained models of 2D CNN.

Model Best accuracy, %

Xception 71.17

VGG16 79.03

VGG19 81.45

ResNet50 75.32

ResNet50V2 77.94

InceptionV3 72.58

MobileNetV2 79.16

NASNetMobile 74.72

EfficientNetB0 77.14

EfficientNetB4 80.91

EfficientNetB7 82.25

Thus, during the experiments itwas revealed that, the optimal option in the hand shape
classification task is a convolutional neural network with the EfficientNetB7 architecture
[22].

The result is Russian sign language elements recognition using a fully connected
deep neural network. In a broader sense, the input parameters of the neural network are
the characteristics of the gesture, in particular: the hand shape is an integer; normalized
2D Euclidean distances between skeletal points, as shown in the functional diagram (see
Fig. 4). The average recognition accuracy of 18 one-handed gestures from TheRuSLan
database was 85.04%. This result will be considered to be a baseline for a given selection
of gestures from TheRuSLan database.

It is important to emphasize that described the automatic technology for video anal-
ysis of movements and gesture recognition using an optical camera for tasks of human-
machine interaction. The considered architectures of neural networks in the future can
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be replaced by their more advanced analogues, which does not change the approach to
recognition gestures in general.

4 Conclusions

In this paper we presented the design of a gesture-based intelligent user interface for
control of an assistive mobile information robot (robotic shopping cart), that comprises
gesture (Russian sign language), acoustic speech and sensory modalities, as well as
developed technique for real-time gesture recognition with MediaPipe environment and
deep CNNs. The gesture-based interface is shown as integral part of human-machine
interaction, and the need for this modality is justified: nonverbal communication is an
important part of everyday human communication, and development of gesture and
body-language friendly interfaces would greatly benefit the mobile and social robotics
industry. A presentation of hardware, large-scale Russian sign language dictionary, as
well as gesture synthesis (such as signing avatar) are meant for further research and
experiments.
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Abstract. The current paper deals with the problem of fault tolerant failure detec-
tion in the groups of autonomous and mobile robots. To reach an efficient solution
it is proposed to use fault tolerant consensus methods from the area of distributed
ledger technologies, including the distributed leader and leaderless types of con-
sensus. To use the abovementioned methods some modifications of the latter are
proposed and discussed, as well as some estimations have been made from the
energy consumption point of view.

Keywords: Robot groups · Distributed ledger · Fault-tolerance · Consensus

1 Introduction

A problem of fault detection and diagnosis (FDD) for groups of mobile and cooperative
robots is topical and relatively new. To the best of our knowledge, only a few surveys,
devoted to the problem of FDDhave been presented in recent years [1, 2]. Also some new
works, devoted to the problem of FDD for multi robot systems, are presented in [3, 4].

The problem of multirobot fault detection in comparison with the single robot one
poses some peculiarities and challenges:

• global system knowledge depends on local beliefs of individual robots (derived from
their sensors);

• the process of global decision-making and the creation of a global multi-robot plan
may result in a faulty plan;

• a complete FDD mechanism is expected to diagnose the faulty components of the
robot.

The essential problem of the FDD for multi robot systems is described in a compre-
hensive manner in the work [5]: each robot senses its local environment and generates
individual beliefs. These beliefs are communicated to the global scope for global belief
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generation. Individual robots may not know about the local beliefs of others. In addition,
individual robots may not communicate all their beliefs. Global belief generation must
collect the local beliefs, assess if the multirobot system has sensed all it needs to, and
reason about whether the perceptions of the robots are truthful.

The global model of knowledge allows the multirobot systems to make intelligent
decisions and perform global planning. Unfortunately, in the unforeseeable dynamic
nature of the physical environment, it is infeasible to have the perfect knowledge and
computational resources required to create globally accurate models [6].

As to possible multirobot system faults, the work [7] distinguish two major types of
them:

• planning-related faults;
• coordination-related faults.

In this paper a problem of coordination faults detection is considered in terms of
robot failures and the detection of these failures in the group of robots.

In our previous works some distributed ledger technologies (DLT) were investigated
as an integral part of the robotics framework [8, 9]. From the monitoring and control
point of view, in the area of DLT there are some very reliable and fault-tolerant solutions,
which were developed for distributed computing. Yet, some peculiarities of the robot
groups are not considered in theDLmethods, so the application of them needs someDLT
methods adaptation. Besides, the issue of energy consumption of methods developed is
quite topical, so, such methods have to be explored and estimated from the energy
consumption focus.

The main contribution of this paper to the robotics area is as follows:

• methods of fault-tolerant distributed dispatching for groups of robotswith dynamically
changing locations are presented;

• for this purpose, the methods from the DLT area were modified taking into account
the dynamics of the devices location;

• the proposedmethodswere estimated roughly in terms of computational device energy
consumption with the assumption that as more data are transferred the more energy
is consumed.

The remainder of this paper is organized as follows: Sect. 2 contains an overview of
related works and problem formulation; Sect. 3 considers the failure detection methods
for multi robot groups with dynamically changing locations; Sect. 4 considers some
abstract models to estimate the methods proposed in the previous section and contains
selected simulation results; Sect. 5 contains discussion and conclusions.

2 Related Works and Problem Formulation

A problem of coordination faults detection to the best of our knowledge has been con-
sidered in the following works. A centralized architecture for the fault detection system
is described in [10], but the latest research showed the inexpediency of the centralized
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approach due to the communication overheads and the lack of dependability. The meth-
ods for spatially distributed agents faults detection are presented in [11]. In this work
the approach of clustering of agents is considered, when an agent manages a subset of
agents. A novel design space for the agents failure detection is presented in [12]. It must
be mentioned that it was proved that centralizing the diagnosis disambiguation process
is a key factor in reducing communications, while runtime is affected mainly by the
amount of reasoning about other agents. These results contradict the previous work,
which proves that the distributed algorithms reduce communications. [13] presents a
Casual Model Method, which concentrates on the descriptions of the possible faults of
the robots. As well as some quite new works are devoted to the management in the robot
groups and robot fault-tolerance [14–17].

As is mentioned above, the centralized approach to the failure detection in groups of
robots seems to be unreliable and hardly scalable because of the fact of centralization,
while [12], on the contrary, proposes the centralized manner of monitoring and control.
Contemporary computational trends, including DLT, lay in the field of distributed sys-
tems with equal nodes and unified software. Some methods were developed to provide
the consistency and integrity of the distributed systems:

• Proof-based consensus methods, for example, which include such well-known
protocols as Proof of Work, Proof of Stake and many others) [18, 19].

• Vote-based consensus methods. The well-known crash-tolerant consensus algorithms
use the centralized approachwith the changeable leader, as is done in suchwell-known
algorithms as Paxos, ViewStamped Replication and Raft [20–23].

The leader is elected in all methods listed above. The leader is distributed and the
leader node changes through the time of system functioning.

Also, there are some systems, which use the leaderless consensus [24, 25].
The general scheme of the leaderless consensus is as follows:

1. A node sends its opinion to all network nodes.
2. A node receives opinions from the network.
3. The particular vector is formed V = {vi}, where vi – is the opinion of the node i.
4. The vi is chosen by the majority.
5. A node sends the chosen vi to the other nodes.
6. A node accepts vi as a solution.

The methods mentioned above are interesting from the robots management point of
view because of their reliability and fault-tolerance. Yet, the consensus methods were
developed for the nodes with static location, while it is the unreachable condition for
the groups of mobile robots. So, there must be some developed facilities to handle those
cases, when groups of robots move from the data transmission coverage.
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Summarizing the problem in question, the following must be declared:

• DLT area provides the robotics with reliable and fault-tolerant management methods.
• These methods must be adapted to the robotic area (to the dynamics of the devices of
the group in particular).

The next section considers the proposed methods of robots failure detection.

3 Failure Detection Methods for Multi Robot Groups

In the context of this paper the dispatching process includes:

• the device failure detection;
• systems recovery by means of computational tasks relocation within the system of
functioning devices;

• the distribution of information messages, including the mission knowledge updates.

In case of device dynamic location on the edge of the network, there is a parameter
which describes the maximum distance of data transfer. This maximum radius of data
transmissionmust cover a multirobot group tomake the distributed dispatching efficient.
So, it is important to determine if there is a constraint for inter-robot distance or there
is no such a constraint but the need to delegate the leader role to one robot of the group,
which data transmission radius covers all the group.

Assuming the issues listed above, we consider the inter-robot distance constraint,
when every robot in the local group is reachable by the others and covered by the data
transmission.

Fully distributed dispatching has some disadvantages in case of random graph topol-
ogy: without the possibility to organize the data transmission between all devices at one
hop, data transmission is provided bymeans of dedicated device (and this contradicts the
decentralization concept), or by means of data transmission by some gossip-like algo-
rithms (which are used widely in distributed systems). According to the abovementioned
scheme, the time the new information covers all the network is reached in O (log N)
transmissions, where N is the number of robots in group. Therefore the fully distributed
and decentralized dispatching is not expedient for large robot groups at least in terms of
time, though it is rather applicable for some restricted number of robots, which can be
combined in the local group of robots. The local group is a group where the inter-robot
distance constraint works.

Consider the case, when a multirobot group, e.g., a group of UFVs, move from
the initial position and distribute through the mission space according to the described
functional tasks and coordinates. In the beginning, all UFVs are in one local group A0.
With the distribution through the space, UFVs, which have separate direction associated
with the coordinates of the functional task, are out of the A0 data transmission coverage.
So, the problem is to prevent the efforts of the remainder of A0 to provide the group with
the tasks of A1 (which are out of data transmission and seem to be failed). The problem
for the group A1 is the same. This is the grounding of the need to distribute the relevant
data about the functional tasks and devices coordinates through the groups.
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Summarizing, the following must be said:

• distributed management is efficient within the local robotic groups, when all robots
are situated in the area covered by the data transmission;

• it is expedient to plan themission in away to divide the robot groups into the subgroups,
which are the local robot groups;

• the knowledge about the mission plan and the current coordinates and its exchange
allow to modify the well-known fault-tolerant consensus methods from the DLT area
for usage in the robotics.

The following figures illustrate the states of the devices for the modified method
with the distributed leader (see Fig. 1, 2).

Fig. 1. The follower states.

Fig. 2. The leader states.

A generic scheme of dispatching with the distributed leader is presented below.

Operational State

– The leader sends “heartbeat” message to the followers. Message contains the leader
identifier and the update of the robot group state contextual information.

– Leader receives “heartbeat” messages with the followers identifiers.
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The Follower Failure Detection

– The leader checks the list of identifiers received. If a timeout occurs and the identifier
has not been received, the corresponding device is supposed to be failed and its
identifier is added to the failed devices list.

– Having the contextual information of devices, the leader analyses, which of the fol-
lowers on the list are not available due to the follower’s location, which is out of the
communication radius coverage. If such devices are there, they are removed from the
list of failed devices. So, only devices, which are supposed to be failed must be on
the list.

– The leader makes a decision about the system recovery way, i.e., how to relocate the
functional tasks from the failed devices.

The Leader Failure Detection

– If a timeout occurs and the “heartbeat” message from the leader has not been received,
the leader is supposed to be failed.

– The coordinates are checked: this is done to prevent the functional tasks duplicating
in case when the leader is just out of the data transmission range.

– Available followers exchange the “heartbeat” messages to establish the new local
group. Then the procedure of the leader election is initiated.

The Leader Duplication Detection

– If more than one “leader” “heartbeat”-messages is received by random device, then
the state of leader duplication is initiated.

– Devices exchange the “heartbeat” messages to establish the new local group.
– The leader election procedure is initiated.

The Leader Election Procedure (Based on the “Wave” algorithm for the Random
Network Topology)

1. Consider P as the device identifier
2. Send P to all available devices
3. Receive P from all available devices
4. If P < Pneighbour leader := self_id else leader := min(Pneibour).

Then consider the leaderless scheme of dispatching. The general states of the device
are presented in Fig. 3.

The generic scheme, which implements fully distributed dispatching, is presented
below.
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Fig. 3. The leaderless dispatching states.

Operational State

– Device sends the other available devices the “heartbeat” message, including its local
mission context.

– Device receives the “heartbeat” messages from the other devices with their identifiers.

Device Failure Detection

– Device checks the list of received “heartbeat” messages and device identifiers.
– If timeout occurs, the absent identifier is supposed to be failed and is put to the list of
failed devices.

– With the shared information about the goal coordinates and other contextual infor-
mation of device mission the devices, which are out of communication radius are
removed from the list. So only failed devices are on the list.

– The list of failed devices is sent to other available devices.
– Devices are supposed to be failed if the list is proved by the n/2 + 1 members of the

group.

The Recovery of the Functional Tasks.

– A device checks requirements of the task I and its own resources.
– If the device meets the resource requirements, the following objective function is
formed:

F(x1, x2 . . . xn) = α1x1 + α2x2 + . . . + αnxn (1)

where xi – device resources; αi – a weight of parameter I, which allows to present
the multiobjective function as a scalar one.

– Send the calculated F(x1, x2 . . . xn) to the other devices.
– Receive calculated F(x1, x2 . . . xn) from the other devices.
– Select the best value of F(x1, x2 . . . xn).
– The owner of the best F(x1, x2 . . . xn) value is presented as a new device for the i-task

resuming.
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4 Methods Estimation and Simulation Results

As was mentioned, the wide range of challenges makes the fault detection and recovery
in the robotic area to be a very complex problem. In particular, the autonomous robots
have the autonomous and restricted energy sources, while every monitoring and control
action adds the energy consumption to the overall energy balance. In the scope of this
paper we assume that the energy consumption of each device includes and depends on
the data transmission activities. In other words, if a device transmits more data to the
other devices, it consumes more energy.

To estimate the methods, proposed in the previous section, consider the following
variables:

T – is the total time of system functioning, which consists of discrete time moments
ti, so as T = {t1, t2, … tN}; M – is the number of devices in the group; K – is the
number of failures; T-K is the number of operational steps accordingly; Vi – is a piece of
contextual information, including the “heartbeat” message; Vst – is the size of contextual
data storage, which is the analogue to the log size in the VR/Raft protocols.

Consider the case when no failure occurs in the group of robots. Then, for the
leader-based method every device has to transfer the following volume of data to the
network:

Vl_op =
⌈
T − K

M

⌉
(M − 1)Vi + ((T − K) −

⌈
T − K

M

⌉
)Vi. (2)

It must be mentioned that in the equation wemade an assumption of the upper bound
of a device being a leader.

In case of leaderless dispatching the data transfer volumes are as follows, because
every device sends the “heartbeat” message and the contextual information to the other
devices in the group:

Vnl_op = (T − K)(N − 1)Vi. (3)

Consider the case, when every ti the failure occurs, so every ti in case of leader-based
consensus the leader change stage takes place. So, the device transmits the following data
volumes to the network accordingwith themain reconfiguration steps in theVewStamped
Replication and RAFT.

Vl_r =
⌈
K

M

⌉
((M − 1)Vst + (M − 1)Vi) + (K −

⌈
K

M

⌉
)Vst + KVi(M − 1); (4)

where (M −1)Vst is the contextual data distribution volume; (M −1)V is the contextual
data request volume; (K−⌈ K

M

⌉
)Vst is the data volume to be transferred of the contextual

data storage to the leader; KVi(M − 1) is the estimation of the data transmission during
the leader election procedure.

It must be mentioned that in case of leaderless method, the volumes of transferred
information in case of device failure and recovery is as follows:

Vnl_r = αK(M − 1)Vi. (5)
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Coefficient α includes data transfers while sending the lists of the failures devices
and the voting during the failure detection and the recovery according to the major stages
of the failure detection and recovery, and in this paper α = 4.

So, the overall device activity connected with the data transmission for the leader-
based method is as follows:

Vo
l = Vl_op + Vl_r; (6)

as well as the leaderless method is estimated by the following:

Vo
nl = Vnl_op + Vnl_r . (7)

We have estimated the leader-based and leaderless methods under the conditions of:

– constant T, K and the increase of nodes numberM to check the scalability of methods
in terms of communication generation;

– constant T,M and the increase of K to estimate the effect of growing failures number
on the general system energy consumption.

In the pictures below the parameter Vlo is the overall data volume for the leader
consensus, as well as Vnlo is the overall data volume for the non-leader consensus
(Figs. 4 and 5).

Fig. 4. T = 50; K = 20; M = 2..38.
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Fig. 5. T = 50; K = 40; M = 2..38.

So, one can see that the increase of the device number affects the data transmission
volume of the leaderless dispatching so as doing it less efficient than the dispatching
with the elected leader. Yet, till the particular nodes number, the leaderless dispatching
is more efficient.

In Fig. 6 one can see that for relatively small groups the leaderless dispatching is
quite efficient, yet, with the increase of node number in the group the leaderless solution
is less efficient than the solution with a leader (Fig. 7).

Fig. 6. T = 50; M = 10; K = 1..37
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Fig. 7. T = 50; M = 30; K = 1..37

5 Discussion and Conclusion

In this paper the problemof autonomous andmobile robot groups failure detection is con-
sidered. The major directions in this field include centralized and distributed approaches
to the management, yet, none of the approaches prevails: the centralized solution is
not reliable, and the advantages of the distributed approach in terms of communication
overheads are quite doubtful.

In this paper we have chosen a concept of distributed leader and of a leaderless inter-
action and modified them for the usage in robot group management, taking into account
the contextual information of the robots. Also we estimated the methods proposed in
terms of howmuch data every participant of the groupmust transfer to other participants,
as it is an important feature in terms of energy consumption. So, some new estimates
were got, which allow to propose the dispatchingwith the leader asmore energy efficient.

Acknowledgements. This research is supported by the RFBR projects 18-29-03229 and 18-05-
80092.
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Abstract. This paper considers a problem of planning an attack in
robotic football (RoboCup). The problem is reduced to finding a tra-
jectory of the ball from its current position to the opponents goals.
Heuristic search algorithm, i.e. A*, is used to find such a trajectory.
For this algorithm to be applicable we introduce a discretized model of
the environment, i.e. a graph, as well as the core search components: cost
function and heuristic function. Both are designed to take into account
all the available information of the game state. We extensively evaluate
the suggested approach in simulation comparing it to a range of base-
lines. The result of the conducted evaluation clearly shows the benefit of
utilizing heuristic search within the RoboCup context.

Keywords: RoboCup · Robotic football · Path planning · Heuristic
search

1 Introduction

Robotic football competitions has been one of the prominent drivers of the
robotic research since 1997. Teams of robots that play football against each
other face a wide range of challenging problems: locomotion, path and motion
planning, communication, localization, interaction, and many others. The idea
of organizing a competition between robots playing football emerged in early 90s
of XX century and since them transformed to a global initiative called Robocup
with regular tournaments, different leagues and more than 3500 participants rep-
resenting major universities, research institutes and commercial organizations
involved in robotic research1. All RoboCup community is united by a big goal
– in 2050 the champion of RoboCup Humanoid football competition should be
able to play against human champions of FIFA World Cup according to FIFA
rules.
1 For a brief history of Robocup initiative refer to https://www.robocup.org/a brief

history of robocup.
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Fig. 1. Robotic football setup: humanoid-robots playing the ball on the reduced copy
of a football field.

Nowadays, RoboCup Humanoid football rules is quite simpler than FIFA one.
Field of the is 6×9 m, covered by 30 mm height grass and marked up with white
lines. Robots must be similar to human in sensors, body structure, proportions
and even center of mass position. Teams of 4 robots compete on the field each
for two 10 min halves. Moreover, they can communicate via Wi-Fi network with
each other and referee.

Intrinsically, robotic humanoid football is very challenging domain. The prob-
lems that arise here can be roughly decomposed into two-level hierarchy. First,
one needs to ensure stable locomotion, consistent detection and localization of
the key object of interest, i.e. the ball, the posts, the opponents etc., reliable peer-
to-peer communication between the robots. Second, the more involved problems
such as role assignment and planning to score a goal arise. In this work we
are interested mainly in the latter problems and consider the first ones to be
successfully solved with a desired degree of accuracy [9].

Specifically we are focused on the kick planning for attack phase of the game.
This problem constantly arise within the game when our team intercepts a ball
and aims to score a goal which is vital for winning. We approach this problem
by boiling it down to path planning for a ball. That is, we suggest to use a
graph-based heuristic search algorithm to find a shortest path for a ball from its
current location to the opponent’s goals. We evaluate this approach empirically
in simulation and compare it to a range of the baseline strategies. We show
that the suggested approach outperforms the competitors in a wide variety of
different game scenarios.
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2 Related Work

Initially much of the research in robotic football was concentrated around
locomotion, tracking, localization etc. More recently, the teams competing in
RoboCup Humanoid League have started to put more emphasis on the tactics
and strategy. Meanwhile, in 2D and 3D Simulation Leagues solving them for
more than 10 years. For example, noteworthy approaches with using predefined
game strategies were introduced in [3] and [8]. The authors figured out that
template attacks increase game quality and developed framework for fast pro-
gramming such strategies. In [7] the authors consider problem similar to ours.
They assume kick target to be modelled as Gaussian distribution. With such
probabilistic comprehension authors calculate probability of the ball to be in
one of 6 states and for each state calculated weight in predefined potential field.

Works that consider the application of heuristic search to path and motion
planning for humanoid robots, not necessarily within the robotic football con-
text, are more numerous. For example, [4] describe application of the A* algo-
rithm to planning possible paths through uneven terrain. In [6] a more involved
problem of planning steps of the humanoid robot is considered. [10] studies
the combined problem of global path planning and footstep planning for legged
robots. A comparison of different heuristic search algorithms applied to both of
the aforementioned problems can be found in [2].

3 Problem Statement

Consider two teams of humanoid robots playing football on a plain field sized
6 × 9 m and covered with 30 mm artificial grass. Each team is composed of the
4 robots with body mass index in the range [3, 30] and height under 1 m2. The
ultimate aim of a team is to win the game which is achieved via scoring more
goals than the opponent. The goal posts are located on the opposite sides of the
field and are 2.6 m in width, the ball is 20 cm in diameter. The typical setup is
depicted in Fig. 1.

Game controller that manipulates the robots of our team constantly localizes
them, as well as the ball and the opponents (so we consider all these positions to
be known). Assume now that the ball is close to one our robots (i.e. the distance
between the ball and one of our robots is much shorter than the one between
the ball and any of the opponents) and we want to start an attack. The latter is
understood as a sequence of kicks made by our robots with the aim of scoring a
goal. The problem now is to plan an attack and, more specifically, to estimate
the direction of a first kick in such a way that i) the kick won’t result in loosing a
ball (i.e. it will be our robot that will be the first on the ball, not the opponent),
ii) the kick results in a “winning position”. The later intuitively means that the
chances of scoring a goal after the kick increase.

In this work we reduce the problem of attack planning to finding a path
for a ball from its current position to the “in-the-net” position. This path is a
2 Such robots are attributed as kid-sized in Robocup competition.
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sequence of segments. Each segment represents a ball trajectory after a kick of a
predefined force performed by one of the robots of our team. The first segment of
the path should not intersect the areas occupied by opponent’s robots. The last
segment should intersect the boundary of the field in between the opponent’s
poles. The criterion to be minimized is time to the goal.

4 Method

We rely on a graph search algorithm, i.e. A* [5], to solve the considered path
finding problem. For this algorithm to be applied we need to i) define a graph;
ii) define such search components as a cost function and a heuristic function to
be used within the search. We describe these components next.

4.1 Graph

We introduce a graph by discretizing the workspace, which is a 2D rectangle
sized 6 × 9 m, via the cell decomposition. Each cell is a square of 10 × 10 cm,
so there is 90 × 60 = 5400 cells overall. The center of each cell defines a graph
vertex. The current position of a ball, given to a path planner by the external
localization system as a tuple (x, y), is tied to a graph vertex in the following
fashion. Knowing (x, y) we identify the cell which center is the closest to the
ball’s position and then assume the ball to be located in the center of this cell.
If there are different cells which centers are equidistantly close to the ball we
choose one of these cells, as the start vertex, arbitrarily.

The edges of a graph are defined as follows. We assume that a robot can kick
the ball with a predefined force, so the distance travelled by the ball, rkick, is
proportional to that force. When a ball is at a graph vertex v we identify all
vertices v′ that form a discrete approximation of a circumference of radius rkick
(see Fig. 2). Each tuple (v, v′) defines a graph edge now. Moreover if a kick ends
beyond the field but the ball travels in between the opponent’s goal posts the
corespondent edge is also considered to be part of the graph (a few examples of
such edges are shown in red in Fig. 2).

Indeed, the overall number of edges in the introduced graph depends on the
value of rkick and can be very high. Moreover, different values for rkick can be
allowed, which contributes to increasing the number of edges. Thus we do not
store it explicitly but rather implicitly construct the edges while the search.

4.2 Search

The input of the search algorithm is a graph (as defined above) as well as the
positions of our robots and the robots of the opponent. The output is expected
to be a least cost path in that graph that starts in the vertex associated with
the current location of the ball and ends with an edge that lies in between the
goal posts of the opponent. The cost of the path is the cumulative cost of the
edges forming that path, thus we need to define how the cost of an individual
edge is computed.
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Fig. 2. Graph used for path planning. Centers of the grid cells define the vertices. Edges
are defined implicitly by each pair of the vertices that (approximately) lie within the
predefined kick distance from each other. (Color figure online)

Cost of an Edge. Recall, that each graph edge represents a kick performed by
a robot, thus a cost of an edge is associated with the time needed for this kick to
be accomplished, i.e. the time by which the ball reaches the endpoint of a kick.

In most cases we compute an edge’s cost by dividing its length to the speed
of the ball3. However, computing cost of the edges that have the start vertex as
their endpoint is more involved. The rationale behind this is that we know the
positions of the opponent’s robots as well as the location of our robots when we
start at attack, thus, it’s reasonable to take this information into account.

When the first kick is performed we add to the correspondent edge cost the
time that the kicking robot of our team (the one that is closest to the ball) will
spend on approaching the ball. Moreover we penalize kicks that have a high risk
of being intercepted by the opponent. Recall, that all positions of the opponent’s
robots are known. We model these robots as disks and compute whether an edge,
representing the first kick, intersects any of them. If this is the case the cost of
the edge is multiplied by a constant factor (we use 2 in our experiments). Thus
the resultant path is less likely to contain such an edge. The reason we do not
prune such edges for good is that the positions of the robots, reported by the
external tracking system, are not 100% accurate in practice.

The high-level algorithm that computes the cost of an edge, associated with
a kick, is presented in Algorithm 1.

3 We assume a simplistic ball movement model when the ball moves with a constant
speed.



Planning to Score a Goal in Robotic Football with Heuristic Search 153

Algorithm 1. Cost function
function computeCost(robotPos, opponentsPositions, ballFromPos, ballToPos,
firstKick)

ballT ravelT ime ← getLength(toPos, fromPos)/ballSpeed
if firstKick then

timeToReachBall ← calcT imeToApproachBall(fromPos, robotPos)
if intersectOpponent(fromPos, toPos, opponentsField) then

return timeToReachBall + ballT ravelT ime ∗ 2
else

return timeToReachBall + ballT ravelT ime
end if

else
return ballT ravelT ime

end if
end function

Algorithm 2. Heuristic function
function hFunc(teamMatesField, toPos, firstKick)

timeToReachGoal ← distToGoal(toPos)/ballSpeed
if firstKick then

timeToApproachBall ← calcT imeToApproachBall(toPos, teamMatesF ield)
return timeToApproachBall+ timeToReachGoal

else
return timeToReachGoal

end if
end function

Heuristic Function. Heuristic function takes as input the position of the ball,
i.e. the graph vertex, and outputs the lower bound of time needed for the ball
to reach the opponent’s gates.

Similarly to the cost function, we compute such a heuristic estimate in most
cases in a straightforward fashion. First, we calculate the distance form the ball
position (vertex in the graph) to the gates by using the closed-loop formula for
computing the distance between the point (ball’s position) and the line segment
(opponents gates). Second, we divide this distance by the ball speed.

As before, we also introduce a more involved procedure for computing heuris-
tic for a first kick. After that kick is made it will take some time by our next
kicking robot to approach the ball to continue an attack, so it’s reasonable to
incorporate this information into the search process and make the heuristic func-
tion more informative. To do so we identify the robot of our team that is the
closest to the endpoint of an edge that represent the first kick, compute the time
needed for that robot to approach the ball to perform the next (second) kick,
add this time to the heuristic estimate.

The high-level algorithm that computes the cost of an edge, associated with
a kick, is presented in Algorithm 2.
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Heuristic Search. Having defined the cost function and the heuristic function,
we employ the renowned A* algorithm to compute the least cost path in the
given graph. This path corresponds to the minimal-time trajectory of the ball
from its current position to the gates of the opponent. Please note, that we
do not simulate the moves of our robots and the moves of the opponent when
finding such a trajectory, thus it is likely to become inaccurate after the attack
evolves. At the same time, the computational budget needed to accomplish the
suggested search is very low, thus one can invoke re-planning after each kick to
keep the plan updated.

5 Empirical Evaluation

We ran empirical evaluation of the suggested approach in a simulation of a
football game, i.e. we placed our robots, enemies and the ball on the field and
started the game from this layout. During the simulation we assumed perfect
execution, i.e. all commands sent to robot actuators were executed perfectly. We
also assume perfect localization, i.e. each robot localized itself, allies enemies
and the ball perfectly. All kicks were considered to be performed precisely as
well. In our evaluation we separately run test for 4 m kicks and 2 m kicks. These
values were chosen based on our experience with kick controllers of real robots.

We compared four different strategies to estimating the direction of a kick
during the attack:

– Planning Our strategy as described above. The robot closest to the ball per-
forms the heuristic search and as a result gets the sequence of kicks from the
ball’s current position to the “in-the-net” position. Then the first kick from
that sequence is made.

– Reactive This strategy chooses the most promising kick based on the one-step
look-ahead planning. It can be seen as a “capped planning” when only the
first kick is planned not the whole attack.

– Forward According to this strategy the kick is always made towards the
enemy goals without taking into account any data regarding the positions of
the enemies and/or allies.

– Expert This approach was developed by Rhoban Team [1]. The field is divided
into the blocks sized 20 cm × 20 cm and for each block, the direction of
possible kicks are specified and ranged according to the expert score. The
kick with the highest score that does not intersect an opponent is chosen for
an attack.

Each football game was simulated until the goal was scored by our team
(success) or until the ball was intercepted by the opponents (failure). The inter-
ception may have occurred in two ways. First, an opponent might be the first to
approach the ball after the kick had been made by our robot. Second, our robot
might perform a kick that intersects an opponents zone, i.e. a circumference of a
certain radius (we set it to be 20 cm in our experiments) centered at the position
of an enemy robot (which is known from the perfect localization as described
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Fig. 3. Different game layouts used in the experimets: random (left), attack (right)

above). In real game, however, when the positions of the opponent robots are
not precisely known, such a kick may not actually lead to an interception. To
compensate for this and make the simulation more close to reality we tweaked
the simulation as follows. Each time the ball passed trough an interception zone
associated with some of the enemy robots we let it go through with the 0.5
probability.

We used two different types of game layouts for the experiments: random
and attack. For random layout we placed 3 field robots of our team and 3 field
robots of the opponent’s team randomly. We also placed an enemy goal keeper
appropriately (in the middle of the goals). The ball was placed at the distance
of 20 cm from one of our robots. An example of this layout is shown on Fig. 3
(left).

Attack layout represents a typical phase of the game when an enemy attack
has just finished and we got control over the ball and want to start an attack.
One robot of our team is placed nearby our penalty zone and looks towards the
enemy’s goals. The ball is nearby this robot. Two other robots of our team are
placed in the middle of the field, waiting for the pass. Speaking of the enemy
team, we put one of its robots to our penalty zone, one to the middle of the field,
and one robot was placed randomly. The enemy’s goalkeeper was placed in the
middle of the goals. An example of this layout is depicted on Fig. 3 (right).

Overall, we generated 100 different layouts of each type. Thus 200 football
games in total were simulated.

5.1 Results

Indeed, different strategies lead to different kicks and, a result, to different game
outcomes almost always. Figure 4 shows one such example comparing the most
advanced strategies: expert and planning. Initially both strategies chose nearly
the same kick (Fig. 4, top row). However, from then expert decided to kick to
the goals, while planning opted for one extra pass (Fig. 4, middle row). As a
result expert attack failed – the final kick was intercepted by a goal-keeper, while
planning – did not. In general, qualitative analysis of the recorded games shows
that planning exploits the pass option much fruitfully than other strategies.
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Fig. 4. Example of different behaviour resulting from different strategies: planning
(left) and expert (right).

To conduct a quantitative analysis we track the following indicators. First,
we tracked the number of games won by a strategy among all the games played –
success rate. Besides, in each game won by our team we measured the following:

– Time: Time (simulation time) before goal
– Kicks number: number of kicks in our attack
– Ball possession, %: the ratio of the time that our robot owned the ball to

the total time of the attack.

The last indicator was computed as follows. At each simulated time moment
we measured the distance between the ball and the robots. If out robot was
close to the ball we considered that our team possessed the ball at that time
moment. When the game ended we divided the number of timesteps our team
possessed the ball to the total duration of the attack. Additionally in each game
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Fig. 5. Experiment results: success rate.

(not only won by our team) we measured the number of kicks that passed trough
the enemy intersecting zone (recall that with 0.5 probability such a kick was
considered to be successfully accomplished) – Intersected.

Success rates for different setups are shown in Fig. 5. As one can planning
strategy outperformed all the competitors across all the setups. The most pro-
nounceable difference is observed for the attack layout with 4 m kick length.
This is the most important setup from practical point of view. The difference
for 2 m is less articulated, but “short” kicks are not often used in real games.

Table 1 provides more statistics for the games when 4 m kick was used. Time,
kicks number and ball possession indicators were averaged across the games
successfully accomplished by expert, reactive and planning strategies. Number
of intersected kicks was average across all games played.

For the random layout we see that team spend on attack slightly decreases
for planning compared to other strategies. Kicks number is also lower, however
the ball possession is better for expert strategy. Same holds for the number of
intersections. For the attack layout we note the increased number of kicks and,
correspondingly, time for the planning strategy. This is not an artefact but a
quantitative evidence that planning utilized idea of pass more often. Observe
that the ball possession is nearly the same for all strategies in this layout and in
terms of intersections planning is the best.

To finalize evaluation we played several full games utilizing RoboCup Game-
Controller4 according to RoboCup rules. The results again showed the supremacy
of the suggested planning strategy over the baselines: Game 1: Expert 1:2 Plan-
ning, Game 2: Expert 0:0 Planning), Game 3: Forward 0:1 Planning, Game 4:
Forward 0:1 Planning.

Summarizing the results of the experiments one can claim that the proposed
method, indeed, outperforms less advanced approaches across a large variety of
game setups. Moreover, qualitative analysis shows that the suggested approach

4 https://github.com/RoboCup-Humanoid-TC/GameController.

https://github.com/RoboCup-Humanoid-TC/GameController
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Table 1. 4 m kick strength statistics.

Random layout Attack layout

Forward Expert Reactive Planning Forward Expert Reactive Planning

Time, s - 11.9 11.4 9.8 - 27.3 22.9 28.7

Kicks number - 2.1 2.1 2.0 - 3.0 3.0 3.5

Ball poss. - 96.85 93.77 93.94 - 99.13 99.49 99.26

Intersected 33 4 9 9 37 12 10 9

extensively exploits the idea of a pass and can score goals in very complicated
layouts, where straightforward approaches do not work.

6 Conclusions and Future Work

In this paper we have suggested to utilize heuristic search for planning an attack
in humanoid robotic football and introduced all the necessary algorithmic com-
ponents for that. We evaluated the proposed method in simulation and com-
pared it to the baselines. The former outperformed the latter across a wide
range of game scenarios. We plan to integrate the proposed method to the exist-
ing game controller software used for MIPT RoboCup team “Starkit”5 at the
official RocoCup contests.

An appealing direction of future research is designing a predictive model for
robots’ behavior and incorporating it to the search algorithm. An orthogonal
direction is developing reinforcement learning based planners. Presented work
can provide a baseline for the comparison in this case.
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Abstract. In the paper, we consider the problem of the robotic movement inac-
curacy. We suggest that clarifying the abstract actions of the behavior planner will
help buildmore precise control of the robot.Amulti-agent planner for the synthesis
of the abstract actions with refinement for a two-dimensional movement task was
proposed. We analyze the problem of the action execution by robots and present
a way to solve navigation problems through the use of reinforcement learning
and deep learning algorithms. This method made it possible to synthesize sets of
atomic sub-actions for correcting the state of the robotic platform at each moment
of time. We conducted a set of experiments in single and multiagent settings. The
synthesis of sub-actions of several tasks formed a training set for the RL model,
which was tested on a test example. All considered tasks consisted of moving
robotic platforms across a map with obstacles and manipulating environmental
objects.

Keywords: Cognitive agent · Sign · Sign-based world model · Human-like
knowledge representation · Behavior planning · Task planning · Reinforcement
learning · Q-learning · Deep reinforcement learning

1 Introduction

Behavioral planning is an important element of the decision-making cycle of cognitive
architecture and often determines the purpose of creating an architecture. When consid-
ering well-known cognitive robotic architectures such as STRL [1], LIDA [2], SOAR
[3], CARINA [4], it becomes obvious that there is a hierarchical structure of environ-
mental perception and using actuators. This fact is caused by multi-level processing of
data received from the sensors, the selection of information and reasoning necessary
for the synthesis of the plan based on existing knowledge about the environment, also
important is the process of obtaining knowledge through the received information. The
presence of a behavioral planner [5–7] capable of synthesizing a multilevel plan, which
includes both abstract symbolic and geometric data about the environment, contributes
to the c achievement more precise control of the robotic platform.

One of the most well-known problems in Artificial Intelligence (AI) is the problem
of suitable knowledge representation. In robotics, this problem can be formulated as the
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task of finding, acquiring, and using the necessary information from the sensors data.
In most cognitive architectures, the problem of operating with real environmental data
during the synthesis of the behavior plan is not solved, and the data is represented by
symbolic abstractions. Also, the non-personalization of agents’ knowledge is traced,
which blurs the boundaries of differences between them. One of the ways to solve these
and many other problems of intellectual behavior synthesis is to use the sign psycho-
logically plausible structure [8, 9] as a way of representing knowledge. The sign has a
trapezoidal structure, which is due to the psychologically plausible way of connecting
the 4 main types of information. These types of information are the scenarios of using
the entity and its role or species composition, which is expressed by the component of
significance m of the sign, information about the image representation of the entity in
the image component p, information on the semantic description of the entity for the
agent in the meaning component a, and the entity name component n. Sign components
form semantic networksWm,Wp,Wa, where a one-to-one correspondence is established
between network nodes, which allows you to set the linking functions between them (see
[8] for more details). A tuple of 5 elements

〈
Wp,Wm,Wa,Rn,�

〉
is called a world model

of the cognitive agent, where Rn = 〈Rm,Ra,Rp〉 are relations on the components of the
sign, and � are operations on the set of signs.

The sign paradigm made it possible to create a multi-agent hierarchical behavior
planner, in which Pospelov [10] pseudo physical spatial logic was implemented. The
spatial representation of the environment displays the locations of objects on the map,
describes the focus of attention of the agent, and provides the planner with information
about the possibility of interaction with objects and subjects of the environment (for
more details, see Sect. 2). Along with the algorithm for storing expert knowledge and
the communication protocol, the behavior planner is part of the strategic level of the
STRL architecture and allows the cognitive agent to increase the autonomy level.

In [11], the case of adapting the STRL cognitive architecture to the MP-RM robotic
platformwas considered.Amulti-agent behavior planning algorithmwas tested, inwhich
agents synthesized abstract action plans for moving through a robotic training ground
and manipulating environmental objects. Clarifying abstract actions were presented in
the form of sub-plans, consisting of actions of moving, turning and interacting with
various blocks within the extended domain «BlocksWorld». In the process of adapting
the architecture to the robotic platform, several shortcomings of the existing approach
were identified and partially eliminated. The main problems of adaptation were the
problems of the lack of feedback from the wheelbase, which led to the accumulation
of errors when moving the robot, the problem of the exact localization of the robot,
and the problem of the synthesis of manipulator activity control. The solutions we used
consisted of using additional equipment for reading aruko-markers (all tests were carried
indoors) and creating a predefined set of scripts for the manipulator. The architecture
adaptation we have presented has a module for assessing its state and, after each action,
checks the state against the planned one. When an error is found after the execution of
the rotation action or after the execution of the displacement action, the architecture uses
the reactive state adaptation module until it reaches a predetermined neighborhood of
the permissible error.
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In this paper, we will consider the case of clarifying the actions of the spatial planner
with reinforcement learning algorithms [12–14]. These algorithms allow us to synthesize
a more detailed action plan, which is supposed to allow the architecture to track the error
of movement or rotation during the action execution, and not after it, as well as to build
control over the manipulator. Earlier [15], the interaction method of the on-policy rein-
forcement learning (RL) algorithm and the behavior planning algorithmwas considered.
The main problem under consideration was to obtain the object coordinates from the
video stream and manipulate it. But in this paper, we performed a more detailed integra-
tion of the algorithms and used the off-policy learning algorithm. RL algorithms suggest
a large volume of attempts to implement actions in the learning process, which cannot
be implemented on a real robot due to technical limitations. To implement the learn-
ing, the corresponding synthetic environments «BlocksWorld» for robot movements and
«Manipulator» for interaction with environmental objects were built. The interaction of
the behavior planning and learning algorithms was carried out by creating parsers that
search for the terminal state of the environment for each of the synthesized actions of
the planner and convert them to the state of the learning environment. The result of
the activity of the learning algorithm was filling the lower level of the behavior plan
hierarchy of the STRL cognitive architecture with atomic actions (see Fig. 1).

Fig. 1. Example of a hierarchy of a cognitive agent action plan in the Blocks World domain. R
– rotate action, M – move action, P – pick-up action, S – stack action.

Further, the paper is organized as follows. Part 2 covers the process of synthesizing
a dataset with a hierarchical behavior planning algorithm and the process of pre-training
the RL agent. Part 3 describes the implementation process of synthesizing atomic actions
by the reinforcement learning algorithm. Part 4 shows the experimental results.

2 Sign-Based Dataset Creating Tools

Based on the sign approach to cognitive agent knowledge representation, a behavior
planning algorithmwas created [15–17]. The version of theMAP_RL planner described
in this paper represents the interconnection of the hierarchical and classical task parsers,
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the grounding algorithm, the behavior planning algorithm, the communication protocol,
and the experience storing algorithm.

The grounding algorithm sequentially reads domain data and planning tasks, updat-
ing the agent’s world model by creating new signs of objects, relationships, actions, and
states. If any of the entities are in the agent’s world model, it is updated by creating addi-
tional causal matrices on the networks of significances and images. In the hierarchical
case, the agent clarifies the initial and target state for each of the abstract actions and
remembers the possibilities of its use.

The planning algorithm is represented by the process of iterative updating of the state
of the agent using the reasoning implemented by the activity propagation processes. The
agent reasons which objects are included in his focus of attention and the actions that it
can carry out with them. The set of all actions available at each moment is heuristically
limited, which makes it possible to reduce the branching factor of the agent’s arguments.
Adding the selected action to the current plan entails creating the next planning situation
and checking for the occurrence of the target situation in the synthesized one. If the agent
cannot receive confirmation of the target situation achievement, the planning process
continues. In hierarchical planning, there is no target position, but there is a sequence of
abstract high-level actions that the agent must clarify. Each of the actions is iteratively
clarified before constructing a plan of action for minimal abstraction. After the end of the
planning process, the agent selects a plan suitable for several features [15] and optimizes
the world model. The plan is saved as a sign of experience [17] and can be reused in
future iterations.

The projection of the agent’s activity into two-dimensional space required updating
the world model with knowledge about the spatial relationships of the environment. To
clarify agent knowledge, a symbolic implementation of Pospelov pseudo-physical logic
was added, which made it possible to describe the relationships «Close», «Near», «Far»,
etc., characterizing psychologically plausible relationships. The agent’s attention was
clarified by 9 cells, and the medium map by 9 static regions. The focus of attention is
dynamically recalculated and replenished after each action of the agent. Its size can be
changed through the actions «Clarify» and «Abstract», which allow you to find the route
in highly loaded places, or speed up planning in open areas.

The multi-agent component of the planner is implemented using the signs «I» and
«They» in the agent’s world model. The abstraction «They» describes the reflective
representation of the collective by the agent, and the abstraction «I» describes abilities,
experience, and external representation of oneself. Knowledge about other agents in the
team is mediated by the representation of these agents from experience in interacting
with them. The knowledge about their capabilities is abstract and characterizes only the
logical component (Agent «X» moves only large cubes, Agent «Y» moves only inside
the city), and the characteristic of geometric interpretation is present only for one’s
activity. Agents synthesize common plan actions using the auction plan mechanism and
appoint a coordinating agent (usually themost experienced agent). The agent coordinator
implements activities to describe the initial andfinal spatial situations for abstract actions.
Further, each of the abstract actions is specified by the corresponding agent-participant
using the synthesis of the spatial sub-plan. All spatial sub-plans are collected by the
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coordinating agent and form a common spatial plan. For each participating agent, the
spatial sub-plans of the other agents are mapped to an abstract action.

To search for sub-actions of the spatial actions of the planner, a Q-learning [13, 14]
reinforcement learning algorithm is used. Q-learning is a tabular learning method, the
table of which describes the reward for performing various actions in environmental
conditions (Q-values). The purpose of the algorithm is to form a table that will charac-
terize the optimal choice of actions in each state. To describe the activity of a cognitive
agent, a probability distribution that characterizes the probability of an agent choosing
an action a in a state s is used. The probability distribution is called a strategy:

π(a|s ) = P(at = a|st = s ). (1)

In the simplest case, a strategy can be represented greedily, complemented by random
transitions. The agent, following the strategy, applies actions and moves from state to
state, receiving a reward r for it, which can be either positive or negative.

In addition to the reward at the time, the action takes place, the reward for future
actions is taken into account. The effect of future rewards on the choice of action is
described by a discount factor γ , γ ∈ [0, 1]. The Q-values of the table are found by
formula 1.

Q(st, at) = Q(st, at) + α[rt + γ maxat+1 Q(st+1, at+1) − Q(st, at)] (2)

α is the learning rate, and maxat+1 Q(st+1, at+1) is the Q-value of the best action at
a time t + 1. To describe the actions of the manipulator, the DQN representation of the

Fig. 2. Creating a dataset and solving a test task.
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Q-learning algorithm with parameterization in which the table of values was replaced
with a neural network, was used. The action is selected similarly to the Q-learning
algorithm, then a tuple (sample) of values (st , st + 1, a, r) is saved, random samples are
selected from the memory and calculated maxat+1 Q(st+1, at+1), which is transmitted
to the neural network as a reference value. The algorithm is pre-trained in tasks marked
with the help of the planner and forms a strategy that used in test iterations (see Fig. 2).

The pre-trained RL agent and the planner’s task enter the «input» of the platform
test task, for each of the steps of the planner, is updated by the RL agent, which forms
the atomic motion vector of the robot at the «output». The RL agent is trained in the
synthesis sub-actions process for the planner abstract steps. On the left side of the figure,
the process of training Q-learning and DQN agents is schematically shown, where for
each of the spatial plans, the search for sub-actions is iteratively launched. Further, on
the right side of the figure, the call of trained agents for the test problem is displayed.
The better-detailed description of the whole algorithm is in Sect. 3.

3 Detailing Actions with Q-Learning and DQN Algorithms

The agent behavior plan synthesized by the MAP_RL algorithm is a list of high-level
actions, which include refinement and abstraction of the focus of attention. Due to the
different planned range of agent movements, the adaptation of the planner steps for the
Q-learning environment was required. The adaptation process is carried out by parsing
the steps of the planner and identifying subspaces of 30 × 30 cells, the size of which
was obtained empirically. The learning process of the Q-learning agent takes place in an
environment whose characteristics are set dynamically for each of the subspaces and the
learning of the Q-learning agent in them is parallelized. The subspaces provided a stable
synthesis of steps, which included actions for moving 1 cell in any direction, pick-up,
and stack Blocks World environment blocks.

The Blocks World environment is not included in the list of base environments avail-
able for the OpenAI gym and was created by modernizing the GridWorld environment
with additional actions. The environment allows the agent to evaluate the agent actions
and make conclusions on whether the agent is closer to the goal. Both the environ-
ment and the agent’s actions are simplified in comparison with the description of the
environment and the actions of the planning algorithm, which allows to more quickly
sort through all possible combinations of actions. A reward function was made in the
environment that evaluated each of the agent’s actions:

• −1 – to optimize the plan in length;
• −5 – to prohibit the agent from attempting to perform impossible actions, which

included attempts to go beyond the map and interact with the blocks if they are absent
near the agent;

• +5 – to motivate the agent to take actions to manipulate environmental objects if they
were nearby;

• +10 – successful completion of the task.

Each of the actions for picking up and moving blocks is a complex action in 3D
space and, decomposition it into atomic sub-actions is not trivial. To simplify the task
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decomposing implementation of the moving of blocks actions into atomic components,
under the atomic action, we considered the actions of turning each of the joints 15°
clockwise or counterclockwise. A value of 15° was obtained empirically by interacting
with the design of the manipulator. The features of the MP-RM manipulator under
consideration are the presence of 5 servos and an actuator in the form of a clamp or a
vacuum pump. The implementation of each of the actions in the Q-learning learning
environment increased the considered sets of actions and states by several times and the
Q-learning algorithm ceased to converge when considering the manipulator with more
than 3 servos.

A Q-learning approach based on the use of neural networks, DQN, was chosen to
search for the effects of an existing manipulator. The Manipulator environment was
created, within which the agent’s position is considered agent-centered, each of the
agent’s rotation actions is performed to interact with the environment. The number of
possible actions of the agent has ceased to coincide with the Q-learning environment and
adaptation of the environment to the new environment was required. A parser has been
created that allows you to search the generated actions of a Q-learning environment
to search for actions with objects. Based on the selected actions, new subtasks were
synthesized that were launched by the DQN agent.

When initializing a new task, the DQN agent receives information about the manipu-
lator position and the target medium in 3D space. Further, the agent carries out activities
based on the tolerance reward function (x, bounds,margin, value_at_margin) fromDeep-
Mind Control Suite [18]. This function allows the agent to receive a reward of 1 when
entering the distance from the robot actuator to the desired environment object in the
bound’s framework. Empirically, the problem of the tolerance approach was identified,
which consists in the non-optimal choice of the sequence of actions of the agent for
interacting with the object, due to the increase in the agent’s reward, by performing
activities in the space included in the bounds, but not fulfilling the task.

4 Experiments

As part of the development of mechanisms for the interaction of reinforcement learning
algorithms and a sign approach to the synthesis of a spatial plan by an agent, a series of
experiments with single-agent and multi-agent tasks were carried out. The experiments
differed in complexity; in the first experiments, agents needed to approach the block on
the map without obstacles, pick-up it with the manipulator and move with the block to
another block to stack them. Further experiments were complicated by the presence of
obstacles that needed to be passed, which greatly increased the combinatorial complexity
of finding the optimal plan of behavior. The first five experiments were conducted to
train the RL agent and develop a strategy for interacting with the environment. The last,
6th experiment, was conducted as part of testing the result.

The planner synthesized multi-agent behavior plans using agents without shared
memory. Each of the agents was separated into a separate process, agents had general
knowledge about the capabilities of other agents, but did not have a detailed representa-
tion of spatial transitions. In the process of clarifying the actions by the RL agent, each of
the actions was specified separately, but the weights of the neural network were formed
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based on the actions of all agents. There was no separation of the dataset for training by
various agents, based on the mechanical uniformity of the tasks under consideration.

Out of the whole set of planner actions, steps of 30 × 30 cells that were optimal
for learning algorithms were formed; actions to pick up and stack were divided into
actions to move the agent to a state in which the block was in direct visibility, directly
approaching and taking the block and moving to a previously planned state. A graphical
representation of the experiments is shown in Fig. 3.

Fig. 3. Task planning problems.

The experiments were carried out on a laptop with the following characteristics: Intel
Core i7-8565UCPU1.8GHz 199GHzRAM16Gb. Evaluation of the results was carried
out according to the time of the task execution, the number of planned steps, the number
of sub-actions found by Q-learning, the number of sub-actions of the manipulator found
by DQN. The results are shown in Table 1.

Table 1. MAP-RL results.

Single task 1 Single task 2 Single task 3 Mul. task 1 Mul. task 2 Mul. task 3

Time (s) 22.4 112.5 263.4 283.03 526.5 617.5

Planner steps 6 12 39 11 31 35

Q-learning steps 445 412 640 430 452 608

DQN steps 400 900 700 400 900 700

Synthesized by reinforcement learning algorithms actions are described agent-
centered and represent the sequence of coordinates of the agent and the block, a simplified
representation of themanipulator and the action. The description of themanipulator gen-
erated by the DQN is represented by a sequence of angles of the servos, the actuator,
and the relative coordinates of the block.



168 G. Kiselev and A. Panov

5 Conclusion

The paper presents a method for clarifying actions synthesized by a psychologically
plausible behavior planner to the motor level. The actions of the motor level make it
possible to coordinate the behavior of the robotic platform at each time moment of the
execution of the planned task. In further studies, reinforcement learning algorithms will
be compared as part of the search for the optimal algorithm for the tasks of moving in
clattered spaces and manipulating environmental objects. We will consider options for
saving the synthesized sequences of atomic actions in the form of options that allow the
agent to use precedents for performing actions.

Acknowledgements. The reported study was supported by RFBR, research Project No. 17-29-
07051.
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Abstract. The main problem of using robots in industry is a providing of high
precision of motions during mechanical operations. Manipulators with traditional
structures include mobility modules, disposed in series, one after another, so error,
occurred at the base link, amplified by the subsequent mechanical assemblies of
the chain. In turn, when actuators, moving manipulator modulus, affect on it in
parallel, their errors are averaged up. The manipulator, in which rigidity is pro-
vided with triangle structure and moving of rod is provided with linear actuators
operated in parallel, is considered. For proposed manipulator direct and inverse
kinematics tasks are solved, and dependencies, which define both space position
of manipulator grip in accordance of linear actuators lengths, and needful linear
actuators lengths in accordance of space position of grip, are obtained. Also func-
tions, which determine exactness of manipulator grip positioning, are obtained.
Dynamic model with a system of non-linear differential equations, which links
length of linear actuators and forces on integrated actuators stems and transients
as manipulator reaction on Heaviside function was constructed.

Keywords: Manipulator · Rigidity · Direct kinematics task · Inverse kinematics
task · Exactness · Linear actuator

1 Introduction

Industrial robots are commonly used to perform tasks such as loading computer numer-
ical control (CNC) machines, welding, laser and plasma cutting, painting surfaces, easy
milling operations, etc. [1]. To execute of technological operations mentioned, high
accuracy of manipulator grip positioning is required. Common method of increasing
mechanical exactness, introducing grip position feedback, is not always possible due to
the fact, that the target of grip, as a rule, is mechanically separated from manipulator.
Known kinematics schemes of industrial robots include mobility modules, disposed in
series, one after another, and control process is restricted with introducing local feed-
backs in modules. So error, occurred at the base link, is amplified by the subsequent
mechanical assemblies of the chain [2] and is not compensated with general grip posi-
tion feedback. Grip positioning error arises, when it is necessary to solve step-by-step
tracing problem. In this case, error of previous step increases by errors of subsequent
steps and tracing in common become highly imprecise [3–5].

© Springer Nature Switzerland AG 2020
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To solve the problem of accuracy increasing it is necessary both improve the rigidity
of framework, and replace serial arrangement of mechanical modules with a parallel
one [6–8]. Most rigid plane construction is the triangle. Most rigid 3D-construction is
tetrahedron, which structure was laid in the basis of manipulator under investigation.
Tetrahedron consists of four triangles, and all angles between edges of it are defined
with their lengths only. At the same time, dependencies, which describe ratios between
edges and angles of tetrahedron are rather complex, that highly restricts practical use of
such type construction in engineering practice. So to overcome contradiction between
needs for rigid manipulators and complexity of their kinematics and dynamics model
below analytical mathematical description is worked out.

2 Task Solutions for Direct and Inverse Kinematics

The diagram of an industrial robot with increased rigidity is shown in Fig. 1.
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Fig. 1. The kinematic diagram of an industrial robot with increased rigidity.

The system includes the rod OC with fixed length c, on which a linear actuator is
mounted, with changing stem length r, from pointO to pointK, in which the grip is fixed.
The system is driven by linear actuators with stem lengths of dA and dB, respectively.
Both rod c and linear actuators dA, dB rotate in double-hinged joints O, A, B. The rod c
with rigidly linear actuator r has in the spherical coordinate system with center in the
hinge O angle coordinates ψ, ϑ and linear coordinate c + r. Linear actuators dA and dB
with use double-hinged joints are fasten in the point C to the rod c. The direct problem
of kinematics is to determine the angles ψ, ϑ when the actuators A, and B stems lengths
dA and dB are known. The inverse problem of kinematics [9] is to determine the required
lengths of linear motors dA and dB from the known angles ψ and ϑ.

The lengths of segments OC, AC and BC are equal, respectively:

⎧
⎨

⎩

c2 = x2C + y2C + z2C;
d2
A = (a − xC)2 + (−b − yC)2 + z2C;
d2
B = (a − xC)2 + (b − yC)2 + z2C;

(1)
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In this case, taking into account the known dependences of recalculation of Cartesian
coordinates into spherical [10], a solution of the inverse kinematics problem may be
obtained as follows:

{
d2
A = (a − c cosϑ cos ψ)2 + (b + c cos ϑ sin ψ)2 + (c sin ϑ)2;
d2
B = (a − c cosϑ cos ψ)2 + (b − c cos ϑ sin ψ)2 + (c sin ϑ)2.

(2)

To solve the direct kinematics problem [11], the square components x2c , y
2
c should

be excluded from (1) by means of substitution of the first equation into the second and
third ones:

{
d2
A = a2 + b2 + c2 − 2axC + 2byC;
d2
B = a2 + b2 + c2 − 2axC − 2byC .

(3)

The system of Eqs. (3) is linear with respect to xC and yC , and have the following
solution:

⎧
⎪⎨

⎪⎩

xC = 2a2 + 2b2 + 2c2 − d2A − d2B
4a ;

yC = d2A − d2B
4b ;

z2C = c2 − x2C − y2C .

(4)

With use (4) coordinates of the grip K are as follows:
⎧
⎪⎪⎨

⎪⎪⎩

xK = c+ r
c · 2a2 + 2b2 + 2c2 − d2A − d2B

4a ;
yK = c+ r

c · d2A − d2B
4b ;

zK = c+ r
c ·

√

c2 − x2C − y2C .

(5)

From (5) it follows that:

ϑ = arcsin
zC
c

= arcsin

√

c2 −
[
2a2+2b2+2c2−d2A−d2B

4a

]2

−
[
d2A−d2B
4b

]2

c
; (6)

ψ = arctan
yC
xC

= arctan
a
(
d2
A − d2

B

)

b
(
2a2 + 2b2 + 2c2 − d2

A − d2
B

) . (7)

In (6), (7) a, b, c are parameters, dA, dB are arguments. Their values are restricted as
follows:

dAmin ≤ dA ≤ dAmax, dBmin ≤ dB ≤ dBmax; 0 ≤ r ≤ rmax, (8)

wheredAmin, dBmin, rmin are lowerboundsofvaluesdA, dB, r,dAmax, dBmax, rmax
are upper bounds of values dA, dB, r, respectively.

Dependences (5), within constraints (8) are shown in Fig. 2 (a, b, c), respectively.
Figure 2 (c) represents the hemisphere of grip K movement. Modeling was carried out
with use following parameters: a = 0.2 m, b = 0.2 m, c = 0.4 m, 0.3 ≤ dA,B ≤ 0.6m.
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Fig. 2. The kinematic diagram of an industrial robot with increased rigidity.

3 Estimation of Positioning Accuracy

To estimate the accuracy of positioning, it is necessary to determine the influence of
primary parameters a, b, c on the shifting of coordinates xK , yK , zK . Degree of influence
is determined by partial derivatives:

∂xK
∂a

= c + r

2c
; ∂xK

∂b
= c + r

c
· b
a
; ∂xK

∂c
= −r

c2
· 2a

2 + 2b2 + 2c2 − d2
A − d2

B

4a
+ (c + r)c

a2
;

(9)
∂yK
∂a

= 0; ∂yK
∂b

= − c + r

c
· d

2
A − d2B
4b2

; ∂yK
∂c

= − r

c2
· d

2
A − d2B
4b

; (10)

∂zK
∂a = c+r

c ·
(

−xC√

c2−x2C−y2C

∂xC
∂a − yC√

c2−x2C−y2C

∂yC
∂a

)

;

∂zK
∂b = c+r

c ·
(

−xC√

c2−x2C−y2C

∂xC
∂b − yC√

c2−x2C−y2C

∂yC
∂b

)

;

∂zK
∂c = − r

c2

√

c2 − x2C − y2C + c+r
c ·

(

c√

c2−x2C−y2C
− cxC

a
√

c2−x2C−y2C

)

.

(11)

Letα ∈ {a, b, c}.Whenmanipulator ismanufactured, parametersα are implemented
with following deviations:

αnom − �−
α ≤ α ≤ αnom + �+

α , (12)

where αnom is the nominal parameter α value; �−
α , �+

α are deviations from nominal
parameter, in common �−

α �= �+
α .

Choice

�α = max
(
�−

α , �+
α

)
(13)



174 E. Larkin et al.

gives maximum deviation of parameter α ∈ {a, b, c}.
So, expressions

�xK =
∣
∣
∣
∣
∂xK (dA, dA, dr)

∂a

∣
∣
∣
∣�a +

∣
∣
∣
∣
∂xK (dA, dA, dr)

∂b

∣
∣
∣
∣�b +

∣
∣
∣
∣
∂xK (dA, dA, dr)

∂c

∣
∣
∣
∣�c;

�yK =
∣
∣
∣
∣
∂yK (dA, dA, dr)

∂a

∣
∣
∣
∣�a +

∣
∣
∣
∣
∂yK (dA, dA, dr)

∂b

∣
∣
∣
∣�b +

∣
∣
∣
∣
∂yK (dA, dA, dr)

∂c

∣
∣
∣
∣�c;

�zK =
∣
∣
∣
∣
∂zK (dA, dA, dr)

∂a

∣
∣
∣
∣�a +

∣
∣
∣
∣
∂zK (dA, dA, dr)

∂b

∣
∣
∣
∣�b +

∣
∣
∣
∣
∂zK (dA, dA, dr)

∂c

∣
∣
∣
∣�c,

(14)

where dA, dB, dr are restricted as (8), permits to evaluate functions xK (dA, dA, dr),
yK (dA, dA, dr), zK (dA, dA, dr), absolute deviations from nominal in the whole opera-
tional area.

4 Dynamic Model

Let us return to the scheme of the manipulation system, which is shown in Fig. 1. The
entire system is driven with forces FA, FB, Fr , created along stems of linear actuators
A, B, r, having current lengths dA, dB and r, respectively. In addition, the forces from
the side of the rod affect on the linear actuators A, B, r, and the forces from the linear
actuators affect on the rod, in accordance with Newton’s third law. Linear actuators A,
B affect on the rod in parallel, linear actuator r affects on it in series.

Let us assume that dissipative forces are reduced to viscous forces, affect on the
stems of linear actuators, and viscous friction moments created in hinges A, B, O. Then
equation systems, describing the movement of the linear actuators A, B, (the direction
from the joint A, B to the joint C is considered as positive) are as follows:

⎧
⎪⎨

⎪⎩

mAd̈A + ηl ḋA = FA + RAl − mAg sinϑA;
d(JAϑ̇A)

dt + ηt ϑ̇A = −mAg
dA
2 − RAϑdA;

d(JAψ̇A)
dt + ηtψ̇A = RAψdA,

(15)

⎧
⎪⎨

⎪⎩

mBd̈B + ηl ḋB = FB + RBl − mBg sin ϑB;
d(JBϑ̇B)

dt + ηt ϑ̇B = −mBg
dB
2 − RBϑdB;

d(JBψ̇B)
dt + ηtψ̇B = RBψdB,

(16)

wheremA andmB are masses of linear actuators A and B, respectively; FA, FB are forces,
developed on actuators A and B stems; ηl is the coefficient of viscous friction during
the movement of linear actuators stems; ηt is the coefficient of viscous friction during
rotation of linear drives in hinges; FA, FB are forces developed along rods of linear
actuators A and B, respectively; RAl , RBl are longitudinal components of force vectors
acting in the hinge C, on actuators A and B in the direction of axes xA and xB, located
along actuator stems; RAψ, RBψ are transverse components of force vectors acting in the
hinge C, on actuators A and B in the direction of axes yA and yB, located in horizontal
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plane in perpendicular to actuator stems;RAϑ,RBϑ are the transverse components of force
vectors acting in the hinge C, on actuators A and B in the direction of axes yA and yB,

located in vertical plane in perpendicular to actuator stems; JA = mAd2A
3 and JB = mBd2B

3
are current variablemoment of inertia of the linear actuatorA andB, respectively, relative
to hinges A and B; g is the acceleration of the gravity [12, 13].

For modeling of payloadK transfer the rodC and the linear actuator r are considered
as a whole, in which actuator stem is the prolongation of the rod. In addition, we assume
that the mass of the transported payload mK is concentrated at point K. Due to such
approach mathematical description includes rod rotation in the hinge O under forces
RA, RB and longitudinal movement under the force of actuator:

⎧
⎪⎨

⎪⎩

(mr + mK )d̈r + ηl ḋr = Fr + (mr + mK )g sin θ ;
dJ
dt

..

ϑ +ηt
.

ϑ = −mCg
c
2 − mrg

(
c + r

2

) − mKg(c + r) + RCAϑc + RCBϑc ;
dJ
dt

..

ψ +ηt

.

ψ = RCAψc + RCBψc,

(17)

where mC , mr and mK are masses of the rod C, the actuator r and the payload K,
respectively; dr is the linear actuator r length; RCAϑ, RCBϑ are the transverse components
of force vectors acting in the hinge C, on actuators A and B in the direction of axes zA
and zB, located in vertical plane in perpendicular to actuator stems; RCAψ, RCBψ are the
transverse components of force vectors acting in the hinge C, on actuators A and B in
the direction of axes yA and zB, located in horizontal plane; in perpendicular to actuator

stems; J = (mC+mr)(c+r)2

3 + mK (c + r)2 is the current integrated variable moment of
inertia of the rod C, the linear actuator r and the payload mK [12–14].

It is necessary to admit, that longitudinal components of forces RCAl , RCBl , acting on
the rod from actuators A and B side, are fully compensated by static reaction in the hinge
O, due to the fact they are not included into (17). Also in (15), (16), (17) force vectors
RCA

/
RA, RCB

/
RB are represented in different base coordinate systems, so Newton’s

Third Law looks as follows:

RCA = −RA;RCB = −RB, (18)

where RA = (
RAl, RAψ, RAϑ

)
(explanation to (15)); RB = (

RBl, RBψ, RBϑ

)
(explana-

tion to (16)); RCA = (
RCAl, RCAψ, RCAϑ

)
; RCB = (

RCBl, RCBψ, RCBϑ

)
; (explanation

to (17)).
Coordinate systems, linked with actuators A, B and rod C, from basic coordinate

system xOyz are obtained as follows:
⎧
⎨

⎩

(
iA, jA, kA

) = (i, j, k)TψATϑA;
(
iB, jB, kB

) = (i, j, k)TψBTϑB;
(
iC , jC , kC

) = (i, j, k)TψCTϑC ,

(19)

where (i, j, k) are orts, linked with xOyz coordinates;
(
iA,B,C , jA,B,C , kA,B,C

)
are orts,

linked with xA,B,COyA,B,CzA,B,C xOyz coordinates; TψA,B,C , TϑA,B,C are the rotation
matrices;

TψA,B,C =
⎛

⎝
cosψA,B,C sinψA,B,C 0

− sinψA,B,C cosψA,B,C 0
0 0 1

⎞

⎠; (20)
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YϑA,B,C =
⎛

⎝
cosϑA,B,C 0 − sinψA,B,C

0 1 0
sinψA,B,C 0 cosψA,B,C

⎞

⎠. (21)

Angles ψC = ψ, ϑC = ϑ were obtained above (look (7)). Angles ψA, ϑA, ψB, ϑB

may be obtained from (5):

ψA = arctan
yc + b

xc − a
;ϑA = arctan

zc
√

(xc − a)2 + (yc + b)2
; (22)

ψB = arctan
yc − b

xc − a
;ϑB = arctan

zc
√

(xc − a)2 + (yc − b)2
. (23)

With use (19), Newton’s Third Law for the case under consideration is as follows:

(
RAl, RAψ, RAϑ

)
TψCTϑC = (

RCAl, RCAψ, RCAϑ

)
TψATϑA; (24)

(
RAl, RAψ, RAϑ

)
TψCTϑC = (

RCAl, RCAψ, RCAϑ

)
TψATϑA. (25)

Dependencies (15), (16), (17), (24), (25) form full dynamic model of the industrial
manipulator, and may be solved respect to coordinates dA, dB, dr by one of well known
method [15–17].

For clearing up a common manipulator behavior system was integrated by Euler’s
simplest method under forces FA, FB, Fr , which are performed as follows:

FA,B,r = η(t), (26)

where η(t) is the Heaviside function.
Actual modeling was carried out based on the following design parameters of the

manipulator: a = 0.2m , b = 0.2m , c = 0.4m , mA = 5.7 kg , mB = 5.7 kg , mC =
3 kg , mr = 1 kg , 0 ≤ mK ≤ 2 kg.

Result of integration is shown in Fig. 3.
Figure 3 (a) shows the transition process, arising in actuators A and B, when control

signals are applied to actuators simultaneously. Straight line 1 represents behavior of
linear inertialess system, Curve 1 demonstrates reaction, when model is linear. In this
case the curve tends to the asymptote 3. Curve 4 shows acceleration of stems lengths as
actuator load conditions change due to changing inclination of rod C.

Figure 3 (b) shows the family of transition processes, arising in actuator r, when
payload, bearing by grip K arises from 0 kg (most quick response of manipulator) till
2 kg (least quick response). Figure 3 (c) shows the family of transition processes, arising
in actuator r, when rod c takes different angular ϑ positions. In this case response times
under all angular rod positions are quite similar, but asymptotes, to which curves tend,
are situated at different angles.

The construction of the transient families shown in Fig. 3 (b) and Fig. 3 (c) for
reasons that the control signal Fr was supplied to drive r.
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Fig. 3. Transients of changing the length of the rods dA, dB, dr actuators A, B, r respectively.

5 Conclusion

The problem of increasing a rigidity of industrial manipulators was analyzed. Kinemat-
ics structure with two parallel and one serial linear actuators, which drive rod with the
grip onto sphere with alterable radius, is proposed. Models, of direct and inverse kine-
matics tasks, exactness estimation and dynamics of actuator stems moving are worked
up. Further development of the item should be directed on decreasing of weight/size
characteristics and working out the engineering method of design similar construction
with increased rigidity.

The research was carried out within the grant (19-38-90058\19 (C61019GRFa)) of
Russian Foundation for Basic Research (RFBR).
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Abstract. This paper presents a solution of autonomous accurate landing problem
for an unmanned aerial vehicle (UAV) in the target point. The combination of two
algorithms for on-image search and accurate landing on marker is presented. The
UAV landing on marker includes the unit for adjustment of aerial vehicle position
relative to the marker to increase the landing accuracy. Also, the paper shows the
on-image marker detection algorithm, to define position and alignment of UAV
camera relative to themarker. The developed algorithmswere tested in the Gazebo
simulation environment in real-world settings.According to the experiments, these
algorithms outperform in accuracy than similar systems for automated landing,
based on computer vision (5–10 cm) andGPS-basedUAVcontrol systems (2–5m).
Landing error of UAV in simulator with adjustment was 19.75 mm, in real-world
settings – 21.2 mm.

Keywords: Multirotor · Automated control system · Unmanned aerial vehicles ·
Quadrotor · Aerial imaging · Automated landing · ArUco-marker

1 Introduction

Currently UAVs are actively used in military and civil systems for various activities:
environment monitoring, search (for humans, animals and other entities in wide areas),
inspection (of different constructions, power lines, wind turbines) [1, 2].Modern systems
of UAV control are insufficiently automated and assume significant human involvement
to ensure device operation. Often the navigation of UAV is ensured using the global
positioning system (GPS), whose accuracy is insufficient for accurate landing (2–5 m);
additionally, GPS is highly susceptible to influence of magnetic fields. Therefore, devel-
opingUAV control systems, which ensure autonomous flight and landing, such problems
are to be solved as increase of control accuracy and improvement of reliability of sen-
sor systems [3]. Popular approach to control accuracy improvement in context of UAV
motion consists in application of computer vision algorithms, which enable UAV land-
ing not only on fixed platforms, but also on mobile ones [4–6]. To detect the landing
platforms, various types of markers can be used: ArUco-markers, helipad etc. In this
case, the position of camera in the environment is defined with marker mapping on scene
image. Image preprocessing is required in this case, such as conversion to grayscale, con-
tour detection, detection of rectangular areas and homography calculation [7]. Camera
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coordinate values, obtained with ArUco library [8], further are used for calculation of
required flight speed and quadrotor stabilization in hovering and landing. UAV landing
error by such approach as in [7] was less than 5 cm.

UAV landing accuracy at target point depends on accuracy of on-image marker
recognition. To reduce the recognition errors, several filters can be applied sequentially.
So, in [9] to reduce computing load in the course of processing of noisy rawdataGaussian
smoothing filter was utilized. Then the RGB-image was converted into the HSV format
and further into binary image using a threshold algorithm. Further for reduction of noise,
potentially troublesome because of possible marker displacement, morphological filter
was utilized.

Additionally, to threshold processing of images, template matching approach is
widely used for marker detection [10]. This approach consists in search of template
image in the current frame; to do this, the size of the fragment under consideration is
reduced to the size of the template. This is the first step; then image binarization and
comparison are performed.

Image template matching can also be implemented with artificial neural network
(ANN) [11]. For this, keypoints are defined on the actual image and on the template
image using Speeded Up Robust Features descriptor (SURF). Template matching with
the actual image is performed only in case of flight altitude change with 0.5 m interval,
until the required number of matchings will be found.

In [12] authors used convolutional neural networks Region Proposal Network (RPN)
and Fast R-CNN to detect markers, shaped as concentric circles and pentagon. RPN and
Fast R-CNN were employed for provisional and final detection of marker-containing
area, respectively. Marker position calculation was performed using the least-square
method and Shi-Tomasi corner detection method. Marker detection accuracy by using
this method was 97.8%.

UAV landing accuracy also depends on the flight trajectory of the vehicle while
descending. Authors of [13] developed an approach, based on τ-theory (tau guidance
theory), which uses the τ-function to describe the desiredmotion. This function describes
the motion gap and takes into account the initial values of speed and acceleration of the
UAV. To assess the efficiency of the proposed approach, over 60 experiments were
performed indoors, which showed average accuracy of UAV landing on marker within
10 cm.

There exist some papers, in which for UAV positioning by landing multi-sensor
systems and data merging algorithms are employed. Together with the cameras for
visible spectrum, IMU-sensor (Inertial Measurement Unit) and infrared (IR) camera
can be used [14], as well GPS-module. Though, satellite-based UAV navigation system
requires near-field sensors to be used for measurement of flight altitude. Besides, for
use of global positioning systems, the data on landing site coordinates is necessarily
[15], whereas computer-vision systems may be applied in cases, when the landing site
coordinates are unknown.

For accurate autonomous UAV landing artificial neural networks may be used, as
well technical vision systems and combinations of different sensor systems. NN-based
approach requires establishment of training sets and installation of additional computing
hardware, what increases the cost and weight-size parameters of the UAV. Combination
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of several sensors provides for more accurate landing in target point, but increases
efforts, needed for equipment setup and leads to overall performance decrease of the
navigation system.Themost promising options in this case is the technical vision because
of high reliability and moderate computational complexity of algorithms for landing
site detection. The purpose of this paper consists in development of algorithms for
autonomous accurate landing of UAV on marker using technical vision system. In this
paper ArUco-markers were considered because of their better detectability from afar
compared to similar solutions (QR, Bar).

2 Algorithms for UAV Landing on ArUco-Marker

To ensure automated UAV landing on marker two algorithms were developed: 1)
autonomous landing algorithm and 2) algorithm for on-image marker detection. To
ensure automated multirotor landing on marker the onboard camera can be used. The
surface area seen by the camera at each stage of the landing depends on the camera
parameters. The flowchart of the autonomous landing algorithm is presented in Fig. 1
and includes the vehicle position adjustment relative tomarker. Such adjustment assumes
on-image marker centering on each iteration of UAV landing.

Begin

Camera connection

Marker detection

Marker detected?
No

Yes

Calculation of local 
coordinates of the marker

Altitude h ≥ H?Descend by Δh

Adjustment of UAV 
position relative to 

marker

Yes

Landing in “Land” mode

No

Calculation of distance to 
marker

Modification of current 
coordinates

End 

Fig. 1. Algorithm for autonomous UAV landing on ArUco-marker.

At the first step of the algorithm the connection between the vehicle and camera
is established to obtain the video stream. Further marker detection is performed: if the
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marker was not detected, UAVmoves to another position and searches for marker again.
Upon successful marker detection, its coordinates are determined, as well the flight
altitude of UAV relative to marker. If the obtained altitude is less than the predefined
value (H), automated UAV landing is performed in «Land» mode with engines shut
down. Otherwise themultirotor descends to the specified altitude (�h) andUAVposition
adjustment relative to ArUco-marker in such manner, that the marker would be in the
center of the image, captured with the camera. If the marker is not in the frame, it is
necessary to use a control algorithm that will ensure the UAV flight near the marker. The
description of this algorithm is beyond the scope of this study.

An algorithm of ArUco-marker search on image is shown in Fig. 2. This algorithm
describes the unit «Marker detection» in greater details.

Video stream capture

Begin

Detection 
completed?

End   

Frame capture

Frame correction

Does marker in 
frame present?

Revealing of marker 
characteristics

Yes

Detection of position, 
orientation of marker and 

distance to it

Yes

No 

No 

Fig. 2. Algorithm for marker search and detection of its position in the environment, as well
marker orientation and distance from vehicle to marker.

The marker is generated with OpenCV library. The “aruco” module in OpenCV
contains in aggregate 25maps of predefinedmarkers. Eachmarker in thesemaps contains
the same number of blocks or bits (4 × 4, 5 × 5, 6 × 6 or 7 × 7), and each map contains
a fixed number of markers (50, 100, 250 or 1000). Marker detection process assumes
obtaining of video streams from cameras and processing of each frame in the video data.
If no marker is present on image, to avoid infinite loops the check for completion of
marker detection is performed. Having completed the detection session, the algorithm
exits. Otherwise, marker shape detection and identification are performed.
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As marker is detected with the aid of camera, some distortion occurs (image defor-
mation). Because of distortion, straight lines are displayed as arcs, what causes errors
in the measurement of distance from camera to marker. To reduce image distortion,
correction is applied, specifically, conversion of curved lines into straight ones; thereby
the similarity between the object and its geometrical image is restored. The OpenCV
module, utilized here, correction for two kinds of distortions is ensured: radial and tan-
gential ones. New pixel coordinates after radial correction are determined according to
the following expressions:

xc = x(1 + k1r
2 + k2r

4 + k3r
6);

yc = y(1 + k1r
2 + k2r

4 + k3r
6), (1)

where r2 = x2 + y2, k1, k2, k3 – radial distortion coefficients.
New pixel coordinates after correction of tangential distortion are obtained this way:

xc = x + [2p1xy + p2(r
2 + 2x2)];

yc = y + [p1(r2 + 2y2) + 2p2xy], (2)

where p1, p2 – tangential distortion coefficients.
Coefficients of tangential and radial distortion are determined on calibration data,

obtained by setup of computer vision system. After that marker detection is performed.
To do this, first the image binarization is fulfilled, then squared shapes are searched in
the image, which will be treated as candidate markers. By outline retrieval, all polygonal
shapes and shapes other than square are discarded. Then filters of OpenCV module are
applied to delete shapes, which are too large or too small, as well closely adjacent shapes.

Further candidate markers are analyzed. For this, black andwhite pixels are detected,
and marker image is segmented into cells. In each cell the pixels of both colors are
counted. Based on ratios of black and white pixels, each marker is attributed to a certain
map. Because several UAVs can operate simultaneously in given scene, to every of
which a dedicated landing site is assigned, it is necessary to check, whether the detected
marker corresponds to the assigned one. To do this, the identifier of the specified marker
is compared to the identifier of the detected one. Should they match, so UAV landing is
performed.

The marker orientation detection also proceeds in several steps. During this process
the data of each candidate marker is retrieved: translation vector, rotation vector and
coordinates of marker points on image. This problem is solved using a function, which
returns the position of each marker relative to the camera. This function takes as argu-
ments: 1) orientation of marker, detected on image, 2) actual size of the marker, as well
3) calibration data of the camera. If the landing marker was detected, then the rotational
vector is transformed into rotational matrix using the Rodriguez transforms [16, 17]:

θ ← norm(r),
r ← r/θ,

R = cos θ · I + (1 − cos θ)rrT + sin θ

⎡
⎣

0 −rz ry
rz 0 −rx

−ry rx 0

⎤
⎦,

(3)
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where θ – rotation angle of vector r.
This matrix describes the orientation of landing marker relative to camera. The

position of camera relative to landing marker is calculated according to formula:

(4)

where – rotational matrix of landing marker; – translation vector of the landing

marker. To calculate the camera orientation relative to marker, the matrix has to be
transposed.

Further the marker detection process is repeated, and the altitude is checked against
the correspondence to the specified value. Step-by-step UAV descend with fixed altitude
decrement proceeds, until the condition would be met, specified for landing in «Land»
mode.

3 Testing of Algorithms of Automated UAV Landing
on ArUco-Marker

For assessment of efficiency of the developed algorithms several experiments were per-
formed inGazebo simulation environment and in real-world conditions. Testing in virtual
environment was performed with and without adjustment of UAV position relative to
marker, whereas in real-world conditions all experiments were performed exclusively
with adjustment algorithm. For each case 8 experiments were performed, every of which
consisted in ascending to the specified altitude, flight from point 1 to point 2, positioned
at distance of 3.5 m and landing on marker. The flight altitude of the UAV in the simula-
tionwas 4m, and in real conditions, 1m, so that in case of failure, equipment damagewas
minimal. Flight systems were controlled by a Raspberry Pi microcomputer. A Logitech
920 Full HD camera was used as a visual sensor.

During testing of the developed algorithms in simulation environment the error mar-
gin of onboard sensors was performed, but weather conditions were neglected. Examples
of testing in Gazebo environment without UAV position adjustment relative to marker,
as well with adjustment, are shown in Fig. 3.

The Fig. 3 demonstrates quadrotor ascent to the point 1, at altitude of 3 m. The flight
is performed from point 1 to point 2, where the ArUco-marker is detected, and, finally,
UAV landing on it. Absolute landing error for the UAV was determined as the distance
between the actual landing and the point, where the marker sits. The average value of
landing error without position adjustment was 83.75 mm.

UAVposition adjustment is performed in suchway, that themarkerwould be centered
in the image by every descent step (see Fig. 3b). Landing error of UAV, when the
developed algorithm is used with adjustment, is 19.75 mm. The example of testing of
the developed algorithms is given in Fig. 4. UAV landing duration, utilizing algorithm
without adjustment, was 21 s, with position adjustment – 13 s.

Multirotor ascended from the point 1, covered distance of 1 m to point 2 and landed
in point 3. Landing process duration was 15 s. Marker detection was complicated by
excessive light, because of which blind spots on ArUco-marker arised. With the UAV
hardware used, the permissible height of the start of landing is 10 m. Above this height,
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а) b)

Fig. 3. Flight along the keypoints and UAV landing on ArUco-marker: a) without position
adjustment, b) with position adjustment.

Fig. 4. Flight along points and landing on ArUco-marker in real-world settings.

the landing may not be successful. The UAV landing error on marker was 21.2 mm. The
results of three test suites are given in Fig. 5.

Blue line shows landing errors during tests in simulation environment without UAV
position adjustment, red line shows analogous output with correction, yellow line shows
test results, obtained in real-world conditions. Accuracy of UAV landing on marker in
open environment in real world conditions slightly differs from the test results, obtained
in simulation environment with position adjustment. Difference of average error during
tests in real-world conditions and in simulation environment using the developed algo-
rithms was less than 1.5 mm. The presented algorithms show greater landing accuracy
at target point compared to previously considered solutions.
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Fig. 5. Graph of UAV landing error with use of ArUco-markers. (Color figure online)

4 Conclusion

This paper presents the solution of accurate landing problem for an aerial vehicle on
marker. The algorithm of autonomous UAV landing on ArUco-marker assumes adjust-
ment of UAV position at every landing step to improve landing accuracy. Also, an
algorithm for on-image marker detection was presented, allowing to determine the posi-
tion and orientation of UAV camera relative to marker. The source code, implemented
on the basis of the algorithm, is compatible with different assemblies of single-board
computers and controllers, which support the MAVLink protocol, such as Raspberry Pi
and Pixhawk, Nvidia Jetson and DJI.

Proposed algorithmswere tested inGazebo simulation environment and in real-world
conditions. In simulation testing the errors of onboard sensors were taken into account,
butweather conditionswere neglected. In real-world testing themarker detection process
was complicated by excessive lighting. The error of UAV landing on marker in simu-
lation environment without adjustment was 83.75 mm, with adjustment – 19.75 mm.
Testing of the developed algorithms in real-world conditions revealed the landing error
of 21.2 mm, what is significantly less, than by utilizing GPS (2–5 m). Additionally, the
proposed algorithms ensure greater accuracy, than similar systems, considered in the
related work (5–10 cm) [7, 13], due to multiple landing steps and constant tracking of
marker coordinates. Though, landing speed in such settings becomes less than 0.7 m/s,
hence, these algorithms cannot be applied by emergency landing, such as in the case
of low battery. The developed algorithms allow to automate the whole workflow, con-
cerning motion in environment, landing and wireless battery replenishment [18, 19] of
multirotor UAVs. Fully autonomous UAV systems can also interact with mobile robotic
platforms [20] to perform service tasks [21–25], what is the scope of further research.
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Abstract. Advanced object detectors based on Convolutional Neural
Networks (CNNs) offer high detection rates for many application scenar-
ios but only within their respective training, validation and test data.
Recent studies show that such methods provide a limited generalization
ability for unknown data, even for small image modifications including
a limited scale invariance. Reliable person detection with aerial robots
(Unmanned Aerial Vehicles, UAVs) is an essential task to fulfill high
security requirements or to support robot control, communication, and
human-robot interaction. Particularly in an agricultural context, persons
need to be detected from a long distance and a high altitude to allow
the UAV an adequate and timely response. While UAVs are able to pro-
duce high resolution images that enable the detection of persons from
a longer distance, typical CNN input layer sizes are comparably small.
The inevitable scaling of images to match the input-layer size can lead
to a further reduction in person sizes. We investigate the reliability of
different YOLOv3 architectures for person detection in regard to those
input-scaling effects. The popular VisDrone data set with its varying
image resolutions and relatively small depiction of humans is used as
well as high resolution UAV images from an agricultural data set. To
overcome the scaling problem, an algorithm is presented for segmenting
high resolution images in overlapping tiles that match the input-layer
size. The number and overlap of the tiles are dynamically determined
based on the image resolution. It is shown that the detection rate of very
small persons in high resolution images can be improved using this tiling
approach.

Keywords: Convolutional neural network · Person detection ·
Resolution invariance · Input-layer scaling · Image tiling

1 Introduction

The development of high quality, lightweight camera systems enabled their
deployment on drones and therefore many new application areas. The high reso-
lution of the captured images allows the detection of objects from long distances
c© Springer Nature Switzerland AG 2020
A. Ronzhin et al. (Eds.): ICR 2020, LNAI 12336, pp. 189–199, 2020.
https://doi.org/10.1007/978-3-030-60337-3_19

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60337-3_19&domain=pdf
https://doi.org/10.1007/978-3-030-60337-3_19


190 A. Leipnitz et al.

and high altitudes. This is an essential safety requirement for an automated
operation of flying drones for example in digital farming. In manual operation,
the pilot typically analyzes the video-stream of the drone directly on his remote
control, however, in an autonomous scenario this task has to be done automat-
ically. The processing of high resolution images with advanced CNN methods
requires a lot of computational power and memory and is therefore still lim-
ited to high-end hardware. Feasible CNNs, like the popular and state-of-the-art
YOLOv3 architecture [1], provide a relativly small input-layer. Hence, an adjust-
ment of the input image is required, which can be realized by (i) cropping, (ii)
resizing with aspect-ratio preservation and padding or (iii) resizing by trivial 2D
sub-sampling disregarding the aspect ratio. In the original YOLOv3 implemen-
tation [2] method (iv) is used, while the framework utilized for our investigations
[3] sub-samples the images by method (v). Resizing with aspect-ratio preserva-
tion can lead to the smallest object sizes among the three adjustment methods
if the input-layer and input-image aspect ratios differ. Using method (vi), the
object-information loss is limited by using the appropriate horizontal and verti-
cal scaling-factors. However, different scaling in horizontal and vertical direction
leads to aspect-ratio distortions that can decrease the detection performance
as CNNs are not robust against such image modifications [4,5]. When address-
ing high resolution images, scaling can even make the detection of very small
objects impossible. Several solutions to this problem have already been proposed
in literature.

Single-stage approaches, on the one hand, focus on special network architec-
tures that allow the processing of the whole high resolution image at once and
avoid or minimize scaling. In [6], a method is presented that reduces the memory
footprint on the GPU by not storing the entire output feature maps after each
layer at the same time but only the parts that are needed for the next processing
step. However, this approach cannot be used for most network architectures (like
YOLOv3) as the whole activation map is not present at any time and certain
operations (e.g. batch normalization) are not possible. Other approaches con-
centrate on special network architectures that have real-time drone application
[7,8] or improved scale invariance [9,10] in mind, but still rely on scaling the
input image to the input-layer size.

Two-stage approaches, on the other hand, search for interesting image areas
first and run the object detector only on these regions to minimize scaling of the
input image. The region proposals can also be realized with neural networks [11–
15]. While these methods limit the computational efforts, the risk of missing very
small persons is high. All state-of-the-art methods utilize some scaling or error-
prone pre-selection of interesting image areas. Our contribution investigates the
capability of different YOLOv3 architectures to find very small persons in high-
resolution images and proposes an image scaling-free method to improve the
detection rate.
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2 Methods

The processing pipeline of the proposed approach is based on the divide-and-
conquer principle. At first, the input image is segmented into overlapping regions
(tiles) that match the CNN input-layer size to avoid image scaling so that persons
keep their size in pixels. One of three investigated CNN architectures (YOLOv3,
YOLOv3-tiny, YOLOv3-spp) is then applied to every tile. The last step consists
of merging the results for each tile to a global information about people positions.

2.1 Tiling

Any image with a width w and/or height h bigger than the input-layer size of
the CNN can be segmented into a minimal number of overlapping tiles with
a width wt and height ht that match the input-layer size. Figure 1 depicts the
segmentation of an image in four tiles. The calculation of the necessary amount
of horizontal tiles nx with an empirically determined maximum overlap xmax of
80% to cover an image with arbitrary resolution is shown in Listing 1.1. The
same approach can be applied vertically.

Listing 1.1. Calculating the number of horizontal tiles with a width of 416.
1 float x_max = 0.8;
2 float x = 0.9;
3 int w_t = 416;
4 int n_x = ceil(w / w_t);
5 while (x > x_max) {
6 x = (n_x * w_t - w) / (w_t * (n_x - 1));
7 n_x -= 1;
8 }

The maximum overlap xmax can be adjusted with respect to the person sizes to
avoid splitting them between multiple tiles. If no suitable number of tiles (nx ≥ 1)
can be found based on the minimal/maximal overlap criteria 0 ≤ x ≤ xmax, the
image has to be down-scaled slightly. For images smaller than the input-layer

Fig. 1. Image segmentation in four overlapping tiles (red, green, blue, yellow). (Color
figure online)
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size zero-padding is used. Persons that are completely inside the overlap area
are contained in both tiles. If the persons are larger than the overlap area or on
a border between two tiles, only a part of them is represented in one tile. The
smaller such a part is, the more difficult it is to derive relevant features of the
person.

2.2 YOLOv3

The YOLOv3 architecture [1] is a convolutional neural network for object detec-
tion that processes the whole input image in a single pass. It predicts bounding
boxes around objects in the original image on three different scales (three output
paths) to allow multi-scale detection. The highest-resolution output path is able
to find the smaller objects in the input image, while the smallest-resolution out-
put path contains information about the bigger objects. The whole architecture
consists of 107 layers making it rather complex. In the default configuration,
the input layer has a size of 416 × 416 pixel. The horizontal and vertical dimen-
sions of the input layer can be adjusted in steps of 32 pixels, and all the feature
maps will scale accordingly. In our tests, we used a standard input-layer size of
416 × 416 pixels and also a slightly increased size of 608 × 608 pixels to address
the differences for high-resolution images. Larger input-layer sizes are not feasi-
ble as the memory requirements scale linearly with the increased size. To avoid
hardware limitations, other compromises would have to be made in the training
process, which outweigh the advantage of the bigger input-layer size with less
input-image scaling.

2.3 YOLOv3-tiny

YOLOv3-tiny is a slimmer and less complex variant of the YOLOv3 architecture
due to a reduced number of layers (21 instead of 107). It lacks the branch that can
detect the smallest objects but allows faster processing. The lower complexity
also reduces the tendency to overfit on small data sets.

2.4 YOLOv3-spp

The spatial pyramid pooling module (spp) introduced in [10] can be integrated
into the YOLOv3 architecture to obtain a more scale-invariant solution. It uti-
lizes three different parallel max-pooling layers, which pool the input-feature map
with three sliding window sizes. The resulting feature maps are then concate-
nated with the input-feature map before the YOLOv3 architecture continues.
This allows the pooling and concatenation of multi-scale local region features.

2.5 Merging

YOLOv3 architectures output a list of bounding boxes accompanied by confi-
dence scores per tile. This local information has to be merged into a global one by
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applying offsets to bounding boxes according to the tile location in the original
image. In image areas with overlapping tiles, objects are often detected twice. In
order to decide which bounding box to keep, the Intersection over Union (IoU)
between two overlapping boxes is calculated. If IoU > 0.7, the two boxes get
merged by using the most-outer corners, and the higher of the two confidence
scores of the two boxes is kept. If 0.5 < IoU ≤ 0.7, the box with the higher
confidence score is kept and the other one is deleted. For boxes with very small
overlap (IoU ≤ 0.5) the boxes are considered to contain different persons.

3 Investigations

We investigated three different variants of the YOLOv3 network architecture to
identify their abilities for a detection of small persons in high-resolution images
and to compare the default image-scaling with our segmentation-and-merging
approach.

All models have been pre-trained on the MSCOCO trainval dataset [16],
while a mini-batch size of 64 has been used for all trainings. Each of the three
YOLOv3 architectures is fed with either resized (method (iii)) or segmented
input images that fit the input-layer size.

3.1 VisDrone Data Set

The VisDrone object detection data set [17] is a large-scale benchmark for object
detection tasks with drones. It contains various scenarios in urban and country
environment. The corresponding annotation comprises ten classes (pedestrian,
person, car, van, bus, truck, motor, bicycle, awning-tricycle, and tricycle). As we
focus on person detection only, the classes pedestrian and person are utilized and
merged into a single person class. The VisDrone data set consists of 8 629 images
with public available annotation. This set is divided into 75.0% training, 6.4%
validation and 18.6% additional data for debugging and further validation (test-
dev data). The resolution of the images ranges from 480×360 up to 2 000×1 500
(w ×h) pixels. The data set contains images with many very small persons. The
smallest annotated bounding box is only one pixel tall (hb) and three pixels wide
(wb) in an image with a resolution of 1 916 × 1 078 pixels. This corresponds to a
person size which is even smaller than one pixel after the image is down-scaled
to wt × ht = 416 × 416 or 608 × 608 pixels depending on the CNN input-layer.
The scaling factor f corresponds to

f =
wt · ht

w · h
(1)

and the resulting person size s is

s = wb · hb · f . (2)

When the images are segmented into tiles, the small persons are represented by
an unchanged amount of pixels in the input-layer, and not one persons vanishes
(s large enough) due to f = 1.
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The characteristics of this data set when either using image-scaling or the
proposed segmentation approach is summarized in Table 1. The number of boxes
represents the number of annotated persons in the data set (147, 747). When
scaling to the input-layer size of 416 × 416 or 608 × 608 pixels some of these
person will vanish as they will be smaller than one pixel (min(s) < 1).

Segmenting the image in overlapping tiles increases the total number of
bounding boxes due to their multiple representation in the overlapping areas
(cf. Sect. 2.1). If a bounding boxes is only partially inside a tile, it has to be
cropped to the tiles dimensions. This leads to the varying person size s distribu-
tion between the two different tile sizes. However, if the new bounding box size
is smaller than 20% of the original bounding box size in one of those tiles, we
discard the corresponding box as it is not very likely to contain enough features
for a person.

Table 1. Analysis of VisDrone data set in terms of person sizes depending on input-
layer size.

Scaling to Tile size

416 × 416 608 × 608 416 × 416 608 × 608

No. of boxes 147,747 147,747 657,111 990,809

max (s) 9,669.9 20,655.9 60,629.0 72,669.9

mean (s) 75.8 161.9 488.4 550.0

min (s) 0.25 0.54 2.0 3.0

3.2 AgriDrone Data Set

AgriDrone is a self-captured data set with focus on person detection in agricul-
tural applications. All 4 586 images have been captured by two different drones:
DJI Mavic2 Enterprise and DJI Mavic Pro between Spring and Winter. They
share the same resolution of 3 840 × 2 160 pixels. The data set is split into 70%
training 10% validation and 20% test data. The AgriDrone data set is much
smaller than the VisDrone set, and the relative sizes of persons are larger. Table 2
summarizes the AgriDrone data and show the same basic findings as Table 1. In
this data set, the persons are large enough to be preserved despite the scaling of
the images (min(s) > 1).

4 Results and Discussion

In total, 24 CNN models have been trained, validated and tested. Three architec-
tures have been investigated in combination with two different input-layer sizes
(416 × 416 and 608 × 608), with or without tiling, and both different data sets.
Following measures in the style of [16] are used for the evaluation of the detec-
tion performance: the mean Average Precision (mAP) metric at a IoU threshold
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Table 2. Analysis of AgriDrone data set in terms of person sizes depending on input-
layer size.

Scaling to Tile size

416 × 416 608 × 608 416 × 416 608 × 608

No. of boxes 8,746 8,746 14,155 13,296

max (s) 6,890.2 14,718.1 127,360.0 195,048.0

mean (s) 235.5 503.0 8,460.6 9,415.7

min (s) 6.68 14.26 196.0 247.0

Table 3. Object detection results with an input-layer size of 416 × 416 pixels.

Data set Seg. & Mer. YOLOv3 YOLOv3-tiny YOLOv3-spp

mAP mAP50 mAP75 mAP mAP50 mAP75 mAP mAP50 mAP75

VisDrone training

Validat Off 9.56 33.04 2.19 2.53 10.84 3.21 9.57 32.98 2.12

Validat On 19.31 55.02 8.33 8.92 31.10 2.13 18.70 55.75 6.89

Test-dev Off 4.19 15.16 0.89 0.96 4.29 0.09 4.35 15.79 0.93

Test-dev On 10.54 32.73 4.01 4.52 16.54 1.02 10.12 31.69 3.82

AgriDrone training

Validat Off 35.55 89.83 18.32 21.23 64.96 7.96 38.58 91.61 23.39

Validat On 31.08 78.50 17.64 31.32 77.86 17.78 32.65 79.90 18.88

Test Off 34.01 85.66 17.04 21.87 65.05 8.31 36.92 88.32 21.55

Test On 29.25 73.74 15.38 31.11 76.53 16.07 32.36 78.13 18.18

of 0.5 (mAP50) and at a IoU threshold of 0.75 (mAP75) as well as the averaged
precision over IoU thresholds 0.5 . . . 0.95 in steps of 0.05 (mAP).

Table 3 (input-layer size 416 × 416) and Table 4 (input-layer size 608 × 608)
list the overall results of our investigations. When comparing the entries related
to the original approach using scaling (Segmentation & Merging, Seg. & Mer.:
Off), it can be seen that an increased input-layer size helps to detect more
persons. The improvements range up to 12.92% in the mAP50 metric on the
VisDrone validation set using the YOLOv3-spp architecture. The segmentation-
and-merging method always leads to an improvement in detection performance
(with one exception), regardless of the architecture and input-layer size applied
to the VisDrone data set, and the best results could be achieved, when the
corresponding architecture was trained on the segmented images with a tile size
of 416 × 416 pixels. These results prove that an enlarged input layer of size
608 × 608 pixels is still not sufficient for a reliable person detection. Instead,
the person size should be kept using the proposed segmentation-and-merging
approach. For the VisDrone data set, the YOLOv3-tiny architecture generally
performs the worst due to its low complexity, while the two other ones are on
par.

The mentioned effects can only partially be reproduced on the AgriDrone
data. The YOLOv3 and YOLOv3-spp models are probably overfitting on this
data, as it is smaller and has a lower variability. Only with the YOLOv3-tiny
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architecture, the segmentation-and-merging approach leads to an improvement
in the detection performance. As the persons are larger in this data set, the
best results with the YOLOv3-tiny architecture are archived with a tile size of
608 × 608 pixels (mAP50 of 85.63% and 86.25%, respectively). The improve-
ments of the proposed segmentation-and-merging approach are not that notice-
able with this data set as the input-image scaling does not lead to vanished
persons (see Table 2). It can also be speculated that the very large persons that
can fill up to 73.6% of a 416 × 416 pixel-sized tile (Table 2) are too large to
be detected or spread over multiple tiles, so that the bounding boxes cannot
be properly merged. Figure 2 visualizes the improvement of the segmentation-
and-merging approach for the (a) VisDrone and (b) AgriDrone data sets. The
magenta bounding boxes represent the ground-truth, the yellow boxes the true-
positives with image-scaling and the cyan ones the true-positives with our app-
roach (segmentation plus merging). The proposed method detects a lot more of
the small humans in Fig. 2(a) while also the relatively big human on the left in
Fig. 2(b) is now localized correctly.

Table 4. Object detection results with an input-layer size of 608 × 608 pixels.

Data set Seg. & Mer. YOLOv3 YOLOv3-tiny YOLOv3-spp

mAP mAP50 mAP75 mAP mAP50 mAP75 mAP mAP50 mAP75

VisDrone training

Validat Off 14.91 45.78 5.15 5.07 19.46 0.88 15.01 45.90 4.85

Validat On 19.61 53.93 8.76 8.77 29.99 2.26 17.42 50.16 7.40

Test-dev Off 7.04 23.40 2.12 2.14 8.83 0.27 7.64 25.44 2.19

Test-dev On 10.79 32.65 4.11 4.63 16.81 1.08 9.70 30.51 3.51

AgriDrone training

Validat Off 43.04 95.35 31.11 31.61 84.15 14.93 39.83 94.47 23.41

Validat On 38.36 85.56 24.31 37.44 85.73 23.36 38.10 85.95 24.23

Test Off 41.72 91.99 29.35 31.45 81.08 15.39 39.31 91.39 23.60

Test On 38.42 87.32 24.32 38.23 86.28 25.08 37.71 85.83 23.14

The improvement in object detection rates especially for small persons can
also be seen in Fig. 3, in particular for the VisDrone data in Fig. 3(a). The
relative person size ρ represents the person size in relation to the original image
resolution with

ρ =
wb · hb

w · h
. (3)

The blue bars show the number of ground-truth bounding boxes of the accord-
ing relative bounding box size. Using the YOLOv3 416 × 416 architecture and
input-image scaling shows a drop-off in detections (true-positives at IoU = 0.5)
towards smaller person sizes (red bars). When the proposed segmentation-and-
merging algorithm is applied, the detection of small persons is improved (green
bars). In Figure 3(b) the improvements are not as visible due to the lack of very
small persons and overfitting of the YOLOv3 architecture on this data set.
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(a) VisDrone data

(b) AgriDrone data

Fig. 2. Example detections with YOLOv3 416 × 416. Magenta: ground-truth, yellow:
true-positives at IoU = 0.5 (image-scaling), cyan: true-positives at IoU = 0.5 (image
segmentation and merging). (Color figure online)
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(a) VisDrone validation data
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(b) AgriDrone validation data

Fig. 3. Histogram of small relative person sizes ρ: annotated (blue), correctly detected
with default image scaling (red) and correctly detected with segmentation-and-merging
approach (green). (Color figure online)

5 Summary

The study has shown that the detection rate of YOLOv3 architectures can be
improved with the proposed method. Instead of using image-modifying pre-
processing (scaling or region selection), a segmentation-and-merging approach
has been investigated. All three investigated YOLOv3 architectures are able to
run in real-time (more than 30 frames per second) on a NVIDIA RTX 2080TI
GPU in the original version. However, the processing time scales linearly with
the number of tiles. The time saved by omitting the slow scaling functions is
consumed by the additional merging algorithm. Especially with very high res-
olution drone images with a lot of tiles (e.g. AgriDrone images) this can lead
to non-real-time processing, even with optimizations like parallel processing of
tiles. In long-distance image capturing scenarios with a drone, the safety require-
ments outweigh the real-time requirements, since the detection of humans from
a greater distance gives the drone more time to react.

The proposed approach is suitable for all image resolutions bigger than the
input-layer size. We proved that the detection rates of small persons in high-
resolution images can be improved, which makes CNNs usable for person detec-
tion with an UAV. Future work should also include the scaled image version to
avoid not detecting persons larger than the tile size. To support reproducible
research, we made the software and data of our study publicly available at [18].
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Abstract. The concept of Smart Environment (SE) provides a great benefit to its
users: interactive informational services (corporate TV, video communication,
navigation and localization services) and mobile autonomous entities: mobile
robotic platforms, quadcopters, anthropomorphic robots etc. It is important to
take into account all the personal details of the user’s behavior so to provide him
a personalized most useful data. So, the task of a person identification based on
an image of his face is urgent. One of the most famous approach to recognize a
client is by their face. It’s important to have as huge dataset as it’s conceivable to
prepare an exact classifier, particularly if profound neural systems are being used.
It’s expensive to compose delegate dataset physically – to snap a picture of each
individual from each conceivable edge with each conceivable light condition. This
is the reason why generation of a synthetic data for training a classifier, utilizing
least genuine information is so urgent. At this paper several face features extrac-
tors were tested based on deep learning models in order to find its advantages and
disadvantages in the context of training a classifier for a facial recognition task
and a clustering for a tracking unique people in SE.

Keywords: Face features · Facial recognition · Deep learning · Feature
extraction

1 Introduction

Right now, the scope of human exercises where models of AI can be utilized is extend-
ing each day. One of the most encouraging regions in AI is the improvement of neural
systems intended to characterize objects of various nature, since they are general approx-
imators and can be prepared to foresee any capacity. Existing AI models can be used to
improve the quality of human-machine interaction [1]. AI models are also widely used
in aggressive behavior recognition cases, which can help not only improve the quality
of human-machine interaction, but also increase the security of social contacts [2].

The issue of setting up a dataset for preparing AI models is particularly intense.
Talking about neural systems that have practical experience in perceiving pictures of
three-dimensional items from pictures, we can take note of a few genuinely volumi-
nous information bases of commented on pictures. For instance, the ImageNet database
contains in excess of 14 million pictures, which are partitioned into in excess of 21
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thousand classes. However, when taking care of a particular issue, it is important to
utilize a specific database. The planning of a fitting dataset can cause various specialized
troubles related with a specific strategy for gathering this arrangement of information.
For instance, for taking care of the issue of face acknowledgment, manual information
assortment by shooting every individual isn’t ideal for a few reasons on the double. Ini-
tially, it takes a ton of time. Furthermore, it is essential to gather the most representative
data set, for example containing every one of the conditions wherein an individual can
be identified by a video reconnaissance framework. Thus, the advancement of a com-
puterized framework for creating engineered information is one of the most pertinent
assignments in structuring any clever framework. This paper examines a few of the most
encouraging strategies for producing counterfeit datasets for preparing AI models.

1.1 Synthetic Datasets

Considering the class of assignments relatedwith computer vision, and, specifically, with
pattern recognition, when working with classes of objects not beforehand represented
in wide access, there emerges the issue of deciding the right for building a calculation
for creating datasets for preparing a model.

In [3], the way toward getting a preparation dataset depends on the technique for
generating pictures from a lot of common surfaces and three-dimensional models made
in computer aided design frameworks. The way toward producing and preprocessing
information for additional preparation of the model can be divided into the following
steps:

– selection of three-dimensional model from the proposed set;
– generating an object mask and a set of unique images containing a 3D model in a
random spatial configuration;

– for each previously obtained image of an object, a masking operation is performed,
whichmakes it possible not to operate with information that is not related to the object;

– for each image from the resulting set, an operation of imposing a texture on a
preselected image is performed.

In this manner, by utilizing sets of surfaces and three-dimensional models displayed
in free access, it gets conceivable to actualize the way toward producing preparing
datasets.

1.2 Qualitative Characteristics of the Generation Synthetic Dataset

The strategy proposed in [3] is one of the least demanding to actualize as far as
architectural arrangements.

We have set up an examination to decide the principle subjective qualities of the
generation procedure from the perspective of effective utilization of figuring force and
time interims required to finish the generation cycle.
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Tragically, this methodology has various disadvantages, which comprise in an ele-
vated level of equipment necessities for the machine which register the training genera-
tions. Utilizing such free programming packages as Blender (the free-permit appropri-
ated three-dimensional editorial manager) and AliceVision, which actualizes the execu-
tion of the specialized piece of photogrammetry forms, it gets conceivable to accomplish
the accompanying results of time and equipment subordinate qualities.

This technique can be credited to a gathering of strategies that impeccably show
themselves in tackling issues where the scope of classes of objects is limited. Likewise,
there is the away from of the normal execution time of the full generation cycle on the
creation limit of the equipment.

TheGenerative-adversarial system (GAN)was first presented by JanGoodfellow [3]
in 2014. The GAN depends on a mix of two neural systems and, as a first estimation, the
standard of the generative-enemy system can be de-scribed as follows. The generative
part (neural system G) is utilized to produce counterfeit examples of the dataset. The
discriminative part (neural system D) attempts to get rid of however much as could
reasonably be expected all examples that are not unique (not created by the generative
part).

Using inert space factors, the generative system attempts to make new example
dependent on the first genuine examples. Preparing a discriminative system closes in
expanding the pointer that decides the nature of the distinction between the first and the
created tests. The discriminative system learning results are nourished to the contribution
of the generative system with the goal that the last can pick the most ideal arrangement
of dormant parameters. Therefore, the reason for the generative system G is to build the
level of blunders of the discriminative system D, and the motivation behind system D is
to expand the markers of test acknowledgment exactness.

In [5], the learning procedure of the generative-adversarial system is portrayed as
a non-lose-lose situation in which the generative system creates models x = g(z; θ(g)),
and the discriminative returns the estimation of the capacity d(z; θ(d)), equivalent to the
likelihood that x is a genuine instructing model. In light of the above conditions, the
discriminator’s installment is dictated by the capacity v(θ(g), θ(d)), and the generator
acknowledges – v(θ(g), θ(d)) as its installment. As every player tries to expand his
installment, the accompanying articulations will be gotten as far as possible.

While considering the instance of the working of GAN in the field of creating two-
dimensional pictures, we can recognize the accompanying calculation:

– the generator gets an irregular number at the information and returns a picture air
conditioning cording to the discovery standard;

– the picture got from the generator is transmitted to the contribution of the discriminator
alongside a lot of pictures from the first real (genuine) dataset;

– the discriminator examines the got pictures and doles out every one of them a discrete
esteem from 0 to 1, which thus is the likelihood that the pictures have a place with
the counterfeit and common classes.

The schematic chart comprises of a few squares. The discriminator is spoken to by
a convolutional neural system and plays out the capacity of ordering pictures utilizing
a binomial classifier, characterizing them as pictures of regular beginning or fake. The
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generator is characterized by a switch convolutional neural system that plays out the
capacity of changing over irregular clamor into a picture. The generative and discrim-
inative pieces of the framework attempt to enhance the misfortune work in a lose-lose
situation.

There are a few papers [4–8], depicting the potential outcomes and aftereffects of the
down to earth utilization of generative-antagonistic neural systems, just as determining
potential choices for improving the GAN engineering. Specific consideration ought to
be paid to pg-GAN – the advancement of masters from Nvidia [9]. Pg-GAN permit to
produce an irregular photorealistic picture of countenances of non-existent individuals
and change in process the generation parameters influencing the human highlights of
the created object.

Considering the undertakings that utilization the design of generative-antagonistic
neural systems, it is advantageous to harp on the point of view investigation of specialists
fromApple [5]. The point of the examination was to recognize the probability of making
an enormous arrangement of practical pictures dependent on the generation of ridiculous
examples with an ensuing increment the reasonable parameter, just as checking the
parameters of the preparation nature of the model on the information got.

By adding a cradle to the schematic calculation, which contains the aftereffects
of past emphases of the example generation segregation cycle, it was conceivable to
accomplish top notch results for the authenticity of the produced pictures. The scientists
lead ed a test wherein an extraordinarily chosen gathering of individuals attempted to
survey whether the pictures they offered have a place with two classes—the class of
common pictures and the class of misleadingly made ones. The exploration uncovered
that lone 51.7% of individuals had the option to accurately recognize the picture.

DiscoGAN is a continuation of utilizing and improving the engineering of generative
adversarial neural systems. The [6] investigates the plausibility of learning generative-
adversarial neural systems to decide cross-space connections.

Throughout the examination, authorities proposed the accompanying schematic out-
line of the generative-antagonistic model, and furthermore led a few trials on image
dependent on the meaning of cross-area associations.

DiscoGAN preparing is performed on two freely chose and non-explained datasets
containing objects of various nature. For instance, the first dataset for preparing may
contain shoe pictures, and the second may contain sack pictures. It won’t be hard for an
individual to discover signs that are normal to objects from the first and second sets. The
neural system in the learning procedure attempts to discover associations between tests
from the two sets. Next, theDiscoGAN input is providedwith a picture from the principal
set and the system, in light of the determined regularities, produces a picture that can
be credited to the second dataset. Coming back to the model with datasets containing
pictures of sacks and shoes, the consequence of the calculation can be represented as
follows.

The design arrangements proposed in the [10] prompted the effective arrangement
of the issue of creating pictures containing objects from one dataset and features of items
from another.
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Using this strategy, it gets conceivable to actualize the procedure of automati-
cally expanding the measure of preparing datasets by creating tests that have various
misleadingly altered parameters.

Among the upsides of utilizing generative-adversarial neural systems are the
following:

– high estimations of value parameters for producing test datasets;
– impersonation of any information dissemination;
– the probability of improving the quality parameters of producing datasets by including
such squares as the variational autoencoder into the schematic calculation of the
calculation.

The weaknesses of utilizing generative-adversarial neural systems depend on the
accompanying proposals:

– learning of the generative and discriminative parts is impossible synchronously
because of the probability of inaccurate determination of weighting factors, because
of which the discriminative system can return esteems near 0 or 1, and the generative
to utilize the burdens of the discriminative part, returning ridiculous pictures;

– generally high prerequisites for the equipment part of the machine on which preparing
is begun;

– high unpredictability settings, and, therefore, using.

In light of the above compositional varieties, a few arrangements have been proposed.
For the best precision of deciding the learning procedure parameters of the quality-
time attributes, just as the level of execution of the proposed models, a dataset was
assembled. The proposed dataset incorporates 7 distinctive object classes and in excess
of 10 thousand pictures of human faces in different spatial-light-conceal configurations.
Because of the consequences of learning the DCGAN engineering model [11] on the
master presented dataset, there is the clear model failure to create shading pictures of
complex objects, because of the absence of summing up capacity of the pre-owned
design.

In view of the standards of planning generative- adversarial systems, we discourage
mined the accompanying structure. Right now, generative part is spoken to by the pre-
pared Mobilenet model with a cut-off yield layer. Additionally, due to the integration
into the generator circuit two separate info layers, it gets conceivable to simultaneously
feed the turn and brightening characteristics of the three-dimensional model alongside
the primary dataset spoke to by a progression of pictures. In the job of the dis-criminative
part is the discriminator, characterized in the foe model from [11]. Unfortunately, under
the states of the present research, the utilization of this design won’t prompt any critical
consequences of the learning and generation forms, separately, because of the inade-
quate profundity of the discriminative piece of the model. It was discovered that with
the expansion in the quantity of layers in the discriminator required for demonstrating
the plan of the serious model, the necessities for the figuring intensity of the gear go past
the system of the examination.
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During the design modernization procedure of the above-portrayed generative-
adversarial model, the generative model was disconnected to examine the nature of
the created tests that are not exposed to discriminator assessment. In light of the conse-
quences of the generation acquired during the preparation of the model, it is possible to
reach inferences about the nearness of a certain reliance of the AI model profundity on
the degree of unpredictability of the unit of the preparation dataset, just as on the high
level of having a place of this engineering structure to the arrangement of strategies for
creating fake preparing datasets.

2 Synthetic Data Generation for Face Recognition System

Based on the above architectural variations, several solutions have been proposed. For
the greatest accuracy of determining the learning process parameters of the quality-time
characteristics, as well as the degree of performance of the proposed models, a dataset
was compiled. The proposed dataset includes 7 different object classes and more than
10 thousand images of human faces in various spatial-light-shade configurations.

Because of the aftereffects of learning the DCGAN engineering model [11] on the
proposed dataset, there is the obviousmodel failure to create shading pictures of complex
objects, because of the absence of summing up capacity of the pre-owned design.

In view of the standards of structuring generative-antagonistic systems, we dissuade
mined the accompanying plan. Right now, generative part is spoken to by the pre-
preparedMobilenet model with a cut-off yield layer. Likewise, due to the integration into
the generator circuit two separate info layers, it gets conceivable to simultaneously feed
the pivot and enlightenment signs of the three-dimensional model alongside the primary
dataset spoke to by a progression of pictures. In the job of the dis-criminative part is
the discriminator, characterized in the enemy model from [11]. Unfortunately, under
the states of the present research, the utilization of this engineering won’t prompt any
noteworthy aftereffects of the learning and generation forms [12], respectively, because
of the lacking profundity of the discriminative piece of the model. It was discovered that
with the expansion in the quantity of layers in the discriminator required for improving
the structure of the serious model, the prerequisites for the computing intensity of the
gear go past the system of the examination.

During the engineering modernization procedure of the above-portrayed generative-
adversarial model, the generative model was confined to research the nature of the
created tests that are not exposed to discriminator assessment. In view of the aftereffects
of the generation acquired during the preparation of the model, it is possible to make
determinations about the nearness of a certain reliance of the AI model profundity on
the degree of multifaceted nature of the unit of the preparation dataset, just as on the
high level of having a place of this engineering structure to the arrangement of strategies
for creating counterfeit preparing datasets.

3 Deep Face Features

In this paper we considered possible implementation of GAN approach in face recog-
nition system. The main problems of generating synthetic photos of a human head with
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different rotation and lighting were revealed: insufficient training set for the classifier of
the face recognition system, as well as insufficient generalizing ability of the generator
and/or discriminator. The solution of the indicated problems is planned to be carried out
at the next stage of the research project implementation.

Among the existing biometric methods of identification, the greatest interest for
researchers in recent years is based on the use of machine vision and deep learning
models. The division of the identification process into such logical blocks as an image
capture block, a block for localizing objects in an image, a block for isolating feature
vectors, a classification block for feature vectors, is one of the most popular approaches
to implementing biometric personality identification systems. Such systems can pro-
vide a high level of object recognition, but often their use implies the presence of a
high-performance hardware complex, and if it is necessary to design a distributed user
identification system with a large number of agents, the hardware requirements impose
wide restrictions on the design of the system. One of the most demanding logical block
resources is a feature extractor.

In order to determine the possibility of classifying images of human faces based on
the use of distinguished feature vectors, as well as to determine the degree of invariance
of feature vectors to different positions of the human face and its lighting options, a
study was conducted on Facenet [13] and VGGFace [14] (ResNet50). An artificial data
set was used as a test sample (see Fig. 1), consisting of 10920 images of faces of 7 people
in 13 lighting options and 120 variants of face rotation, obtained by constructing three-
dimensional models based on real photographs of human faces and photogrammetry
methods (Figs. 2 and 3).

Fig. 1. Test dataset.

The hypotheses put forward about the possibility of classifying users based on the
analysis of feature vectors, as well as about the possibility of using artificial data for
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Fig. 2. Visualization of the T-SNE algorithm for feature vectors obtained using Facenet from a
test dataset.

Fig. 3. Visualization of the T-SNE algorithm for feature vectors obtained using VGG-Face from
a test dataset.
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classification, are confirmed by the results of visualization of projections of feature space
for both extractors.

Todetermine the degree of invariance of the obtained feature vectors to environmental
conditions, it was proposed to construct heatmaps for each received vector. The extractor,
built on the basis of Facenet, at the output produces an array with dimension (1, 128), the
elements of which are both positive and negative double precision values. Characteristic
vectors at the output of the extractor built using VGGFace (ResNet50) have dimension
(1, 2048), and all elements of the array are strictly positive double precision values.

When constructing heat maps in order to increase the interpretability of the data,
the dimensions of feature vectors for Facenet and VGGFace (ResNet50) were changed
to (8, 16) and (32, 64), respectively. The results of the visualization of the algorithm for
constructing heat maps for Facenet and VGGFace (ResNet50) are shown in Fig. 4.

Fig. 4. Facenet and VGGFace face features representation as a heatmap for different head
postures.

In the course of research, tests of the above extractors were carried out. Table 1 shows
the results of the inference speed benchmark of the analyzed models.

According to the above values, the VGG_Face (ResNet50) model can process a
larger number of entities per second, which can be particularly useful when developing
embedded systems.

The process of classifying feature vectors can be performed using:

– Iterative calculation of Euclidean distance using programming language tools.
– Iterative calculation of the Euclidean distance on the database side.
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Table 1. Inference speed benchmark.

Device Instances per second

Facenet VGG_Face (ResNet50)

Nvidia Jetson TX2 10.02 14.73

Nvidia rtx2060 (6 GB) 49.26 64.59

Nvidia gtx1080 (11 GB) 60.81 100.14

Nvidia rtx2080 super
(11 GB)

70.23 126.92

– Support Vector Machine (SVM).
– CNN based classification system.

When using feature vector comparison modules based on CNN or SVM, you should
take into account the time required to retrain the classifier. Figure 5 shows the time
characteristics of the feature vectors classification process. Since SVM does not support
working with large amounts of data, and retraining CNN-based classifiers on large
amounts of data is quite resource-intensive, these characteristics were not reflected in
Fig. 5.
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Fig. 5. Feature vectors classification process benchmark.

The choice of backend for the feature vector comparison process depends on the
use case. Naturally, when the dimension of the feature space increases, the process of
calculating the Euclidean distancewill bemore demanding to the computing resources of
the computer, and it will also takemore time. Figure 5 shows that the postgres database is
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the best solution for developing a module for classifying vectors of smaller dimensions.
However,when classifying feature vectors of large dimensions, calculating theEuclidean
distance using built-in language tools is more preferable.

4 Conclusion

Face features based on deep neural networks was tested, in particular Facenet and VGG
(Resnet50) architectures. It’s been shown that no matter what lightning condition and
rotation of a head, features extracted from a photo of a face can be used as a unique
digital representation of a human face. This property can make such architectures useful
not only in facial recognition systems, but also in every domain where it’s necessary to
monitor unique person behavior [16–18]. For example, this can be particularly useful
when designing software for mobile platforms [19] to interact with humans.

We can conclude that the most preferred option for classifying and developing fea-
ture vector extraction modules on embedded systems is the package from Facenet and
postgres classifying backend. However, using VGG_Face (ResNet50) can be useful if
you need to post-process feature vectors, for example, in order to determine not only a
person’s identity, but also their age.

Further research will be conducted on quantization such deep neural networks for
its implementation on embedded systems on mobile robotic platforms.
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Abstract. This paper is devoted to the problem of fault-tolerant management in
groups of autonomous and mobile robots. This problem is quite topical because
frequent usage of robot groups and the lack of the mechanisms of the fault-tolerant
robot failure detection and mission recovery. Some algorithms based on the View-
Stamped Replication protocol (with a distributed leader) and on the principles
of leaderless consensus have been developed and presented. The procedure of
contextual information analysis and the leader election particular procedure are
described. Besides, some leaderless algorithms are developed paying attention to
the robot groups dynamic location. Some models for the algorithms efficiency
estimation in terms of communication overheads has been developed and selected
simulation results are given.

Keywords: Distributed management · Robot groups · Distributed ledger
technologies

1 Introduction

Management in the robot groups, including the failure detection, is a topical problem,
considering the growth of quantity of ubiquitously applied robots. The issues are related
to the single-robot fault-detection coexistwith the issues related to the collectivemanage-
ment and coordination. Though someworks pay attention to the multirobot management
[1–4], new technologies emerged in the last decade, which provide reliable and fault-
tolerant management in the large distributed computational systems. Fault-tolerance is
a key issue for the management in robot groups, so it is expedient to take a look on the
algorithms, which provide this for other types of systems. Yet, such algorithms were
essentially developed for that technical area, where the computational nodes have the
static locations (or their movements are handled by other technical facilities, e.g., roam-
ing). Dynamically changing locations of autonomous robots play a significant role in
their monitoring, because robots can cooperate in case if they are in the area of data
transmission coverage of other robots transmitters.
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This work considers two types of distributed consensus algorithms as applied to the
fault-tolerant failure detection in the groups of robots. Yet, the algorithms considered
were modified to meet the main peculiarity of the robot group – the ability to change
geographic location. An assumption has been made about the “heartbeat” manner of
exchanging the mission-related knowledge between the robots. The existence of this
knowledge modifies the main states of distributed consensus algorithms and allows to
apply the elements of such well-known algorithms as RAFT/VR to the robot fault-
tolerant management.

In this paper, we do not consider in details the consensus algorithms, one can find
the description in the works [5–13]. The attention is paid to the modification of the
algorithms and their estimation in terms of communication workload generation.

The remainder of the paper is organized as follows. Section 2 contains the descrip-
tions of the developed algorithms with comments. Section 3 contains some abstract
models, which allow to estimate the efficiency of the developed algorithms in terms of
network load. Section 4 contains some simulation results.

2 Distributed Algorithms of the Fault-Tolerant Failure Detection
in the Groups of Robots

2.1 Dispatching with a Distributed Leader

This algorithm is based on the VewStamped Replication protocol, which provides the
consistency and integrity of distributed database systems. It must be mentioned that the
extended VR – Practical Byzantine Fault Tolerance – is used in some Cryptocurrency
systems and provides the fault tolerance in cases of Byzantine malicious behavior of
nodes. The algorithms of the leader and follower functioning are presented in Fig. 1.
There are three main states of the system: operational, failure detection and change
leader. For the follower the original algorithm has been developed:

1. If the leader identifier has not been received check if the leader is out of the data
transmission coverage.

2. If the leader is failed the system state is set to “change_leader”.
3. If the system state is equal to “change_leader” a group of devices is formed.
4. Leader election procedure begins:

4.1. Send the node identifier to all devices in group.
4.2. Receive neighbor’s identifier.
4.3. If node’s identifier > neighbor’s identifier Leader_id is set with self identi-

fier. Else Leader_id is set to neighbor’s identifier (leader election procedure is
finished; the leader has the largest identifier).

5. System state is set to “functional” and the system returns to the operational state.
6. If Leader’s identifier is equal to self identifier node state is set to the “leader”.
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Fig. 1. Algorithms with distributed leader for the leader and the follower nodes.
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Fig. 2. Non-leader dispatching algorithm.

2.2 Non-leader Dispatching

In this case, there is no leader at all. Every device is managed by means of one unified
algorithm, based on the leaderless consensus algorithms [14]. The leaderless dispatching
algorithm is presented in Fig. 2.

This algorithm is listed below with comments. While the system state is operational,
all nodes exchange the heartbeat. If some identifiers are lost, the system transits into the
state “failure detected”.

At the “failure detected” stage the nodes must to reach the consensus on the failed
nodes. This can be done by means of the voting. The procedure is described below.



216 E. Melnik et al.

1. Every node has its own list of the devices supposed to be failed.
2. Every node share its knowledge about the “failed” nodes with the others, so, there

must be a collection of lists for all nodes.
3. Comparing the lists, every node can choose those nodes which are supposed to be

failed by more than 2/3 operational nodes.
4. -NoValue-Every node shares the improved list with the others. The final list is fair,

when more than 2/3 nodes proved it.
5. The system transits to the recovery stage.

At the recovery stage every node calculates the multicriteria function value, which
describes how the node meets the functional task requirements. In general, this function
looks like the following:

F(x1, x2 . . . xn) = α1x1 + α2x2 + . . . + αnxn,

where xi – device resources, αi – a weight of parameter I, which allows to present the
multiobjective function as a scalar one. The calculated function value is sent by the node
to the others. The task is accomplished by the node with the biggest value of the function.
Then the system transits to the operational state.

3 Modeling and Estimation

Consider the following parameters needed for communication workload estimation:
N is the number of nodes in the managed group; Vi is the volume of “heartbeat”

information message, including some contextual data, e.g., mission information, current
coordinates, etc. Vst is the volume of contextual data storage, which is needed for every
device to store the knowledge about the mission plans, device states and so on.

The operational state of the system with distributed leader is shown in Fig. 3.

Fig. 3. Operational state of the system with distributed leader.

If the state of the system is operational, the estimation of the network load is as
follows:

Vop = 2Vi(N − 1). (1)

Then, if the failure occurs, the cases of follower failure and leader failure must be
considered separately.
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If the follower fails, the leader makes a decision which follower will process the
functions of the failed node, so the network load will be as is shown below:

Vff = (N − 1)Vi. (2)

In case of the leader failure, the procedure of the leader election and the system recov-
ery takes place, and so we deal with much more considerable data volumes transmitting
through the network:

Vlf = 3N (N − 1)Vi + 2(N − 1)Vst . (3)

This equation contains description of the following steps:

• group establishing;
• leader election;
• the request of contextual data storages;
• the collecting of data storages by the leader;
• the setting of the “leader” contextual data storage to the followers.

The latter three operations are inherited from the VR protocol and is needed to
maintain the consistency and integrity of the contextual data of the system.

In case of leaderless management the following communication activities take place
(see Fig. 4).

Fig. 4. The leaderless management.

In the operational state the network load is as follows:

Vnlo = N (N − 1)Vi. (4)

Failure detection and recovery states generate the following network load:

Vnlr = 4N (N − 1)Vi. (5)

This estimation includes the data generated by the failure detection and the consensus
about the failed nodes, as well as the procedure of decision making on which node takes
the functions of the failed one.
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4 Simulation Results

The rough estimations were made under the following conditions: N = 5. 120 (nodes),
Vi = 10 (modeling units, m.u.), Vst = 400 (m.u.). One can see (see Fig. 5 and 6) the
trends of how the network load increases during the operational stages of leader-based
and non-leader algorithms.

Fig. 5. Operational states of the systems with distributed leader and leaderless management (Vop
– distributed leader case, Vnlo – non-leader case).

Fig. 6. Failure detection and recovery states of the systems with distributed leader and leaderless
management (Vff – follower failure case, Vlf – leader failure case, Vnlr – non-leader failure and
recovery case).

-NoValue-One can see that with the constant contextual data storage size with the
N increasing there is a threshold, when distributed leader application is more expedient.
Yet, with the growing size of the contextual data storage and the fixed number of nodes
the recovery state is illustrated in Fig. 7.
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Fig. 7. The network load growthwith the contextual data storage increasing (Vff – follower failure
case, Vlf – leader failure case, Vnlr – non-leader failure and recovery case).

-NoValue-The following graph illustrates the result of growth of the contextual data
packets as a part of heartbeat message (see Fig. 8).

Fig. 8. The increase of the contextual data packet. (Vff – follower failure case, Vlf – leader failure
case, Vnlr – non-leader failure and recovery case).

One can see thatwhen the contextual data packet size is relatively large, it is expedient
to use the management with distributed leader.

5 Conclusion

Methods, provided by the DLT are reliable and fault-tolerant, and so can be efficiently
applied to the management in the groups of autonomous robots. In this paper, two
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algorithms were presented and roughly estimated: algorithm of system dispatching with
the distributed leader and the leaderless algorithm. These algorithms were designed on
the basis ofwell-knownViewStampedReplication protocol and on the basis of leaderless
consensus method. Yet, some modifications were applied: the source algorithms do not
suppose the movement of the groups of nodes. This issue can be solved by the usage
of contextual data storage (including mission general plans, current coordinates of the
robots and so on). The need to transfer contextual data adds some additional intensity
to the network load, but provides the basis for the fault-tolerance.

Estimations of the developed algorithms efficiency allow to make the following
important conclusions:

• the distributed leader is efficient in the robot groups with the relatively short mission
(the small size of the contextual data storage);

• the distributed leader is efficient in the groups with reliable devices, because the
recovery in case of leader failure takes much time and network resource consuming;

• leaderless management is efficient under the conditions of missions with long time
duration and relatively small number of robots in the group.

Besides, it is important to spotlite the situation,when the groups of robots aremerged,
and the leader duplicating is detected. This provides the need to initiate the leader change
procedure with the considerable network load.

Summing up, the fault-tolerant algorithms based on the methods of digital econ-
omy are efficient and prospective. The following work direction lies in the area of the
computational complexity and workload estimation of the robotic control systems.

Acknowledgements. This research is supported by the RFBR projects 19-07-00907 and 18-29-
22086.
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Abstract. Stable and robust path planning of a ground mobile robot
requires a combination of accuracy and low latency in its state estima-
tion. Yet, state estimation algorithms should provide these under com-
putational and power constraints of a robot embedded hardware. The
presented study offers a comparative analysis of four cutting edge pub-
licly available within robot operating system (ROS) monocular simul-
taneous localization and mapping methods: DSO, LDSO, ORB-SLAM2,
and DynaSLAM. The analysis considers pose estimation accuracy (align-
ment, absolute trajectory, and relative pose root mean square error)
and trajectory precision of the four methods at TUM-Mono and EuRoC
datasets.

Keywords: Simultaneous localization and mapping · Visual SLAM ·
Monocular SLAM · Visual odometry · State estimation · Path
planning · Benchmark testing · Robot sensing systems

1 Introduction

Simultaneous localization and mapping (SLAM, [8]) is an ability of an
autonomous vehicle to start in an unknown location of an unknown environ-
ment and then, using only relative observations, to incrementally construct a
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map of the environment [25] while simultaneously using the map to compute a
bounded estimate of the vehicle location [22]. Nowadays, SLAM is applied to
state and pose estimation problems in various domains, from virtual and aug-
mented reality to autonomous vehicles and robotics [12,15]. The field has reached
a mature level [7] that causes proprietary SLAM algorithms utilizing in many
commercial products as well as public availability of a number of open-source
SLAM software packages [6]. Yet, due to sensor price and robot weight concerns,
currently the prevailing type of SLAM is a monocular approach [5].

One of the main features of a monocular SLAM is a scale-ambiguity [10],
which states that a world scale could not be observed and drifts over time, being
one of the major error sources. Being both a challenge and a benefit, it allows
switching seamlessly between differently scaled environments [14], while stereo
or depth cameras do not allow such flexibility, having a limited range where they
can provide reliable measurements [21]. This paper offers a comparative analysis
in terms of a pose estimation accuracy and a trajectory precision of the most
recent and popular robot operating system (ROS) based open-source monocular
SLAM methods considering power constraints of mobile ground robots [18]. The
four selected SLAM methods are DSO [9], LDSO [13], ORB-SLAM2 [19,20] and
DynaSLAM [2]

2 Related Work

2.1 The Selected SLAM Methods

Direct Methods can estimate a completely dense reconstruction by a direct
minimization of a photometric error and optical flow regularization. Some direct
methods focus on high-gradient areas estimating semi-dense maps [2]. The pre-
sented study compares:

– DSO, which is a state-of-the-art pure direct method [9],
– LDSO, which is DSO’s latest revision with a loop closure ability and a global

map optimization [13].

Feature-Based Methods rely on matching key points and can only estimate a
sparse reconstruction [3], mostly providing a good trade-off between an accuracy
and a runtime. The current study presents a comparison of:

– ORB-SLAM2 [20] state-of-the-art visual SLAM method that tracks ORB
features in real-time. It has a same monocular core as the original ORB-
SLAM [19] but is featured with an improved and optimized workflow.

– The recently proposed DynaSLAM [2] method, which adds a front-end stage
to the ORB-SLAM2 system to have a more accurate tracking and a reusable
map of a scene. It outperforms the accuracy of the standard visual SLAM
baselines in highly dynamic scenarios.
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2.2 Benchmarks

There are several publicly available datasets for the SLAM benchmark purposes,
however, some of the existing ones are not suitable to benchmark monocular
SLAM algorithms due to a low precision of groundtruth data [16]. The current
study considers the two most suitable datasets, TUM-Mono and EuRoC.

TUM-Mono. Schubert et al. [24], Engel, Usenko, and Cremers [11] developed
a dataset for evaluating a tracking accuracy of a monocular visual odometry [17]
and SLAM methods. The dataset includes 50 indoor and outdoor sequences,
which start and end in the same position and contain groundtruth only for these
start and end trajectory segments. All dataset sequences are photometrically
calibrated and provide exposure times for each frame as reported by a sensor,
a camera response function, and a dense lens attenuation factors. This allows
evaluating a tracking accuracy via an accumulated drift and a reliably benchmark
direct methods.

EuRoC. Burri et al. [4] proposed a visual-inertial dataset aiming at evalua-
tion of localization and 3D environment reconstruction algorithms. The dataset
consists of 11 sequences, recorded with two monocular cameras onboard a micro-
aerial vehicle. The datasets range from slow flights under good visual conditions
to dynamic flights with motion blur and poor illumination. Each sequence con-
tains synchronized stereo images, extrinsic and intrinsic calibrations, an inertial
unit (IMU) measurements, and an accurate groundtruth (approximately 1 mm)
recorded using a laser tracker and a motion capture system. Compared to the
TUM-Mono benchmark, the sequences in EuRoC are shorter and have less vari-
ety as they only contain recordings inside a single machine hall and a single
laboratory room.

2.3 Metrics

TUM-Mono. To evaluate the TUM-Mono benchmark results, we used pro-
posed by Engel, Usenko, and Cremers metrics [11], an alignment Root Mean
Square Error (RMSE) - a combined error measure, which equally takes into
account an error caused by scale, rotation and translation drifts over an entire
trajectory. It is the RMSE between tracked trajectories when aligned to start
and end segments.

EuRoC. The EuRoC includes entire groundtruth camera trajectories, which
allows using an absolute trajectory RMSE (ATE), a measure of a global trajectory
accuracy, and a relative pose RMSE (RPE), which is a measure of a local pose
accuracy, proposed by Sturm, Engelhard, Endres, Burgard, and Cremers [26].
Overall, the RPE metric provides an elegant way to combine rotational and
translational errors into a single measurement, while the ATE only considers
translational errors. As a result, the RPE is always slightly larger than the ATE
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(or equal if there is no rotational error). However, rotational errors typically also
manifest themselves in wrong translations and are thus indirectly also captured
by the ATE. From a practical perspective, the ATE has an intuitive visualization,
which facilitates a visual inspection. Nevertheless, as the authors noted, the two
metrics are strongly correlated.

Trajectory Detail Level. In contrast to the reviewed metrics, which mainly
focus on measuring a difference between corresponding frames, a trajectory detail
level measures a difference between a length of trajectories, being an estimated
and a groundtruth trajectories length ratio. The metric can be used to bench-
mark effectiveness of hardware capabilities usage and even estimate limits of a
detail level of a particular SLAM algorithm while running on various hardware
configurations. In addition, it could be useful in determining a suitable trade-off
between an accuracy and output data detail level.

3 Comparative Analysis

Mur-Artal and Tardós [20] proposed running each sequence five times and showed
median results to account for a non-deterministic nature of a system. Bescos,
Fácil, Civera and Neira [2] extended this approach by increased the number of
runs up to 10 times, as dynamic objects are prone to increase a non-deterministic
effect. In light of the above, the current study also utilizes the extended approach.

3.1 Hardware Setup

This study focuses on SLAM methods usage with mobile ground robots that
implies a restriction on energy consumption and absence of strict constraints on
a mobile robot weight, which, for example, are critical for SLAM usage with a
UAV. The selected hardware platform with balanced computational resources
and power consumption is the HP Omen 15-ce057ur laptop with the technical
specifications briefly described in Table 1.

Table 1. Hardware specifications.

CPU Intel Core i7-7700 HQ, 2800 MHz

RAM 16GB, DDR4, 2400MHz

Weight 2.56 kg

Battery 70 Wh Li-Ion

Power consumption 80W (avg. load)
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Fig. 1. The experimental sequence - the loop start and end (left) and the global tra-
jectory overview (right).

3.2 TUM-Mono

To prove the effectiveness of the proposed approach [11], we expanded the TUM-
Mono dataset sequences with a new real-world sequence (Fig. 1) collected with
PAL Robotics TIAGo Base ground mobile robot [1] with a single monocular
camera onboard [23].

The sequence presents 13 min of video and about a 100-m length trajectory
in a gradually changing environment - from a narrow indoor corridor to a wide
indoor corridor, which moved the robot from illuminated scenes to dark scenes.
The sequence starts and ends in the same place with slow loopy motion allowing
a correct initialization of the SLAM algorithms. The groundtruth for the entire
trajectory was recorded with the ORB-SLAM2 [20] algorithm, in contrast to the
other sequences groundtruth, which was provided by LSD-SLAM [10] only for
the start and end segments.

We have evaluated the metrics over DSO, LDSO, ORB-SLAM2, and
DynaSLAM methods on the expanded TUM-Mono dataset, running the dataset
sequences forward and backward, with the loop closure feature being disabled,
following the dataset authors’ recommendations.

Figure 2 presents the cumulative error graphs – accumulated translational,
rotational, and scale drifts along with the RMSE when aligning the estimated
trajectory start and end segments with the provided groundtruth trajectory. The
figure depicts the number of runs in which the errors are below the corresponding
x-values - the closer to the top left, the better. It is important to note the
difference in magnitude – the RMSE within start and end segments is about 100
times less than the alignment RMSE.

Due to the groundtruth nature and the similarity of the experimental results,
Engel et al. [11] concluded that almost all of the alignment errors originate
not from the noise in the groundtruth, but from the accumulated drift. Our
experiments confirmed this conclusion, which means that these metrics could
be used for any benchmark with a groundtruth of any accuracy as a reference,
even the one collected with SLAM algorithms. Figure 3 shows the color-coded
alignment RMSE ranging from 0 (blue) to 10 m (red) for each dataset sequence.
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Fig. 2. Accumulated translational (et, m), rotational (er, m), and scale (e′
s, m) drifts

along with the start and end segments RMSE (ealign, m).
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Fig. 3. Color-coded alignment RMSE (ealign, m) for each TUM-Mono dataset
sequence. (Color figure online)

The experiments demonstrated that direct methods provide outstanding
results comparing to the feature-based ones - the TUM-Mono dataset is designed
especially for direct methods benchmark purposes, providing full photometric
data for each frame, which greatly improves the accuracy of such methods. How-
ever, there is not that much of a difference if comparing DSO to LDSO - as we
can assume, the LDSO global map optimization slightly improves the overall
accuracy of the base method.

The same behaviour is observed while comparing feature-based methods - the
accuracy of DynaSLAM is slightly lower comparing to ORB-SLAM2. However,
the DynaSLAM initialization is always quicker than the ORB-SLAM2 initializa-
tion; in highly dynamic sequences, the ORB-SLAM2 initialization only occurs
when moving objects disappear from a scene while DynaSLAM succeeds in boot-
strapping the system in such dynamic scenarios.
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3.3 EuRoC

We evaluated the metrics over DSO, LDSO, ORB-SLAM2, and DynaSLAM on
the EuRoC dataset over all sequences for each of the two camera streams, which
were interpreted as separate sequences with the same groundtruth (‘.0’ and ‘.1’
notations correspond to the first and the second camera dataset respectively and
are labeled on X-axis in Figs. 4 and 5). Figure 4 shows the calculated absolute
trajectory RMSE (ATE, measured in metres) and the relative pose RMSE (RPE,
measured in metres per second) metrics ranging from 0 (blue) to 2 (red) for all
methods.
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Fig. 4. Color-coded evaluation results for each EuRoC dataset sequence: absolute tra-
jectory RMSE (ATE, m) and relative pose RMSE (RPE, m/s). (Color figure online)

As the analysis demonstrates, that in terms of the RPE, the measure of
local accuracy, the direct methods generally perform significantly better than
the feature-based ones, but it is still difficult for them to overcome a harsh envi-
ronment with a lack of light and prevailing rotational movements (over transla-
tional movements), as shown in MH.05, V1.03, and V2.03 sequences. In terms
of the ATE, the feature-based methods demonstrate a stable performance, even
in the “hard” sequences. However, the accuracy of DynaSLAM is slightly lower,
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compared to ORB-SLAM2, since DynaSLAM succeeds in bootstrapping the sys-
tem with a dynamic content and always initializes quicker than ORB-SLAM2
and thus has more frames to process (and more room for accumulating errors).
Figure 5 demonstrates the calculated trajectory detail level for DSO, LDSO,
ORB-SLAM2, and DynaSLAM methods for each EuRoC dataset sequence.
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Fig. 5. Color-coded trajectory detail level for each EuRoC dataset sequence. (Color
figure online)

Table 2. Median absolute trajectory RMSE (ATE, m), relative pose RMSE (RPE,
m/s) & trajectory detail level (Detail) for each EuRoC dataset sequence.

Sequence DSO LDSO ORB-SLAM2 DynaSLAM

ATE RPE Detail ATE RPE Detail ATE RPE Detail ATE RPE Detail

MH.01 0.054 0.132 0.018 0.044 0.131 0.018 0.041 0.491 0.006 0.042 0.494 0.006

MH.02 0.063 0.134 0.025 0.044 0.139 0.025 0.035 0.458 0.006 0.036 0.465 0.007

MH.03 0.209 0.711 0.028 0.090 0.706 0.028 0.041 1.095 0.006 0.043 1.102 0.007

MH.04 0.173 0.632 0.022 0.136 0.642 0.022 0.074 0.560 0.009 0.076 0.568 0.011

MH.05 0.169 0.199 0.023 0.127 0.198 0.023 0.054 0.589 0.009 0.056 0.592 0.010

V1.01 0.104 0.088 0.023 0.099 0.089 0.023 0.054 0.454 0.005 0.054 0.459 0.006

V1.02 1.047 0.137 0.044 1.013 0.111 0.044 0.054 0.528 0.009 0.055 0.534 0.011

V1.03 0.584 0.334 0.057 0.607 0.375 0.057 0.091 0.409 0.009 0.097 0.411 0.010

V2.01 0.064 0.081 0.018 0.058 0.081 0.019 0.047 0.225 0.007 0.047 0.227 0.008

V2.02 0.162 0.306 0.037 0.106 0.281 0.038 0.051 0.508 0.009 0.053 0.552 0.009

V2.03 1.439 0.087 0.036 1.266 0.086 0.040 0.096 0.477 0.010 0.097 0.479 0.012

The obtained results suggest that the direct methods typically distinguish
more keyframes and, thus, having a better trajectory detail level, show a better
local (pose) accuracy, compared to feature-based methods. It is important to
note the difference in the color scale of the feature-based methods plots, which
is the difference in the detail level magnitude. DynaSLAM operates a slightly
larger amount of frames than ORB-SLAM2 and has a slightly better trajectory
detail level (due to the quicker initialization).
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Table 3. Median alignment RMSE (Align, m), absolute trajectory RMSE (ATE, m),
relative pose RMSE (RPE, m/s) & trajectory detail level (Detail).

Metrics DSO LDSO ORB-SLAM2 DynaSLAM

Align 0.8496 0.7769 5.7571 6.1891

ATE 0.1683 0.1062 0.0507 0.0525

RPE 0.1373 0.1111 0.4765 0.4787

Detail 0.0355 0.0376 0.0086 0.0099

3.4 Summary

Tables 2 and 3 summarize the calculated metrics as a single median value for
each EuRoC dataset sequence (Table 2) and the entire TUM-Mono and EuRoC
datasets (Table 3).

The alignment error, accumulated drift, is in average 7.35 times lower for
direct methods than for indirect:

– LDSO outperforms DSO by 8.56%
– DynaSLAM is 6.98% behind ORB-SLAM2

The absolute trajectory error, global accuracy, for direct methods is in average
2.66 times higher than for indirect:

– LDSO outperforms DSO by 36.89%
– DynaSLAM is 3.42% behind ORB-SLAM2

The relative position error, local accuracy, for direct methods is in average 3.85
times lower than for indirect:

– LDSO outperforms DSO by 19.08%
– DynaSLAM is 0.46% behind ORB-SLAM2

The level of trajectory detail for direct methods is in average 3.95 times
higher than for indirect:

– LDSO outperforms DSO by 5.59%,
– DynaSLAM outperforms ORB-SLAM2 by 13.13%.

While it was expected that LDSO should outperform its original source algo-
rithm (DSO) and experiments demonstrated its better performance with regard
to all measured criteria, DynaSLAM and ORB-SLAM2 have varying benefits
with respect to particular criteria, and this variety should be considered when
selecting a SLAM algorithm for a specific task.
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4 Conclusions and Future Work

This paper presented a comparative analysis of four publicly available ROS-based
monocular SLAM algorithms in terms of the state estimation accuracy and the
trajectory detail level. The analysis demonstrated that the direct methods DSO
and LDSO have a better accuracy while having entire photometric data available
and mainly focus on the local accuracy, which is also indirectly proven by the fact
that they save and operate a relatively large amount of trajectory keyframes. For
these reasons, DSO and LDSO are more suitable for tasks involving a short-range
operation and requiring high accuracy in a local pose estimation, e.g.., a 3D-
reconstruction of an environment. At the same time, the feature-based methods
ORB-SLAM2 and DynaSLAM outperform the direct ones in terms of the global
accuracy, which, combined with an average trajectory detail level, makes them
a universal solution for most SLAM tasks - especially the ones that require
a long-range operating with stable and reliable results throughout an entire
trajectory. In tasks that involve dynamic objects the accuracy of DynaSLAM
will be significantly higher than ORB-SLAM2.

The current study used HP Omen 15-ce057ur laptop hardware. However,
any SLAM method performance strongly correlates with available computa-
tional resources. Our ongoing work deals with expanding the obtained results
and comparing the four algorithms’ performance using several different robots
of the Laboratory of intelligent robotic systems [1,18]. We strongly believe that
such comparison could be useful to the research community in order to have a
better perspective of how each metric varies depending on availability of real
robots’ onboard computational resources.
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Abstract. This paper proposes an algorithm for cooperative guidance of an
unmanned aerial vehicle (UAV) formation following a set of waypoints. Way-
points are linked by straight lines to form a sequence, which effectively tasks the
formation to cooperatively follow a rectilinear path between these points. Unlike
in earlier known papers, we propose a Fermat’s spiral rather than a circular arc as a
fillet to smooth the trajectory. This is because a Fermat’s spiral has zero curvature
at its origin, which helps avoid breaks in curvature observable when using straight
lines and circular arcs. To make a UAV formation and to follow the path, we pro-
pose a novel guidance vector field that is direction- and magnitude-nonuniform.
This is where the novelty of this paper lies, as it proposes the vector field method
for following a Fermat’s spiral. Known studies used line-of-sight (LOS) guidance
to that end. In that case, the UAV formation shapes itself using consensus-based
coordination topology, i.e. the group has no leader. To test the algorithm for coop-
erative waypoint following when smoothing is provided by fillets, we utilized
complete nonlinear models of two fixed-wing UAVs, each equipped with a tuned
autopilot. Numerical simulation shows the proposed approach efficient.

Keywords: Vector field guidance · UAV consensus · Path following · Collective
motion · Decentralized control · Path smoothing

1 Introduction

Compared to a single unit, a group of mobile robots is capable of handlingmore complex
tasks (such as, for example, a joint transportation task [1]), which is why research in
that area has been extensive as of recently. Researchers have proposed and developed a
variety of basic strategies for robot formation control (including flying robots), notably
leader-follower strategies [2, 3], virtual leaders [4], swarm cooperation [5], potential field
method [6], unstable modes [7], consensus-based strategies [8], bioinspired behavior
algorithms [9, 10], etc. At the same time, intragroup positioning methods are on the
rise [11], which enables decentralized control of autonomous unmanned aerial vehicle
(UAV) formations.

Formation flight may follow a variety of task-dependent scenarios. In many cases,
path following is preferable to trajectory tracking. This applies especially to fixed-wing
UAVs engaged in patrolling, reconnaissance, target tracking, etc. In that case, if the map
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has waypoints, then the straight lines connecting them can be considered segments (legs)
of rectilinear paths the UAVs must follow. However, in case of no smoothing the UAV
trajectories will show overshoot when passing through a waypoint, and the trajectories
themselves will not be smooth.

Spline algorithms have been well-studied for smooth path planning applicably to
ground mobile robots [12] and UAVs [13]. Monograph [14] considers a possible option
for a smoother waypoint passage for UAVs by inserting a fillet (a circular arc). The dis-
advantage of this method lies in a drastic increase in curvature that is observed where a
straight line connects to an arc.Avariety of alternative smoothingmethods havebeenpro-
posed to address the issue, including use of clothoids (Cornu spirals) [15] and Fermat’s
spirals [16]. Fermat’s spirals are advantageous here, as they are less computationally
complex since they do not require Fresnel integrals solved numerically.

Paper [17] describes following a Fermat’s spiral-smoothed path by means of line-of-
sight (LOS) guidance applicably to a single marine surface vehicle. With this in mind,
this paper makes a twofold scientific contribution:

1) First, it applies the vector field path-following method to a inter-waypoint path
smoothed by a Fermat’s spiral.

2) Second, the fillet-based smoothing strategy from [14] has been tested in a cooperative
guidance scenario where UAVs have not only to follow a set path, but also make and
maintain a set formation, i.e. perform flight in formation. Moreover, the interaction
between UAVs is consensus-based here.

2 Guidance Vector Fields for Fermat’s Spiral-Smoothed Paths

2.1 Preliminary Notes

Assumption 1. This paper assumes no wind-induced disturbances that could be esti-
mated adaptively with the guidance control laws being modified to address such
disturbances.

Assumption 2. Each UAV is equipped with a standard tuned autopilot and is capable of
calculating the distance to the UAVs it is interacting with.

Since UAV formation is being made and maintained by means of speed control,
fixed-wing UAV airspeed constraints must be taken into account for the autopilot to
operate correctly:

vmin ≤ va ≤ vmax, (1)

where vmin is the minimum airspeed, vmax is the maximum airspeed.
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The goal hereof is to develop a path smoothing algorithm that will use Fermat’s
spirals to enable UAVs to follow waypoints cooperatively, as well as to experimentally
test the known fillet-based single-UAV smoothing algorithm in cooperative waypoint
following.

2.2 Fermat’s Spiral for Path Smoothing

Fermat’s spiral dates back to the 1600 s when it was first researched by French math-
ematician Fermat. An important feature is its zero curvature at the origin, which fur-
ther changes smoothly as the spiral grows longer. This makes Fermat’s spirals similar
to clothoids; however, clothoids require numerical calculation of Fresnel integrals, an
additional load for the aircraft’s onboard processor if the path was not calculated in
advance. In polar coordinates, Fermat’s spiral equation is usually written as [16]:

r = k
√

θ,

where r is the radial distance, k is the scaling constant, θ is the polar angle.
The curvature of such a spiral can be calculated as:

κ = (
1
/
k
)
2
√

θ
(
3 + 4θ2

)/(
1 + 4θ2

)3/ 2
. (2)

According to [16], the value of the polar angle θκmax at which the curvature maxes
out can be found as:

θκmax = min

(

θend ,

√√
7
/
2 − 5

/
4

)

,

where θend is the maximum value of the polar angle for this spiral in its domain θ ∈
[0; θend ].

Path following designmust be adjusted for the fact that fixed-wingUAVshave limited
turn steepness. The smallest turn radius Rmin at constant altitude and airspeed is:

Rmin = 1
/

κmax = v2a

/(
g
√
n2max − 1

)
, (3)

where va is the airspeed, g is the freefall acceleration, nmax is the maximum load factor
for this UAV model.

Thus, the constant k must be set correctly using the Eq. (2) to prevent following a
path where the curvature radius is smaller than Rmin (3). It should also be borne in mind
that the minimum airspeed va in (3) should result from the constraints (1).
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Paper [16] proposes the following Fermat’s spiral parametrization pFS in Cartesian
coordinates that prevents singularity at θ = 0:

pFS(θ) =
[
xp(θ)
yp(θ)

]
=

[
x0 + k

√
θ cos(ρθ + χ0)

y0 + k
√

θ sin(ρθ + χ0)

]
, (4)

where x0, y0 are the initial coordinates of the spiral, χ0 is the initial tangent angle,
the parameter ρ defines the direction: counterclockwise at ρ = 1 and clockwise and
ρ = −1.

To have a path with continuous curvature, paper [16] proposes using a Fermat’s
spiral segment and its mirrored version to smooth the inter-waypoint transition. One
of the segments serves as the entrance segment for path following, while the mirrored
version serves as the exit segment. In such a design, the final segment points must
coincide to ensure path continuity. For details on how to calculate the parameters of
Fermat’s spiral-based smoothing, see [16].

3 Cooperative Guidance Algorithm for Waypoint Following

Three points can be selected from the set of waypointsW = {w1,w2, . . . ,wN } without
loss of generality:wi−1,wi,wi+1. This section describes awaypoint following algorithm
where passage of the waypoint wi is enabled by smoothing using Fermat’s spiral seg-
ments. Thus, the final path must consist of rectilinear segments between the waypoints
and Fermat fillets.

Further description of the algorithm uses notation from [14]. Let us use a unit vector
to define the direction of the line wiwi+1:

qi � (wi+1 − wi)
/‖wi+1 − wi‖,

set qi−1 similarly.
To switch between the finite-state machine states from following a straight line to

following a Fermat curve and back, use the half-planes Hi and Hi−1, and define Hi as:

Hi(zi,qi) �
{
p ∈ R

3 : (p − zi)Tqi ≥ 0
}
,

where p = (pn, pe, pd )T are the UAV coordinates in an inertial coordinate system (ICS);
zi is a point on the way, where the states are switched. Define the half-plane Hi−1
similarly. To switch between the entrance and exit segments of the fillets, use the half-
plane:

Hi−1,i
(
zi−1,i,ni

)
�

{
p ∈ R

3 : (
p − zi−1,i

)Tni ≥ 0
}
,

where ni is the normal vector defined ni � (qi + qi−1)
/

(‖qi + qi−1‖).
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The coordinates of points zi−1, zi−1,i, zi are found as follows: zi−1 is set as a point
whose coordinates are (x0, y0) in (4) and is the junction of the straight line segment
wi−1wi and the Fermat curve entrance segment; zi−1,i is the junction of entrance and
exit segments of the Fermat curves; zi is the end point of the mirrored segment of the
Fermat curve, which is also the junction of that segment and the straight line wiwi+1.

When following rectilinear path segments, use the standard vector field method
detailed in [14, 18]. To follow segments of a Fermat’s spiral, the UAV has to calculate the
least distance to that curve. As noted in [17], the Newton-Raphson method is applicable
here. The cross-positioning error relative to the path en can be found as:

en = −(
pe − xp

(
θ∗)) sin

(
γp

) + (
pn − yp

(
θ∗)) cos

(
γp

)
, (5)

where θ∗ is the numerically foundvalue of the parameter in (4), atwhich the point-on-path
value matches the least UAV-to-path distance; γp is the tangential angle of the tangent
to the path at that point. Thus, path following boils down to fulfill this: lim

t→∞ en → 0.

Paper [17] uses the line-of-sight method for path following. This paper uses vector
fields, hence the modified control law for ith aircraft’s heading angle χc

i from [14]:

χc
i (t) = γp − χ∞(

2
/

π
)
arctan

(
kpen(t)

)
,

where χ∞ is the long-distance path approach angle, kp is the heading angle control loop
tuning factor, en is calculable using (5).

Let us pick the UAV airspeed control law vci similarly to those presented in [8]:

vci = v + vf
(
2
/

π
)
arctan

(
kve

v
i

)
, (6)

where v is the final cruise speed of the UAV formation, vf is the maximum additional
speed per (1), kv is the speed control loop tuning factor, evi are the input vector elements
that can be calculated by a variety of methods, e.g. by consensus as in [8, 18].

Below is amodifiedwaypoint following algorithmbased on the one proposed in [14];
compared to its earlier counterpart, it uses Fermat’ spiral segments for smoothing and
adds UAV formation control. In the algorithm, flag = 1 corresponds to following a
straight line, flag= 2 stands for following the entrance segment of a Fermat’s spiral, flag
= 3 means following the exit segment of the same. Formation control per (6) functions
in all the three states.
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4 Simulation Results

For MATLAB/Simulink modeling, we used complete nonlinear models of two flying-
wing UAVs equipped with tuned autopilot models [14]. This section is dedicated to
experimental verification of the waypoint following algorithm presented in [14] for a
single UAV, which is modified here for cooperative dual-UAV following. The algo-
rithm uses fillets for smoothing. Accordingly, there have been added control laws (6)
for the speed controllers of each UAV, which should enable the UAVs to reach the
preconfigured relative distance. Comparing the modified algorithm from [14] against
the one from Sect. 3 hereof requires further research. The following parameters were
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used:W = {(0, 0,−100), (300, 0,−100), (0, 300,−100), (300, 300,−100)} is the set
of waypoints; (0, 100,−100) – the initial conditions of the first UAV, (20, 19,−100) –
the initial conditions of the secondUAV; 30m– the desired relative distance between two
UAVs of the formation; v = 13 m/s – the cruise speed of UAV formation; χ∞ = π

/
2;

coefficients kp = 0.003, kv = 0.02; ρ = −1; additional airspeed vf = 3 m/s; minimal
turn radius Rmin = 25m. Figure 1 shows the results of simulating cooperative waypoint
following for two UAVs.
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Fig. 1. Cooperative waypoint following: (a) UAV trajectories when running the cooperative
waypoint following algorithm; (b) changes in relative positioning errors over time.

Simulation demonstrates that UAVs will effectively go on a given path and follow
it, thus following the waypoints. At the same time, cooperative speed controllers enable
the UAVs to make a formation and keep it in flight. Besides, as shown in Fig. 1b, the
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transient response curve for the relative distance error has spikes, which emerge due the
unavoidable UAV deceleration in a coordinated turn, when UAVs follow fillets.

5 Conclusions

This paper describes an approach to cooperativeUAVwaypoint following using Fermat’s
spiral-based smoothing. The authors have modified a known single-UAV algorithm that
utilizes circular arcs to smooth waypoint passage. MATLAB/Simulink modeling shows
the modified algorithm functional.

This research effort could be expected to further expand to using Fermat’s spirals
to smooth Dubins paths. Experimental comparison between smoothing by fillets and by
Fermat spirals is imperative for further research, which had better use more UAVs in
a formation. This does not pose a problem as the speed control laws are decentralized.
How the changing UAV speed in the process of making a formation affects the minimum
curvature is also of interest.

Acknowledgements. The reported study was funded by RFBR according to the research project
№ 18-08-01299.
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Abstract. This paper deals with the task of automatic indoor vs. out-
door classification from image data with respect to future usage in mobile
robotics. For the requirements of this research, we utilize the Mini-
places dataset. We compare a large number of classic machine learn-
ing approaches such as Support Vector Machine, k-Nearest Neighbor,
Decision Tree, or Naive Bayes using various color and texture descrip-
tion methods on a single dataset. Moreover, we employ some of the most
important neural network-based approaches from the last four years. The
best tested approach reaches 96.17% classification accuracy. To our best
knowledge, this paper presents the most extensive comparison of classi-
fication approaches in the task of indoor vs. outdoor classification ever
done on a single dataset. We also address the processing time problem,
and we discuss using the applied methods in real-time robotic tasks.

Keywords: Environment classification · Mobile robotics · Neural
networks · Machine learning

1 Introduction

Robotics tasks are usually focused on solving problems either in an indoor or
outdoor environment but not in both of them. In our previous research [9], we
focused on the design of a multi-environment robot system. This kind of sys-
tem can be useful, especially during the transition between indoor and outdoor
environments. The major part of the design is the module for image-based envi-
ronment classification. Thus, in this paper, we address the problem of indoor
versus outdoor classification, which is a special case of the scene classification
problem.

We can divide approaches to the indoor vs. outdoor classification into two
basic categories. The first one is based on so-called classic machine learning
approaches. It usually consists of image transformation to a description vector
and applying the classifier such as Support Vector Machine (SVM) or Near-
est Neighbors. The second one is based on the neural networks, which usually
work with the whole image on their input instead of the description vector.
c© Springer Nature Switzerland AG 2020
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Both approach categories needed a lot of data to train their classifiers. Thus, it
is necessary to use a sufficiently large and heterogeneous dataset.

There exist only two available datasets called IITM-SCID and IITM-SCID2,
which are directly determined to be used for indoor vs. outdoor classification.
They are consist of 180 and 907 images, respectively. Historically, the Kodak cus-
tomer photo dataset composed of 1343 photos worth mentioning. Unfortunately,
it is not available nowadays. In all three cases, the size of the mentioned datasets
is small. Thus, larger datasets determined for general scene classification should
be used.

There are several scene classification datasets that are suitable for solving
indoor vs. outdoor classification problems. We can mention two small datasets
named 15-Scene Dataset and MIT Indoor 67 dataset [8]. The first one is com-
posed of 4485 photos collected by multiple authors. The latter consists of 15620
photos and is focused on the indoor environment, but outdoor photos can extend
the dataset.

Nowadays, there are larger datasets available. In particular SUN397 [23],
Places365 [26] and Miniplaces [26] datasets. They are composed of 108 754, 1
803 460, and 100 000 photos, respectively, and they are divided into several
classes. In particular, it is 397, 365, and 100 classes, respectively. Thus, the file
with indoor and outdoor labels for each class has to be generated.

In further text and our experiments, we will use the word dataset for the
Miniplaces dataset. For exemplary images, see Fig. 1. This dataset is sufficiently
large for both the classic machine learning approaches and the neural network
based approaches. Besides 100k training images, it also contains 10k images in
the validation set. Moreover, the authors provide a testing set, however, with-
out any ground-truth labels. We decided to utilize the validation set as our
testing data, and the original training set was split into the training and the
validation set containing 90k and 10k images, respectively. All the sets contain
approximately 56% of outdoor images and 44% of indoor images. All images
have resolution 128 × 128 pixels.

Our paper’s main contribution is an extensive comparison of various
approaches from both mentioned categories on a single dataset. To our best
knowledge, this is the first comparison of this size performed on a single dataset.

The paper is composed as follows. Section 2 is focused on the related work
in the indoor vs. outdoor classification. In Sects. 3 and 4, all classification
approaches are described. The experiments and their results are described in
Sect. 5. In Sect. 6, results are discussed. Finally, the paper is summarized, and
future work is mentioned in conclusion.

2 Related Work

One of the first papers addressed the problem of indoor vs. outdoor classification
was paper [19]. The authors used color histogram-based description computed
from two color representations of the image. They propose to use Ohta color
space over the RGB because it increases classification accuracy from 69.5% to
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Fig. 1. Exemplary images from Miniplaces dataset. Outdoor (top), Indoor (bottom).

73.2% on the Kodak dataset. Moreover, they combine color and texture-based
Multiresolution, Simultaneous Autoregressive model (MSAR) description, and
achieved 90.3%. To achieve these results, they employ a two-stage classification
approach (see Sect. 3).

Using of color and texture description or their combination is an approach
that appeared in multiple papers in the next years – e.g. [1,3,4,12,14,15]. These
approaches differs in their approaches to classifier learning. They use either two-
stage classification or Bag of Visual Words approach. Moreover, there are some
papers that focused on different type of description such as image keypoints or
edges – e.g. [8,11].

Some papers use neural networks as the classifier. We can mention the paper
[20]. Authors use image features for semantic categorization of the scene, and
the feedforward neural network is trained. The paper [21] addresses general
scene classification, and it gives insight view to the Convolution Neural Net-
works (CNNs) based approach. This approach works with the whole image on
its input instead of just a description vector. Moreover, the authors perform
experiments on the Places dataset.

The problem with the mentioned papers is that it usually works with different
datasets. Thus, the results are not fully comparable.

3 Classic Machine Learning Approaches

The training stage for a basic approach to scene classification is consists of
two steps. The first one is the computation of description vectors for the whole
dataset. The second one is to train a classifier. The example of this approach
using the SVM classifier is shown in Fig. 2.
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Fig. 2. Diagram of basic approach to scene classification.

This approach can be extended by dividing the input image into n× n tiles
and compute vector for each tile individually. Then vectors can be concatenated
into the final description vector.

A more sophisticated approach is based on the spatial pyramid generated
from the input image by spatially dividing the image and the manner of levels.
The next level of the pyramid is created by a decreasing image size by a half.
Spatial division in levels is supposed to create tiles of the same size. The diagram
of this approach for a 3 level pyramid is shown in Fig. 3. The description vector
is a concatenation of 16 + 4 + 1 vectors computed for each tile.

Fig. 3. Diagram of multi-scale approach to scene classification.

The most advanced classic approach is called a two-stage learning approach.
It divides training images into n × n tiles and train one color and one texture
classifier for each tile. In the further text, we are using n = 4. Thus, 2× 4×4 = 32
classifiers are trained in total. They usually do not have good accuracy – we
got maximum 74% accuracy on such a classifier. In the second stage, classifier
outputs are concatenated into vectors of length 32. Then either majority rule
or an additional classifier can be used to make a final decision. In the case of
majority rule, the final decision is based on the most common occurrence of
class in the values from the first stage. On the other hand, the use of additional
classifiers usually has better accuracy. An example of the two-stage approach
using SVMs in both stages is shown in Fig. 4.
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Fig. 4. Diagram of two-phase approach to scene classification.

The output of the first stage can be altered by using sum instead of concate-
nation. I.e., the vector for the second stage has only one bin for color classifiers
and one bin for texture classifier. Another alternation – in the SVM case – is
to use distance from the hyperplane instead of the classifier decision. It leads to
vectors of floats instead of integers, and it contains a measure of certainty. Thus
it usually has better accuracy. Both alternations can also be applied simultane-
ously. In our experiments, we denote these alternations by using suffix S, D, and
DS.

4 Neural Network Based Approaches

Due to the improvement of the neural networks, most hand-crafted feature
descriptors for image classification become obsolete. Furthermore, image clas-
sification tasks, where a sufficient amount of data is available, are nowadays
dominated by neural networks based approaches.

In this paper, we decided to compare some of the most important neural
network architectures designed for image classification from the last four years.
Many previous works, such as [16], showed the benefits of transfer learning for
similar tasks. Therefore, all the tested architectures are pretrained on ImageNet
database [13]. Because the ImageNet classification task contains 1000 classes, in
all models, the last fully-connected layer was replaced by the new one with only
two neurons (outdoor, indoor), and its weights were randomly initialized.

As a baseline architecture, we chose VGG16 [17], which belongs to the golden
standard among classification networks nowadays. The first big tested group were
architectures utilizing residual skip connections, to be more specific ResNet-50
[5], ResNetWide-50 [25] and ResNeXt-50 [24]. In the second group were archi-
tectures based on inception modules, i.e. Xception [2] and InceptionNetv4 [18].
Other tested architectures are InceptionResNet [18], which combines both resid-
ual skip connections and inception modules, and DenseNet [6], which also utilize
skip connections, however in the form of map concatenation instead of point-wise
addition. The last big group is based on Big Transfer (BiT) [7] models provided
by Google. All of them are based on ResNet. However, for their training and
fine-tuning is utilized special training protocol. Specifically, we use BiT-M-R50x1
based on ResNet-50, BiT-M-R50x3 based on ResNet-50, but three times wider,
and BiT-M-R101x1 based on ResNet-101.
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All the architectures were implemented in Pytorch framework [10] utilizing
the torchvision module or Pytorch pre-trained models Github repository.

5 Experiments and Results

In this section, we describe the performed classification experiment. It is divided
into two parts on the classic and neural net approaches. Both parts use the
Miniplaces dataset. Thus their results are comparable.

5.1 Classic Learning Approaches

In this experiment, we evaluated more than 280 combinations of description
methods. It consists of color and texture methods mentioned in Sect. 3. We used
it in basic, multi-scale, and two-stage learning approaches. It includes applying
spatial division of input data on a grid in basic approaches – i.e., grids of 2 × 2,
3 × 3, and 4 × 4. We also coded description results into multiple vector lengths
in order to examine its influence on classification accuracy.

To compute description vector we apply color histograms in RGB, HSV,
LUV, and Ohta [19] color spaces. We also apply texture based approaches. In
particular Centrist [22], Gist [4], Weighted Histogram of Gradient Orientation
(WHGO) [12], Global Binary Patterns (GBP) [27], Wavelets [14] and a descrip-
tion based on histogram generated from the edges – i.e. texture descriptor applied
on the image with detected edges.

We used all datasets to train Naive Bayes, Decision Tree, K-Nearest Neigh-
bors, Linear SVM, and SVM with Radial Basis Function (RBF) classifiers. In
all cases, a trained SVM classifier with RBF kernel had the best accuracy. Thus,
results in the Table 11 are obtained using SVM with RBF. The table shows the
TOP 3 description methods for basic (B), multi-scale (MS), and two-stage (TP)
learning approach. Gist global image descriptor is the best approach for the
basic learning approach with 85.44% and 85.43% with shorter description vector
transformed using Principal component analysis (PCA) from 960 to 512 bins.

In the MS approach, the centrist texture descriptor had the best results. We
get the best accuracy by using Centrist with a 64 bins histogram. Descriptor
length sums up to 1344 bins in total. In the second place is the Centrist with
128 bins based on the original paper. Unfortunately, it has significantly more
histogram bins – 3960. Thus, there is a poor ratio between accuracy value and
description vector length w.r.t mentioned Centrist-64 method.

Finally, we perform the two-stage learning approach. These classifiers have
better accuracy than classifiers trained by basic and multi-scale approaches.
We achieved the best results using a combination of the histogram of the image
transferred into HSV color space with the Centrist descriptor. Both had a length
of 256 bins.

1 The rest of our results can be found in public GitHub repository: https://github.
com/neduchal/io classification experiment.

https://github.com/neduchal/io_classification_experiment
https://github.com/neduchal/io_classification_experiment
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Table 1. Results of classic approaches.

Approach Type Des. length Accuracy CPU inf. time (ms)

Gist-960 B 960 85.44% 71.6

Gist-PCA-512 B 512 85.43% 54.8

Gist-PCA-256 B 256 84.65% 45.8

Centrist-64 MS 1344 85.48% 68.8

Centrist 128P MS 3968 85.34% 189.7

Centrist-32 MS 672 84.42% 41.7

HSV-Centrist-256-D TS 32 (256) 91.87% 1125.4

RGB-Centrist-256-D TS 32 (256) 91.61% 1111.1

HSV-Centrist-256-DS TS 2 (256) 91.11% 1194.5

We also focused on processing time on a single core of Intel Core i7-8750H
CPU for each description and classification approach. It is visible that the
TS approach, despite their accuracy, is not suitable to use in real-time tasks
on weaker performance hardware. On the other hand, B and MS approaches
achieved approximately similar accuracy with significantly better processing
time. The method with the best result is the Centrist-32 MS approach.

5.2 Neural Networks Experiments

During the training of the neural network, we preserve original Miniplaces res-
olution 128 × 128 pixels. To further enrich the training set, we use data aug-
mentations. We are generating these augmentations with a certain probability
during the training process on the fly. The possible augmentations are horizon-
tal flip, and random crop with resizing to the original resolution. All images are
normalized according to the original values used during the pretraining.

All the tested architectures are trained for two-class classification (outdoor,
indoor). During the training of BiT models, an unchanged BiT training protocol
is used. For updating the other networks’ parameters, we use the SGD optimizer
with a learning rate l = 0.001 and the momentum m = 0.9 utilizing cross-entropy
loss and mini-batch size 64. The training is stopped after 20 epochs.

During our experiments, we tested two training protocols. In the first, we
freeze all the network’s parameters except the classification layer parameters.
Unfortunately, this training setup did not lead to satisfactory results. In the
second protocol, we allow the optimizer to fine-tune all the parameters. In Table 2
can be found average results from 5 runs using the second training protocol on
the development and the test set.

All the neural networks overcome classic machine learning approaches, some
of them by a large margin. It should be noted that the usage of the BiT training
protocol improved the classification accuracy of ResNet-50 by more than 1.5%,
which is equal to almost 25% relative decrease of classification error. The best
results were reached with the largest tested network, BiT-M-R50x3.
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Table 2. Results of neural network based approaches.

Architecture Development set Test set

VGG16 93.98% 92.56%

ResNet-50 94.33% 93.34%

ResNetWide 94.57% 93.55%

ResNeXt 94.56% 93.49%

InceptionResNet 93.38% 92.49%

Xception 94.00% 93.17%

InceptionNetv4 93.37% 91.87%

DenseNet-161 94.65% 93.64%

BiT-M-R50x1 96.39% 94.97%

BiT-M-R101x1 96.44% 95.49%

BiT-M-R50x3 96.70% 96.17%

6 Discussion

It is worth to mention that we will be unable to utilize the largest neural network
architecture available concerning the future usage of the classifier. Therefore,
these architectures are completely omitted from our experiments. The size and
speed of the biggest tested architecture BiT-M-R50x3 are borderline. For a more
detailed comparison of the number of the parameters and selected methods’
inference times, see Table 3. The listed CPU inference times are calculated using
Intel Core i7-8750H CPU, while GPU inference times are using GTX 1060 GPU.

Table 3. Comparison of the # of parameters and single image average inference times.

Method # of Param. CPU inf. time (ms) GPU inf. time (ms)

VGG16 134277186 258 12.4

DenseNet-161 26476418 223 21.6

BiT-M-R50x1 23504450 152 9.8

BiT-M-R101x1 42496578 1238 26.1

BiT-M-R50x3 211186370 708 15.6

Given these results, we believe, that BiT-M-R50x1 provides the best trade-
off between classification accuracy and model’s size and speed. It should be
noted that the inference time calculation was performed without any additional
optimization. We want to address this possibility in our future research.
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7 Conclusion

The knowledge about the type of environment in which a robot is located is
desirable considering, for example, the suitability of different SLAM methods
for the different environments. In this paper, an extensive comparison of the
classification method is provided. Neural network based methods reached very
promising classification accuracy (approximately 96%) on the Miniplaces dataset
and overcome classical approaches by a significant margin.

In our future research, we would like to test a conjunction of the environment
classifier with appropriate mapping methods during real-world mapping. We
believe that this combination can dramatically improve the mapping capabilities
of mobile robots.
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Abstract. A robotic manipulator mounted on unmanned aerial vehicle (UAV)
is called an aerial manipulation system usually. Any movements of manipulator
affect the stability of the UAV. In particular, the horizontal shift of the center of
mass (COM) requires of the UAV the powerful controller that change forces of the
propellers of quadrotor to bring the UAV to a stable state. To make manipulations
by UAV it is important to save the center of mass of the aerial manipulation system
in stable state. In this study, we developed a model of a manipulator to be mounted
on a quadrotor. Fuzzy PID controller has been built to control of the manipulator.
Control method takes into account joint space of robotic arm and unmanned aerial
vehicle. The COM stabilization issue has been solved for manipulator motion.
In experiments, the horizontal shift of COM of manipulator was less than 1 mm
while picked up objects up to 0.15 kg of payload.

Keywords: Unmanned aerial vehicle · UAV · Aerial manipulation system ·
COM · Manipulator · Fuzzy PID controller

1 Introduction

Recently, the aerial manipulation systems interacted with the ground environment are
actively investigated and some real application were realized. Manipulator-mechanism
design for aerial manipulation system have some additional difficulties in comparison to
ground manipulator systems. Nevertheless there are three main issues during designing
a manipulator should be considered: kinematics, dynamics and control [1–5]. Three
controllers based on the proportional integral derivative (PID), proportional derivative
(PD) and fuzzy logic (FL) for a 3-DOF robot manipulator were designed in [6]. The
comparison of the obtained results showed that PID and PD perform better in terms of
Rise Time and Settling Time while the FLC exhibited reduced overshoot.

PID controller for three types of modeling technique for 2-DOF manipulator: 1)
model based on linearization about equilibrium point; 2) model based on Autodesk
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Inventor and Matlab/Simulink software’s; 3) and lastly model based on feedback lin-
earization of the robot were designed in [7]. As a result using feedback linearization
achieved the best effect. In [8] the fuzzy self-tuning PID controller was used to control
of 2-DOF manipulator. In comparison to the traditional PID controller, this controller
gave better results: shorter response time; small overshoot and high steady precision;
good static and dynamic performance. It indicates that the conventional approach of a
PID controller is not able to provide accuracy due to system nonlinearity.

In [9] a 6-DOF flexible manipulator with usage of joint spring and damper is pre-
sented. Two controllers were used for this manipulator based on fuzzy logic-tuned PID
controller and RRT-tunedmethod. However, fuzzy logic-tuned PID controller was found
to be better in comparison to the conventional PID tuned controller. In [10] four con-
trollers were designed for 2-DOF robotic manipulator: robust PID controller; Mamdani
fuzzy controller; Sugeno fuzzy controller; hybrid fuzzy controller. The most accuracy of
working point was achieved with the fuzzy hybrid control. The most accuracy of work-
ing point was achieved with the fuzzy hybrid control. For two-degree freedom robotic
manipulator a Fuzzy PID Controller has built to tune PID controller [11]. The Fuzzy
PID has the least value of error in comparison to other controllers such as: Fuzzy PI,
Fuzzy PD and PID Controller [12].

In this study, we describe the developed fuzzy PID controller for 3-DOFmanipulator.
Mathematical modeling of manipulator is described in Sect. 2. The design of fuzzy PID
controller for the robotic arm are presented in Sect. 3. The experiment results based on
usage of the proposed models are described in Sect. 4.

2 Kinematics Modelling of Manipulator Mounted to UAV

The aerial manipulation system is a complicated system consisting of an UAV and a
manipulator. In order to apply it in practice, it is necessary to solve all problems related
to control and stability of the system. There have been many designs presented with
lots of different solutions. However, a stable model is still unavailable. Some previous
studies also gave some ideas for designing manipulator for aerial manipulation systems,
such as in [13] a light-weight robot manipulator consisting of 5 degrees of freedom was
designed. The design is conceived to constrain the center of gravity (CoG) of the arm as
close as possible to vehicle base, thus reducing the total inertia and static unbalancing
of the system. In order to describe the change of CoG – the pink points are used in
Figs. 1a and 1b, the COM of gripper (red points) moving along the vertical (Fig. 1b)
and horizontal (Fig. 1a) axes. In another study [14] a robot manipulator consisted of 3
arms. Two consecutive arms create a 120-degree angle; each arm is configured as in the
Fig. 1c. From the two studies above, a robot manipulator idea proposed for our research
as shown in Fig. 1d.

The parameters of manipulator are shown in Table 1. This robot manipulator consists
of 3-DOF, with three revolute joints, attached to the bottom of a quadrotor or other type
of UAV. The two consecutive axes of the revolute joints are parallel to each other. The
weight of the manipulator is about 0.4 kg.

Now let us to consider the structure of the manipulator during performing operation.
The robotic arm moves, picks up and releases the object while maintaining its CoG
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Fig. 1. Models of robot manipulator. (Color figure online)

Table 1. The parameters of manipulator links.

Link i Mass, m (kg) Length, L(m)

1 0.15 0.15

2 0.15 0.30

3 0.10 0.15

on the vertical axis. It is supposed that COM of each link is the midpoint of that link.
According to our design, the COM of the manipulator is the midpoint of link 2 (green
points) and end-effector only moves on the vertical axis (red points) in Fig. 1d.

2.1 Forward Kinematics

The manipulator consists of 3 links. The kind of joint between two consecutive links
is only revolute joints such as is showed in Fig. 2. The Denavit-Hartenberg algorithm
for assigning coordinate frames was used in this study. So, we have the following set of
geometric parameters of the serial chain manipulator presented in Table 2, where: ai is
the distance from zi−1 to zi along xi−1, αi is the angle from zi−1 to zi about Xi−1, di is
the distance from Xi−1 to xi along zi, θi is the angle from Xi−1 to xi about zi. The type
of joint is revolute, so joint rotation matrix is [15]:

i−1Ri =
⎡
⎣
ci −si 0
si ci 0
0 0 1

⎤
⎦, (1)

where: ci = cos θi; si = sinθi.
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Fig. 2. Schematic of the numbering of bodies and joints of manipulator.

Table 2. Denavit–Hartenberg algorithm parameter for the manipulator chains.

i αi ai di θi

1 0 L1 0 θ1

2 0 L2 0 θ2

3 0 L3 0 θ3

Coordinate frame i can be located relative to coordinate frame i-1 by executing a
rotation through an angle. i−1Ti is a homogeneous transformation matrix to determine
the relative position coordinates of link i relative to link i-1:

i−1Ti =

⎡
⎢⎢⎣

ci −si 0 aici
si ci 0 aisi
0 0 1 0
0 0 0 1

⎤
⎥⎥⎦. (2)

The coordinates of the link i (xi; yi) relative to the original coordinates are determined
through Forward Kinematics:

0Ti =
∏i

1
i−1Ti =

⎡
⎢⎢⎣

c1..i −s1..i 0
∑i

k=1 lkc1..k
s1..i c1..i 0

∑i
k=1 lks1..k

0 0 1 0
0 0 0 1

⎤
⎥⎥⎦. (3)

Here c1..i = cos(θ1 + .. + θi) and s1..i = sin(θ1 + .. + θi). From (3) we have the
position coordinates of the end-effector as:

{
x3 = l1c1 + l2c12 + l3c123
y3 = l1s1 + l2s12 + l3s123

.

The relation between the center of mass of two consecutive links is:

i−1TCOM
i =

⎡
⎢⎢⎣

ci −si 0 (lici)/2
si ci 0 (lisi)/2
0 0 1 0
0 0 0 1

⎤
⎥⎥⎦. (4)
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The matrix of COM coordinates of the link i is:

0TCOM
i =

∏i

1
i−1TCOM

i =

⎡
⎢⎢⎣

c1..i −s1..i 0
∑i−1

k=1 lkc1..k + (lic1..i)/2
s1..i c1..i 0

∑i−1
k=1 lks1..k + (lis1..i)/2

0 0 1 0
0 0 0 1

⎤
⎥⎥⎦. (5)

From (5) we have Manipulators’ COM coordinates:

{
xCOM = (

∑i
1
0TCOM

i (1, 4)mi)/(
∑i

1 mi)

yCOM = (
∑i

1
0TCOM

i (2, 4)mi)/(
∑i

1 mi)
. (6)

2.2 Inverse Kinematics

There are two approaches to solve the inverse kinematics problem: closed-form solutions
and numerical methods. Closed-form solution approaches are generally divided into
algebraic and geometric methods. The most common numerical methods can be divided
into categories of symbolic elimination methods, continuation methods, and iterative
methods. Depending on the structure of a serial-chain manipulator, a suitable method
can be chosen. The working position and joint angle parameters of the robot manipulator
in this study are shown in Fig. 3.

Fig. 3. Joint angle parameters of the robot manipulator.

The following notations are used: AB is the first link, BD is the 2nd link and DE is
the 3rd link: AB = DE = BD/2. The angles θ1, θ2 and θ3 are the deflection angles of
the consecutive links. The end-effector E of the manipulator is always moving on the
vertical axis y. The COM of the manipulator is the midpoint C of link 2 (BD). Therefore,
the geometric method was chosen for solving the inverse kinematics problem in this
study. According to the forward kinematics and the working position of the manipulator,
θ1 and θ2 are always less than 0 and θ3 is always more than 0. The end-effector E has
coordinates of (0,Py). The angles θ1, θ2 and θ3 will be determined by following steps:
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- Identify θ1:
Considering the triangle ABH in Fig. 2 we have:

sin θ1 = AH

AB
, (7)

where: AH = AE
4 = Py

4 ; AB = l1. So (7) can be rewritten as follows:

sinθ1 = Py
4l1

(8)

and we have:

cos θ1 =
√
1 − (sinθ1)2. (9)

From (8) and (9) we also have: tanθ1 = sinθ1
cosθ1

. Then the joint position of link 1 can
be found as: θ1 = Atan2(cosθ1, sinθ1).

– Identify θ2:
From Fig. 2 we have: |2θ1| + |θ2| = π. Due to θ1 and θ2 are always less than 0, then

2θ1 + θ2 = −π. The angle θ2 is obtained: θ2 = −π − 2θ1.
– Identify θ3:
Also from Fig. 2 we have: |θ2| = |θ3|. Due to θ2 is always less than 0 and θ3 is

always more than 0, then θ3 = −θ2. So, the angle θ3 is obtained: θ3 = π + 2θ1.

2.3 Dynamics Model

There are two formulations of dynamics model most commonly used in robotics: New-
ton–Euler and the Lagrange. In this study we will use the Lagrange formulation. The
dynamic equations of motion can then be developed using Lagrange’s equation for each
generalized coordinate:

d

dt

∂L

∂ q̇i
− ∂L

∂qi
= τi, (10)

where: L = T − U is the Lagrange formulation: T and U are the total kinetic and

potential energy respectively; qi = [
θ1 θ2 . . . θi

]T
. The kinetic energy is given by:

T = 1

2
θ̇TM θ̇, (11)

where:
[
θ̇1 θ̇2 . . . θ̇i

]
; M - the generalized mass matrices for the robot manipulator. And

the potential energy is given by:

U =
∑i

1

[
0 mig 0

]
r0TCOM

i
, (12)

where r0TCOM
i

is determined as:

r0TCOM
i

=
⎡
⎣

0TCOM
i (1, 4)

0TCOM
i (2, 4)

0TCOM
i (3, 4)

⎤
⎦. (13)



Mathematical Modelling of Control and Simultaneous Stabilization 259

Through (13) we get Jacobian matrix of the transitions (14):

JTi =
⎡
⎢⎣
ṙ0TCOM

i
(1, 1)(θ1) ṙ0TCOM

i
1, 1)(θ2) . . . ṙ0TCOM

i
(1, 1)(θi)

ṙ0TCOM
i

(2, 1)(θ1) ṙ0TCOM
i

(2, 1)(θ2) . . . ṙ0TCOM
i

(2, 1)(θi)

ṙ0TCOM
i

(3, 1)(θ1) ṙ0TCOM
i

(3, 1)(θ2) . . . ṙ0TCOM
i

(3, 1)(θi)

⎤
⎥⎦. (14)

Direction cosine matrix is:

Ai =
⎡
⎣
c1..i −s1..i 0
s1..i c1..i 0
0 0 1

⎤
⎦. (15)

From (15) we have the derivative of the direction cosine matrix:

dAi =
⎡
⎢⎣

∑j
1 Ȧi(1, 1)(θj)θ̇j

∑j
1 Ȧi(2, 1)(θj)θ̇j

∑j
1 Ȧi(3, 1)(θj)θ̇j∑j

1 Ȧi(2, 1)(θj)θ̇j
∑j

1 Ȧi(2, 2)(θj)θ̇j
∑j

1 Ȧi(3, 2)(θj)θ̇j∑j
1 Ȧi(3, 1)(θj)θ̇j

∑j
1 Ȧi(2, 3)(θj)θ̇j

∑j
1 Ȧi(3, 3)(θj)θ̇j

⎤
⎥⎦(j = i = 1 ÷ 5).

The angular velocity matrix of each link as follows:

ωi =
⎡
⎣
Sωi(3, 2)
Sωi(1, 3)
Sωi(2, 1)

⎤
⎦, (16)

where: Sωi = dAiAT
i . From (16) we have rotational Jacobian matrix:

JRi =
⎡
⎣
Ṡωi (1, 1)(θ̇1) Ṡωi (1, 1)(θ̇2) . . . Ṡωi (1, 1)(θ̇i)
Ṡωi (2, 1)(θ̇1) Ṡωi (2, 1)(θ̇2) . . . Ṡωi (2, 1)(θ̇i)
Ṡωi (3, 1)(θ̇1) Ṡωi (3, 1)(θ̇2) . . . Ṡωi (3, 1)(θ̇i)

⎤
⎦, (17)

The mass matrix of the robot manipulator is:

M =
∑i

1
(mi(J

T
TiJTi) + JTRi

(AiIiA
T
i )JRi), (18)

where: Ii =
⎡
⎣
0 0 0
0 0 0
0 0 mil2i /3

⎤
⎦. As a result, fromEqs. (10), (11), (12) and (18)

[
θ̈1 θ̈2 . . . θ̈i

]

and
[
τ1 τ2 . . . τi

]
are determined.

3 Design of Fuzzy PID Controller

Robotic systems always have nonlinear elements. Meanwhile traditional PID controllers
are designed for linear systems. If only the PID controller is used, the maximum perfor-
mance cannot be achieved. Therefore, the hybrid Fuzzy PID controller will be a good
choice to control a robot system. There are four main components in a Fuzzy Logic
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Controller: the fuzzifier, knowledge base, inference mechanism and defuzzifier. Fuzzy
PID controllers are divided into two types: the direct action fuzzy control and the fuzzy
supervisory control [16]. In this study, a self-tuning fuzzy PID controller is developed
to tune the three parameters KP, KI and KD of PID controller. The fuzzy supervisory
control was chosen. The control system diagram for each link of robot manipulator is
shown in Fig. 4 including two parts: PID controller shown in Fig. 5a and Fuzzy-PID
inference using Mamdani method shown in Fig. 5b. The structure of Fuzzy-PID infer-
ence includes two inputs and three outputs. The inputs are the error signal e(t) – (the
error between desired velocity set point and output) and integration of error i.e.(t). Three
outputs are K′

P, K′
I and K′

D respectively shown in Fig. 4b.

Fig. 4. Block diagram of a fuzzy self-tuning PID controller.

Fig. 5. The diagrams for: a) the PID controller; b) fuzzy PID inference.

Let the variable ranges of the parameters of PID controller are
[
KPmin, KPmax

]
,[

KImin, KImax
]
and

[
KDmin, KDmax

]
. The range of each parameters was determined

based on the experimental on PID controls such as: KP ∈ [
0, 15

]
, KI ∈ [

0.001, 0.005
]

and KD ∈ [
0.1, 0.2

]
. The outputs K′

P, K
′
I and K′

D are described as follows:

K′
P = Kp − KPmin

KPmax − KPmin
, K′

I = KI − KImin
KImax − KImin

, K′
D = KD − KDmin

KDmax − KDmin

Three triangular membership functions used for K′
I with three fuzzy set variables

have the linguistic values: S (Small), M (Medium), and B (Big). K′
P and K′

D have two
fuzzy sets: S-shaped and Z-shaped membership function. The fuzzy set variables are
S and B. The fuzzy rule should be written according to the step response. The step
response is divided into four regions, for region 1 around point (a), region 2 around
point (b), region 3 around point (c) and region 4 around point (d) shown in Fig. 6.

The rule of the case 1 for region 1 is: if e is PB and �e is ZE then K′
P is B, K′

I is S
and K′

D is S. The others can be tuned at the same way as it is shown in Table 3.
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Fig. 6. Unit step response for control system.

Table 3. Fuzzy rule of KP, KI and KD.

KP, KI, KD e(t)

NB NM NS ZE PS PM PB

�e(t) NB BSS SMB SBB SBB SBB SMB BSS

NM BSS BMB SMB SBB SMB BMB BSS

NS BSS BSS BMB SMB BMB BSS BSS

ZE BSS BSS BSS BMB BSS BSS BSS

PS BSS BSS BMB SMB BMB BSS BSS

PM BSS BMB SMB SBB SMB BMB BSS

PB BSS SMB SBB SBB SBB SMB BSS

The selected fuzzy rules were used in the experiments presented below.

4 Experiment Results

During experiments, the following sequence of actions was performed for control of the
robot manipulator. Its end-effector (0, Py) moves from the coordinate (0, −0.600) to
the coordinate (0, −0.550) when not carrying payload, carrying 0.1 kg of payload and
finally carrying 0.15 kg of payload. The joint angle parameters are shown in Table 4.

Table 4. Joint angle parameters.

Py (m) θ1 (rad) θ2 (rad) θ3 (rad)

−0.60 −π/2 0 0

−0.55 −1.160 −0.8223 0.8223

The obtained results are presented in Table 5. The dynamic responses of the links are
shown in Fig. 7. The system was stabilized after 3 s with low overshoot. The meaning of
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the desired angle sets is to maintain the COM of the manipulator always on the vertical
axis. Therefore, in this study, it is necessary to minimize the error between the actual
and desired angle value. These errors are the cause of the horizontal movements (Px)
and (XCOM) of the end-effector and COM respectively shown in Table 6.

Table 5. Error between the desired and actual angle.

Payload (kg) No payload 0.10 (kg) 0.15 (kg)

Theta (rad) θ1 θ2 θ3 θ1 θ2 θ3 θ1 θ2 θ3

Desired −1.160 −0.822 0.822 −1.160 −0.822 0.822 −1.160 −0.822 0.822

Actual −1.161 −0.808 0.819 −1.160 −0.801 0.817 −1.159 −0.798 0.816

Error (%) 0.086 1.732 0.305 0.000 2.544 0.599 0.086 2.942 0.772

a)

b)

c)

Fig. 7. Dynamic responses of: a) link 1; b) link 2; c) link 3.

Table 6. Actual coordinates of the end-effector and COM.

Payload (kg) Px (m) Py (m) XCOM (m) YCOM (m)

0 0.00469 −0.55096 0.00530 −0.24986

0.10 0.00756 −0.55144 0.00042 −0.29675

0.15 0.00923 −0.55167 −0.00087 −0.31388

The results indicate that the error is relatively small. In all case, the error between
the desired and the actual angle value of link 2 is highest up to 2.942% when the robot
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manipulator carries 0.15 kg of payload, 2.544% with 0.1 kg of payload and 1.732%
when without payload. In case of the robot manipulator carries 0.10 kg and 0.15 kg of
payload, the deviation of COM horizontally less than 1 mm that acceptable in practice.

5 Conclusion

The designed 3-DOF robot manipulator for the aerial manipulation system was pre-
sented. The stability of the system is provided only if COM of the manipulator is not
significantly deviated from the vertical axis. In this study, the fuzzy PID controller has
been developed for robotic manipulator. The results showed that the COM of the manip-
ulator moved horizontally less than 1 mm during operation with payload. The dynamic
response of each link is sufficient that the system stabilizes quickly after only 3 s with
low overshoot. Through research, we conclude that this 3-DOF robot manipulator for
the aerial manipulation system is suitable for attaching to pick up objects up to 0.15 kg.
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Abstract. This paper considers approaches, which implement depth map recon-
struction using stereo pair, aswell deep neural network (DNN) – based approaches.
Comparative evaluation of these approaches for different classes of images is per-
formed, exampled by specific solutions; whereby the images in these classes differ
in their features, distance from the camera viewport, aswell scene luminosity level.
Averaged frame processing time in video sequence was, in terms of NN-approach,
0.094 s, and in the stereo pair-based approach – 0.105 s. Upon the results of the per-
formed experimental evaluation, suggestions are proposed concerning the criteria,
which define preference of the approaches in question in depth map composition,
depending on the conditions in the scene.

Keywords: Computer vision · Depth map · Deep learning · Deep neural
networks · Stereo pair

1 Introduction

Depth map composition is one of the relevant tasks in the computer vision domain, as
depth maps contain data on spatial features of the objects, observed in the scene and
can also be used to obtain data on shapes of these objects. Depth maps are extensively
employed in robotics and cyber-physical systems [1–4], particularly in context of robotic
navigation problems [5–7], establishment of different three-dimensional representations
[8], semantic segmentation [9, 10], on-image pose estimation [11] etc.

Generally, the approaches to depth map composition can be classified as follows:
hardware-based approaches, NN-based approaches and approaches with stereo pairs. As
a rule, depth maps are obtained using specialized hardware, such as LIDAR [12] and
Kinect [13]. Scanning lidars and RGB-D cameras establish a depth map, which allows
to determine positions and spatial features of the objects, captured in the scene. With
all these advantages, though, such hardware is quite expensive, compared to commodity
photo- and video-cameras. This paper contains analysis and practicality assessment of
main approaches, which ensure solution of on-image depth map composition problem
without need in specialized devices. Particularly, approaches are considered to depth
map retrieval via image processing in deep neural network, as well stereo pair-based
approaches.
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2 Related Neural Network Approaches to Depth Map Composition

Consider some recent approaches to image-based depth map composition using neural
networks (NN). So, the NN-approach, proposed in [14], includes two principal steps.
At the first step, using a large-scale deep neural network, depth estimation is performed
across the whole images, then the resulting map is optimized to exclude outliers, what
gives at output of the neural network a depth map with sharper object outlines. In the
course of experimental approbation of this method, authors obtained amean square error
value of 0.871 by depth map reconstruction.

Another NN-based approach, aimed for on-image depth map composition, is the
neural network model, established in [15]. This model is based on a convolutional neural
network architecture VGG [16] and trained on a dataset NYU Depth using Transfer
Learning approach.Upon application of this neural networkmodel to test dataset, authors
obtained a mean square error value of 0.833 for depth map reconstruction.

In [17] a multi-scale deep convolutional neural network is presented, which ensures
solving of the following problems: on-image reconstruction of a depth map, surface
evaluation and semantic labeling. The said neural network model basically extends
the architecture, presented in [18], but with certain optimizations: increased number
of convolutional layer, as well with adjusted size of the third layer. In the course of
experimental evaluation of this approach authors obtained a mean square error value of
0.641 for depth map reconstruction.

In context of depth map composition problems also models can be utilized, based on
residual neural network architecture, such as ResNet-50 [19]. Authors of [20] performed
experimental evaluation of performance quality of this architecture, comparing it to the
AlexNet [21] andVGG [16]models, having demonstrated, that a residual neural network
significantly outperforms similar solutions in depth map composition, relying on RGB
image as input. These neural networks were run on test data sets NYU Depth and
Make3D. SD of depth reconstruction when using ResNet-50 was 0.573.

Depth estimation problem can also be stated in terms of discrete-continuous opti-
mization, where the continuous variables encode the depth of superpixels in the input
image, whereas the discrete variables represent ratios between adjacent superpixels [22].
One of possible solutions of such problem is a conditional random field method [22],
a variant of Markov random fields. Thereby, for output of graphical model the belief
propagation/sum-product message passing algorithm is used. MSE of depth prediction
using this method was 1.06–1.08. In a more recent study a MSE value of 0.824 was
achieved [23].

Hence, the most preferable approach to on-image depth map composition is the one
with residual neural network model [20], it has less training parameters and requires
less data for training, compared to similar approaches [20]. Besides, the authors of
the respective approach obtained the least MSE value of 0.573, what highlights better
prediction accuracy of the resulting depth map within this model, compared to output
of other considered solutions.
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3 Review of the Existing Methods of Depth Map Composition,
Based on Stereo Pairs

As a rule, depth map composition using stereo pairs includes three main steps [24, 25]:
first – camera calibration to calculate the internal parameters of the camera; second
– image smoothing, required primarily to get rid of distortion in such a way, that the
epipolar camera lines would match; third – depth map composition. Themain distinctive
feature of the relevant methods of depth map composition, based on stereo pair utiliza-
tion, is actually the calibration workflow. So, in [24] camera calibration is effected using
the algorithm, described in [26], this algorithm assumes utilization of a flat calibration
chessboard-like object. In [25] to solve a problem of stereo pair-based depth map com-
position, auto-calibration approach is employed. The essence of this approach consists
in search of so-called feature points on image, which are necessary for correspondence
analysis and revealing the interpretable information on image. Based on data of feature
points, calibration parameters are calculated according to three-dimensional mappings.

Upon the performed analysis of depth map composition using a stereo pair, the app-
roach to depth retrieval was chosen, proposed in [24], as, according to the results, pre-
sented in [24–27], this approach is characterized by the most accurate depth prediction,
compared to other considered options.

Further comparative assessment of two approaches to depth map retrieval was
performed: based on stereo-pair [24] and using residual neural network model [20],
depending on the conditions in the scene being observed.

4 Experimental Evaluation of Approaches to Depth Map
Composition

In terms of this research some experiments were performed for comparative assessment
to depth map composition, based on specific solutions, given in [20, 24]. To perform
relevant experiments, a dataset was prepared, consisting of 1000 images 640 × 480
pixels in size, obtained using an ELPUSB-camera with resolution of 5Mpx. This dataset
includes images with different luminosity levels, containing objects of different shape
and size, positioned at various distances from the camera. The images were distributed
into 6 classes: scenes with small objects (up to 10 cm high), positioned close to camera
(at distance maximum 50 cm from camera) (1); scenes with small objects, positioned far
from camera (over 1.5 m from camera) (2); scenes with large objects (over 15 cm high),
positioned close to camera (3); scenes with large objects, positioned far from camera
(4); scenes with low luminosity (50% from standardized office room luminosity [28])
(5); scenes with high luminosity (100% from reference level) (6). Example images from
each class are given in Fig. 1.

Comparative assessment of the approaches, considered above, was performed, based
on the obtained values of depth map accuracy and the time slice, needed to process an
individual video frame. To perform comparative assessment of depthmap accuracy using
the approaches, presented above, for every image from the test set, reference outcomes
of depth map retrieval were obtained. This was achieved using the Intel RealSense Lidar
Camera L515, then the results, obtained using the approaches, mentioned above, were
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Fig. 1. Sample images with different conditions in the scene under consideration: a) scenes with
small objects, positioned close to camera; b) with small objects, positioned far from camera; c)
scenes with large objects, positioned close to camera; d) scenes with large objects, positioned far
from camera; e) scenes with low luminosity; f) scenes with high luminosity.

compared to reference values. As the relevant similarity metric in terms of depth map
reconstruction the structure similarity index (SSIM)was chosen [29], according towhich
the difference between the pixels (x, y) in two images of N× N is calculated as follows:

SSIM (x, y) = (2μxμy)(2σxy + c2)

(μ2
x + μ2

y + c1)(σ 2
x + σ 2

y + c1)
,

where μx – average pixel intensity value for the first image; μy – average pixel intensity
value for the second image; μ2

x – standard deviation for the first image; μ2
y – standard

deviation for the second image; σxy –measure of linear dependence between two images.
The obtained SSIM-index is in the range [−1, 1], where value 1 is achieved only by abso-
lute identity of the compared samples. The higher are the values of the correspondence
index, the higher is the accuracy of the depth maps, retrieved using the respective solu-
tions. Resulting index values of structure similarity between the reference and actually
obtained depth maps are presented in Fig. 2.

Approach to depth retrieval using image processing with a deep neural network
[20] showed the maximum accuracy of depth prediction in images, containing objects,
positioned close to camera (image classes 1 and 3), aswell in imageswith high luminosity
(image class), averaged estimates of SSIM-index for these classes were {0,906; 0,751;
0,778} and {0,537; 0,550; 0,760} for the approaches [20, 24] respectively. On images
with objects, positioned far from camera (image classes 2 and 4), as well in images
with low luminosity (class 5), higher accuracy of depth map retrieval is achieved with
the stereo-pair based approach [24]. The averaged estimates of SSIM-index for these
classes were {0,766; 0,845; 0,800} and {0,681; 0,682; 0,594} for the approaches [20,
24] respectively.
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а) Image class №1 b) Image class №2

с) Image class №3 d) Image class №4

e) Image class №5 f) Image class №6
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Fig. 2. Values of SSIM-index for each image class: a) scenes with small objects, positioned
close to camera; b) with small objects, positioned far from camera; c) scenes with large objects,
positioned close to camera; d) scenes with large objects, positioned far from camera; e) scenes
with low luminosity; f) scenes with high luminosity.

Estimates of processing time for individual frames of video sequence were obtained
on GTX1650 RYZEN 5 2550 h with 16 GB RAM. Respective values, obtained with the
approaches, considered above, are given in Table 1.

Average time interval, required for processing of an individual frame using a deep
neural network [20] was 0.094 s, whereas with the stereo-pair approach from [24] it was
0.105 s. It follows from this experiment, that both approaches require approximately
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Table 1. Averaged values of time intervals, required for processing of an individual frame of
video sequence in context of every class of images.

Class 1,
sec

Class 2,
sec

Class 3,
sec

Class 4,
sec

Class 5,
sec

Class 6,
sec

Complete
dataset, sec

Stereo
pair

0.099 0.111 0.114 0.096 0.099 0.109 0.105

Neural
network

0.096 0.098 0.090 0.092 0.097 0.091 0.094

equal time to process an individual frame; hence, processing speed is not a relevant
criterion for preference of one of these solutions.

5 Conclusion

In this paper two main approaches to depth map retrieval are presented: via neural
networks and using the stereo pair-based approach. Comparative assessment of respec-
tive implementations is performed according the criteria of accuracy and speed of their
performance. This assessment showed, that both solutions ensure approximately equal
speed in processing of an individual frame, but the accuracy of each specific approach
depends on the conditions and features of the scene under consideration. Based on the
obtained experimental results, it should be concluded that the neural network-based app-
roach should be used when a more accurate depth prediction is required in images with
objects positioned close to the camera, as well on images with high luminosity. If there
is a need for more accurate depth prediction in images with low luminosity, as well as
in images with objects positioned far from the camera, it is preferable to use the stereo
pair-based approach.
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Abstract. The state analysis of Industry 4.0 nodes and devices is an integral
part of the process in order to ensure the safety of functioning. The imperfec-
tion of existing systems for monitoring and analyzing the state of hard-to-reach
devices/nodes and dynamically running processes associated with them makes it
necessary to analyze not just internal data, but also data sourced from side and
external channels. One of the effective ways of resolving this problem is to use
digitized data sequences grouped into behavioral patterns. Research objective:
Development and improvement of the method of undertaking a state analysis of
hard–to–reach Industry 4.0 mechatronic units and devices premised on incoming
data. Methods: The use of behavioral patterns comprising of time-synchronized
digitized sequences received from side and external channels for the state analy-
sis of nodes and processes. Results: Based on the proposed method for the state
analysis of Industry 4.0 nodes premised on behavioral patterns, an experiment has
been carried out to obtain quantitative state estimates of the mechatronic element
at any required point of time based on the analysis of existing parameter values.
The underlying idea behind this experiment was to create a training sample of
digitized sequences from several external channels followed by the subsequent
analysis based on monitoring data. The state can be determined and monitored
by quantitative estimates. The quality of the proposed approach is ascertained by
making a direct comparison of results. The overall accuracy of the selected clas-
sifier for the full classification was found to be 0.90. Practical significance: The
research findings allow for a significant reduction of uncertainty when making a
decision on the technical state.

Keywords: State analysis · Behavioral patterns · Industry 4.0 nodes and devices

1 Introduction

Modern devices of Industry 4.0 are characterized by the explosive growth of trans-
ferred information from not only various sensors and detectors, but also by increased
intelligence of automated process control systems.

In this regard, there is a certain contradiction in that the traditional, narrowly focused
systems using Modbus, Profibus and Industrial Ethernet protocols have been unable
to keep pace with the volume growth and quality of initial information transmitted by
sensors and detectors.Widely used solutions, for example, based onEthernet, do not have
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sufficient functionality to provide effective support for real–time management services,
which causes a number of problematic security issues linked to the state analysis of
certain devices.

The increase in service packs, coupledwith the delays in the transmissionofmessages
between devices may critically affect the security of Industry 4.0 nodes along with the
concomitant processes running in them. This underscores the importance of the state
analysis of these devices, as has been proven in research studies [1].

At the same time, the decision making is complicated by the processes taking place
dynamically in time because of the large number of the initial information sources, as
shown in paper [2].

However, large volumes of analyzed and processed information provided in such
systems are characterized by sufficiently well formalizable data, which allows for the
application of various estimation methods of device states.

2 Formal Problem Statement

In most cases the analyzed device is outside the controlled area or difficult to access,
as noted in paper [3]. Therefore, the ongoing processes of the devices and components
of Industry 4.0 must be subject to continuous monitoring and controlling according to
paper [4]. Important factors include changes in temperature, and amplitude and in the
frequency of vibrations, sounds and electromagnetic spectra recorded by the sensors and
detectors during the production and operation of certain components. These changesmay
indicate the need for process changes in order to prevent wear, failures, and defective
products. This is proven in paper [5].

It is assumed that the system receives information from numerous sources D
(detectors, sensors, internal monitoring elements):

D = {dn|n = 1, . . . , N} (1)

The tuples of the characteristics H come from each source, determining the implemen-
tation of further actions:

H = {hm|m = 1, . . . , M} (2)

In this case, the system’s current state is described by the functional network Z,
which identifies a set of tuples from the sources

Z = {hl|l = 1, . . . , K} (3)

where K is the number of possible states to be analyzed for anomalies.
Let Z be a set of states within the system defined by the sources D and the values of

the characteristics H coming from them. C is a set of state classes (for example, normal
or anomalous). The function of distance between objects r(z, z′) is selected. There is a
finite training sample of the known states Zk= {z1,…, zm} ∈ Z.

It is necessary to split the sample into subsets consisting of states close to the metric
r (i.e., to find the function a: Z → C).
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Based on the functional network, it is determined whether the current state is normal
or anomalous.

It is necessary to analyze not only the states of the devices but also those of the ongo-
ing processes. In most cases, the internal states of both the device and the process are not
available; in those cases, the analysis can be performed based on external characteristics.

Thus, the state analysis of hard–to–reach mechatronic components and devices in
Industry 4.0 on the basis of incoming data from external side channels is an urgent
objective.

3 Proposed Approach

Industry 4.0 is a global sphere within the information space, representing an intercon-
nected set of infrastructures and IT platforms, including the internet, telecommunication
networks, computer systems, embedded processors and controllers, and mechatronic
elements according to paper [6].

Within the framework of Industry 4.0, various devices are considered, such as the
sensors of manufacturing execution systems (CPCS, SCADA-systems), software and
hardware nodes, elements that compose the Internet of Things, smart houses, and robotic
systems for the critical application referred to in paper [7].

Despite its heterogeneity, typical devices of Industry 4.0 canbe considered as separate
components:

– The application software;
– The operating system;
– Hardware;
– The mechatronic part.

This division of Industry 4.0 into various components allows for the analysis of
different data sets received through external channels according to papers [8–12]. The
functioning of a separate part of the device is associated with the occurrence of insignifi-
cant sounds, vibrations, and radiation. Depending on the executed commands, the inter-
actions of the nodes against one another, and the impact of the external environment,
changes in the data will take place, which can be determined through both external and
side channels as is proven in papers [13, 14]. To solve various tasks, grouping channels
by types and sources makes it possible to consider different behavioral patterns that
characterize, for example, the state, behaviour of the device or the external environment,
as shown in paper [15].

Figure 1 illustrates a typical infrastructure organization.
The mechatronic devices of the Industry 4.0 infrastructure, which are located out-

side the controlled zone, are subject to various external and internal impacts, control
commands, and technological processes, which will trigger changes in the data received
through external channels as described in paper [16].
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Fig. 1. The conceptual scheme of the Industry 4.0 infrastructure device with side channels of
conditional behavioral patterns.

It is proposed that the analysis should consider an attribute space model for the
external identification of the operational conditions of the Industry 4.0 infrastructure
devices.

Mp = 〈Hin, Hout, Hside〉, (4)

where:

– Hin are internal characteristics defined by built-in modules of network infrastructure
devices (traffic intensity, packet loss probabilities, temperature, etc.)

– Hout are external characteristics defined by sensors and related to mechanical actions
(vibrations, device coordinates, etc.)

– Hside are characteristics based on the signals from side channels during the operational
and computational processes (electromagnetic radiation, acoustic radiation, changes
in power and voltage).

To determine the state of the Industry 4.0 infrastructure nodes, a variety of indicators
are used to estimate the state of the object. Amplitude, frequency, energy andmany other
signal parameters can be used as characteristics according to paper [17].

The approach is based on the following actions:

– selecting the elements to be analyzed;
– positioning sensors on the surface of the device;
– selecting themode of operation, registering the received signal, and creating a training
sample;

– analyzing the parameters and characteristics of the signals;
– determining the information system states.
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The goal is to obtain the dependence of the quantitative performance indicators of
Industry 4.0 devices and infrastructure nodes for different operating modes. For this
purpose, numerous actions were performed:

– changing the system to the required operating mode by running the corresponding
program;

– analyzing and digitizing the obtained data;
– analyzing the accumulated statistical data and changing the system and its remote
devices to different modes with the purpose of accumulating statistics.

The information contained in the structures of received signals, grouped into
behavioral patterns, is further used.

In contrast to the works presented, this research is focused on the developing an
approach toward analyzing Industry 4.0 devices intended to identify the states of remote
and hard–to–reach devices. This approach combines technologies of machine learning
with an analysis of the heterogeneous external data of the digitized traces of the signal
sequences. These sequences come fromvarious elements and are combined in behavioral
patterns.

4 Experiment

For the experiment, an acoustic side channel and an external channel were selected to
record the sound and acceleration parameters of the manipulator.

The acoustic channel data were taken from microphones, one of which was on the
device and another outside it. The acceleration and motion parameters were analyzed
using an accelerometer mounted on the moving part of the manipulator.

The scheme of the experiment is presented in Fig. 2.

Fig. 2. Scheme of the experiment.
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Digital sequences were analyzed for different states: S1 – the resting state, S2 – the
forward movement of the manipulator, S3 – the forward and left movement, S4 – the
forward and right movement. The duration of the states was different and ranged from
3.0 to 3.5 s.

Synchronized digital sequences from the accelerometer and microphones constitute
a conventional behavioral pattern of the device state. Figure 3 shows the appearance of
signals for the state S1 as an example. The signal from the microphone, statically located
in the area of the experiment, is presented at the top. The signal from the microphone
located directly on the object under study is presented from the bottom. As can be seen
from Fig. 3, the signals at the top are characterized by smaller amplitude and fade away
with the object’s distance from the microphone.

Fig. 3. Appearance of acoustic signals for the state S2.

The second set of digitized pattern sequences is obtained by accelerometer mea-
suring the projection of apparent acceleration (the difference between the true object
acceleration and acceleration by gravity). Linear acceleration is measured with a digital
three–axis accelerometer. As the Z–axis is directed vertically upwards, and the experi-
ment for simplification was carried out on the horizontal plane (without change of the
height level), the free–fall acceleration value g will always provide the greatest impact
on the az acceleration projection onto the Z–axis (Fig. 4).

Fig. 4. Diagram of acceleration projections for the state S2.
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Different states also have different frequency spectra. Figure 5 represents a diagram
of the acceleration spectrum for the state S1 obtained using the fast–Fourier–transform
algorithm. The advantage of using spectral information in classification is that there is
no need to combine signal portraits over time.

Fig. 5. Acceleration spectrum diagram for the state S2.

The classified data array described each state at a discrete point in time using five
characteristics:

H(t) = {
A1(t), A2(t), ax(t), ay(t), az(t)

}
, (5)

whereH(t) is a tuple of signal values fromdifferent sensorsDover time. In this caseA1(t),
A2(t) are values of signal amplitudes from two microphones (characteristics received
based on the side channels), ax(t), ay(t), az(t) are values of acceleration projections along
x, y and z axes respectively (external characteristics).

As a classifier, we used the k–Nearest Neighbour (k–NN) method implemented in
Matlab–R2020a environment. The advantages of the state identification method using
the k–NN algorithm are simplicity and absence of the teaching phase. The classification
is made directly in the process of applying themodel over the training set and the process
under study. This makes it impossible to “separate” the model from the data: to classify
a new set of values, one should use examples of all known states.

For each point of spectral data of unknown state, Euclidean distances to other avail-
able points were calculated, the nearest k neighbours were selected, and conditional
probabilities were calculated for each class. The spectrum point will belong to the
class with the highest conditional probability. Figure 6 graphically demonstrates the
assignment of an unknown point in the spectrum to one of the known states.

ŷ = arg min
y=1,...,K

∑K

j=1
P̂(j|x)C(y|j), (6)

where ŷ is the predicted class,K is the number of classes, P̂(j|x) is a posterior probability
of class j for the observation x, C(y|j) is the classification coefficient of the class as y
when its true class is j. C(i|j) = 1, if i ~= j and C(i|j) = 0 if i = j.

The set of points in the spectrum of the unknown state will belong to the class to
which most of the classified points were assigned at the previous step (6).
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Fig. 6. Assignment of an unknown point in the spectrum at k = 3.

Thus, the k–NN algorithm according to papers [18, 19] allows the classification of
all available points of the time series or spectrum of the device functioning in terms of
their similarity. The results of the classification are given in Table 1.

Table 1. Classification results of the information security state by the k–NN algorithm (k = 3).

Predicted state

S1 S2 S3 S4

Real state S1 421 10 5 1

S2 5 471 17 0

S3 1 11 473 13

S4 7 12 55 419

The sum of diagonal element values shows the total number of correctly classified
states, and the ratio of this number to the total number of states is called the overall
classification accuracy. The overall accuracy of the selected classifier for the case of the
full classification was found to be 0.93.

To determine the accuracy of the classifier by test data, it is necessary to divide the
number of correctly classified states of this class by the total number of states in this class
according to the test data as has been proven in paper [20]. This indicator shows how
well the classification result for this class matches the test data. The similar indicator
is calculated for the real class by dividing the number of correctly classified states by
the total number of states in this class according to the check data. Figure 7 presents the
classification results in the form of the classification accuracy to classes according to the
check and test data.

Thus, the type of recognition using four states demonstrates the fundamental pos-
sibility of the proposed model’s application considering its acceptable accuracy of
identification.
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Fig. 7. Classification accuracy to classes.

5 Conclusion

The development of areas related to Industry 4.0 facilitates the presence of autonomous
devices, unmanned vehicles and production without manual intervention, all of which
necessitate process monitoring for mechatronic devices. Themajor limitations, however,
are the high complexity of incoming data processing and the requirements for input data.

Current identification methods require significant resources, accuracy and credibil-
ity. Taking into account the peculiarities of the observed objects, constant changes in
behavioral characteristics of time and the space of states, grouping observable symptoms
for analysis and synthesis is necessary.

The proposed approach involves grouping characteristics obtained from autonomous
devices into behavioral patterns. The combination of characteristics makes it possible to
more accurately estimate the state of the devices.

The effectiveness of device state estimation depends upon how the received signals
are processed. It is also sensitive to the training sample and the hardware–software
platform under study.
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Abstract. In this paper, we propose the concept for the new Humanoid Soc-
cer league for RoboCupJunior, that allows juniors participate in humanoid robot
competitions. The results of developing prototype platform for a robot soccer
player based on commercially available sets are presented. The modification of
the hardware platform, software development and test results are described.

Keywords: RoboCup · Robotis Bioloid · Computer vision · Robot soccer ·
RoboCup junior · Humanoid robot

1 Introduction

RoboCup (TheWorld Cup Robot Soccer) is an international initiative to promote AI and
robotics research by providing a task of robot soccer game for evaluation of theories,
algorithms and agent architectures. In order for the robot to play a soccer game, wide
range of technologies need to be integrated [1].

There are two big parts of RoboCup: RoboCup Major and RoboCupJunior (RCJ)
leagues. The Major is the competition for university teams while Junior for middle and
high school students teams [2].

Soccer competitions in RoboCup started in 1997 inMiddleSize, SmallSize and Sim-
ulation leagues. TheHumanoid Soccer League competitionswas first established in 2002
[3] and now have become ones of the most impressive in RoboCup [2, 4]. Humanoid
Soccer League teams need to solve the problems in computer vision, locomotion, naviga-
tion and robot bipedal walking [4–6]. There are three subleagues in RoboCup Humanoid
Soccer: AdultSize, TeenSize and KidSize. In Humanoid KidSize Soccer, robots from 40
to 90 cm high are allowed to participate, the game is played on a field 6 x 9 m in size
with artificial grass, and up to 5 players are allowed in each team on the field.

The rules of the Humanoid Soccer league have serious hardware requirements. This
raises the entry threshold for new teams. For example, the commercially available Kid-
Size Robotis Darwin-OP3 platform costs about $11,000 in the US market. Creating
your own platform based on available parts on the market will cost significantly more.
In addition, the participants of the “adult” soccer leagues should have high skills in
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mechatronics, electronics, programming, communication systems, etc. All of this sig-
nificantly complicates the participation in the competitions of this league for new teams
with little or no experience, insufficient financial base and technological level.

RoboCupJunior Soccer leagues use wheeled robots; until now, juniors have not par-
ticipated in humanoid robot competitions due to the high entrance threshold. Neverthe-
less, the juniors have an interest in this type of activity, since it is in soccer of humanoid
robots that the participants solve a wide range of problems in different areas, which leads
to an increase in competencies. Last years the RoboCup community has set a goal to
develop a concept and rules for humanoid soccer league in Junior. Various independent
university groups from Israel, Germany, and Italy work on this task. The team of the
Laboratory of Robotics and Artificial Intelligence (LRAI) of Tomsk State University of
Control Systems and Radio Electronics (TUSUR University) also works on Humanoid
Soccer for Juniors.

2 Methods

2.1 Game Concept

From the RoboCup community point of view, junior humanoid robot soccermay become
a “bridge” between RCJ Soccer Open league and Humanoind Soccer Major League.
Based on our experience of participating in the RoboCup 3D Simulation Soccer and
Humanoid Soccer league competitions, as well as our experience in organizing the
RoboCup events in Russia, we proposed the following set of requirements.

Infrastructure Requirements. Since junior teams are based in schools, institutions of
additional education, universities, the infrastructure for training and games should be
affordable, inexpensive and easily placed in classrooms.We have proposed the following
requirements for the field for the game (Fig. 1):

Fig. 1. Field marking. (Color figure online)
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– Material: low pile carpet, green.
– Field size: external 3 x 4 m, internal (by marking) 2.6 x 3.6 m.
– The marking of the field is done in accordance with Fig. 1, the width of the line

marking 5 cm, color – white.
– Gates: material plumbing PVC pipes, diameter 45 mm, mouth size (W x H x D) 90 x
65 x 40 cm, the color of the gate is white or, depending on the side of the field, blue
or yellow.

– Ball: orange or red ball with a diameter of 6-7 cm, weight 50-60 g, material plastic,
suitable ball for field hockey.

Gameplay. The game consists of two halves, each of 5 min, and a 5 min break between
halves. The games consist of two teams of autonomous humanoid robots playing soccer
against each other. Each team has two robots. If the goal difference of the opponents
is 10, the game is terminated. If, as a result of the game, none of the teams hits the
opponent’s goal, penalti is appointed.

2.2 Robots Requirements

Based on the infrastructure parameters, the following requirements for soccer-players
were proposed:

– Robots can be either made by the participants themselves, or be commercial products,
in the second case, team members should modify them, re-equip robots to provide
their own significant contribution.

– Robots programming must done by the participants themselves. The use of ready-
made commercial code is not allowed.

– The height of the robots: from 30 to 50 cm.
– Robots weight: from 1 to 4 kg.

The number of robots in the team: no more than two, roles: goalie, field player, can
be both field players.

2.3 Team Challenges

Based on the proposed game concept, teams participating in the competition should
solve the following set of tasks:

– Locomotion – movement of robots on the field on two « legs » .
– Vision – the robot’s “vision” system.
– Navigation – robot orientation system on the field.
– Control – robot control system, including group control of a team of robots.
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2.4 Platform Choice

The concept proposed by LRAI TUSUR implies a low entry level, it was decided to use
a commercial kit to build a soccer-robot platform on its basis. After analyzing the market
and the staffing of the educational institutions of the Russian Federation, the two basic
platforms were chosen:

– RoboBuilder – an anthropomorphic robot platform, 28 cm in height, 16 DOF,
Atmega128 controller, accelerometer, infrared distance sensor, C programming
language, built-in Bluetooth module, price 35-50 thousand rubles.

– Robotis Bioloid – an anthropomorphic robot platform, 44 cm in height in the basic
configuration, 18 DOF, CM-530 controller, C-like programming language, price 120
thousand rubles.

One could note the high level of prevalence of the Bioloid platform: according to the
company LLC Applied Robotics, Moscow, there are at least 2000 units of such robots
in Russian schools. Many educational institutions of the Russian Federation already
have the experience of using this platform in the format of robo-dances at RoboFest
competitions.

3 Research and Development

3.1 Locomotion

Usually, when solving robot soccer problems in the RoboCupHumanoid Soccer League,
an adaptive motion model should be used. This model dynamically changes the param-
eters of the robot’s movement depending on the current movement phase, the robot’s
position in space, and so on [3]. Among other things, the adaptive model should prevent
the robot from falling. However, the adaptive model places high demands on the per-
formance of the on-board computer and the implementation of mathematical models,
which could be difficult for middle and high school students. So, we propose a model
of non-adaptive robot movement, where complex movements (walking, turns, etc.) are
implemented as a set of sequential execution of primitive movements. Such primitives
can be easily created by juniors using special software that comes with robots. Thus, the
team that will be able to develop more successful primitives, ensure their “seamless”
gluing into complex movements will receive an advantage on the field. The requirement
of robot stability on the field in this model is extremely important.

For the first stage of movement development, a simpler and cheaper model of a
humanoid robot – Robobuilder was used. The movement of the robot was realized
through the sequential reproduction of the primitive movements, which are called “sce-
nes”. Each scene corresponds to a certain number of frames and execution time (1 frame
at a speed of 20-30 ms as optimal). Thus, there is no need to use the adaptive dynamic
model to control the walking of the robot. This allows to control the gait and movements
of the robot at a basic level. The following movement primitives were developed:
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• step forward with the left foot;

– step forward with the right foot;
– turn left;
– turn right;
– step with the right foot to the right;
– step with the left foot to the left;
– stand up – lying on chest;
– stand up – lying on back.

With such primitives of robot movements, it is possible to create complex composite
movements: for example, “Walking forward” is realized as a sequence of “step forward
with the left foot », « step forward with the right foot”. For the demonstration, a soccer
game of robots with a remote Bluetooth control was implemented.

After the positive results were obtained and it became clear that the model of move-
ment of robots based on primitives works, we decided to apply it to the Robotis Bioloid
platform, which is more preferable for humanoid robot soccer. A similar set of motion
primitives has been developed for the Bioloid platform.

3.2 Vision

The technical vision system of the robot soccer player should provide recognition of
objects on the field: the ball, the goal, the opponents, the mark, etc. [7]

Since the microcomputer of inexpensive humanoid robots does not have high
computational power, it is possible to use specialized camera modules to orga-
nize a technical vision system, where the basic functions for recognizing predeter-
mined objects are implemented on integrated specialized microprocessor. Examples
of such cameras: PxyCam (USA), JEVOIS-A33 (USA), OpenMV Cam M7 (USA),
TrackingCam (Russia).

For our concern, the TrackingCam camera was selected. This camera provides a
resolution of 640 x 480 pixels, supports Dynamixel data transfer protocol, which is also
used in the Bioloid platform.

TrackingCam camera technical parametrs: Omni-vision 7725 matrix, resolution 640
x 480 pixels, frame rate up to 30 frames per second, STM32f407 – ARM Cortex M4
168 MHz processor, 168 Kbytes RAM, 512 Kbytes flash memory, 5-12 V power supply
voltage, I2C, UART, SPI, Dynamixel, USB interfaces.

The TrackingCam technical vision module is able to perform operations for recog-
nizing both single-color and composite objects consisting of several color areas using
the YcbCr color model [9]. The result of processing is a set of selected color areas.
The camera sends a data packet about the found objects to the microcontroller with a
given frequency. This data package contains information about founded color spots: the
number and the type of the spot, the spot position in the frame, and the area of the spot
in pixels.

To configure the camera to search for necessary objects, TrackingCamApp software
for PC is used. It is recommended not to recognize more than three-color spots in
the frame while configuring the camera. TrackingCamApp software allows to select the
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camerawork protocol, its bit rate and other parameters and save the camera configuration
files to the PC for subsequent quick download.

To ensure the operation of the Vision module on the Bioloid platform, we modified
the robot. The working name of the modification: “Robot soccer player head”.

The head of robot soccer player consists of two Dynamixel AX-12A servos mounted
on the upper body of a humanoid robot, aswell as a TrackingCamcamera rigidly attached
to the upper servo (Fig. 2). Two servos provide azimuth and tilt rotation of the robot’s
head relative to the horizon. However, this design has a significant drawback – when
robot falls, the impact falls on the camera lens.

Fig. 2. Prototype of the football-robot.

In order to secure the camera, the robot’s head case was developed. The case contains
mounts for TrackingCam and for an additional microcontroller OpenCM9.04, to expand
the computing power of the robot. This whole structure is reinforced with stiffeners, for
camera hits protection when the robot falls. The 3D model was developed in Autodesk
Inventor 2019, and fabricated on a 3D printer from PLA plastic. The mass and overall
parameters of the resulting part are: weight – 41 g., Dimensions: 94 x 77 x 74 mm.

3.3 Navigation

Navigation of the platform is provided by the software of the Navigation module, which
uses the data of the subsystem “Robot soccer player head”. During the game, the robot
searches for a bright ball, when it is found, it points the camera at the center of mass of
its color spot [8]. After centering the camera, the controller requests feedback from the
servos. The robot decides to make the necessary movement, basing on the tilt and pan
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servos position: if the head is pointed forward and raised up – robot goes forward; if the
head is directed to the left or right robot goes to the left or to the right, respectively; if
the head is directed forward and lowered down at a small angle to the core – robot hits
the ball.

The “Forward” movement is based on previous robot movements. If, during the
previous iteration of the cycle, the robot took a step with his left foot, the next step he
will take the right one. Such commands allows to increase the speed of movement of the
robot with less swinging of the entire body.

Ball Seeking. The robot takes up this state if the ball is not found in the frame. In this
case, the robot moves along the field along the trajectory of the cycloid, while making
turns with the head around the circumference, according to:

Tilt = horiz + k sin(t);

Pan = vert + k · cos(t),
where Tilt – angle of rotation of the head, relative to the horizon; Pan – angle of rotation
of the head, relative to the vertical; horiz – angle of rotation of the horizontal servo equal
to the horizon zero; vert – angle of rotation of the vertical servo is equal to the vertical
zero; k – proportionality coefficient; t – variable in radians.

The robot moves around the field seeking the ball, until the ball is detected. After
that, the robot switch to state of “Ball follow”.

Ball Following. When the camera detects an object on the field that looks like a ball,
it is centered in the frame. It is realized using the position of the ball in the frame
as coordinates along the X and Y-axes; the controller sends commands to servos that
rotate the camera until the ball is relatively close to the center of the frame. In addition,
boundary parameters are set for centering, which do not allow the robot to turn its head
at an angle that is impossible for a human. If these boundary parameters exceeded, the
robot makes turns and moves with its entire body, not with its head.

Ball Centering. When the ball found and its color spot is in the center of the camera,
the scenario of approaching and kicking the ball starts. The robot goes forward to the
ball, using the movement primitives loaded into it (walking forward, sideways, turns,
hitting the left /left foot, etc.). At the beginning of the movement, the robot tries to center
the position of its body and head relative to the ball. This condition allows getting closer
and hitting the ball at a right angle. After that, the robot switch on to “Ball kick” state.

3.4 Control

The robot controlmodule defines the strategy and tactics of the game, aswell as integrates
and manages the operation of all the software modules described above. At the software
level, the control block is an infinite loop, the first element of which checks whether the
robot has fallen. If robot fell – the “stand-up” system rises up the robot.
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Next, it’s need to determine the current state of the game – “Find ball”, “Ball follow”,
“Ball centering”, “Ball kick”, “Fallen”. Finding and following the ball was discussed in
detail in the Navigationmodule. Let’s take a closer look at the “Ball kick” and “fall-stand
up system” modules.

Ball Kick. The kicking occurs when the ball is in the center of the frame, and the
camera tilted down, using the servos of the head, at the maximum possible angle, from
the standard location. The choice of the foot for the kick depends on which side of the
center of the frame is the center of the ball:{

pan > vert,RightKick();
pan ≥ vert,LeftKick(),

where RightKick(), LeftKick() – functions for kicking the ball with the right or left foot.

The System Fall-stand Up. During the soccer game, robots falls are inevitable. The
robot’s position is tracked using an accelerometer. This sensor can detect rapid changes
in the robot’s position in space using two coordinates. Based on the accelerometer
measurements, one can determine the robot’s position: “fell on chest” or “fell on back”.
To bring the robot to the “standing” position, the appropriate set of motions of the
Locomotion module are performed.

One of the problemswhen using a robot with non-adaptivemotion system that moves
in space using motion primitives is that it is impossible to execute parallel commands
when running one of these primitives. In particular, it is not possible to get the accelerom-
eter reading until the execution of the primitive is complete. The solution to this problem
is to divide one large sample into a series of N relatively small “frames”. Sequential exe-
cution each frame, allows to scan sensors between each such frame. Thus, if the robot
starts to fall while playing the motion primitive, the accelerometer will have time to
register this and start the “Stand up” program block.

Frame-by-frame development of movements increased the chance to recognize a
sharp fall and subsequent rise up to 70-75%, which significantly increased the dynamics
of the game on the field. However, there were a number of exceptions, during which the
robot could fall on its back or on its chest in the absence of running movements. For
example, when two robots collide. In this case, the robot could not detect rapid changes
in the accelerometer reading and did not recognize the fall.

To increase the robot’s fall recognition up to 100% we use a special function, which
is based on the fact that the robot is in a state of absence of the ball in the frame and
that the robot is unable to observe the ball when falling on its chest or back, it follows
the cycloid. Since the accelerometer is located in the center of the body, when walking
straight, there is always a significant permissible swing. However, in the prone position,
the robot moves its legs in the air, and the cubic shape of the body contributes to the
minimum swing of the accelerometer. Therefore, the average value of the sensor’s frame-
to-frame deviations during playback of one of the primitives could be calculated. These
values differ significantly when walking straight on the field and when walking in a
prone position, which confirmed by practical experience. Figure 3 shows a diagram of
the evolution of the system “Fall-stand up”.
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Fig. 3. Diagram of the evolution of the system “Fall-stand up”. M – motions frame; A
– accelerometer values.

For calculating the average value of the sensor’s frame-to-frame deviations the
following formula is used:

|SN | =
∑N

i=1 |A0 − AN |
N

where N is number of frames in the primitive; A0 is reference value of the sensor at rest;
AN is sensor value on the Nth frame.

The fall conditions are as follows:{
F = 1, |SN | < 10;
F = 0, |SN | > 10,

where F is the drop function. F = 1 if the robot fell, F = 0 if it didn’t fall.
The camera determines the position of the fall. If the camera is pointing up, it detects

strong external lighting, and the robot gets up from the back. Similarly, for getting up
from the chest, in this case, the camera sees a black spot in the entire frame.

4 Experimental Evaluation

For evaluation of developed software and hardware the experiments were carried out.
All experiments were performed in laboratory conditions. Obtained values for robot
characteristics were calculated based on the average value of at least ten experiments
performed.

4.1 Locomotion

Table 1 shows obtained values of the Locomotion module, which include all movement
primitives of non-adaptive robot movement model. The most important parameters are:
forward gait, body turns, lateral pace parameters and the parameters of fall-stand up
system.
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Table 1. The Locomotion module provided characteristics.

Forward gait parameters

The distance robot covers after one movement cycle (step forward with left &
right legs)

10.4 cm

Forward pace 4.03 m/min

Deviation from the initial trajectory 30–45°/m

Body turns parameters (left/right)

The discrete value of the angle of rotation for one iteration of the primitive 42°

The time to rotate the robot’s body on 90 ° 4.04 s

Lateral pace parameters

The displacement distance for one iteration of the primitive 2.2 cm

The displacement pace 2.4 cm/s

Parameters of motion primitives of fall-stand up system

Time to stand up from a chest 2.88 s

Time to stand up from a back 3.23 s

4.2 Control

Table 2 shows obtained experimental parameters of the Control module, which include
ball kick submodule and fall-stand up system. Developed fall-stand up system allows
the robot to rise from a lying position on its chest or back if it falls during a soccer game.

Table 2. Numerical parameters for control module.

Fall-stand up system parameters

Chance to detect the fall ~85–90%

Time required for fall recognition 1.87 s

4.3 Vision

The Vision module implements the technical vision of the robot based on TrackingCam.
To check the operation of the Vision module, the camera was tuned to recognize the
orange ball. This ball is a sports equipment designed for playing field hockey or lacrosse.
The parameters of the ball are ideally suited to the requirement for the infrastructure of
the game: material – plastic, weight – 53 g, diameter – 62 mm.
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Ball was placed on the maximum distance from the camera, on which Vision module
is able to detect the ball correctly. Figure 4a shows the ball, observed by robot. On
Fig. 4b the binarized initial image is represented. Camera was tuned to recognize the
orange ball. Figure 4c represents the ball, detected by Vision module. The detected are
has parameters, which were discussed in Vision module (area, coordinate of the center
etc).

Fig. 4. (a) ball, observed by robot; (b) binarized initial image, observed by robot; (c) ball, detected
by robot’s Vision module. (Color figure online)

After the camera was tuned to detect orange ball the numerical parameters of Vision
module were measured (Table 3).

Table 3. Numerical parameters for Vision module.

Maximum detection distance from the robot’s body to the ball on the field 65–70 cm

Camera’s arc of vision 76°

Area of the view of the camera 186.51 cm2

According to experiments, the developed modules allow the robot to stable move
across the field, track and kick the ball, stand up when it falls and generally allow robot
to fully participate in the robot soccer game.

5 Discussions and Conclusions

The developed platform was demonstrated for the first time at the international robotics
festival RoboFinist, St.Petersburg in October 2018. Less than a month later, LRAI stu-
dents, using the developed platform, helped to form teams in two schools in Tomsk,
which allowed to held the first mini-tournament at the “TUSUR Cup” in November
2018. In the spring of 2019, a new humanoid robot soccer League, Junior Humanoid
Soccer, was formed at the RoboCup Russia Open 2019 competition, in which took part
four teams from Tomsk, Moscow, Krasnoyarsk and Chelyabinsk. The international pre-
mier of the League was held at the RoboCup Asia-Pacific championship, which was
held in Moscow in November 2019, with 5 teams participating.
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Thus, in the process of work, the concept of a new soccer league of humanoid robots
among junior teams was proposed, a platform prototype and software for a soccer player
robot using commercially available robots were developed, the tests were conducted and
the foundations for forming a team community in theRussian Federationwere laid. Since
the educational institutions of the Russian Federation already have a sufficiently large
base of Robotis Bioloid humanoid robots, it can be assumed that this league will actively
develop using the approaches described in this paper. It is important to understand that
the proposed platform prototype provides ample room for modification, both in terms
of equipment and in terms of software robots.
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Abstract. Considering humans as a non-deterministic factor makes
anomaly detection in Human-Robot Interaction scenarios rather a chal-
lenging problem. Anomalous events like unexpected user interaction or
unforeseen environment changes are unknown before they happen. On
the other hand, the work process or user intentions could evolve in time.
To address this issue, a modular deep learning approach is presented
that is able to learn normal behavior patterns in an unsupervised man-
ner. We combined the unsupervised feature extraction learning ability of
an autoencoder with a sequence modeling neural network. Both models
were firstly evaluated on benchmark video datasets, revealing adequate
performance comparable to the state-of-the-art methods. For HRI appli-
cation, a continuous training approach for real-time anomaly detection
was developed and evaluated in an HRI-experiment with a collabora-
tive robot, ToF camera, and proximity sensors. In the user study with
10 subjects irregular interactions and misplaced objects were the most
common anomalies, which system was able to detect reliably.

Keywords: Human-Robot Interaction · Anomaly detection ·
Unsupervised learning

1 Introduction

Since 19th-century law acts and directives were developed for safety and acci-
dent prevention at work [1]. Traditionally, work with heavy machinery or in
hazardous environments should be conducted under the supervision of other
people. Nowadays, technological advances facilitate new approaches for safety.
In 2017, Moscow Metro has abolished the escalator attendant post, whose duty
was monitoring passengers on escalators to prevent dangerous situations. Like
the Moscow Metro employing remote operators for monitoring multiple escala-
tors at once without a physical presence, in future human-robot collaboration
workspaces, an artificial intelligence system could be supervising the work pro-
cess by processing multi-modal sensory information in real-time and simultane-
ously learning new human behavior online.
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Anomaly, novelty, or outlier detection all describe the problem of detecting
special events that indicate a non-usual behavior, a binary classification prob-
lem. In contrast to most other binary classification problems, the availability
of data is asymmetrical by nature: normal behavior events can be gathered in
large amounts, while anomalous behavior is, by definition, a composite of rare
or even unpredictable events. Additionally, in real-world monitoring scenarios,
the properties of available data might change, or even contextual evolution is
possible. Events that are considered normal might become irregular or the other
way around. People starting wearing face masks in public establishments and on
the streets during the COVID-19 pandemic serves as a perfect example for such
a contextual change.

This paper presents a modular deep neural network architecture to learn nor-
mal behavior patterns on temporal data sequences in an unsupervised manner.
The model is evaluated with different configurations on benchmark datasets.
Furthermore, continuous training of the model is implemented and tested as
an adaptation mechanism for contextual changes in a human-robot collabora-
tion scenario, as detecting irregular behavior in a human-robot collaborative
workspace could be a first step to a safer human-robot collaboration by e.g.
limiting or stopping robot movement when required.

2 State of the Art

Recent research for anomaly detection focuses, in many cases, on deep learning
techniques using neural networks to predict subsequent data frames based on
previous information. In these approaches, anomalies are defined as events that
are outliers with respect to a learned model: an anomaly is derived from the
deviation of the predicted and the actual subsequent data frame.

Hasan et al. [2] train two autoencoders (AEs) to learn a regularity model: a
fully connected AE using handcrafted features and an other fully convolutional
AE that learns the features by itself. A framework introduced Del Giomo et al.
[3] defines anomalies as examples that can be distinguished from other exam-
ples from the same video. Their model was trained in an unsupervised manner
and detected anomalies independent from the temporal order of the anomalies.
Jefferson Medel [4] trained two architectures to learn a generative model to pre-
dict subsequent video frames: in the first model multiple long short-term mem-
orys (LSTMs) act as encoders and decoders on stacked, non-overlapping image
patches; the second is an AE based model, that uses max pooling to learn the
features of whole frames. An unsupervised learning method is used by Chong et
al. [5], utilizing a spatiotemporal encoder - an encoder decoder architecture con-
sisting of convolutional layers, convolutional LSTMs cells, and deconvolutional
layers - to classify anomalies in video sequences based on the reconstruction
error. Two independent Gaussian classifiers were trained by Sabokrou et al. [6]
to differentiate normal and anomalous video patches from crowded scenes

Wang et al. [7] review multiple adaptation mechanisms for anomaly detection
in their survey: probabilistic-based [8,9], neighborhood-based [10,11], density
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ratio-based methods [12,13] and the one-class support vector machine (SVM)
[13]. They conclude, that it is still necessary to extend these approaches to
handle large amounts of data in distributed resource-limited environments.

3 Concept

Anomalies can be divided into three categories [14]: 1) anomalous events have
significantly different in-frame characteristics from normal events, (e.g., spatial,
color); 2) anomalous events have some temporal irregularity (e.g., happen rarely,
wrong order); 3) anomalous events are events that have a specific meaning.

The first two categories include anomalies that differ from normal events in
certain aspects, thus by training a normal behavior model for each category,
anomalies could be detected as events that do not comply with the norm. How-
ever, creating a model to detect anomalies from the third category would require
some a-priori knowledge or examples of such anomalies. Hence, detecting anoma-
lies with a specific meaning is not in the scope of the paper.

Fig. 1. Concept for using anomaly detection in an HRI setup

An anomaly detection model is obtained by combining a characteristic and a
temporal normal behavior model that can be trained and adapted unsupervisedly
with normal behavior data. A concept for employing such an anomaly detection
system in an HRI setup is shown in Fig. 1: the anomalies are detected based
on different models, and are used to limit robot movement in a human-robot
collaborative task to improve safety. A key factor to this is the robot being
constantly aware of the sometimes unpredictable or anomalous actions of the
human co-worker and acting according to it.

To learn characteristic normal behavior, two unsupervised feature represen-
tation learning models are considered: AE and deep belief network (DBN). Both
can learn to fuse multi-modal sensor data additionally to learning a feature rep-
resentation [15]. The AE is chosen over the DBN as it is simpler to train and
to implement since a DBN has to be trained in a greedy, layer-wise manner.
The reconstruction error of the AE can also be used to calculate a characteristic
regularity score, to classify characteristic anomalies.
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Temporal normal behavior can be learned using a sequence model to predict
the current data-frame or a sequence of data-frames using data-frames from the
past and present. In this paper, both an LSTM and a generic temporal convolu-
tional network (TCN) inspired model consisting of stacked dilated convolutional
layers are tested for the task. Similarly to the characteristic regularity score, the
temporal regularity score can be derived from the loss of the temporal normal
behavior models.

To make the training of these models more efficient, the extracted feature
representation from the characteristic normal behavior model, the bottleneck
of the AE, is used as input. A conceptual architecture of a combination of the
characteristic and temporal normal behavior models is shown in Fig. 2.

Fig. 2. Concept of the anomaly detection system

As both normal behavior models can be trained unsupervisedly, both can
be trained online with real-time sensor data. Assuming that most recorded
data describes normal behavior, as anomalies are rare events, each data-frame
recorded while using the anomaly detection system could be used for train-
ing. This way however, anomalies would also be included in the training data,
although as the concept states, only normal behavior data is intended to be used
for training the model. Assuming, that anomalies make up at most around 10%
of all data, their effect on the accuracy of the model would not be significant, as
stated in the research of Klein et al. [17] and Khamis et al. [16]. As there is no
limit to using the system, there would be enough variety in the training data,
including the anomalies as occasional outliers, to prevent overfitting. This way,
the model can be trained all the time, while the system is used, thus enabling
adaptation to changes in the distribution of normal-behavior. Furthermore, the
value of the loss function used for training can be used to compute a regularity
score to distinguish anomalous from normal behavior.
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4 Implementation

4.1 Neural Network Topology

Characteristic Normal Behavior Model – a stacked AE with two 2D con-
volutional and deconvolutional layer pairs. The AE is expected to learn a dis-
tribution of the input’s characteristic normal behavior by learning the identity
function. An input is considered normal if its reconstruction error is small.

Two different normalization methods for input data are considered in this
paper: one that maps the data to [0, 1] and one to [−1, 1]. Based on the nor-
malization method, the outer activation functions of the AE are chosen to be σ
(sigmoid) or tanh. The inner layers of the AE have a tanh activation function.

Figure 3 shows the architecture of the stacked convolutional AE used in our
approach. This architecture is similar to the architecture of the AE from the
spatiotemporal AE presented in [5], except this model has fewer kernels and
optionally a sigmoid activation function at the input and output layers.

Fig. 3. The characteristic normal behavior model: a stacked convolutional AE; with
an input tensor depth of d = 6.

Temporal Normal Behavior Model – two ANN architectures are imple-
mented: a convolutional LSTM and a generic TCN inspired model consisting of
stacked dilated convolutional layers. These two models are designed to be fully
interchangeable. Both models learn a temporal normal behavior by mapping a
sequence of inputs to a sequence of outputs of the same dimension. Since the
input of the temporal model is the bottleneck of the AE, the output of the
temporal model decoded by the AE.

The LSTM used in this paper consists of three convolutional LSTM cells.
The architecture is similar to the temporal encoder-decoder model presented in
[5] but with less kernels.

The convolutional temporal network used in this approach is a modified ver-
sion of the generic TCN model described in [18]. Residual blocks are completely
omitted since the aim of this model is to learn normal behavior by learning the
identity function, which would be unnecessary if the original input was forwarded
to the output, thus its main components are stacked dilated convolutional layers.
Although this architecture differs from the generic TCN, it is a sequence model
consisting only of convolutional layers, so the term TCN will be further used for
it. A convention of the whole architecture is that the input and the output of the
temporal model are in the domain [−1, 1], thus the activation function of the last



300 G. Sóti et al.

layer is set to tanh instead of ReLu. Additionally, an optional gating mechanism,
similar to the gating mechanism of the LSTM, is added to the architecture. The
TCN consists of three blocks, where each block has a dilated convolutional layer
and a gate. A gate is also a dilated convolutional layer, but with σ activation
function instead of tanh. The output of a block is the element-wise multiplica-
tion of the dilated convolutional layer’s output and the gate. Thus the output
sequence O of a block is:

O = tanh(X ∗d F + b) ⊗ σ(X ∗d G + c), (1)

with F and G filters, b and c biases of the dilated convolution and gate, ∗d
dilated convolution operation and ⊗ Hadamard product (Fig. 4).

convolutional LSTM

gated TCN

Fig. 4. Temporal normal behavior models.
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4.2 Training Method

Two methods were considered for training: separate training and global training.
The loss for both methods is MSE with L2 regularization.

For separate training the input data sequence is encoded by the AE and
used as input for the decoder of the AE and for the temporal model as well.
This first decoding of the AE is the characteristic reconstruction, producing
the characteristic loss, which is used to update only the characteristic model.
The temporal model’s reconstructed sequence of features is also decoded by
the AE, producing the temporal reconstruction and the temporal loss. This
is used to update the temporal model only. This way, both characteristic and
temporal models are trained separately ensuring that the characteristic model
only learns characteristic features of the input, and the temporal model mainly
learns temporal features (see Fig. 5).

For global training the combination of characteristic and temporal models
are treated as a single neural network. Input data sequence is encoded by the AE
and used as input for the temporal model. The temporal model’s reconstructed

Fig. 5. Separate training of the architecture. The red arrows represent the character-
istic and temporal losses. (Color figure online)

Fig. 6. Global training of the architecture. The red arrows represent the global loss.
(Color figure online)
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sequence of features is decoded by the AE, producing a single sequence of
reconstructed inputs. This produces a global reconstruction error and loss for
training both models simultaneously (see Fig. 6).

4.3 Data Preprocessing

The depth of the input tensor of the network depends on the different inputs
used for the anomaly detection system; however, to be able to concatenate them,
the width and height after preprocessing has to be the same. Two or more
dimensional inputs e.g. RGB images or data from a sensor array are scaled to
have the same dimensions, for one-dimensional inputs, a matrix of the proper
shape is filled with the given value.

An additional preprocessing step is considered for inputs: by subtracting the
current input from the previous one, only the changes are propagated through
the network. This might enhance the learning capacity of the model as parts of
the input that do not change, such as background, do not have to be learned.
In this case, however, the target is sparse and has most likely many zeros and
very small values and only a small amount of significant greater values. This
could cause the model to learn zero mapping. To solve this, an asymmetric loss
function is implemented, which penalizes the difference of a target and output
element if the absolute value of the target is greater than a threshold.

4.4 Regularity Score

To evaluate the anomaly detection system, a regularity score is defined based on
the reconstruction error of the network:

r(f) = 1 − MSE(f) − MSEmin

MSEmax − MSEmin
, (2)

where MSE(f) is the mean squared error of the current frame, MSEmin and
MSEmax are the minimal mean squared error and maximal mean squared error
over the whole test dataset. The area under the receiver operating characteristics
curve (AUC-ROC) is used to evaluate the models’ performance on benchmark
datasets.

The regularity score defined above can not be applied for continuous train-
ing. A similar regularity score rstat is defined using the mean squared error of
the model and is used to describe the regularity regarding the learned normal
behavior:

rstat(fn) = max(min(1 − MSE(fn) − (μn − 4 · σn)
16 · σn

, 1), 0), (3)

where MSE(fn) is the mean squared error of the nth frame, μn and σn are
exponentially weighted moving mean and standard deviations [23] of the MSE
of preceding frames.
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Additionally to rstat, an other regularity score rstead is used for evaluation.
This measures the steadiness of the reconstruction error:

rstead(fn) =

√
(MSE(fn) − MSE(fn−w))2 + (s · w)2

∑n
i=n−w

√
(MSE(fi) − MSE(fi−1))2 + s2

, (4)

with w observation window size and s scaling factor.
The regularity score is adapted with every new reconstruction error, as it

depends on its statistics. This also means, that if an anomaly occurs frequently,
it pushes the standard deviation higher, while also pushing the regularity score
of the same anomaly higher. This would mean that the same anomaly would not
be considered an anomaly if it occurs regularly.

5 Experiments

The implemented anomaly detection model was used in two different ways: a
framework for evaluation and proof of concept on benchmark datasets and a
framework for evaluation on a human-robot interaction setup.

Benchmark datasets: to check whether the method can be used for
anomaly detection, it was tested on two benchmark anomaly datasets: avenue
[19] and UCSD peds1 [20]. The benchmark datasets consist of training and test
videos. The training videos only contain normal behavior data and the test videos
contain both normal and anomalous data roughly with a proportion of 1:1.

HRI experiment: we conducted an experiment with 11 participants play-
ing the shell-game on a human-robot collaboration table. They were asked to
play the game 10 times according to the defined rules and 1 time disregarding
them. During the experiment, two clusters of anomalies have emerged: irregular
interactions and misplaced objects. Synchronized RGB-D images, data from the
built-in 16 × 6 proximity sensor array [21] and game states were recorded for
evaluation.

6 Evaluation

6.1 Benchmark Datasets

Models using a TCN proved to be better at detecting anomalies than using an
LSTM on the benchmark datasets. Sigmoidal gates however, did not improve
the performance of the TCN. Results show that using HSV encoding on images
performs worse than RGB or grayscale. Although there was no significant dif-
ference when using RGB or grayscale encoding one could argue that RGB has
the advantage of holding more information, while grayscale has the advantage
of being smaller, thus accelerating training and evaluation.



304 G. Sóti et al.

Table 1. AUC of different models trained on the UCSD peds1 and avenue datasets.

AUC - ROC UCSD peds1 Avenue

Discriminative framework by Del Giomo et al. [3] N/A 0.78

Histograms of optical flow [22] 0.72 N/A

ConvAE [2] 0.81 0.70

Spatiotemporal AE [5] 0.89 0.80

Ours (TCN, difference input, global training) 0.80 (GS) 0.82 (RGB)

Ours (TCN, normal input, separate training) 0.78 (GS) 0.84 (GS)

Further investigation of the correlation between the characteristic and tem-
poral parts of separately trained models by combining their classification result
or their regularity scores shows that nearly every anomaly detected by the char-
acteristic model is also detected by the temporal model. An additional insight
is that using difference input improves performance when trained globally, but
the temporal model of separate training performed better (in the case of TCNs)
with normal input.

Table 1 compares the two best performing models from this paper to other
published anomaly detection models based on the benchmark datasets UCSD
peds1 and avenue. Both models perform similar to other models on the UCSD
peds1 dataset; however, they outperform other models on the avenue dataset.

6.2 HRI Experiment

Several models with different configurations are trained and evaluated on this
dataset. Data sequences of the 11 participants are sequentially processed by
the anomaly detection system only once. Each model uses a TCN as temporal
model. The models are different in their input channels (camera, depth camera,
proximity sensor, shell-game state), image encoding (RGB, grayscale), training
method (separate, global), input method (normal, difference of two consecutive
frames) and gating (enabled, disabled).

Training with camera image only does not lead to significant regularity score
changes even when anomalies occur. Small regularity score drops that corre-
spond to the operator interacting with the table appear when proximity sensor
data is used in the training, however irregular interactions with the table pro-
duce significantly larger score drops. This effect is slightly enhanced when depth
information is also used. The proximity sensor data input channel is the most
influential. One of the main reasons for this might be, that changes in sensor
data are far larger than changes in other channels’ data. Overall, training with
more information sources still improves performance. There are no significant
differences between results when using RGB or grayscale encoding.

Figure 7 shows the regularity scores of a globally and separately trained mod-
els using normal input and difference input on data sequence #1. The first mis-
placed object anomaly is not detected, the second irregular interaction anomaly
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Fig. 7. Regularity scores of non-gated models trained with normal and difference input.
The plots show the results on data sequence #1, trained with inputs: camera image,
proximity sensor data, and depth image.

however, is indicated correctly by a large downward spike by models trained
with normal input. When trained with normal input, the characteristics of the
regularity scores remain the same for the separately and globally trained mod-
els. In case of training with difference input however, rstat spikes remain similar
and rstead spikes become much larger and more frequent when training globally.
All in all, training separately produces a more steady regularity score with less
artifacts in case of rstead, while global training has a similar effect on rstat.

Using difference input results in large and frequent regularity score drops.
These occur when the player regularly interacts with the collaboration table;
training with normal input reduces this effect significantly. Finally, sigmoidal
gates can lower the false alarm rate by suppressing regularity score drops.

The performance of the model on two Nvidia TITAN V GPUs was 20 fps for
6 input channels up to 66 fps for 1 channel.
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7 Conclusion

The method described in this paper performed well on benchmark datasets while
trained traditionally, especially when using stacked dilated convolutional layers
as temporal model. Evaluating the continuous training approach on experiment
data revealed that most irregular interaction can be detected with this method;
however, misplaced objects could not be detected reliably. Nevertheless, train-
ing and evaluating different models provided valuable and interesting insights
regarding preprocessing, training and using sigmoidal gates in neural networks.

Continuous training of neural networks could be important in the future,
particularly in designing intelligent, general-purpose, and flexible systems. The
advancement of hardware for computing neural networks makes this approach
applicable in robotic systems as well. Anomaly detection, especially learning
a normal behavior model, is a very well fit task to research continuous online
training.
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Abstract. In this paper, the posteriori methods, such as NSGA-II, MOGWO and
MOPSO, are considered in solving multicriteria optimization problems. The main
goal of thesemethods is to find set of non-dominated solutions or Pareto front using
Pareto dominance. A kinematic description of the processed four-finger gripper
prototype for picking tomatoes, its objective functions and constraint functions
are presented. The main advantage of this prototype is that it uses the same driver
to simultaneously control the movements of the fingers and the suction nozzle.
Three optimization cases are considered: optimization of two objective functions,
optimization of objective functions, and optimization of all objective functions
simultaneously. To optimize the task of multi-objective functions, a normalized
weighted objective functionwithweightage factors is used. The results of optimiz-
ing the kinematic gripper design using posteriori methods method performance
measure are presented. Depending on the selected objective functions, we can
choose a set of sizes of kinematic gripper elements.

Keywords: Multi-objective optimization · Optimal gripper design · NSGA-II ·
MOGWO · MOPSO

1 Introduction

The development of autonomous robotic harvesting requires the integration of several
subsystems, including crop detection, path planning and manipulations. Gripper can be
considered as the most important component of harvesting robots, because it directly
touches and interacts with agricultural products [1, 2].

To develop a gripper mechanism, an optimization process is needed to determine the
length links of the mechanism by forming a target [3]. The task of optimizing the gripper
mechanism has several conflicting goals with a complex search space. Thus, solving the
problem is very difficult with conventional optimization methods.

There are various methods for solving multipurpose optimization problems, but they
can be divided into the following types: a priori methods, a posteriori methods and
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interactive methods [4–7]. In a priori methods, multiple objectives are combined into
a single objective by using a weight for each objective, which allows us to define the
importance of objectives. Themain drawback of this method is that the choice of weights
for each objective function before the loop leads to inaccuracies and repeated calcula-
tions with different sets of weights. In the posteriori methods, all objective functions are
optimized simultaneously, and the decision-making process is required only after the
optimization process to select one of the solutions. In the interactive methods, decision
makers are involved during the optimization process. In addition to the greater opportu-
nity for the decision maker to adjust, adapt or adjust preferences compared to both of the
above methods, the interactive methods encounter difficulties in determining informa-
tion about preferences and reusing previous preferences, the general limit of interactive
multipurpose optimization methods relies on the Pareto-front [5].

In this study, we describe posteriori multi-objective optimization algorithms used
for the design of agriculture robotic gripper. In Sect. 2, the algorithms of the three poste-
riori methods are presented, including NSGA-II and MOGWO and MOPSO. Section 3
describes the kinematic scheme of gripper for picking tomatoes and the objective func-
tions for optimizing gripper sizes. Section 4 presents the results of optimization, and
finally, Sect. 5 presents conclusions and prospects of the study.

2 Posteriori Multi-objective Optimization Algorithms

All three of posteriori methods mentioned above begin with randomly initializing vari-
able values in the search space. Solutions are compared by Pareto dominance, a set of
non-dominated solutions that satisfy conditions known as the Pareto front, or a set of
optimal solutions. The difference between the methods is to maintain and improve the
set of optimal solutions after each loop. The flow chart of these methods is shown in
Fig. 1.

The nondominated sorting genetic algorithm II (NSGA-II) is one of the most widely
used algorithms for solvingmulti-objective optimization problems,which is based on the
non-dominated sorting genetic algorithm [8]. The main features of the NSGA-II algo-
rithm are: (1) the use of quick non-dominant sorting to reduce computational complexity,
(2) the use of an elitist strategy to expand the sample space and improve the accuracy of
optimization results (3) the use of crowding distance to select the best solutions.

The multi-objective grey wolf optimization (MOGWO) algorithm imitates the hier-
archy of leadership and the mechanism of “hunting grey wolves in nature” [9]. Those
solutions are equivalent to alpha, beta, and delta wolves. The hunting process consists of
three phases: searching phase, encircling phase, and the attack phase. The mathematical
model of the behavior of the encircling phase is presented in the following equations:

�D =
∣
∣
∣ �C · �Xp(t) − �X (t)

∣
∣
∣; (1)

�X (t + 1) = �Xp(t) − �A · �D, (2)

where: t is the current iteration, �A and �C are the coefficient vectors, �Xp is the position
vector of prey, and �X indicates the position vector of the grey wolf. To simulate how the
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Fig. 1. Flow chart of posteriori multi-objective optimization algorithms.
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position of each wolf is indicated using the alpha, beta, and delta wolves, the following
equation was proposed in the original MOGWO:

�X (t + 1) = �X1 + �X2 + �X3

3
, (3)

where �Xp, �Xp, and �Xp are calculated as follows:

�Dα =
∣
∣
∣ �C1 · �Xα − �X

∣
∣
∣, �Dβ =

∣
∣
∣ �C1 · �Xβ − �X

∣
∣
∣, �Dδ =

∣
∣
∣ �C1 · �Xδ − �X

∣
∣
∣, (4)

�X1 = �Xα − �A1 · �Dα, �X2 = �Xβ − �A2 · �Dβ, �X3 = �Xδ − �A3 · �Dδ. (5)

The multiple objective particle swarm optimization algorithm (MOPSO) is a
population-based search algorithm based onmodeling the social behavior of birds within
a flock [10]. In the search space, each particle is defined by a coordinate point and speed
of movement. Vector �X is the particle position vector, the length of which is equal to the
number of task variables; �V is the particle velocity vector. The mathematical model for
describing the change in particle position depending on the velocity is as follows [11]:

�Xi(t + 1) = �Xi(t) + �Vi(t + 1), (6)

where t is the iteration number, i is the index of the i-th particle.
The equation for updating the velocity in the MOPSO is as follows:

�Vi(t + 1) = w �Vi(t) + c1r1(�Pbi(t) − �Xi(t)) + c2r2( �Gi(t) − �Xi(t)), (7)

where w is the inertial weight, r1 and r2 are random number in [0, 1], c1 is the social
intelligence coefficient, c2 is the cognitive intelligence coefficient, Pbi(t) indicates the
position of the best solution obtained by the i-th particle, and G(t) is the position of the
best solution found by the entire swarm at t-th iteration.

3 Kinematic Description of Gripper for Harvesting Tomatoes

The kinematic description of the four-finger gripper for picking tomatoes [12, 13] is
shown in Fig. 2. The vector of variables is X = [a, b, c, e, h, α]T , where a, b, c, e, h are
grippers sizes, α is angle between links a and b; β, γ are angles of joints with horizontal
lines; P is the actuation force; F is the gripping force exerted by the gripping fingers at
the contact point.

The geometric dependencies of the grippers mechanisms are presented in the
following formulas:

γ = 2 tan−1 1 − √
1 + A2 − B2

B − A
; β = 2 tan−1 1 − √

1 + A2 − C2

C + A
, (8)

where:

A = z

h − e
; B = c2 + (h − e)2 + z2 − a2

2c(h − e)
; C = a2 + (h − e)2 + z2 − c2

2a(h − e)
. (9)
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Fig. 2. Scheme of the robot gripper mechanism.

From the figure, we can write the following:

Fk = Pa cos(γ − β)

4(b − a cosα) cos γ
, (10)

y(X , z) = 2(h − a cosβ + b cos(α + β)). (11)

To optimize the size of this gripper, the following main objective functions are used:
1. The function, which describes the difference between themaximum andminimum

gripping forces:

f1(X ) = max
z

Fk(X , z) − min
z

Fk(X , z), (12)

where max
z

Fk(X , z), min
z

Fk(X , z) are the maximum and minimum gripping force

respectively, where zmin < z < zmax.
2. The function, which describes the force transmission ratio between the gripper

actuator and the gripper ends:

f2(X ) = P

min
z

Fk(X , z)
= 4(b − a cosα) cos γ

a cos(γ − β)
, when z = zmin. (13)

3. The function, which describes the shift transmission ratio between the gripper
actuator and the gripper ends:

f3(X ) =
∣
∣
∣
∣

zmax − zmin
y(X , zmax) − y(X , zmin)

∣
∣
∣
∣
. (14)

4. The function, which describes the lengths of all elements of the gripper:

f4(X ) =
L

∑

i=1

li = a + b + c + e + h, (15)

where li – length of the i-th element of the gripping mechanism.
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5. The function that describes the force of the gripping mechanism:

f5(X ) =
∣
∣
∣
∣
∣

max
z

Fk(X , z)

P

∣
∣
∣
∣
∣
. (16)

The following main constraints that relate to geometric constraints and the limitation
of the minimum gripping force are considered:

1. g1(X ) = y(X , zmin) − Dmin ≤ 0; 2. g2(X ) = Dmax − y(X , zmax) ≤ 0;
3. g3(X ) = C2 − 1 − A2 ≤ 0; 4. g4(X ) = e − h ≤ 0;
5. g5(X ) = B2 − 1 − A2 ≤ 0; 6. g6(X ) = −1 − C ≤ 0,

(17)

where Dmin, Dmax – minimum and maximum diameter of tomatoes.

4 Experiment Results of Optimization

The initial data for programming the task of optimizing the sizes of the gripper are
presented in Table 1, and the parameters for multi-objective optimization are presented
in the Table 2.

Table 1. Parameters of gripper.

Parameter description Symbol Value

Actuator force P 10 (N)

Size of tomatoes Dmin 40 (mm)

Dmax 100 (mm)

The displacement of gripper zmin 0 (mm)

zMAX 100 (mm)

Size of gripper mechanisms a [20, 100] (mm)

b [50, 100] (mm)

c [20, 100] (mm)

e [10, 50] (mm)

h [20, 80] (mm)

α [1.6, 3.0] (rad)

To optimize the task of multi-objective functions, a normalized weighted objective
function is used as follows:

F(X ) = w1

[

f1(X )

f ∗
1

]

+ w2

[

f2(X )

f ∗
2

]

+ w3

[

f1(X )

f ∗
3

]

+ w4

[

f4(X )

f ∗
4

]

+ w4

[

f5(X )

f ∗
5

]

, (18)

where f ∗
1 , f ∗

2 , f ∗
3 , f ∗

4 , f ∗
5 are the normalizing average values of objective functions,

w1,w2,w3,w4,w5 are weightage factors for the objective functions. By combining the
weightage factors, the results of optimization are presented in Tables 3, 4 and 5.
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Table 2. Parameters for optimization algorithms.

Description NSGA-II MOGWO MOPSO

Number of individuals in the population P 200 200 200

Number of iteration, T 500 500 500

Crossover fraction, mc 2 – –

Probability of mutation 0.1 0.1 0.1

Maximum speed (%) – – 4

Repository size – 50 50

Inertial weight, w – – 0.4

Social intelligence coefficient, c1 – – 2

Cognitive intelligence coefficient, c2 – – 1

Table 3. Optimization results by NSGA-II algorithm.

w1 w2 w3 w4 w5 F a b c e h α

1.000 0 – – – 1.252 56.47 51.24 52.77 15.45 58.55 2.971

0.750 0.250 – – – 2.240 55.13 51.03 54.86 15.00 59.87 2.932

0.500 0.500 – – – 3.256 55.09 51.02 54.98 15.00 59.93 2.930

0.250 0.750 – – – 4.027 55.56 51.10 54.20 15.15 59.45 2.944

0 1 – – – 5.197 55.80 51.13 53.82 15.22 59.21 2.951

– – 1 0 0 5.738 55.57 51.10 54.20 15.15 59.45 2.945

– – 0.500 0.250 0.250 1.249 56.47 51.24 52.77 15.45 58.55 2.971

– – 0.250 0.500 0.250 2.208 55.13 51.03 54.86 15.00 59.87 2.932

– – 0 1.000 0 3.093 55.09 51.02 54.98 15.00 59.93 2.930

– – 0.250 0.250 0.500 3.979 55.56 51.10 54.20 15.15 59.45 2.944

– – 0 0 1 4.860 55.80 51.13 53.82 15.22 59.21 2.951

0.250 0.125 0.125 0.250 0.250 1.249 56.47 51.24 52.77 15.45 58.55 2.971

0.125 0.125 0.250 0.250 0.250 2.208 55.13 51.03 54.86 15.00 59.87 2.932

0.125 0.250 0.125 0.250 0.250 3.093 55.09 51.02 54.98 15.00 59.93 2.930

0.125 0.250 0.250 0.250 0.125 3.979 55.56 51.10 54.20 15.15 59.45 2.944

0.250 0.250 0.250 0.125 0.125 4.860 55.80 51.13 53.82 15.22 59.21 2.951
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Table 4. Optimization results by MOGWO algorithm.

w1 w2 w3 w4 w5 F a b c e h α

1.000 0 – – – 1.286 55.60 50.92 51.57 15.84 45.28 2.660

0.750 0.250 – – – 2.433 55.13 51.03 54.86 15.00 59.87 2.932

0.500 0.500 – – – 3.522 55.09 51.02 54.98 15.00 59.93 2.930

0.250 0.750 – – – 4.611 55.56 51.10 54.20 15.15 59.45 2.944

0 1.000 – – – 5.674 55.80 51.13 53.82 15.22 59.21 2.951

– – 1 0 0 3.282 55.21 51.51 52.51 28.50 59.79 2.669

– – 0.500 0.250 0.250 2.499 55.96 50.03 51.75 26.66 59.65 2.807

– – 0.250 0.500 0.250 2.242 51.13 51.15 53.18 17.46 26.69 2.862

– – 0 1.000 0 2.310 54.20 50.60 53.55 19.52 53.16 2.716

– – 0.250 0.250 0.500 1.816 55.62 51.39 55.47 15.18 59.99 2.809

– – 0 0 1.000 2.571 55.65 50.95 55.01 15.22 59.61 2.830

0.250 0.125 0.125 0.250 0.250 2.295 55.94 50.17 54.08 16.27 59.36 2.841

0.125 0.125 0.250 0.250 0.250 2.623 55.36 50.51 53.84 16.39 57.71 2.838

0.125 0.250 0.125 0.250 0.250 2.862 55.84 50.03 54.15 15.34 58.63 2.831

0.125 0.250 0.250 0.250 0.125 3.288 55.96 50.03 51.75 23.66 59.65 2.806

0.250 0.250 0.250 0.125 0.125 3.160 54.744 51.20 52.65 24.71 56.73 2.710

To compare the obtained results, two quantitative measures on the performance of
multi-objective optimization are: algorithm effort (AE) and ration of non-dominated
individuals (RNI) [14]. The algorithm effort can be assessed as follows:

AE = Trun
Neval

, (19)

where Trun is the simulation time, and Neval is the total number of objective function
evaluated over in Trun. The lower AE value, the less computational costs are required
for the optimization algorithm.

The ration of non-dominated individuals can be assessed as follows:

RNI = Nnon_dom

NP
, (20)

where Nnon_dom is the number of non-dominated individuals in population P while NP

is the size of population P, RNI ∈ [

0 1
]

. Figure 3 shows the simulation results of 20
independent runs and it is presented as a box plot [15].

The simulation results show that MOGWO has the smallest AE and RNI is the
highest, so this is the best algorithm when judged with other two methods on the above
performance measures. The NSGA-II method has the longest computation time, which
can be explained by the repeated procedure for sorting the elements of a new set with
a doubled number of elements. The advantage of MOPSO over MOGWO is that it
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Table 5. Optimization results by MOPSO algorithm.

w1 w2 w3 w4 w5 F a b c e h α

1.000 0 – – – 1.874 54.67 50.53 54.49 15.46 56.80 2.852

0.750 0.250 – – – 2.992 55.38 50.20 55.28 15.58 59.55 2.758

0.500 0.500 – – – 4.056 55.61 51.49 52.55 19.45 57.87 2.853

0.250 0.750 – – – 5.119 54..7 50.50 55.29 15.29 57.39 2.735

0 1.000 – – – 6.165 55.71 51.39 53.55 15.00 58.00 2.953

– – 1.000 0 0 2.716 56.26 55.38 49.33 21.08 48.47 2.722

– – 0.500 0.250 0.250 2.809 59.61 57.54 48.31 22.18 58.63 2.753

– – 0.250 0.500 0.250 2.602 60.97 50.44 47.74 18.50 57.69 2.767

– – 0 1 0 2.226 46.43 51.66 58.29 18.24 48.04 2.794

– – 0.250 0.250 0.500 2.621 60.97 50.44 47.74 18.50 57.69 2.767

– – 0 0 1.000 2.408 61.00 50.29 47.74 17.31 57.83 2.767

0.250 0.125 0.125 0.250 0.250 2.355 55.57 50.58 53.88 15.08 57.21 2.851

0.125 0.125 0.250 0.250 0.250 2.721 55.43 51.10 55.29 15.25 58.49 2.760

0.125 0.250 0.125 0.250 0.250 2.896 55.32 50.67 54.87 15.57 59.89 2.860

0.125 0.250 0.250 0.250 0.125 3.464 55.61 51.49 52.55 19.45 57.87 2.853

0.250 0.250 0.250 0.125 0.125 3.305 55.57 50.77 52.77 19.59 59.25 2.892

NSGAII MOGWO MOPSO

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

10 -4 AE

NSGAII MOGWO MOPSO

0.3

0.4

0.5

0.6

0.7

0.8

0.9

RNI

Fig. 3. Box plots for the measures of AE and RNI.

expands the search space for the global leader to an infeasible repository. However,
these advantages are not shown in the above two assessment methods. The further study
will be focused on implementation of the evaluated algorithms for design grippers in
agriculture and industry application with using various types of sensors for accurate
capturing manipulating objects [16–20].
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5 Conclusion

The main goal of this study was to analyze the posteriori methods in solving multi-
criteria optimization problems. Kinematic design is an important issue for improving
the performance of robot modules such as grippers. However, optimization problems
with many different goals and limitations become extremely difficult with conventional
methods. Therefore, the use of posteriori multi-objective optimization algorithms are
effective solutions and are widely used in many areas.

A kinematic description of the design of the four-finger gripper for picking tomatoes
and the results of size optimization using the NSGA-II, MOGWO and MOPSO method
are presented. The simulation results show that MOGWO is the algorithm with the most
advantages in both estimation methods: calculation time and number of non-dominant
individuals. Depending on the selected target function and their weight coefficients, we
can choose a set of optimal sizes when processing the gripper for picking tomatoes.

Acknowledgments. The presentedworkwas supported by theRussian Science Foundation (grant
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Abstract. This paper presents an algorithm for energy-efficient path planning for
robotic systems in three-dimensional maps, called Local Roughness Local Height
Difference A* (LRLHD-A*). This algorithm is an extension of A* algorithm;
it uses local irregularities of the surface and local height differences to reveal
static obstacles, as well as a metric for edge weight determination. Approbation
of this algorithm in the Gazebo simulation environment revealed that the dis-
tance between the start and target points has no substantial effect on the duration
of planning process, using this algorithm. Experimental comparison of perfor-
mance efficiency of the actual algorithm with relevant alternatives showed, that
the LRLHD-A* algorithm traces paths 4–15 times faster, than the most success-
ful analogous algorithm LRLHD-Dijkstra. The path, established at output of our
algorithm, outperforms similar algorithms from the A* group in energy efficiency
by 1.3–6.3%. This is because the LRLHD-A* algorithm not only ensures finding
of the shortest path to the target point, but also accounts for energy consumption
of the robot on the route, based on the terrain features and specificity of motion
within it.

Keywords: Path planning · Energy efficiency · Navigation graph · Irregular
terrain · Three-dimensional reconstruction · Orthophotomap

1 Introduction

Currently the applied tasks, concerning autonomous navigation of robotic systems (RS)
are of particular interest. Performing of such tasks assumes exploration of surface, in
which the terrain is investigated for obstacles and other impassable areas on it. Equip-
ment of robotic vehicles by autonomous navigation systems is relevant in various applied
domains, such as: environmental conservation, agriculture, search operations, mapping.
Therefore, energy efficiency depends on path length, surface features and terrain prop-
erties. In this context, robot paths should be optimized to achieve the least-cost solutions
in every particular environment.

Robot path optimization in the process of servicing of large areas can be performed,
particularly, using a prearranged orthophotomap of the area [1, 2]. Orthophotomap is
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a kind of land maps, which enables quite realistic representation of the terrain. For
orthophotomap composition, satellite images can be used, as well images, captured from
an unmanned aerial vehicle (UAV) [3]. Using photogrammetry means, the orthopho-
tomap can be transformed into a three-dimensional representation of the actual map.
Such three-dimensional model provides detailed data on surface features, containing all
the irregularities of the surface and local height differences [4]. Besides, in contrast to
planar maps, it realistically depicts mutual positions of the objects. This type of maps is
often utilized in context of RS navigation [5–7]. Further we consider existing relevant
approaches to implementation of autonomous robotic navigation.

2 Related Work

The design and implementation of path finding algorithms is currently an extensive
research domain. Let us consider several most important developments, described in
recent papers. Paper [5] proposes a real-time navigational system for land-based robots.
The system is conceptually represented as a grid. This system uses a cloud of points
in the three-dimensional environment, obtained using a camera, mounted on a mobile
platform, to establish a navigational grid of triangular cells in real-time mode [8, 9].
The weight of edge between two grid vertices is calculated depending on the distance
between these vertices, complexity of their accessibility, average slope angle for the
areas, adjacent to these vertices and maximum height differences between neighbor
vertices [10]. The presented approach was successfully approbated in street environment
using the VolksBot XT robot.

In [11], a novel path planning algorithm is presented for mobile robots, moving on
uneven surfaces. This algorithm Bidirectional dynamic-domain transition based RRT
(BiDDTRRT) is a combination of two RRT-like algorithms: Transition-based RRT (T-
RRT) and Dynamic-Domain RRT (DD-RRT). The T-RRT algorithm shifts the area of
path search to the areas, more favorable for motion. The DD-RRT algorithm is employed
to reduce probability of selection of edge point on the map. The cost function in this
algorithm is directly proportional to the least angle between the force vector, exerted on
the center ofmass of the robot, and the vector, directed from the center ofmass of the robot
to the middle of each edge among those, which establish the bottom plane of the robot.
Authors compared the performance of BiDDTRRT algorithm with the performance of
other RRT-like algorithms RRT, such as Bidirectional RRT (BiRRT) and Bidirectional
Transition-basedRRT (BiTRRT).According to the experimental results, theBiDDTRRT
algorithm shows increased probability to find a low-cost path.

In [6], the authors showed a numeric approach to counting of missed/covered areas
in the terrain. Utilization of this algorithm ensures full map coverage, irrespective of its
geometrical features and the chosen angle of motion. The experimental results, obtained
in test areas, showed, that utilization of the developed approaches ensure revealing of
2–14% passable areas on terrain map than the alternative approaches.

In [7], a path planning system in three-dimensional environment is presented. This
system uses for path planning the enhanced RRT algorithm. This algorithm is called
RRT*Goal Limit (RRT* GL), as it is obtained through merging of two other algorithms:
RRT* Goal, which with greater probability extends the tree toward the target point, and
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RRT* Limits, which, having found the possible path, increases the probability to select
the point within the area, where this path has been traced. The outcomes of performance
testing for algorithms from the RRT (RRT, RRT*, RRT* Goal, RRT* Limits, RRT*
GL) family suggest, that the algorithm RRT* GL has the best performance and finds the
optimum path in fewer iterations, than alternative algorithms.

In [12], a heuristic Z* algorithm for energy-efficient path planning is presented,
where the path is traced in irregular terrain, represented as a connected graph. Energy
efficiency in this case depends on the surface slope angle and distance between graph
vertices, as well from local skin friction coefficient and robot weight. If the surface slope
angle is too large, and the vehicle cannot reach the target point directly, the algorithm
constructs jagged path to it. Experiments with different robots were performed to trace
paths using D-Dopt, D-Eopt, Z* and basic Z* algorithms.

Increased demand for mobile robotic platforms for use in irregular terrains and
powered from batteries, encouraged deeper research of energy efficient path planning
[13–17]. When the robot moves across uneven surface, it is important to ensure robust
orientation of the robot in motion [18]. Also, during ascent or descent the velocity has to
be respected, which the robot has, when passing these path segments [19]. If dynamical
obstacles occur in the way of the robot, the path has to be replanned [20–24].

This paper considers the problem of RS path planning in three-dimensional maps,
containing over 60 thousand vertices and 120 thousand triangles. To solve it, an A*-
based algorithm LRLHD-A* is proposed, which ensures energy-efficient path planning,
based on local surface irregularities and local height differences as on metrics for edge
weight calculation. To establish a three-dimensional representation of the terrain, an
orthophotomap, stitched from UAV-captured images, is used in this paper. To reveal
static obstacles and plan a path for RS motion, the three-dimensional map is presented
as a connected graph.

3 Robotic Navigation in a Three-Dimensional Uneven Terrain

In our solution, the input data for path planning problem on the three-dimensional map
are: connected graph, representing the real-world area, start vertex in the graph, corre-
sponding to the current location of the robot, as well the target vertex in the graph and
limit values of the parameters, describing the terrain features. The problem is formu-
lated as follows: it is necessary to find a path from the start vertex to the target vertex,
bypassing the obstacles and taking into account the terrain features. Having revealed the
obstacles and calculated the edge weights, we establish an energy-efficient path from
start to target, represented as an ordered set of graph vertices, sequentially connected
with edges.

To reach the target vertex, the RS should sequentially pass all the vertices on the
path, beginning from the start one. Thereby the robot should bypass all the obstacles
on the way without collisions. In our solution, the navigation of the RS is established
according to the following flowchart (see Fig. 1).

To reveal all the terrain irregularities, a three-dimensional terrain representation
has to be prepared. In this paper for the establishment of a three-dimensional terrain
representation an orthophotomap is used, stitched from a set of UAV-captured images
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Preparing the 
orthophotomap Graph composition

Obstacle revealing 
and extension of 
hazardous areas

Weight calculation 
for all edges Path planning

Fig. 1. Flowchart of the proposed solution for robot navigation.

[25]. Upon processing of all the images, a three-dimensional terrain model is built,
represented as a set of vertices and edges, connecting them.

Before proceeding to search of impassable areas and plan path on a three-dimensional
map, such a connected graph has to be composed upon this map, that the vertices of
it correspond to the dots on a previously composed three-dimensional terrain model,
connected by edges. The algorithm receives the established three-dimensional model as
input and connects with edges those vertices, that belong to a common triangle. As result
a connected graph is obtained, each vertex of which is a point, specified by coordinates
x, y, z.

Before path planning, it is necessary to reveal in the terrain all areas, impassable
for the robotic device: pits, steep slopes, all terrain irregularities, where the vehicle can
turn over or stick. To do this, local irregularity has to be calculated and maximum local
height difference for each vertex.

Local irregularity is the surface curvature, caused by the height differences. The
irregularity of the area p(v), adjacent to vertex v, is expressed as an average slope angle
of the plane for the nearest vertices Nl(v), which are positioned at distance less than
l, from the vertex v. The angle between the vertex normals is calculated according to
formula c(u,v)r = acos(n(u) * n(v)), and the average angle aav(v) is calculated according
to (1), where Nd(v) are all nearest neighbors of v.

aav(v) =
∑

u∈Nd (v) c
(u,v)
r

|Nd (v)| , (1)

p(v) =
(
aav(v) + ∑

u∈Nl (v)
aav(u)

)

|Nl(v)| + 1
. (2)

To reveal surface irregularities, gulleys, ravines, local height difference estimation
should be employed. Local height difference b(v) reflectsmaximumheight span between
the v vertex and every vertex of Nl(v), and is calculated according to (3), where v(z) and
u(z) are the coordinate values of z-component of vertices v and u, respectively.

b(v) = max
u∈Nl(v)

|v(z) − u(z)|. (3)

The vertices,whose local irregularity or local height difference values exceeds certain
limit, are labeled as obstacles and excluded from graph. Boundaries of areas, where the
obstacles sit, are extended by a margin, comparable to robot size, such, that all the points
of the established path would be enough spaced from the areas, which are hazardous
for the robot to move. The gradual inflation algorithm smoothly decreases the weight
of the vertices, positioned at distances from ri to ro from the area, where the obstacle is
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situated. The parameter r(v) reflects the spacing of the v vertex from the closest obstacle
and is calculated according to formula (4):

r(v) = cmax ∗
(

cos

(
dlethal−ri
ro − ri

∗ π

)

+ 1

)

, (4)

where cmax – maximum total cost, and dlethal – the least distance to obstacle.
For global path planning, final edge weights have to be calculated. The final weight

c(u, v) for each edge e(u, v) ∈ E is calculated according to (5)

C(u,v) = ((kp ∗ max(p(u), p(v))) + 1)∗
∗((kb ∗ max(b(u), b(v))) + 1) ∗ d (u,v) + |r(u) − r(v)| , (5)

where kp and kb are used to determine effects of irregularity p and local height difference
b on edge weight change, and d(u, v) represents Euclidean distance between vertices
u and v. The environment of the robot is represented as a connected graph Gv = (Vv,
Ev), where the vertices Vv, bounding triangular planes and having unique coordinates
(x, y, z), are connected by edges Ev. Further we proceed to detailed consideration of
developed path planning algorithm.

Figure 2 shows the flowchart of the LRLHD-A* algorithm. Path search using the
LRLHD-A* algorithm is initiated from the start vertex of the graph. At the first stage the
path cost to the vertices is calculated, adjacent to the start one. The cost is calculated as
the aggregate weight of all edges to be traversed to reach the vertex in question. Besides
the aggregate edge weight, a parent is assigned to each vertex, that is, the one, from
which the current vertex has been reached. During path planning, different paths to the
same vertex are considered; should the new path cost less, than already existing one,
it is assigned a new cost and a new parent. Having traversed all the vertices, adjacent
to current one, we add the examined vertex to an unordered set C, containing all the
visited vertices. Thereby the neighbor vertices, adjacent to the current one, are added
to the unordered set O, containing the vertices to be considered. Then the one vertex
from the O set is considered, whose Euclidean distance to the target one would be the
shortest, provided, that this vertex is not included yet in the C set. Then the algorithm
proceeds to traverse the neighbors of the considered vertex. The path search finishes if
the current vertex reveals to be the current one. Should the O set become empty during
search, it means that the path from start to target cannot be planned. The path planning is
implemented via sequential retrieval of vertex parents and addition of every of them to
the start of the ordered set P. The parent retrieval process begins from the target vertex
and ends with the start one.

When the algorithm LRHLD-A* finishes, if the target vertex has been reached from
the start one, then the P set will be populated with the sequence of vertices, where every
preceding one is connected via an edge with the next one (excluding the last one).
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End
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set of vertices P, ordered from the start 
vertex to the target one

Fig. 2. Path planning algorithm LRLHD-A*.

4 Experiment Results

For approbation of the developed solution the robotic simulation environment Gazebo
was chosen, into which the three-dimensional model was transferred, composed of the
orthophotomap. The Fig. 3 shows the path, traced using the LRLHD-A* algorithm,
where the white dots label the vertices of the traced path.

To test the passability of the path, amodel of 4-wheel robotic vehicle Pioneer 3ATwas
used. During Gazebo experiments, the influence of physical factors of the environment
on the robot wasmodeled. The experiments showed that the robotmoves along the traced
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Fig. 3. Visualization of the traced path in Gazebo environment.

path without sticking and turnovers. The Fig. 4 shows visualization of a map fragment
in the three-dimensional reference system, where red dots label the vertices on the path.

Fig. 4. Map fragment visualization.

As follows from the Fig. 4, the path composed with the LRLHD-A* algorithm, runs
through the vertices with the least height differences compared to neighbor ones. The test
results confirm that the paths established by this algorithm are energy-efficient indeed.
The obtained path runs through the vertices with the least local irregularities and the
least height differences compared to neighbor ones, as well redundant in length.

Some tests also were performed, comparing the path planning performance with the
LRLHD-A* algorithm versus the algorithms from the A* family: using only local irreg-
ularity and distance (LR-A*), local height difference and distance (LHD-A*), distance
only as a metric (A*) and the Dijkstra algorithm, which employs the local height differ-
ence (LRLHD-Dijkstra). The following characteristics were compared: time, spent for
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path planning, number of dots, examined by the algorithm, path length and cost, repre-
sented as aggregate cost of all edges, calculated according to (5). Algorithm testing was
performed on a three-dimensional terrain map, containing 100082 vertices and 198580
triangles. For experiments a subset of 10 pairs of randomly chosen vertices was chosen,
among which the path was traced using different algorithms. Test results are given in
Figs. 5, 6, 7 and 8.
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Fig. 5. Path cost dependency from the distance between start and target vertices.

As Fig. 5 shows, the path found by the LRLHD-Dijkstra algorithm, reveals to be
1.5–2 times more energy-efficient in average, compared to other tested algorithms. This
is because the LRLHD-Dijkstra respects all the vertices of the graph and finds the least
cost path from the start vertex to all others, including the target one. At the same time, the
developed algorithm LRLHD-A* constructs the path, whose energy-efficiency is 1.3–
6.3% higher, than in other algorithms of A* family, considered here. So, LRLHD-A*
is less efficient than LRLHD-Dijkstra, but better than other A*-like solutions. Figure 6
shows the dependency of path planning time from the distance between the start and the
target vertices for different algorithms.

As Fig. 6 shows, the algorithm LRLHD-Dijkstra requires a 10 times longer period
to find the path, than the other algorithms under investigation. This is because the path
planning experiments were performed in a quite big map, containing 100082 vertices
and 198580 polygons. The LRLHD-Dijkstra finishes the search, having found paths to
every vertex in the graph, including the target one, whereas the algorithms from the
A* family utilize a heuristic function to consider first those paths, which lead to the
target. Such algorithms finish the search, having found the target vertex. The developed
algorithm LRLHD-A* proceeds 4–15 times faster, than the LRLHD-Dijkstra algorithm,
and its execution time is comparable to those in the other algorithms of the A* family (6–
11.5 s). Further compare the dependencies of path planning time from path length for the
algorithms LRLHD-A* and LRLHD-Dijkstra. Figure 7 shows the dependency of path
planning time from the path length for the algorithms LRLHD-A* and LRLHD-Dijkstra.
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Fig. 6. Dependency of path planning time from the distance between the start and target vertices.
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Fig. 7. Dependency of path planning time from the path length for the algorithms LRLHD-A*
and LRLHD-Dijkstra.

Figure 7 shows that no direct dependency exists between path planning time and
its length from vertex to vertex for both LRLHD-Dijkstra and LRLHD-A* algorithms.
Despite the fact that LRLHD-Dijkstra considers all vertices, accessible from the start one,
hence, the number of the vertices, traversed by the algorithm, influences its performance
in greater amount, than the path length, as follows from the Fig. 8.

Points in Fig. 8 characterize the dependency of path planning time from the number
of considered vertices for the algorithms LRLHD-A* and LRLHD-Dijkstra. As follows
from the Fig. 8, the number of the considered vertices for the LRLHD-A* algorithm
changes from 100 to 350 whereby the path planning time amounts to 7 s in average. In
turn, the number of vertices considered by LRLHD-Dijkstra algorithm in every exper-
iment changes from 20000 to 40000, where the path planning time changes from 30
to 110 s. So, by 1.7-fold increase of vertex number under consideration, the proceed-
ing time of LRLHD-Dijkstra algorithm increases in 3–3.5 times. For this reason, with
overall map growth, the path planning time on it using the LRLHD-Dijkstra algorithm
will increase significantly. Compared to the LRLHD-Dijkstra for the same map, the
LRLHD-A* algorithm proceeds 4–15 faster with no essential decline in quality.



328 K. Zakharov et al.

1

2

3

4
5
6

7

10
9

8

1

2

3

4

5 67

109

8

Fig. 8. Dependency of path planning time from the number of considered vertices for the algo-
rithms LRLHD-A* and LRLHD-Dijkstra. Each dot is accompanied by the number of the test pair
(formed in the course of comparison of two algorithms), to which it belongs.

Upon results of the approbation, distance between the vertices and the number of the
vertices considered have virtually no influence on the path planning time, when using
the LRLHD-A* algorithm. It is also revealed that the path planned with the LRLHD-A*
algorithm is about 1.3–6.3% more energy-efficient, compared to the output of the other
algorithms of the A* family, considered here. This is because the LRLHD-A* algorithm
leverages local irregularities and local height differences as ametric for obstacle detection
and edge weight calculation, whereas the LR-A* and LHD-A* algorithms rely on one
of these parameters as a metric. The algorithm A* uses only the distance between the
vertices.

Greater energy-efficiency of the path, established by the LRLHD-A* algorithm,
established here, compared to equivalent efficiency, pertinent to the other algorithms
of the A* family, enables the robotic vehicle to cover greater distances without battery
recharge.

5 Conclusion

In this paper the LRLHD-A* algorithm was proposed for path planning in a three-
dimensional terrain map, represented as a graph. The developed algorithm as well as
other path planning algorithms (LRLHD-Dijkstra, LR-A*,LHD-A*andA*)were appro-
bated in the Gazebo simulation environment. It was revealed that the LRLHD-A* algo-
rithms finds the solution 4–15 times faster than the LRLHD-Dijkstra algorithm. Also, the
LRLHD-A* algorithm shows greater path planning energy-efficiency by 1.3–6.3% bet-
ter than the other algorithms of the A* family, considered in the paper. Further research
will be aimed to boost the speed of this algorithm and accommodate it for swarm control
of robotic vehicles [26–28].
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