
EAI/Springer Innovations in Communication and Computing

A. Suresh
Sara Paiva   Editors

Deep Learning and 
Edge Computing 
Solutions for High 
Performance 
Computing



EAI/Springer Innovations in Communication 
and Computing

Series Editor

Imrich Chlamtac
European Alliance for Innovation
Ghent, Belgium



Editor’s Note

The impact of information technologies is creating a new world yet not fully 
understood. The extent and speed of economic, life style and social changes already 
perceived in everyday life is hard to estimate without understanding the technological 
driving forces behind it. This series presents contributed volumes featuring the 
latest research and development in the various information engineering technologies 
that play a key role in this process.

The range of topics, focusing primarily on communications and computing 
engineering include, but are not limited to, wireless networks; mobile communication; 
design and learning; gaming; interaction; e-health and pervasive healthcare; energy 
management; smart grids; internet of things; cognitive radio networks; computation; 
cloud computing; ubiquitous connectivity, and in mode general smart living, smart 
cities, Internet of Things and more. The series publishes a combination of expanded 
papers selected from hosted and sponsored European Alliance for Innovation (EAI) 
conferences that present cutting edge, global research as well as provide new 
perspectives on traditional related engineering fields. This content, complemented 
with open calls for contribution of book titles and individual chapters, together 
maintain Springer’s and EAI’s high standards of academic excellence. The audience 
for the books consists of researchers, industry professionals, advanced level students 
as well as practitioners in related fields of activity include information and 
communication specialists, security experts, economists, urban planners, doctors, 
and in general representatives in all those walks of life affected ad contributing to 
the information revolution.

Indexing: This series is indexed in Scopus, Ei Compendex, and zbMATH.

About EAI

EAI is a grassroots member organization initiated through cooperation between 
businesses, public, private and government organizations to address the global 
challenges of Europe’s future competitiveness and link the European Research 
community with its counterparts around the globe. EAI reaches out to hundreds of 
thousands of individual subscribers on all continents and collaborates with an 
institutional member base including Fortune 500 companies, government 
organizations, and educational institutions, provide a free research and innovation 
platform.

Through its open free membership model EAI promotes a new research and 
innovation culture based on collaboration, connectivity and recognition of excellence 
by community.

More information about this series at http://www.springer.com/series/15427

http://www.springer.com/series/15427


A. Suresh • Sara Paiva
Editors

Deep Learning and Edge 
Computing Solutions  
for High Performance 
Computing 



ISSN 2522-8595     ISSN 2522-8609 (electronic)
EAI/Springer Innovations in Communication and Computing
ISBN 978-3-030-60264-2    ISBN 978-3-030-60265-9 (eBook)
https://doi.org/10.1007/978-3-030-60265-9

© Springer Nature Switzerland AG 2021
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of 
the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation, 
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information 
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology 
now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication 
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant 
protective laws and regulations and therefore free for general use.
The publisher, the authors, and the editors are safe to assume that the advice and information in this book 
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the 
editors give a warranty, expressed or implied, with respect to the material contained herein or for any 
errors or omissions that may have been made. The publisher remains neutral with regard to jurisdictional 
claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

Editors
A. Suresh
Department of Computer Science and 
Engineering
SRM Institute of Science and Technology
Kattankulathur, Chennai, Tamil Nadu, India

Sara Paiva
Polytechnic Institute of Viana do Castel
Viana do Castelo, Portugal

https://doi.org/10.1007/978-3-030-60265-9


v

Preface

High-Performance Computing (HPC) implies putting high-performance computing 
technologies into hardware systems deployable at the edge, where environmental 
conditions typically found in data center infrastructures are usually severe. To 
ensure stable and continuous operations in a wide range of temperatures and in 
demanding shock and vibration environments, a robust and lightweight design is 
required.

A new emergent domain for engineering is Edge Computing and Deep Learning. 
Comprehensive intelligent edge architectures and systems are needed for the next 
generation analytics powered by artificial intelligence (AI), machine learning (ML), 
and other high-performance workload processing.

High-performance computers have various specifications for development and 
challenges that cover hardware, software, networking, integration of platforms, and 
security. A few suppliers had the foresight and vision to start addressing HPC years 
ago and to shape a collaboration ecosystem with main suppliers of applications and 
technologies. However, those who did are now reaping the fruits of their work and 
have a drastic head start on rivals vying for several different sectors to take a share 
in a vital slice of the market.

In a range of uses, including computer vision and natural language processing, 
deep learning is currently widely used. End machines, such as smartphones and 
Internet-of-Things sensors, produce data that could be processed using deep learn-
ing in real time or used to train models of deep learning. However, inference and 
preparation for deep learning need significant computing resources to operate 
rapidly.

This book presents compelling evidence for the success of deep learning algo-
rithms for edge computing as well as high-performance computing. The most 
important limitations as well as issues of these technologies’ phenomenon are 
meticulously addressed. This edited book provides a good and generalized back-
ground of the topic that quickly gives the reader an appreciation of the wide range 
of applications for these technologies.

Chapter 1 emphasizes on deep IoT metrics into the computer environment. 
Because there is a limited amount of available bandwidth, the authors created a 
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separate load-filling strategy to optimize the performance of deep IoT learning 
systems using computers. In performance testing, the authors test the effectiveness 
of performing deep learning tasks in the most expensive computer environment with 
our program. The results of the study show that our approach surpasses all the other 
best solutions for the deep learning IoT system.

Chapter 2 focuses on identifying unknown patterns and building models for pre-
diction, which can assist the medical society for disease discovery and to suggest 
probable treatment schedule. Machine learning techniques will look into the possi-
bility of reinforcement learning for assisting the pharma industry for drug develop-
ment and medical team for generating treatment plans.

Chapter 3 is about dengue, which is a worldwide phenomenon and is one of the 
major public health concerns. Several regions in India are affected by dengue dis-
ease. West Bengal is one of the states in India which has the highest number of 
dengue affected people.

In Chap. 4, a typical layered architecture of edge computing ecosystem is pre-
sented and different types of components present in each layer are outlined. This 
chapter further describes the characteristics of edge computing and different types 
of edge computing devices. Besides it also explains the main benefits of edge com-
puting briefly. Finally, this chapter discusses two use cases where edge computing 
brings new values to the society, namely IoT-based automated assisted living care 
and contactless healthcare services.

Chapter 5 discusses social networking sites, IoT, and huge number of electronic 
transactions that have given rise to data deluge. This huge amount of data combined 
with cloud storage and proliferation of Graphics Processing Units (GPUs) has ush-
ered in a new era of machine learning (ML) and deep learning (DL). These tech-
niques have been very useful in analyzing the data quickly in a wide range of 
applications such as self-driving cars, virtual reality, robotics, healthcare, and so on.

Chapter 6 presents details about conclusively defect diagnosis with former data 
allied with time series is implemented including the temporal coherence. 
Consequently, a complete neglecting of defects and prominent after effect of achiev-
ing a fault bearing classification accuracy. Thus the chapter assures an effective 
identify of defect bearing system.

Chapter 7 is about a novel Fuzzy Adaptive Intelligent Controller for AC Servo 
Motor. For periodic reference tracking, the proposed controller exhibiting minimum 
Absolute Tracking Error (ATE) profile is the least with FAIC when compared to 
other controllers. The authors have also tested the robustness of the control strategy.

Chapter 8 presents some of the known technologies such as artificial intelligence, 
machine learning, and deep learning that can help the end user to analyze and pro-
vide recommendations. Through the advent of this innovative technology, hierarchi-
cal learning or a deep structured learning is going to be done on the existing EHRs 
using layered algorithmic architecture for a complete data analysis within a short 
duration of time.

Chapter 9 discusses important deep learning applications across different disci-
plines, their contribution to the real world, and a study of the architectures and 
methods used by each application. This chapter also introduces the differences 
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between machine learning and deep learning. Finally, this chapter concludes with 
future aspects and conclusions.

Chapter 10 provides an overview and focuses on the applications of DL in a real-
world perspective, which covers a variety of areas such as speech recognition, text 
classification, document summarization, fraud detection, visual recognition, and 
personalizations.

Chapter 11 presents the use case of blockchain and its functionality process in 
agriculture. It further explores blockchain technology, application, challenges, and 
opportunities toward the field of agriculture.

Chapter 12 is about deep learning networks that have about 150 hidden layers. 
The increase in the output performance of deep learning networks is directly pro-
portional to input sample data size. This chapter reviews the literature on applica-
tions of deep learning from diverse application domains. The authors also have 
carried out a comparative study of various DL methods used and highlighted their 
results.

Chapter 13 presents technical aspects of Healthcare Informatics to analyze 
patient health records, for enabling better clinical decision-making and improved 
healthcare outcomes.

Chapter 14 presents an approach that mainly includes microscopic imaging of 
tainted blood glides, amputation of noise and illumination adjustment, erythrocyte 
segmentation, and morphological operations. By means of the segmented illustra-
tions, parasite density estimation and classification of stage of infection are done. 
Two different classification techniques ANN and DCNN have been designed and 
tested to perform the grouping of diseased erythrocytes into their corresponding 
stages of growth. The traditional neural network ANN approach gave an accuracy of 
93%, and this was again overwhelmed by using customized Deep Convolutional 
Network by achieving an accuracy of 95%.

Chapter 15 is about High-Performance Computing that tends to solve complex 
problems in less time and efficiently with parallel processing techniques. Computer 
modeling and research activities can be carried out with the help of High-
Performance Computing. It is used for solving contemporary issues. HPC makes 
efficient utilization of the available resources to provide unremitting performance. 
High-Performance Computing can be combined with deep learning techniques to 
get superior performance. This chapter discusses distributed and parallel deep learn-
ing and their applications in the real world.

Chennai, Tamil Nadu, India A. Suresh 
Viana do Castelo, Portugal  Sara Paiva 
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In performance testing, we test the effectiveness of performing deep learning tasks 
in the most expensive computer environment with our program. The results of the 
study show that our approach surpasses all the other best solutions for the deep 
learning IoT system.

The statewide complication platform faces a challenge, namely a large amount of 
available group data and related requirements, which include regular learning pro-
grams. Recently, Edge Computing was recently proposed as an alternative to reduc-
ing resource use. In this regard, we propose a basic learning framework by informing 
the concept of unlimited computing and demonstrating the integrity of our frame-
work for reducing network traffic and time [1].

It was recently introduced as a standard payment ledger for multiple applications 
such as Smart Grid, and Internet of Things (IoT). However, the use of volume chains 
in mobile environments is limited because the mining process requires large 
amounts of computing and material power in mobile devices.

For example, the EDGE program offered by the Fixed Acquisition Service 
Provider (ECSP) provider is often seen as the best solution for uploading mining 
operations from mobile devices. However, ECSP has a way of allocating resources 
at the margins to maximize revenue and ensure the sustainability of incentives and 
solidarity [2]. In the course of this concept, we are building an appropriate auction 
supported by a comprehensive resource allocation research. Specifically, we devel-
oped various neural models that support the analytical solution of a linear auction.

V. Rajpoot (*) 
GLA University Mathura, Mathura, Uttar Pradesh, India 

A. Patel · P. K. Manepalli 
LNCT College Bhopal, Bhopal, Madhya Pradesh, India 

A. Saxena 
CITM, Jaipur, Rajasthan, India

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60265-9_1&domain=pdf
https://doi.org/10.1007/978-3-030-60265-9_1#DOI


2

Neural networks have begun to affect the evolution of monotone bidders. Later, 
they calculated the distribution of payment terms to miners. The training informa-
tion used to control the boundaries of the neural networks is therefore applied to the 
expected, neglected task of ECSP size loss, and we use their values.

With increasing traffic and traffic congestion, urban traffic management has 
become a major problem. In this regard, we propose a four-tier architecture for 
urban traffic management using VANETs, 5G networks, defined networks of soft-
ware, and portable computer technology [2]. It provides excellent communication 
and amazing response speed during sharing and dynamic capabilities. The logical 
case of emergency recovery will greatly reduce the recovery time.

Major technologies related to vehicle availability, data selection, traffic light 
control, and traffic forecasting are discussed. It is clear that the designers of the 
novel show the amazing ability to reduce jam traffic and improve the efficiency of 
urban traffic management.

Edge Computing has the power to challenge the mobile app network by convert-
ing limited functionality and system functions to network traffic. However, optimiz-
ing system design and the distribution of large IOV systems is still a challenge [3].

In this regard, we work together between integrating the internal system and 
proposing a fully integrated Joint Vehicle Edge Computing Framework called 
CVEC. In particular, CVEC can support the services of many dangerous vehicles 
and work closely with each other. In addition, we discuss the structures, policies, 
methods, special cases, and technical providers that can support CVEC. Finally, we 
present another research challenge as future directions (Fig. 1).

CLOUD COMPUTING

DATABASE

MOBILE

NETWORK

TABLET

SERVER
LAPTOP

SMARTPHONE

Fig. 1 Basic cloud structure

V. Rajpoot et al.
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1  Introduction

Many cloud applications are user-driven, leading to better opportunities for data 
analysis. However, the use of the cloud as an embedded server increases the fre-
quency of communication between user devices such as smartphones, tablets, 
apparel, and gadgets, feeling like edge devices and remote data centers. This is usu-
ally limited to apps that require real feedback. So, to access the network you need to 
look “across the clouds,” ask for computers that are limited, but also called Cloud 
Compaq or iCloud Complete [4]. Our goal is to test the feasibility of performing 
calculations in areas enabled by the navigation network, such as routers, switches, 
and substations, such as default locations.

Now we can have an information tax on cloud data (cloud) data from server 
clusters to nonpublic computers and smartphones, and, with IoT devices. Computer 
use can be boring and computer accounting services are flowing from cloud to 
cloud, which coincides with the release of Cisco [1], and by 2020, 50 million IoT 
devices will be connected to the Internet. As per the finding by Cisco in 2021, there 
will be approximately 850 Jetabytes of data per year (cloud) without a cloud, and 
global data traffic will be 20.6 ZB, which means that large data sources can be trans-
formed from the largest data centers to the largest selection of devices. Therefore, 
current computing is slowly failing to manage the massive distributed power com-
puting and analyzing its data, thus, translation workflow must be deployed in the 
cloud. It is undoubtedly a major challenge to network performance to build a com-
puting power of cloud infrastructure. As it is, computer congestion is emerging as a 
good alternative, especially for managing computer work around data sources and 
end users. Of course, page computers and cloud computing are not selected sepa-
rately. Instead, the piercing cloud thickens and widens. Compared to cloud comput-
ing alone, the most common benefits associated with cloud computing are threefold, 
the backbone of a distributed network of computer nodes that can handle a certain 
amount of computing tasks without moving cloud-related data, thus reducing traffic 
load on the network. In response to the service age, the services provided by the 
phone can significantly reduce delivery delays and improve the response speed. A 
strong cloud backup will provide strong control over the cloud and better storage 
when the server cannot [5]. Thanks to the benefits of deep learning in the field of 
Computer Vision (CV) and Natural Language Processing (NLP), intensive learning 
and focus programs focus on transforming various criteria of people live as a new 
and widely used system. These accomplishments are not only found in DL architec-
ture but are equally tied to the growing data and integration capabilities [5].

Because swallowing is nearer to the user then cloud, a computer phone is pre-
dicted to reveal many of those problems. The slow-release system is integrated with 
AI, which has proven to benefit from the cutting edge and confidence of artificial 
intelligence. Edge intelligence and smart edges are not independent of each other 
[6]. Insight is the purpose, so, DL online smart services are also neighbors of AI. On 
the other hand, a good edge can provide maximum utilization of resources and the 
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use of intelligence resources. To clarify, on the other hand, Pillar Intelligence is 
predicted to achieve the highest amount of DL statistics from the cloud, leading to 
decentralization, low latency, intelligent services, and benefits. This greatly reduces 
hosting and processing. User privacy protection is improved as the required DL 
service information is stored on local devices or devices other than the cloud. The 
design of hierarchical systems provides high DL reliability. With rich data and oper-
ating conditions, the edge computer can promote the entire DL system and “provide 
unique AI and structure anywhere” and hope that various services and TL services 
can increase the value of the digital computer and accelerate its deployment and 
growth [6].

Smart Edge aims to combine DL with dynamic control and adaptive control 
variables. In the sense of telecommunications technology, the means of access to the 
network are very diverse. At the same time, strong computing infrastructures acts as 
a focus area, creating connections between smart endpoint devices, so the cloud is 
reliable and secure. However, the management and control of such a complex 
(social) environment, which includes telecommunications, network, computer, stor-
age, and so on, can be a major challenge. Thus, looking into that area of intelligence 
and understanding, for example, Edge TL, can be a huge challenge in many aspects, 
dealing with major challenges and practical problems [7].

2  We Identify the Following Five Edge DL Technologies

 1. Complex DL, technical frameworks for optimizing the brush system, and the 
ability to provide intelligent services.

 2. Edge’s TL Display, specializing in logical operation and displaying DL within 
the design process to meet various requirements.

 3. The Edge DL system allows the best concrete platform to rely on specifications, 
hardware and software support DL calculations.

 4. Edge DL training on DL model of artificial intelligence on distributed devices 
under privacy services (Fig. 2).

3  Fundamentals of Edge Computing

With the benefits of reducing transmission, improving service latency and reducing 
cloud compression, cloud computing has become an important solution to disrupt 
emerging technology encryption. Cloud systems can be completely beneficial to the 
cloud, in some cases altering the role of the cloud.

Under computer development, there are prototypes of a computer compound, a 
new technology that works in the network calling for similar purposes [7], but also 
with cloud computing, Microsoft Data Centers (MDC) is the computer and mobile 
computing platform (i.e., the most accessible edge of the computer). However, the 
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computer community has not yet agreed on the frameworks and structures of edge 
computing. We use the generic “computer edge” in the emerging set of technology 
[7]. At present, various computer concepts are segmented (Fig. 3).

Fog system: One of the features of fog computer is that it completely embraces 
cloud computing for thousands of devices and large data centers. Fog transmission 
refers to other parts of the world, as clouds and fog clouds share the same services, 
such as computers, storage, and network. Also, the fog is a design for applications 
that require real-time feedback with minimal delays, such as for operating and IoT 
applications.

Mobile (multi-access) edge computing (MEC): A computer compound enters the 
power of the system and adjusts the areas where the cellular networks interact [5] 
and designs to provide low latency, content and site awareness, and better band-
width. Moving edge servers to cellular basics (BS) allows users to use new applica-
tions and services easily and quickly [8]. The ETSI has also expanded the MEC 
portfolio from mobile edge computers to multi-access computers by incorporating 
telecommunications, high-definition computer names, and the specification and 
classification of edge devices in multiple publications (between border storage and 
storage).

Edge NodeEdge NodeEDGE
Service delivery

Computing offload
loT managment

Storage & caching

CLOUD

Fig. 2 DL model of distributed devices

Deep Learning and Edge Computing Solution for High-Performance Computing
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We distinguish common devices from end-to-end devices, such as mobile edge 
devices, and we use “storage devices” (storage) against various IoT devices, so (we 
change category) that the units road faults (RSUs), fog, edge servers, and MEC 
servers are distributed in the event of a network failure [9].

In addition, more independent processing or margin devices are reduced by their 
computing power, electrical power, and bottle costs. Thus, DL cloud computing 
emerges as an important computing practice. Within this novel computing para-
digm, hard work with low-cost production of end devices is usually performed 
directly on high-quality devices or loaded on a string, thus avoiding the delays 
caused by sending data to the cloud. For the most important task, it can be reason-
ably separated and used separately, around edges and in the cloud, minimizing task 
delays while ensuring the accuracy of the results. The focus of these collaborations 
is not only on successful operations but also on achieving the right balance of kit 
usage, server loads, deployment, and implementation delays [10] (Fig. 4).

3.1  Hardware for Edge Computing

AI hardware unlimited computer components: The most commonly used compo-
nents of AI hardware fall into three categories related to their technological develop-
ment: (1) A GPU is a well-built machine with good benefits of performance benefits, 

Fig. 3 Mobile edge computing server

V. Rajpoot et al.
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but often uses a lot of power, the field-programmable gate array (FPGA) strategy is 
supported by Nvidia. CPU saves energy and requires competitive resources, but is 
far less efficient with limited programming capabilities compared to GPUs; Google’s 
TPU and HiSilicon’s Ascend, application-specific integrated circuit (ASIC) plat-
forms have customized customization in terms of performance and overall power 
consumption. Because smartphones represent the most widely distributed end-to- 
end devices, smartphones have evolved chips in rapid growth and their capabilities 
have expanded in the development of the AI system [11]. To drive the pair, 
Qualcomm first introduced the latest hardware AI to Snapdragon and released the 
Snapdragon Neural Processing Engine (SNPE) SDK, which supports DL construc-
tion in size. Compared to Qualcomm, the HiSilicon 600 Series and 900 Series chips 
are not GPU dependent. Instead, they added another neural tuning unit (NPU) to get 
faster vectors and metrics calculations, which greatly improves the DL performance. 
In addition to using HiSilicon and Qualcomm, MediaTek’s Helleo P60 introduces 
the AI Processing Unit (APU) to accelerate the neural computer’s speed, in addition 
to using 60 GPUs [12].

Edge note other properties: Larger sites are expected to provide high-quality 
network connectivity through computer technology and computer services near 
reporting and end-to-end. Compared to many storage devices, edge nodes have 
much more processing power to do the job. On the other hand, edge nodes can 
respond to storage devices faster than clouds [12]. Therefore, by sending nodes to 
locations to perform clustering operations, analytical tasks are often dismissed 
while ensuring accuracy. In addition, edge nodes, capable of caching, can improve 
response times by storing popular content. For example, practical solutions includ-
ing Huawei Atlas Modules and Microsoft’s Boxbox Edge can generate initial DL 
guidance and remove it from the cloud [11].

Cloud

Edge Computing

Edge

XENONSTACK

Fig. 4 Basic edge computing structure
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Edge computing elements: Computer programming solution is in bloom. DL 
operations with complex configurations and robust resource requirements are a 
long-term indicator of the development of complex computer systems through the 
development of more advanced and better microservices. Currently, Kubernetes 
Cloud is a basic hub system for the deployment, storage, and calibration of com-
puter applications. Supported by Kubernetes, Huawei is developing a solution for 
its computer “Kube Edge” for network communication, application deployment, 
and cloud and metadata synchronization between platforms (also based on the 
Aquino Edge train [45]). “OpenEdge” works specifically to protect computer sys-
tems and assist in product development. But IoT, Azure IoT Edge [13], and EdgeX 
are designed to bring cloud intelligence to the test by deploying AI to cloud IoT 
platforms.

3.2  Decentralized Cloud and Low Latency Computing

Medium-sized cloud computing may not always be the easiest strategy for geo-
graphically distributed applications. The system should be built around the source 
of information to improve the service provided. This benefit is always made in any 
web-based application [9]. Video streaming is a major manufacturer of mobile 4 
traffic and is a challenge where satisfied users have to turn most of the traffic into 
the same. Similarly, multimedia applications, such as the game search on current 
cloud infrastructure, impose similar controls on game player delays. Here, localized 
queues (e.g., routers or basic single-grade hop stations from a physical device) 
enable users to frequently measure delays in order to improve cloud computation 
(Fig. 5).

Fig. 5 Cloud computation structure
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3.3  Limitations on Real Device Resources

User devices such as smartphones have hardware limitations compared to a central 
data server. These prestorage devices include audio, audio, video, touch, or motion 
sensors, and a cloud-based service. Due to the constraints of middleware and hard-
ware, devices in advance cannot perform complex calculations. This is sometimes 
possible at the expense of removing the battery. Therefore, the data should be deliv-
ered to the cloud to meet the integrated requirements of processing logical data, and 
then transferring it to the repository. However, not all data from the front-end device 
is used by the service to perform analytics loads in the cloud. Ideally, data is often 
filtered or partially analyzed, which may have sufficient administrative resources to 
include data management functions [14].

3.4  Continued Energy Consumption

There is a large body of research that examines the power consumption of cloud 
data centers. Over the next decade, data centers will use up to three times the amount 
of energy used today, and there is a great need to implement energy efficiency 
reduction strategies. More and more applications that occur in the cloud will be 
dormant to fulfill additional power requirements. Instead of loading data centers 
with minimal work, the challenge of acceleration can be reduced in the short term 
by combining logical power management techniques with different analytics func-
tions, such as key channels or routers near a data source. They create a complex 
node without significant energy effects [15].

3.5  Dealing with Data Explosion and Network Traffic

The number of edge devices is increasing dramatically, with one in three people in 
the world predicted to have smartphones by the year 201,878. As a result, the 
amount of data to be prepared will increase. It is expected to produce 40 trillion 
gigabytes by 202,010. This highlights the additional need for data centers to support 
monitoring and analysis work, but also raises concerns about the continued use of 
data centers. There are efforts to reduce the power challenge by performing calcula-
tions on the swallowing device. However, this is usually limited to bandwidth per-
formance between edge devices, and integrated analysis (for most edge devices) 
will not be performed on a virtual device. Another concern with data loading is the 
amount of network traffic on the central server or cloud, which reduces response 
time on edge devices. This exposes the ability to use the remote hop on the network 
to complete the installation of this site or information center to resolve the increase 
of information and to distribute traffic to the network [16].
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3.6  Smart Computing Strategies

End-user information should be sent to the cloud server to perform any logical anal-
ysis with obvious impact and visual capabilities. However, if the system is often 
customized, it is possible to integrate resources into the network endpoint. For 
example, a static device pipeline can process data generated on a device and then 
perform an analysis of swallowing locations where data is transmitted before reach-
ing the end of the cloud server for performing complex tasks. Alternatively, it is 
often possible for data centers to reject a computer that requires third-party applica-
tions or use custom devices to strengthen the computing power. Edge nodes can 
create data capture near a data source (or data source) and include remote sensing 
strategies for outdated devices [17].

4  Challenge-Edge Computing

Edge system is always small and the installation frame is rarely available. Such frame-
works must meet requirements such as application development to process applications 
in real bad situations. Existing computer platforms such as Amazon Web Service, 
Microsoft Azure, and Google App Engine can support powerful applications, but the use 
of real-time processes in network stability remains an open area for research. In addi-
tion, it should also understand the need to implement disruption services in the form of 
dissatisfaction. Delivery strategies—when using load, integration policies—angles and 
different functions—you need to look at how different types of surfaces can be affected 
by using the drug. With the adoption of such a framework, we think the following five 
research challenges in hardware, middleware, and software layers will be solved [18].

4.1  Challenge 1—General-Purpose Computing on Edge Nodes

In theory, a laptop usually works in many locations located within the plate wall, which 
is the cloud, including access points, stations, gates, car parks, roads, and switches. 
Basic stations, for example, include digital processors (DSPs) designed for the tasks 
they perform. In operation, the channels used are not suitable for handling analytical 
loads because DSPs are not designed for a standard system. In addition, it is not easy 
to see if these components can calculate some of their current loads. OCTEON 
Fusion®Family14 is a CAVIUM, “base station-on-a-chip” family, ranging in size from 
6 to 14 to support 32 to 300 users [18]. Such channels can be used at high frequencies 
to utilize the power of multiple computational cores. Various economic advertisers 
have taken different steps to understand system mix using software solutions. For 
example, the Nokia 15 laptop Laptop (MEC) software solution aims to run platforms 
on basic computer platforms. Similarly, Cisco’s IOx16 provides a platform to create its 
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own integrated service routers. These solutions are hardware-specific, and therefore, 
not suitable for high temperatures. One challenge within the software space is to create 
solutions available in different environments. There is also research to develop non-
technical resources to support public computers. For example, a wireless home router 
is always updated to support the extra workload. Intel’s operating system uses email 
authentication to support additional workloads. Replacing specialized DSPs with gen-
eral CPU purposes provides an alternative, but requires significant investment [19].

4.2  Challenge 2—Finding Roads

Finding resources and resources in a computer-generated environment is a well- 
educated area. It often helps in tightly integrated and comfortable environments by 
introducing the techniques included in consumer monitoring and repair tools. One 
of the most advanced development tools is strategies such as following the decision- 
making process of graph editing work. However, in order to use network robustness, 
it is necessary to find the appropriate domains available when accessing a segre-
gated cloud. These processes cannot calculate the total size of the devices found in 
these layers. In addition, they must produce large machines from many generations 
and become the promise of today, for example, a large part of machine learning, 
never before imagined. Measurement methods need to be very fast in linking ser-
vice delivery and service efficiency [20]. These processes should leave a seamless 
integration (and removal) of sites within the workflow performed at various local 
leadership levels without increasing the trajectory or indexing of user data. It is 
desirable to seek and recover from node errors reliably and correctly. The methods 
used in the cloud do not apply to the construction of separate sites in this case.

4.3  Challenge 3—Partitioning and off-Loading Task

As a result of the emergence of computer-aided sites, various strategies have been 
developed to facilitate the division of tasks to be undertaken in multisite environ-
ments. For example, the workflow is divided into several tasks. Performing a class 
of tasks is usually clearly indicated during the language or management tool. 
However, the use of finite element calculations not only saves energy efficiency but 
also removes the challenge of doing this in an automated way without the need to 
accurately determine the strength or location of restricted areas [21]. The language 
that extends to the edges of the edge can expect the user to have the flexibility that 
defines an integration pipeline—either online (first in the cache information and 
then in the layer, or the first layer and then in that data), or in multiple nodes at the 
same time. As expected, there is a need to name program planners who sell certified 
services in desolate areas.
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4.4  Challenge 4—Service Quality (QoS) 
and Experience (QoE)

The quality provided by the lubricants is usually defined by the QoS and the quality 
transmitted to the user by the QoE. One principle found in completed systems is to 
release unloaded components. The challenge here is to make sure that the nodes 
achieve maximum performance and reliability when delivering their load, regard-
less of whether the entire load is from the data center or the advanced devices. It 
doesn’t matter if the footer node is being exploited, the user of the footer service or 
information center expects a certain amount of resources. For example, when a full 
channel is full, it may affect the service provided on connecting devices connected 
to the base station. There is a need for confusing information on the excessive use 
of nodes so that the function is often fragmented and variable. The role of the man-
agement framework is desirable, but it also raises issues related to monitoring, 
restructuring, and restructuring of infrastructure, platforms, and implementation 
levels [22].

4.5  Challenge 5—Use the Front Edges of the Front 
as a General Carpet

Hardware resources for data centers, big data centers, and visualization companies 
are often adapted to provide the system as a tool. The combined risks of the provider 
and users are disclosed, thus providing the system on a revenue-based basis as you 
go. This has led to a competitive market with many options and options to satisfy 
program buyers through service level agreements (SLAs). However, if there are dif-
ferent devices, such as switches, routers, and workstations, they should be used as 
challenges for accessibility that are difficult to achieve [23]. First, the risk organiza-
tions that are formed by public and private companies that are devices and that use 
those tools must be exposed. Second, the size of the device, for example, a cluttered 
Internet router, cannot be activated when used as a noncomputer environment. 
Third, it is possible to create multiple noddy jitter nodes with technology that makes 
security a big deal. Containers, for example, are easy-to-use tip that show strong 
safety features. Fourth, the minimum service level will be linked to user mode 
stress. Fifth, we need to consider workload, accounting, data center, and transfer, 
storage and maintenance costs to create cost-effective models to create inaccessible 
gaps [23].
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5  OPPORTUNITIES Edge Computing

5.1  Opportunity 1—Standards, Benchmarks, and Marketplace

Edge computers are generally available for use, and the activities, relationships, and 
risks of all parties involved are made public. There have been several attempts to 
explain the increasing cloud size, such as the National Standards and Technology 
Organization (NIST) 2021, the IEEE Standards Association, the International 
Standards Organization (ISO) [13], the Cloud Standards Customer Council (CSCC), 
and therefore the International Telecommunication Union (ITU). However, those 
terms are now about to be revised, to look at additional stakeholders, such as long- 
term public and private companies, to define social, legal, and ethical aspects 
through the line. This is sometimes not an easy task and requires the commitment 
and investment of public and private institutions and educational institutions. 
Standards are often used as long as the performance of the edge areas is reliably 
measured with respect to the written measurements. Attempts to comment on cloud 
testing include the quality of the Performance Assessment Council (SPEC) and 
many educated researchers. In a noisy environment, sealing a ship’s shape is a major 
challenge. The current state of tarot has not yet been developed and further research 
is needed to provide measurement cases that are well-collected. So measuring areas 
of measurement can be powerful, but open up new avenues for research. Using an 
entry barrier is a great way to describe commitments, relationships, and risks. 
Similar to the cloud market, it is an online marketplace that offers limited locations 
on a cash basis. Studies to define SLAs for restricted areas and pricing models 
should create such a market [24].

5.2  Opportunity 2—Structure and Languages

There are many options for programming applications within the cloud paradigm. 
In addition to good programmable languages, there is a good type of app to install 
programs in the cloud. When resources operate outside of the cloud, for example, 
you use a bioinformatics load in a private–public cloud, where the workflow is often 
used when an input file is found in private data. Software components and tools for 
planning large-scale workflow in a distributed environment can be a well-defined 
learning process [24, 25]. However, by adding unlimited nodes that support a com-
mon purpose system, there will be a need to create a framework with a set of tools. 
The use cases of analytics are almost entirely different from the flow of existing 
operations, which are often examined in scientific fields such as bioinformatics [26] 
or astronomy [27]. Until margin analysis finds its use in user-driven applications, 
the workflow of leg analysis cannot be determined by the existing framework. The 
system model is intended to exploit the environments used to support the function-
ality and integration of data and at the same time create workloads in multilevel 
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management systems. The language that supports the planning model will consider 
the diversity of inputs and outputs. If the marks are specified earlier by the seller, the 
properties below are calculated. This is often more complex than current models 
available in the cloud.

5.3  Opportunity 3—Lightweight Libraries and Algorithms

Unlike large virtual server components, it does not support heavy software compli-
ments on a hardware keeper. For example, Intel’s T3K Concrete Dual-Mode 
System-On-Chip (SoC) Alite Cell Base Station has 4 U-based ARM-based CPUs 
and limited memory has eight cores and CPUs that complement the development of 
sophisticated troubleshooting tools such as Apache Spark 28. Eight gigabytes of 
memory. Edge analgesics require lightweight methods that facilitate machine learn-
ing or processing tasks [28].

5.4  Opportunity 4—Small Applications and Virtualization

Researching applications that run on Microsoft or kernel-micro systems can provide 
a way for ways to deal with application challenges through dynamic remote envi-
ronments. As long as these areas do not have server-specific resources, the purpose 
of the wetland-enabled system will reach a few resources. The benefits of faster 
distribution, more time for installation, and distribution of services are desirable. 
There is preliminary research showing that mobile containers using hardware for 
multiple devices can provide similar functionality to traditional devices [24]. Cloud 
technologies like Docker allow you to quickly deploy applications to a powerful 
platform. Further research is needed to accept containers as another potential alter-
native to malicious applications.

5.5  Opportunity 5—Industrial–Education Collaboration

Edge Computing gives teachers the opportunity to focus their research efforts on 
distributed computing, especially computer and cloud computing. It is difficult to 
do so on a scale without thinking inconsistently with the facts of academic research. 
This sometimes makes it possible for many academics and researchers to integrate 
their research without access to industry or government infrastructure. Higher edu-
cation institutions with credible institutions and government relations have pro-
duced exciting and powerful research. Research in the computer space is usually 
done by an open-source organization of industry partners such as mobile users and 
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developers, gadget developers, and cloud providers, and interested in both bene-
fits [28].

6  Deep Learning for Optimizing Edge

TNN (standardized DL models) can extract features of latent data, while DRLs can 
learn to influence decision making by interacting with the environment. Computer 
and end-to-end node capabilities, along with cloud computing, make it possible to 
use DL to expand computer networks and systems. By looking at the various issues 
of border management, such as border security, reload, communication, and secu-
rity, DNNs can process user information and data volumes on a network, and it is a 
wireless environment for limited space, and support this information [29]. RL is 
often used to derive long-term resource management and action planning strategies 
so that smart management can be achieved.

Cache within the network has been explored for many years, from network deliv-
ery content (cdn) to content-based content for mobile networks, affecting the grow-
ing demand for TL, multimedia service for adaptive edge caching. Coupled with the 
idea of completely suppressing content by users, edge stagnation is considered a 
good solution to reduce data transmission, reduce the pressure on cloud data cen-
ters, and improve QoE. Edge caching faces the dual challenges of content delivery 
on a node card because they are often manipulated and modified by local variations 
in the perspective of large-scale computing devices, hierarchical caching, and com-
plex network features further encourage content planning. In particular, the best 
strategy for protecting the mind is eliminated only when the distribution of content 
options is understood. However, the user configuration of the content is not known 
because the mobility, preferences, and link may always be different [30].

Use cases for DNN: Traditional temporary care systems are often more problem-
atic because they require a substantial amount of user credentials and online pro-
cessing of content and a plan for content placement and distribution. For the main 
purpose, DL tends to process the data collected from users’ mobile devices, which 
is why it separates users’ content and content into a content-based content matrix. 
This suggests that popular content on the primary network is assessed using interac-
tive feature-based filters in the authentication matrix. For a second purpose, heavy 
online computer iterations through offline training are often avoided when using 
DNNs to extend the caching strategy. The DNN, which has a hidden layer of data 
encrypted and followed, is usually trained on solutions produced by high-quality or 
heuristic algorithms and then distributed to the application of cache policy to avoid 
online verification. Similarly, MLP, inspired by the fact that there is some form of 
reproduction of a partial cache copying problem, has been trained to accept existing 
content options so that it can be the final content space as input for the cache update 
policy [29].

TRL Functional Events: The function of the DNNs described in sect. VIII-A1 is 
generally considered to be a neighbor of the full-scale storage solution, that is, the 
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DNN does not affect the whole optimization problem. An exception to this security 
edge for DNNs is that it is an important optimization program because it can benefit 
from the context of DLL users and networks and implement flexible strategies for 
long-term maintenance work. RL custom algorithms are limited by the need for 
hand counters, so it’s a feature that no longer manages data and functions for large- 
scale viewing. Compare with non-DL RLs, such as Cue-learning and Multi-Armed 
Banditry (MAP), DRNs have the benefit of learning important features from unsta-
ble source data. Integrated DRL agents including RL and DL can build their strate-
gies directly from large-scale visual data with respect to cache management in 
computer systems.

7  Conclusions

DL, as a key AI strategy, is expected to be a benefit to the bottom line. The survey 
was presented in detail and discussed various practical contexts and strategies that 
provided the basis for local intelligence and understanding. In short, the main prob-
lem of extending DL from cloud to cloud is how to calculate, scale, and realize 
architecture to find out the simple task of DL training under multiple network con-
straints, telecommunications, computer power, and power consumption [28]. This is 
because the capacity to swallow the system increases, the winning intelligence 
increases, and the intelligence edge plays an important role in supporting the opera-
tion of the local intelligence system. This application will enhance discussions and 
research efforts by integrating DL/Edge, which we hope will improve applications 
and communication in the future.
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Artificial Intelligence in Healthcare 
Databases

A. S. Keerthy and S. Manju Priya

1  Introduction

Electronic medical record (EMR) system has led to vast storage of medical informa-
tion in the healthcare databases across the globe [1]. In the scenario of data explo-
sion in the healthcare industry, cloud computing is implemented for the effective 
maintenance of medical records. Current usage of this data can lead to potential 
growth in disease diagnosis, treatment planning, drug designing, and so on. At the 
same time, the data has to be conserved with suitable security since it holds sensitive 
private information of individuals as well. Unlawful access to personal information 
in the patient records can be legally challenging for the services, which attempt to 
use the data for analysis. Data anonymization aims at hiding this sensitive informa-
tion that is invaluable for scientific analysis of data. The anonymization procedure 
prevents the establishment of linking between individuals and their respective data. 
Although anonymization of data ensures the security of data, it rips off some infor-
mation when taken up for processing, and hence, is considered as affecting the data 
quality. The quality of data may affect the statistical reliability of the estimates 
derived from the analysis of the data. Hence to maintain the quality of data as well 
as preserve confidentiality, data encryption is suggested. Encoding data ensures 
confidentiality in an untrusted database while querying an encrypted data is chal-
lenging. Encryption also protects against inference attacks from technical experts [2].
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To dig out imperative information from the huge data repository of healthcare 
databases, software has been developed. They are proposed to assist physicians in 
decision making by using the prospective of human intelligence in reasoning, deci-
sion making, reinforcement learning, and so on. The AI-based tools are aimed at 
assisting doctors in quick decision making without loss of time in consulting an 
expert with the help of a “rule set” or “experience”. The “rule set” is established by 
implementing Artificial Intelligence (AI) techniques. The usage of advanced tech-
nology is expected to reduce the cost, time, human expertise, and error in medical 
diagnosis. As the system needs frequent monitoring and update of knowledge base 
by humans, it is not expected to replace human proficiency [3].

2  What Is AI?

A system is defined as artificially intelligent if it perceives its environment and takes 
actions similar to human cognitive behavior. AI-based systems tend to mimic human 
behavior with the help of machine learning techniques, natural language processing, 
and so on [4]. AI-based technologies are widely used in the business environment 
for decision making as well as in the service sector. Applications of AI include 
human speech recognition, autonomous vehicle driving, simulated game playing, 
and many more.

With the rising availability of healthcare data and advancements in analytical 
techniques, data analysis in the healthcare field is advancing. For supporting the 
clinical practice, AI may be used in processing the available data to dig out the pos-
sible relations and patterns hidden within the healthcare databases, rather than from 
the information available from the discharge summaries of patients [5]. The poten-
tial usage of AI is not only restricted to diagnosis but can also be made available for 
patient care, administrative processes, drug development, and many more. 
Researchers are working toward developing AI-based systems that will replace 
costly clinical trial based techniques of drug development [6].

3  Healthcare Database

The information stored in healthcare databases comprises a variety of components 
such as digital medical records, clinical trial data of patients, records maintained in 
hospitals, and reports maintained by hospital administration. The volume and vari-
ety of data in these databases make them “data rich” but non-utilization of the infor-
mation for decision making regards them as “knowledge poor” [7]. Extracting 
valuable information from these database aids in understanding the hidden pattern 
within the data and using it for predictions of how they will behave at a later period. 
The data within the healthcare databases are sensitive with respect to the person to 
whom it belongs and hence maintains strict regulations in their use for further 
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processing. Before using these data for improving the healthcare services or any 
other research activity that is of public interest anonymization of the data is manda-
tory. Functional anonymization attempts to hide sensitive information in the data in 
the best possible way [8].

3.1  Features of Data in Healthcare Database

• Heterogeneity

• The data that is fed into a patient’s profile includes the diagnosis from a doctor, 
treatment undergone, medicines taken, images of scan reports, and so on. This 
shows that the data may be text, image, or even signals at certain times. Thus, 
making the database store heterogeneous data in each and every record as and 
when required.

• Incompleteness
• The data like echocardiogram signals that are generated throughout the time 

period, for which the patient is under observation, takes up huge storage space if 
stored fully. Also, those clinical observations that are made by the physicians or 
nurses may not be promptly inputted into the database. This may sometimes 
make the database incomplete for further analysis purposes.

• Timeliness and durability
• The time gap between the generation of clinical reports and update of those 

details into the database is very critical with respect to decision making. Along 
with timely updating, the report generated is also needed to store this informa-
tion for a sufficient longer duration of time. Another fact that has to be taken into 
consideration is the linking of medical records of members of a family so that it 
becomes easier to find out the traits of hereditary diseases, the chances of their 
occurrence, and preventive measures if available.

• Data privacy.
• Privacy and security of patients’ sensitive data are of utmost interest to the gov-

ernment as well as the healthcare industry. Data anonymization and encryption 
are adopted by organizations to protect sensitive data while governments across 
the globe have laid down strict policies to maintain secrecy.

• Data Ownership.

• Although people themselves are considered as the sole owners of their healthcare 
data, hospitals, pharma companies, doctors, government agencies, clinical labo-
ratories, and so on, also have access to the patient information. This always puts 
the citizens at threat of their personal information being distributed for research 
and analysis purposes [9].
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4  Data Mining in Healthcare Databases

EHR has given access to huge repositories of patient data to data analysts for analy-
sis. For effectively utilizing the information hidden in this data, data-mining tech-
niques are being used. Ranging from fraud detection in health insurance to 
classifying a tumor as malignant or not can be achieved through effectively imple-
menting data-mining techniques upon the healthcare data. With the advanced usage 
of these techniques, health service can be made affordable and more effective; thus 
benefitting both the patient and physician community [10]. Mining techniques 
effectively scoop out the previously unknown/hidden patterns within the data, which 
may be useful in disease forecast or treatment effectiveness [8].

4.1  Application of Data Mining in Healthcare Data

There are several applications of data-mining techniques in healthcare data. A few 
of them are listed and explained below.

 1. Effectiveness of treatment
Data-mining techniques like association analysis can be used to compare the 

symptoms and causes of disease states and identify the practice pattern of other 
physicians as well as industry standards. The side effects of treatment, common 
symptoms to help in diagnosis, effective drugs with a minimum reaction for 
those with allergies, and so on, can be recognized from the underlying patterns 
in the data. By analyzing the course of treatment for a similar scenario by an 
expert physician, doctors may resort to using it or modifying it as per their 
requirement.

 2. Assistance in healthcare management
Classification techniques can be laid down for proper assistance to patient 

management during hospital visits, reduce clinical complications, track the treat-
ment procedure of chronic and high-risk patients. Using the classification tech-
niques data mining applications can be developed for this purpose. Tracking the 
recovery of a patient can be performed effectively as well as automatically noti-
fied to the concerned physician. Comparison of healthcare practices across dif-
ferent groups with respect to the treatment plan, length of stay in the hospital, 
cost of treatment, insurance assistance, and so on, can be assisted by data-mining 
tools [11].

 3. Customer relationship management(CRM)
The CRM module of a data-mining application uses a clustering technique to 

identify which treatment plan is best suited for a patient based on the diagnosis 
input into the database and encourages the patients who need it most to make 
maximum utilization of it. They try to organize the services provided to the 
patients for reducing the waiting time at the hospital. The CRM data is used by 
the pharmaceutical companies to track the usage of a particular drug by the phy-
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sician and its effectiveness in the recovery of a patient. They also take advantage 
of this data in identifying physicians whose treatment plans are best suited for 
conducting clinical trials.

 4. Detecting Fraud and Abuse
The outlier detection methodologies aids in identifying any anomalous pat-

tern in health insurance claims proposed by doctors, individuals, laboratories, 
and so on. They can pick out the inappropriate/fraudulent prescriptions or refer-
rals and pin down such medical claims.

4.2  Data-Mining Techniques Used in Healthcare

There are different classification techniques used in analyzing the healthcare data 
for discovering the hidden patterns and relationships within the data [12].

 1. Rule set classifiers:
For each class of data, a set of rules are laid down. A data value falls into that 

class whose rule is satisfied by the data. If data satisfies none of the rules, then it 
falls into the default class. The rules are mostly written in the format: “if (P and 
Q) or R, then class A.”

E.g.: High fever ^ Throat pain → Viral fever
 2. Decision Tree Algorithm:

Decision trees are mostly used in classifying high dimensional categorical 
data. Continuous data, if included, has to be converted to categorical data for 
analysis. Gini index is the most prominently used measure of impurity for choos-
ing the right attribute while constructing the tree. Once the tree is constructed, by 
walking along the branches of the tree to the leaf, we can lay down the rule set 
for the data used in constructing the tree. For example, a simple decision tree 
given in Fig. 1, can be used to determine whether a person is healthy or unhealthy 
based on his food habits and exercise patterns.

 3. Neural Networks:

Is a person healthy?

Age <30?

Yes?

Yes?

No?

No?

Loves to eat food?

Unhealthy UnhealthyHealthy Healthy

Goes to gym everyday?

Yes? No?

Fig. 1 A sample 
decision tree
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A neural network works as a network of nodes mimicking the neurons in the 
human brain. A sample multilayered feed forward neural network may have 20 
input nodes, 15 hidden nodes, and five output nodes. The number of input nodes 
and output nodes depends on the input data while the number of hidden nodes is 
decided by trial and error on the data to obtain the desired output. A sample feed 
forward neural network with five input nodes, two hidden layers, and five output 
nodes is demonstrated in Fig. 2. The number of hidden layers and the number of 
nodes in each of the hidden layers is the discretion of the network designer. 
While designing the hidden layers weights are assigned to the internal connec-
tions which are adjusted in subsequent iterations to reduce the cost function 
incurred. The cost or error value is a measure to determine how close the pre-
dicted values and the actual values are.

 4. Neuro Fuzzy:
Fuzzy based networks are constructed with the help of stochastic back propa-

gation algorithms that uses a learning algorithm derived from neural networks. 
Initially, the weights are assigned random values. In the next step, calculate the 
net input, output, and error value. In the last step, a certainty measure to handle 
uncertainty for each node is measured, and based on the certainty measure, a 
decision is made.

 5. Bayesian Network (BN):
BN uses probabilistic correlations to make a prediction or classification. The 

predictions and anomaly detection are performed in BN based on the probability 
distribution of the data and the statistical estimates made from the data. Each 
node in the Bayesian network represents an attribute of the dataset which may be 
a categorical or continuous value. The dependencies between attributes are rep-
resented as a direct link between the attributes. For modeling time series data and 
sequence data, Dynamic Bayesian Networks are used.

Output 1

Output 2

Output 3

Output 4

Output 5

Input 1

Input 2

Input 3

Input 4

Input 5

Hidden
Layer 1

Hidden
Layer 2

Fig. 2 A sample neural network with 5 input nodes, 2 hidden layers, and 5 output nodes
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4.3  Web Based Tools for Medical Diagnosis and Prediction

In the recent advancements of healthcare tools, web based medical diagnosis and 
prediction have started to dominate in providing services to physicians and patients 
at the same time. Web based systems are constructed with a user interface, diagnos-
tic, prediction, and database modules. The user interface module assists the physi-
cians and patients to input details into the system. These may be personal details of 
the patient, clinical reports, or the doctor’s findings. This information is stored in the 
database of the system. For efficient retrieval of data and maintaining the security of 
the data, databases are often split as one storing the personal details of students and 
the other storing the treatment details and clinical evaluation values. Based on the 
clinical values and previous records in the database the prediction module, built 
using neural networks, will predict the illness condition of the patient. The diagnos-
tic module acts as an expert system that lays down a set of rules based on the current 
condition and symptoms. To the diagnostic module fuzzy logic is integrated to 
improve the performance of prediction when dealing with fuzzy data [13]. Figure 3 
gives an overview of the analysis of patient data using neural networks exploiting 
the similarity of information in the data for clustering and prediction.

5  AI Techniques on Medical Data

Artificial intelligent systems are developed to assist the physicians by providing 
recent information from literature as well as clinical databases for efficient patient 
care. They can be used to replace human judgment or suggest better clinical deci-
sions in some prominent healthcare areas like radiology, cancer treatment, neurol-
ogy, cardiology, and so on [4].

The relevant aspects of using AI in healthcare can be summarized as:

Fig. 3 An overview of web enabled prediction of disease identification and patient clustering [14]
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 1. Motivations that led to applying AI in healthcare.
 2. Types of data that are analyzed by AI systems.
 3. Methods that assist AI systems to develop meaningful clinical results.
 4. Types of diseases that are focused by the AI community for analysis.

AI based system evaluates data from a huge patient population and helps in issuing 
health risk alerts on a real-time basis as well as predict the future possibility of risk. 
The AI based systems are trained with the data fed into the databases from the clini-
cal procedures which include monitoring, analysis, treatment plan, and so on. 
Clustering techniques can be used to group together similar group of patients to 
learn their features and lay down rules to identify or classify a new data item to 
belong to that group or not. Association analysis may be used to bring out the hid-
den relation between symptoms and disease outcomes. Clinical data being hetero-
geneous has to be preprocessed before any further analysis. It includes demographic 
data, medical notes, recordings from electronic devices, data from physical exami-
nations, and so on.

AI applications allow doctors and researchers to traverse through imaging data, 
lab reports, disease symptoms, and so on, and reach the closest available diagnoses 
and successful treatment plan, which may be utilized for a potential new patient. 
This will reduce the time for identifying and starting treatment as well as reduce the 
cost of healthcare for the patient. Furthermore, the situation can be handled well if 
treatment details of the patient from other sources are made available online from 
any other sources where the patient has previously undergone treatment earlier. 
Along with that technology can be utilized to analyze the EHR of the patient’s fam-
ily to detect any other patient with similar disease conditions and use the informa-
tion to finalize diagnoses and schedule proper treatment plans [15]. Integrating EHR 
from multiple sources eliminated unwanted testing, reduce gap and disagreements 
in treatment mostly in the case of treatment of diseases that have heredity as a decid-
ing factor.

The steps involved in discovering patterns from the data in the database can be 
summarized as follows [16]:

 1. Study the data domain in which analysis has to be carried out.
 2. Transform the data to the desired format by cleansing, preprocessing, and 

warehousing.
 3. Extract patterns from the data using suitable data-mining techniques.
 4. Post process the pattern for assisting in the decision making.
 5. Choose suitable visualizing techniques to present the discovered knowledge for 

further usage.
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5.1  Opportunities for Implementing AI in Healthcare Sector

AI enables the transition to a digital environment from traditional paper-based med-
ical records. This provides physicians, pharmacists, and researchers’ faster access to 
data. Advanced computing technology gives provision to grab updated information 
from the literature databases and thus keeps the medical community informed about 
the latest findings. Decision-making algorithms give out predictions more consis-
tently than human counterparts. Although the algorithm has to be taught to predict 
with accuracy using the data available, it will predict with accuracy from then 
onward. System based data maintenance reduces the workload of maintaining hard-
copy files as well as looking through multiple files in the time of report generation. 
Hence documentation of data is made simple with the usage of AI enabled systems. 
AI enabled systems are used in training medical researchers to analyze how the 
systems are working and for varying inputs what is the predicted output. The usage 
of expert systems has become very common among the researchers as well as com-
mon people and has been accepted by society as an extra method for an expert 
opinion. AI based systems improve efficiency as well as the accuracy of prediction 
techniques used so far.

5.2  Challenges in Implementing AI in the Healthcare Sector

Huge data repositories maintained by hospitals with multiple branches may be 
reluctant to share information for research purposes or diagnosis by physicians out-
side their environment, raising the issue of data security. Since AI based medical 
diagnoses are costly, as far as they are not reimbursed by insurance companies, 
people will be reluctant to invest in those technologies even if they assure quick and 
accurate results. It may not be advisable to legally challenge AI based system of 
wrong diagnosis or incorrect prediction as proving the system wrong may not be 
promising. There is unavailability in setting a gold standard for accuracy in diagno-
sis and prediction compared to human expertise. Apprehension regarding the pro-
tection and unauthorized usage of patient information restricts database owners 
from sharing the patient information even for research purposes. Converting clinical 
strategies to machine understandable form is a tedious job and hence databases 
updated with values from clinical trials cannot be efficiently used for further analy-
sis always. As more data gets updated into the database, the accuracy of the diagnos-
tic system improves but at the same time, the prediction time increases. This further 
leads to a delay in evaluating the scenario of a patient with the assistance of an 
expert system.
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6  Machine Learning for Healthcare Data Analysis

Machine learning (ML) is a class of AI based systems that are designed to learn 
from the data provided to them and improve the forecasting ability without being 
explicitly programmed. ML techniques are broadly classified as supervised and 
unsupervised learning. In supervised learning, prediction of classes is performed 
based on the known input and output values; whereas, in unsupervised learning, 
feature extraction is performed by looking at the nature and characteristics of the 
data analyzed. Semi-supervised techniques are found suitable for those situations 
where output is missing for some input data. ML techniques are used in the analyses 
of structured data (e.g., imaging, genetic data) and attempts to predict disease prob-
ability and cluster patients based on the traits [4]. Natural language processing 
(NLP) characteristics of ML are used to analyze handwritten prescriptions, dis-
charge summaries, or medical journals to add information to structured databases. 
These converted structured data can be analyzed by ML techniques.

6.1  Unsupervised Learning

Unsupervised learning techniques do not have any output information given with 
the data, which means that the learning algorithms have to identify the features of 
the data under consideration and group the data items based on the similarity of 
their features.

6.1.1  Clustering

Without the output information, clustering techniques group the patients with simi-
lar traits into the same groups and assigns a label to the groups. The clusters are 
formed such that it minimizes the difference between the patients in the same clus-
ter while maximizes the difference between patients in different clusters. Whenever 
a new patient data is received, the difference with all the clusters is calculated and 
the new data is assigned to that cluster with which it has the minimum difference. 
Clustering can be one among k-means clustering, hierarchical clustering, and 
Gaussian mixture clustering.

6.1.2  Principal Component Analysis (PCA)

PCA is used as a preprocessing technique for reducing the dimension of multidi-
mensional data and choosing the most prominent features, without losing many 
features, for further analyzing the data. PCA is a statistical method that runs orthog-
onal transformation on a set of probably correlated values and converts them to a set 

A. S. Keerthy and S. Manju Priya



29

of linearly independent variables. PCA is used mostly in exploratory data analysis 
and constructing predictive models.

6.2  Supervised Learning

Supervised learning generates a functional relationship between a set of input data 
values for a set of output values where the input–out pair. In healthcare databases, 
supervised learning is widely used in constructing classification as well as predic-
tive models.

6.2.1  Linear Regression

Linear regression chooses the best fit relationship between a dependent variable and 
an independent variable, which minimizes the error value. The error value is calcu-
lated as the root mean square of the difference between the actual output value and 
the predicted output value. The model that gives the least error is considered as the 
best fit for the data given. Linear regression has been successfully used in predicting 
the length of stay in the pediatric emergency department [17].

6.2.2  Logistic Regression

Logistic regression is a supervised prediction method that uses a probabilisticfunc-

tion in the regression analysis. It uses sigmoid function ( f x
e x( ) =

+ −

1

1
) formodel-

ing the data. Logistic regression is used in disease diagnosis among different 
categories of people [18].

6.2.3  Support Vector Machine (SVM)

SVM is a prediction/classification technique that uses statistical properties of data 
to create a separating plane called hyperplane between two classes of data. It is a 
data driven approach widely implemented in healthcare systems including predict-
ing the possibility of heart failure [19].

6.2.4  Neural Network

Neural networks are formed of processing units interconnected by adjustable weights 
that permit parallel signal transmission. The network of nodes is formed of multiple 
layers, namely, input layer for reading in the input data, hidden layers for extracting 
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patterns, and output layer for providing the output values. The aim of the neural net-
work is to estimate the weights in the hidden layer in such a way as to reduce the 
error due to the difference between predicted output and actual output [20].

The advantages of neural networks over traditional manual techniques [13] of 
data analysis are listed as follows:

 1. Neural networks are data driven; hence works effectively than complex rules 
derived from data.

 2. Data generalization aids in handling noise in data automatically.
 3. Prediction of future values is based on previous data and trend analysis.
 4. Real-time data analysis and diagnosis are successfully accomplished using neu-

ral networks.
 5. Fast recognition and classification of input data are achieved with neural 

networks.
 6. Human inference is affected by fatigue on huge datasets that does not trouble 

neural networks.

6.2.5  Deep Learning

Deep learning is an extended version of neural networks with multiple hidden layers. 
Deep learning algorithms have the capability of learning from unlabeled, unstruc-
tured, and unsupervised data. They are mostly used in medical image analysis in 
healthcare data analysis as image data are highly complex and comprises of high 
volume. Deep learning algorithms handle highly complex data with the help of con-
volutional layers forming convolutional neural networks (CNN). The hidden layer of 
CNN is designed to have multiple sequences of convolutional layers, an activation 
function (e.g., RELU), and a pooling layer, which is repeated multiple times [21].

The usage of different AI techniques (Fig. 4) with the assistance of data-mining 
techniques in the analysis of healthcare data is available. On analysis of these meth-
odologies on different sets of data, it has become evident that a single data-mining 
algorithm cannot be relied upon for prediction or classification on every dataset. 
According to the nature, interdependent features, and the volume of the database a 
single method or combination of techniques can be used for assisting physicians in 
decision support [22].

7  Application of AI Based Medical Data Analysis

Artificial intelligence systems are used in many scenarios of healthcare data analy-
sis ranging from waiting time prediction in a hospital to assisting in the diagnosis of 
complicated medical situations that need to integrate data from multiple sources and 
heterogeneous formats. A variety of application scans are laid down for AI in the 
healthcare field on a day to day basis. Figure 5 gives a brief list of applications of AI 
in the health field of the common man on a daily basis.
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Fig. 5 Application of Artificial Intelligence in healthcare
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7.1  Application in Stroke Prediction

AI techniques are used in predicting the possibility of stroke occurrence as well as 
diagnosis and treatment suggestions for stroke affected individuals. Early stroke 
detection is accomplished with the help of movement-detection devices that works 
based on either a genetic fuzzy finite state machine or PCA. The movement detect-
ing device is equipped to detect human activity and classify it as stroke onset activ-
ity and raising an alert in such a case. The movement detecting device will normally 
be a wearable device that records data values significantly different from normal 
situations on the onset of stroke. Data modeling is performed using hidden Markov 
models (HMMs) and SVMs [4]. Further neuroimaging data analysis is supported by 
ML methods for faster diagnosis and predicting treatment effectiveness. Stroke 
treatment models are designed after Bayesian belief networks. It was recognized 
that for reaping the benefits of an AI system it must possess an ML component that 
handles structured data and an NLP component that handles unstructured data.

7.2  Application in Cardio Treatment and Prediction

By analyzing a persons’ eye, age, blood pressure, smoking habit, and so on, the suscep-
tibility of a person to cardiac diseases can be predicted. This enables doctors to verify 
the cardiovascular risk of a person without running a blood test [13]. ANNs with feed 
forward networks are also used in the prediction of the possibility of occurrence heart 
disease using factors such as age, blood pressure, and so on. The learned information 
from the initial supervised data is further used in the prediction of unsupervised data. 
The neural networks develop their prediction ability with the help of gradient based 
training, fuzzy logic, genetic algorithms, Bayesian methods, and so on [12].

7.3  Application in COVID-19 Prediction

In the event of the outbreak of COVID-19 an epidemiological model was designed 
using the long short-term memory (LSTM) model to predict the rate of infection 
spread. The SEIR model worked by classifying the population into four classes 
based on their state of being: susceptible (S), exposed or latent (E), infectious (I), or 
removed (R). LSTM is a recurrent neural network (RNN) is used to process time- 
series data for predicting the possibility of new infections over period of time. As 
the available dataset is small, a simple model optimized using Adam optimizer was 
used in developing the model and the parameters included transmission probability, 
incubation rate, recovery rate, and contact number [23].
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8  Conclusion and Discussion

Healthcare data in all levels of governance stands ready for being analyzed to dig 
out the pattern hidden and identify the mysteries held by them. At the same time, 
there is rising reluctance from the EHR vendors to share the highly sensitive data to 
third-party providers of AI-based systems. The main aim of AI in healthcare data-
bases is the effective sharing of vital information among peers in decision-making. 
These decision-making tools developed with AI assistance and heterogeneous 
healthcare data assist the physicians in the speedy diagnosis of the condition and 
suggest treatment outcome [24].

Along with the physicians, the pharmaceutical industry also has developed an 
interest in the vast healthcare data. They use the data to analyze the treatment plan 
for specific diseases, identify the commonly used medicine, track the dosage and 
usage of medicine in the case of recovery and non-recovery from the disease state, 
and so on. This information gathered from the database can be further utilized in 
research toward developing novel drugs and restructuring the dosage of existing 
drugs, and many more [12].

The usage of most modern analysis tools is not deprived of medicolegal con-
cerns. In the case of misdiagnosis that result in wrong or delayed treatment, on 
whom will the liability of adverse outcome reside—software developer, doctor, or 
the hospital which decided to implement it? Medicolegal concerns may also be 
raised when a physician decided to work against the advice of a decision support 
system or chooses not to use a decision support system.

By overcoming the barriers to adopt AI based technologies, a combination of AI, 
big data, and parallel computing aims at developing the practice of evidence-based, 
cost-effective, and personalized medical treatment.
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1  Introduction

Among the total diseases in the World, only 17% of the diseases are vector-borne 
diseases [1]. Among them, dengue and malaria are some of the major vector-borne 
diseases, and it one of the major public health concerns also [2]. Dengue is one of 
the vector-borne diseases because of the bites of encephalitis mosquitoes. According 
to the World Health Organization (WHO), dengue is a mosquito oriented viral 
infection that can be found mainly in tropical and warm climates. In the southeast 
Asian countries, the impacts of vector-borne diseases are high in the 11 countries. 
In 2017, half of the world’s population was affected by vector-borne diseases [3], 
and two-fifths of the world population was at a risk by the impact of vector-borne 
diseases. India is also one of the countries where the impact of vector-borne dis-
eases is very high. According to the projection of the vector-borne diseases in India, 
it will be highly increased in 2030 [3]. According to WHO (2017), the rate of 
dengue- affected people has highly increased in the last 50  years. In 2016, West 
Bengal had experienced with the maximum number of suspected cases in India [2, 
4, 5]. In West Bengal, there are various districts that have experienced a high rate of 
dengue suspected cases since the past few years. Kolkata is one of the small but 
most important districts in West Bengal because of various types of activities.

In this study, GIS has been used in the case of health science study or medical 
sciences as an important tool. The uses of GIS in the field of health sciences are new. 
But the sphere of applications of GIS in the field of medical GIS or health GIS has 
been increasing day by day. It is one of the essential tools where the researcher can 
easily store, process, and analyze the data under a single domain. Researchers can 
create different types of analysis like hotspot mapping, disease analysis, outbreak 
mapping, and so on [6–9].
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Kolkata is one of the cities in India where the impact of the vector-borne diseases 
is very high. Every year a good number of people have died due to the impact of the 
dengue diseases. Kolkata is also one of the important districts in West Bengal where 
the impact of dengue is high. The weather and climate of Kolkata create favorable 
conditions for dengue diseases. The main problems of Kolkata city are completely 
different in nature. Unplanned development with major slums in the city areas, 
unhealthy environment, irregular cleanliness of drains, irregular cleanings of gar-
bage are the major causes of dengue in Kolkata. In most cases, the outbreak of 
dengue is mainly found after the post monsoon period.

1.1  Objectives

In this paper, an attempt has been made to find out the spatiotemporal pattern of 
dengue disease in Kolkata using geographical information system as it is one of the 
latest approaches in healthcare informatics. The objective of this study is to find out 
the spatiotemporal pattern and hotspot identification of dengue-affected areas in 
Kolkata. In this study, analysis has been done using hotspot identification of the 
dengue-affected areas.

1.2  Study Area

Kolkata city is located in the eastern part of India. It is also the capital of West 
Bengal. It was also the capital of India till 1912. It is the third most populous city in 
India after Mumbai and Delhi. It is the headquarter of Eastern India for various 
administrative works. Various states in the eastern parts of India like Assam, Sikkim, 
Odisha, Jharkhand, and Bihar are under the headquarter of Kolkata for defense, 
communication, and administrative purposes. Kolkata city is under the jurisdiction 
of Kolkata Municipal Corporation. It has been subdivided into 144 wards and 16 
boroughs. The total population of this city is nearly 4.4 million according to the 
census of 2011. Between the years 2001 and 2011, this city has experienced a nega-
tive growth rate, which is −0.38. This city is located beside the Hooghly river and is 
situated over the moribund delta of river Hooghly. This city is bounded to the north 
by the North 24 Parganas District of West Bengal, the eastern side by the rural 
blocks of South 24 Parganas district, the southern side by the South 24 Parganas 
District, and the western side by the rural blocks of the Hooghly District. Kolkata 
city is under the Kolkata Metropolitan Development Authority. All types of health 
and healthcare related services in this city are under the Government of West Bengal. 
All types of environment-related work in this city are under the Kolkata Improvement 
Trust. Fig. 1 shows the map of Kolkata Municipal Corporation.
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2  Data and Methods

2.1  Data

For this study, two types of data have been used, that is, primary data and secondary 
data. Primary data have been collected from the field survey with the help of struc-
tured questionnaires. It has been collected from the field between 10 a.m. and 4 p.m. 
For the collection of the data, the first priority has been given to the head of the 
household. In case of his or her absence, the second priority has been given to the 
most elderly person in the household. Primary data have been collected from all 
over the KMC areas regarding the various issues of dengue. Secondary data include 
various information of dengue, maps, periodicals, journals, and so on. Maps of 
Kolkata Municipal Corporation (KMC) has been collected from the offices of the 
KMC and official website. Various information about the dengue, such as the 

Fig. 1 Borough-level map of Kolkata Municipal Corporation
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affecting area (year wise), distribution, and the total number of affecting people 
have been collected from the various old books, which are collected from various 
town libraries of Kolkata city. Data regarding the outbreak of dengue have been col-
lected from the Kolkata Municipal Corporation office. For mapping purpose, vari-
ous software have been used like Arc GIS 10.3 version software, Map info 
Professional software, Microsoft Excel software, and so on (Fig.  2).  Detailed 
description about the methodology has been described in Fig. 2. 

2.2  Methodology

The analysis data have been inputted by the excel software. Data obtained from 
each ward have been stacked into its enlisted boroughs. Data of 144 wards have 
been subdivided into 16 boroughs. After that, maps obtained from the sources have 
been scanned in a large drum scanner to transform it into softcopy. After scanning, 
it has been geo-referenced with a projection system. In the case of geo-referencing, 
Universe Transverse Mercator’s Projection System has been used using 45° north as 
a standard parallel. After that, shape file has been created in each of the boroughs 
and these shape files have been used for the spatial mapping purposes. Thereafter, 
the data of the excel has been joined with the corresponding shape file for spatial 
mapping and analysis of the data. For the visual analysis of the data, cartographic 
techniques have been used, and for the demographic analysis statistical techniques 
have been used.

For the analysis of the data over a different period, different statistical techniques 
have been used which is defined by the World Health Organizations (WHO). These 
are the epidemiological definitions operated by WHO. The epidemiological indica-
tors that have been used for the study are as follows.

 1. Annual blood examination rate (A.B.E.R.) = 
Smears examined ina year

Total Population.

 ×100

Hardcopy Maps
(Ward Maps and Borough Maps) 

Scanning Hardcopy Maps

Softcopy Maps 

Health GIS 

Spatial Mapping Spatial Analysis GIS

Fig. 2 Methodological 
framework used for study
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 2. Annual falciparum incidence (A.F.I.) = 
Total positive PF in a year x 

Total Population

1000

 3. Annual parasitic incidence 

(A.P.I.) = 
Total no of positive slides for parasite in a year x 

T

. 1000

ootal Population
 4. Plasmodium falciparum percentage (PF%) = 

 
Total positive for P falciparum x 

Total positive for MP

. 100

 5. Slide falciparum rate (S.F.R.) = 
Total positive PF x 

Slides examined

100

 6. Slide positivity rate (S.P.R.) = 
Total positive x 

Total slides examined

100

3  Results and Analysis

Kolkata Municipal Corporation is one of the oldest municipal corporation in the 
eastern part of India. It has importance all over the world because of its population 
and area. For administrative purposes, the total area of Kolkata Municipal 
Corporation has been divided into 144 wards. After that, it was again subdivided 
into 16 boroughs. In comparison, one borough consists of several numbers of wards. 
The administrative head of each of the wards is a counselor and the head of all coun-
cilors is the Chairman of Kolkata Municipal Corporation area. The total number of 
wards in Kolkata Municipal Corporation is 144 which have been subdivided into 16 
boroughs. All types of work in this area are under the jurisdiction of Kolkata 
Municipal Corporation area. This authority receives various types of taxes like 
property tax, land rent, parking tax, water tax, and so on. Since the past decades, it 
has been found that Kolkata city is one of the dengue-affected cities in India. So, 
this city has been chosen for the hotspot analysis of dengue-affected areas. For this 
reason, various index has been chosen and these are given below.

To find out the concentration of dengue in Kolkata, an annual blood examination 
rate (ABER) has been calculated. It is calculated once a year. The number of people 
suffering from dengue in a year among the total population is the annual blood 
examination rate. This has been represented here as a percentage. From the annual 
blood examination rate of dengue disease in Kolkata, it has been found that the 
percentage of dengue-suspected people is high in the northern and north eastern part 
of the Kolkata city. The percentage is high in the northeastern part, that is, the 
Belgachia area and toward the Saltlake area. It is very low in the southeastern, 
southern, and southwestern part of the Kolkata Municipal Corporation area. The 
percentage of annual blood examination rate is high in borough no. 2, 4, 5, and 6. 
This rate is very low in the borough no. 11, 13, and 14, which is toward the Behala 
area. Figure 3 shows annual blood examination rate (ABER) of the KMC area.
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To find out the hotspots of dengue-affected areas, the annual falciparum inci-
dence rate (AFI) has been calculated in the Kolkata Municipal Corporation area. It 
has been calculated by the percentage of Plasmodium falciparum among the total 
population of KMC area. It has been calculated in percentage value. From the 
Plasmodium falciparum rate of dengue, it has been found that the rate is high toward 
the northeastern parts of KMC area, which is the Baghbazar area. It is concentrated 
in the borough nos. 2, 4, 5, and 6. These four boroughs are hotspots of dengue dis-
eases. Except for these areas, other areas are slightly affected and the rate is low in 
the eastern parts and southern parts of KMC. Figure 4 shows annual falciparum 
incidence rate of KMC areas.

API means the annual parasitic incidence rate (API). To identify the number of 
parasitic incidence rate in Kolkata Municipal Corporation area, this index has been 
used. It is calculated by the number of parasitic incidences in a year out of the total 
population. It is calculated as a percentage. From the annual parasitic incidence rate 
of KMC, it has been found that this rate is high in the north–central portion of the 

Fig. 3 Annual blood examination rate in KMC
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city. The percentage of API rate is high in borough 4 and is followed by 2, 5, 6, and 
7. It is slightly low in the boroughs 3 and 8. Except for these wards, this rate is low 
in all the other areas. This rate is extremely low toward the southeastern parts of the 
Kolkata Municipal Corporation area. Fig. 5 shows the annual parasitic incidence 
rate (API) of KMC area.

Figure 6 shows Plasmodium falciparum rate of KMC areas. From the incidence 
rate, it has been found that there are two hotspots of dengue diseases in Kolkata 
Municipal Corporation area. One is the extreme northwestern part and the other is 
the southeastern part. These two areas are the hotspots of dengue diseases in Kolkata 
city. The percentage rate is high in the southeastern parts of the KMC area, which is 
mainly toward the Behala of Kolkata city. It experiences a low percentage rate in the 
northeastern parts of the KMC area, which is toward the Saltlake area. This rate is 
slightly high in the southeastern parts of the Kolkata city, which is mainly the 
Jadavpur and Santoshpur areas.

Fig. 4 Annual falciparum incidence rate in KMC
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To find out the dengue hotspot areas, slide falciparum rate (SFR) has been calcu-
lated in the KMC area. It is calculated by the number of positive cases by the total 
sample rate. It is presented as a percentage value. By analyzing this incidence rate, 
it has been found that this rate is high in the northwestern parts of the Kolkata 
Municipal Corporation area. It is maximum in borough 4, while it is slightly low in 
boroughs 2, 5, 6, and 8. It gradually decreases toward the southeastern and south-
western parts of KMC area. It is minimum in boroughs 14 and 13, which is toward 
the Behala area. Figure 7 shows the slide falciparum rate of KMC areas.

Figure 8 shows the slide positivity rate of dengue disease in Kolkata Municipal 
Corporation area. It is calculated by the total number of positive cases out of the 
total population in KMC areas. It is calculated as a percentage value. From the slide 
positivity rate of dengue diseases in the KMC area, it has been found that this rate 
is high toward the northeastern side of the KMC areas, which is toward the 
Belgachia, Shyambazar, and central Kolkata, that is, College Square area of 

Fig. 5 Annual parasitic incidence rate in KMC
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KMC. The positivity rate is extremely low in the southern parts of the KMC areas, 
especially in the southeastern parts of the KMC areas.

4  Discussion

From the above discussion, it has been found that Kolkata city is a completely 
dengue- affected area in West Bengal and the incidence rate of dengue is also high 
all over. The percentage of the incidence rate of various indices (e.g., ABER, API, 
etc.) is relatively high in the northern parts of Kolkata city than the southern parts, 
which is mainly because of the garbage not being cleaned regularly, irregular clean-
liness of the drains, old city area, and so on. The incidence rate is high in the bor-
oughs no. 2, 4, 6, and 8 in the northern part and borough no. 14 in the southern part. 
So, these areas can be categorized as the hot spots of dengue diseases in Kolkata city 

Fig. 6 Plasmodium falciparum in KMC
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areas. Because of these areas, every year a lot of people suffer from dengue dis-
eases. From the various health reports, it has been found that positive or suspected 
cases of dengue in and around Kolkata city is relatively higher than any other areas 
of West Bengal. So, Kolkata city can be categorized as the hotspot of dengue dis-
eases in the state of West Bengal.

5  Recommendation

From the above discussion, it has been found that the incidence rate of dengue dis-
eases in Kolkata city is very high. To prevent Kolkata city from the dengue diseases, 
a proper plan should be formulated. The sewerage system of Kolkata is very old, it 
was sanctioned by the Britishers. To prevent dengue disease, renovation in the sew-
erage and drainage system is very much needed, which will reduce the stagnation of 

Fig. 7 Slide Falciparum Rate in KMC
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water in the underground sewerage system. More awareness programs should be 
organized to create awareness among the inhabitants. A proper plan will minimize 
the uncleanliness of Kolkata city. The population density of this city is very high. It 
should be minimized for the proper management and development of the area.

6  Conclusion

This study is an empirical study based on extensive research work based on second-
ary data and huge field practices. This study has been done over the dengue-affected 
areas of Kolkata city to find out the major areas of the outbreak in the city and a 
hotspot analysis has been done for the same. After analyzing various incidences it 
has been found that the percentage of dengue-affected people is very high in Kolkata 
city. Northern parts of the city are highly affected by dengue diseases than the 

Fig. 8 Slide positivity rate in KMC
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southern parts. The incidence rate of dengue is very high in borough nos. 2, 4, 5, 6, 
and 8. The incidence rate of dengue gradually decreases toward the southern parts 
of the city as distance increases. By the borough-level analysis, it has been found 
that the outbreaks of dengue diseases are mostly concentrated in the central and 
northern parts of Kolkata. This study represents useful information about the 
dengue- affected areas of Kolkata city, and is also helpful to the health departments 
of West Bengal and policymakers to make planning strategies to prevent this dis-
ease. The methodology used in this study can also be applied to other studies like 
malaria, influenza, and so on.
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Edge Computing: Next-Generation 
Computing

A. D. N. Sarma

Objectives
After studying this lesson, you will be able to understand the following things.

• What is computing?
• What is a computer environment?
• Types of computation techniques.
• What is edge computing?
• Architecture of edge computing.
• Characteristics of edge computing.
• Various types of edge computing devices.
• Benefits of edge computing.

1  Introduction

Day in and day out, everyone is getting the benefits of computing devices like cal-
culators, mobile phones, smartphones, tabs, point of sale terminal, personal digital 
assistant handheld devices, video game consoles, digital cameras, laptops, desktops, 
and so on. Most of these computing devices are commonly used in our daily life to 
perform predefined activities on a regular basis. Nowadays, computing has become 
an integral part of our daily life without which life becomes difficult to make things 
timely manner. Innovation in computing technology portrays a key role in offering 
new ways to expand their usage in daily needs and services in a society. The term 
computing refers to the use of a computer. In other words, it indicates an activity 
that uses computers to manage, process, and communicate information. The 
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processor is the heart of the computer system that becomes an integral component 
of modern IT industrial technology. Furthermore, the processor performs computa-
tion with the help of basic computer operations. There are five basic types of com-
puter operations: input, process, output, store, and control. In other words, a 
computer system is defined as a set of integrated devices such as input, output, 
process, store data, and information. The uses of computers are endless in our daily 
life. One of the major purposes of the computer system is to perform some kind of 
data processing and exchange information.

2  Computing Environment

A computer system consists of an environment that uses a particular configuration 
of hardware and software to perform the execution of specific tasks of an applica-
tion. So, it is required to know about the computer environment to develop new 
ways of computing platforms. So, understanding of computing environment is cru-
cial to develop new ways of computation technique for seamless integration between 
systems to build larger echo systems. The term computing environment [1] has 
defined, as “the collection of computer machinery, data storage devices, worksta-
tions, software applications, and networks that support the processing and exchange 
of electronic information demanded by the software solution.” The computer solu-
tion is a method of solving a problem using an array of information technology 
products and services. These solutions will run on various computing environments 
that depend on the need and requirements of the solution choices. Figure 1 shows 
various types of computing environments. This can be divided into two categories: 
classical and modern. The classical computing environment is further divided into 
three subcategories: personal, time-sharing, and client server. From year to year, the 
evolution of computing technology matures  that resulting in the development of 
modern techniques of computing environments. These are typically classified into 
three main categories: centralized, decentralized, and distributed.

Fig. 1 Types of computing environments
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In the personal computing environment, there is a single computer system that 
includes all processing features internally. This type of computer system is more 
commonly known as a workstation or a personal computer or a desktop. These sys-
tems can run computer programs without the use of any external computing 
resources. Most of the devices: laptops, tabs, mobiles, cam cards, scanners, and 
printers can have a local computing environment that provides to run application 
programs locally. Moreover, these devices include features to connect and transfer 
data to external devices. In a time-sharing environment, the processor’s time is 
shared among multiple users simultaneously. Thus, each user connects to the sys-
tem of devices during his allotted time slot and then executes programs during that 
time slot.

A time-sharing technique is one type of accessing resources of the computer 
environment, which is a logical extension of a multiprogramming. In client-server 
computing, there are two types of computers networked together to accomplish 
application processing. Both the client and server usually communicate via a com-
puter network. The client requests a resource, and the server provides that resource. 
In this, the server system usually has higher processing capabilities than clients. 
Thus, a server can serve multiple clients’ requests at the same time, whereas a client 
is in contact with only one server.

A centralized computing environment consists of a dedicated server that con-
nects to multiple devices in a network for access to various resources. This environ-
ment is merely an extension of client-server computing wherein which the client 
computing capabilities are lower than a centralized server. Multiple clients connect 
to the server simultaneously, which emphasis on the networking of the client-server 
model. In this scenario, the number of client systems is more than the client-server 
computing system. Web computing becomes more ubiquitous, which is an example 
of a centralized computing system. In this, the clients are connected to the central-
ized system over the Internet or intranet, and these clients connect to the central 
system through a lightweight interface called a browser.

A web-based system comprises of web server and database servers, and the 
application program deployed on the web server. The users of the system can access 
the web server through an interface called a browser. To name a few examples of 
web servers are Apache, Apache Tomcat, Microsoft Internet Information Server, 
NGINX, and Node. js.

In simple terms, decentralized computing is merely in contrast to a centralized 
computing approach in which computing is performed at the individual nodes or 
devices on a network. In this, every node act as independent of another, which takes 
its own decision. The final behavior of the system is the aggregate of the decisions 
of the individual nodes. It is to note that there is no single entity that receives and 
responds to the request. Blockchain is one example of the application of distributed 
computing. A distributed computing environment contains multiple nodes that are 
physically separate but linked together using the network. All these nodes in this 
system are communicated with each other and handle processes in tandem. Here, 
each of these nodes contains a small part of the distributed operating system 
software.
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The terms cloud computing has gained more popularity in recent times. Cloud 
computing has revolutionized computing approaches that lead to on-demand net-
work access to shared pool computing resources. During the last decade, many busi-
ness applications have moved from existing legacy systems into cloud-based 
platforms because of easy access and simple configuration of computing and non- 
computing resources over the Internet. In cloud computing, remote servers are 
hosted on the Internet for processing, storage, and managing resources on demand 
availability of computer system resources. This is achieved by the pooling of all the 
computer resources and then managing these resources using software, which 
means that the services (data or programs) can access over the Internet. The imple-
mentation of a cloud solution may differ from business to business. Some busi-
nesses may choose to implement Software as a Service (SaaS), wherein application 
and their services are accessed over the Internet. Few applications choose to imple-
ment Platform as a Service (PaaS), wherein the businesses can create their applica-
tion. The third type of cloud implementation offers end-to-end Infrastructure as a 
services (IaaS). Few popular examples of IaaS providers are Amazon Web Services 
(AWS), Cisco Metapod, Digital Ocean, Google Compute Engine (GCE), HP 
Enterprise Converged, IBM Smart Cloud, Joyent, Microsoft Azure, Rackspace 
Open Cloud, and SAP Cloud Platform.

A clustered computing environment consists of a set of interconnected comput-
ers that works together and are visible to the outside world as a single system. This 
is like a kind of parallel computing. Both centralized and parallel computing sys-
tems work for similar objectivess and both systems have multiple CPUs, whereas 
cluster computing does not share memory between computers. However, a major 
difference is that clustered systems are created by two or more individual computer 
systems merged together with a common storge, which then work parallel to each 
other. To gain the power of cluster computing, parallel programming techniques are 
to be employed to use multiple processors to solve complex problems 
simultaneously.

Peer to peer (P2P) is another structure of a distributed system. In this, all notes 
are considered as peers, and tasks are partitioned between the systems or peers that 
does not use any centralized concept of computation. In this, peers are equally privi-
leged, equipotent participants in the application processing. The P2P system 
[2] allows sharing of computer resources by direct exchange between systems and 
the goal of a P2P system is to aggregate resources available at the edge of the 
Internet and to share it cooperatively among users. In P2P, there is no dedicated 
server available like a centralized system.

Edge computing is one of the latest computing techniques, which is based on 
network architecture principles that offer several advantages over traditional com-
puting techniques as well as cloud computing. This computing technique falls under 
the distributed computing framework. In this, the computing resources and applica-
tion services are distributed along the communication path, starting from the data 
source to the cloud. This computing technique dovetails enterprise applications as 
closely as to the data sources, which means that the computational needs can be 
satisfied “at the edge,” where the data are collected, or where the user performs 
certain actions.
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3  Market Size by Value and Players in the Edge Computing

Market size by value provides a quick understanding of the potential growth for a mar-
ket opportunity in terms of new products and services offerings. Generally, market size 
is estimated based on volume or value, which is a key component of the market planning 
strategy. Moreover, market size determines the level of growth, suitable time frame for 
business, focus on geographical locations where various market opportunities expands, 
and a level of insight as to who are the key players in the market, how companies allot 
their budget, investment on R&D, as well spending for new products and services.

According to a report by Grand View Research [3], the global edge computing 
market size is anticipated to reach USD 43.4 billion by 2027, exhibiting a CAGR of 
37.4% over the forecast period 2019–2025. 5G technology is expected to act as a 
catalyst for market growth [4] to create a powerful network based technology for 
edge computing. It is anticipated that the existing services of telecommunication 
companies will move to 5G and open to new product opportunities in multi-access 
edge computing (MEC), which allows high bandwidth, low latency, and ensure 
higher application performance. Furthermore, the demand of micro edge data center 
(EDC) in the edge computing market is greatly increased in the market as opposed 
to centralized data centers because to support the centralization of hyperscale com-
puting. The development of edge AI is going to be the next revolution due to an 
increase in the number of connected devices globally. Thus, edge AI is expected to 
provide a real time operation and allows not only to build a variety of applications 
and services but also to fulfill the emerging needs of the internet of things (IoT) 
domain. The key market players in the edge computing market are ADLINK 
Technology, Amazon Web Services, Belden, Cisco Systems, ClearBlade, Dell 
Technologies, Digi International, EdgeConneX, Fujitsu, Hewlett Packard, Huawei 
Technologies, Intel, Microsoft Corporation, Nokia, and IBM Corporation.

Companies such as NVIDIA Corporation; Google Inc.; and Intel Corporation are 
developing processors that are specifically designed for computing technology to 
accelerate the inferencing process [5]. For instance, Atos SE has launched the 
world’s highest performing edge computing AI-enabled high-performing server, 
which is based on edge computing technology to manage data.

We’re moving from what is today’s mobile first, cloud-first world to a 
new world that is going to be made up of an intelligent cloud and an 
intelligent edge
Nadella [6] said the global tech community is witnessing a major shift “Even 
the micro services, workflows, advanced analytics that people are building in 
the cloud are all pointing to what I think is a fundamental change in the para-
digm of the apps that are being building, a change in the world view that we 
have. We’re moving from what is today’s mobile-first, cloud-first world to a 
new world that is going to be made up of an intelligent cloud and an intelli-
gent edge.”

The user experience is getting distributed across devices. “It’s no longer 
just mobile first, in other words, it is not about one device, and app model for 
one device. The user experience itself is going to span all of your devices.”
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4  Edge Computing

Nowadays businesses demand connection of several millions of devices and these 
devices act as a source for data. In IoT applications, several devices are deployed at 
multiple locations for the collection of various forms of data to mention few such as 
weather, soil, pollution levels in the air, traffic density, and patient data. These 
devices sense and generate data on a continuous basis and send this data to a central-
ized server. In conventional systems, the higher volumes of data will be sent to the 
cloud, which in turn demands higher bandwidth for transmission of a high volume 
of data. In addition, the request and response between the cloud and these devices 
attract higher latency, which results in the reliability of the system. In order to over-
come these limitations, the computation power can push as close as to the devices. 
Moreover, these devices include intelligence to the computed data that is readily 
available to the user for their purpose. Thus, part of the computation can shift from 
the centralized or cloud systems to the device in the network, which is known as 
edge computing. This technique results in off-loading of workload to the edge from 
the cloud, which means pushing of computation near to the edge of the network.

There is a paradigm shift that takes place in computing since the evolution of the 
computer systems. The computing shifts mainly take from mainframe computers to 
microcomputers, microcomputers to personal computers, client-server to central-
ized, and centralized to the cloud. The principle of edge computing is a new concept 
in the network system of computing that breaks the boundaries of traditional cloud 
computing, which opens up a new era of opportunities. Edge computing uses prin-
ciples of distributed computing, peer to peer networking, and maybe considered as 
a natural extension to cloud computing, but it differs in several ways of cloud con-
cepts. In the edge, both computing and data storage are brought closer to the loca-
tion of the device. Thus, the delivery of computing capabilities has extended to the 
edge of the device in a communication network and process data locally. In this, 
processing of raw information is closer to the data source in a network, which results 
in the reduction of distance required to travel data. This reduces the latency effec-
tively. As a result, edge computing solution surpasses the benefits of conventional 
cloud computing and offers several advantages such as real time data processing, 
higher performance, and building larger echo systems.

Edge computing can be summarized by the following equations.

 

According to IDC [7], “Edge computing is a mesh network data centers that 
process or store critical data locally and push all received data to a central data cen-
ter or cloud storage repository, in a footprint of less than 100 square feet.” In edge 
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computing, computing takes place as close as possible to the device in the network, 
where data is created and requires action on data. In addition, it combines intelli-
gence to the data, this results in the output in the form of analytics, which leverages 
the AI to provide insights of data in terms of patterns, relations, and predictions 
based on information.

5  Conceptual Architecture of Edge Computing

Edge computing is a new paradigm in which the resources of an edge server are 
placed at the edge of the Internet, which is close proximity to mobile devices, sen-
sors, end users, and the emerging IoT devices [8]. Primarily, edge computing may 
be viewed as an extension of the cloud, but it differs in several ways. In the edge 
system, computing takes place at the edge of the device this changes the way of data 
handling, process, and delivery of information to the users as compared to the cloud. 
This results in a new computing architectural system that provides to form an edge 
ecosystem with interconnected layers, and each layer has its own functionality and 
type of devices.

Figure 2 shows a typical network architecture of edge network ecosystem that 
comprises four layers namely cloud, server edge, network edge, and device edge. 
The devices layer comprises of a large number of sensors, controllers, and devices 
actuators. These devices will act as a data source and generate a large volume of 
data. In addition, the data generated by these devices are processed at the edge of the 
network in real time. The network layer contains gateway, switches, routers, and 
wireless access points. The server layer consists of edge servers and fog nodes. The 
cold layer includes big data processing and handling of business logic. Moreover, a 
large volume of data that is generated, processed at the edge of the devices, and send 
data back to the could for storage. Thus, the cloud acts as a data warehouse for the 
storage of data and provides required intelligence to the edge devices while process-
ing data. To summarize, edge computing architecture facilitates to move execution 
of applications and data to the edge of the network that is closer to the user, this 
results in a faster response from the system to the users.

Fig. 2 Typical network layered architecture of edge echo system
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6  Characteristics of Edge Computing

Nowadays, edge computing is gaining more and more popularity in the market in all 
most all business segments like industrial, health, government, transport, education, 
and home because of their distinguishing characteristics. The major characteristics 
of edge computing are envisaged as follows: (a) local memory (b) computation at 
the edge, (c) time-sensitive data, (d) low latency, and (e) location awareness. These 
characteristics are known as the main features of the edge computing system, which 
results in many advantages and benefits to the users of the edge computing systems.

(a) Local memory—the edge device can have a local memory to store the data 
that is gathered from the sensors or actuators whereas in the case of non-edge 
devices the gathered data will transfer to the cloud in the network.

(b)  Computation at the edge—the very interesting point in edge computing 
is the location where data processing can take place. The device is as close as to the 
data source, which is at the edge of the network, where the computation takes 
place.  In general, non-edge devices do not contain any local computation features 
and exchange of information.

(c)  Time-sensitive data—the very purpose of edge computing is processing 
time-sensitive data, whereas data processed in cloud computing may not be time- 
driven. A key feature of edge computing is to process and disseminate time- sensitive 
data to the users of the system for real-time decision making.

(d) Low latency—in edge computing there is no need to travel data for longer 
distances because the data source is kept in such a way that as close as to the edge 
device in a network. Thus, the travel time required for data transfer between data 
source location to the computing environment is the smallest extent, which in turn 
results in negligible data latency that results in real-time processing of data.

(e) Location awareness—the edge devices that can actively or passively deter-
mine their location.

7  Types of Edge Computing Devices

The various types of edge computing devices can include local devices, localized 
data centers, and regional data centers, which depend on the type of architecture 
being used to form an edge computing ecosystem. Edge computing system can be 
broadly classified based on the data processing capabilities of the edge device. 
Moreover, the edge devices are classified according to the purpose of use, distances, 
computing power, and the number of connected devices. According to the purpose, 
edge devices are either general purpose or specific purpose. General purpose edge 
computing systems are mainly aimed to perform a common set of functionalities 
whereas special purpose edge systems can be designed to use specific purposes. 
Specific purpose edge devices are designed to handle a specific problem or to per-
form a specific task such as industrial IoT or defense applications.
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Furthermore, edge devices differ based on their computing power and the num-
ber of connected devices. Thus, they can be classified into four types: small, 
medium, large, and enterprise ecosystems.  In small and medium edge systems, 
computation capabilities are confirmed to local and limited in use. The distances 
covered in this range from a few meters to less than a kilometer, whereas connected 
devices range from ten to a few hundred. In this, the number of users and devices 
get connected is limited and ranges from several tens to hundreds or thousands. On 
the other hand, large and enterprise edge systems have a  higher computation 
response and extend their features to longer distances to form an edge  ecosys-
tem. The number of devices connected to the network ranges from few thousand to 
more, and distance ranges from a kilometer to several hundred kilometers and even 
more. This kind of computation technique results in the delivery of computing to the 
logical extremes of a network in order to offer the following advantages—speeding 
application requirement, low latency, real-time analytics, improved performance in 
terms of data transmission, reduces the bandwidth, and reliability of the application 
and services.

8  Benefits of Edge Computing

Edge computing is one of the computing techniques that is based on network archi-
tecture, which offers several benefits over traditional computing techniques as well 
as cloud computing. The following are the few benefits of edge computing platforms:

 (a) Real-time data processing—In edge computing, data are stored locally at the 
device edge in the network where data are created, and it had data processing 
capability. Thus, the combined features of data storage locally and processing 
of data provide a real-time data processing capability.

 (b) Lower latency—Latency is a measurement of how long it takes a data packet 
to travel from the data source to its destination. As the distance between the 
source and destination  distance increases, latency increases. Thus, distance 
becomes a key for data latency. In edge computing, data travel time is ideally 
negligible because  it combines both data source and storage, which  in 
turn results in lower latency. 

 (c) Lower cost with edge analytics—The data processed at the edge device results 
in a lower cost of computing to offer analytics, which provides action on data 
near real time.

 (d) Privacy policy enforcement—It describes how we collect data and use data 
from the devices as well to protect data with the required security.

 (e) Reliability of applications and services—Edge computing technique allevi-
ates the latency and bandwidth constraints of today's Internet as compared to 
cloud computing, which in turn results in the improvement in the performance 
and reliability of applications and services.
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In a nutshell, the benefits of edge computing will revamp the landscape of service 
delivery and its offerings to the end users in a wide range not only for health sectors 
but also for all other sectors. The most important benefit of edge computing archi-
tecture is to move the execution of an application near to the edge of the network 
where data are closer to the device as well to the user. Thus, edge computing stands 
as a next-generation computing and continue its demand for a few decades now.

9  Use Cases of Edge Computing

9.1  Case #1: IoT-Based Automated Assisted Living Care 
(ALC) Services

To assist and monitor people at Assisted Living Care (ALC) is one of the most 
prominent use cases for edge computing technology in the healthcare domain. 
Assisted living is a home or place or community designed for the elderly and dis-
abled people who need various levels of services for a living. In other words, assisted 
living care (ALC) means providing facilities or service more particularly to senior 
people and others who cannot perform their day to day living actions independently. 
An assisted living facility is continuum care that is provided to elderly and disabled 
people for a longer period. It is becoming a difficult task to monitor the care of 
individuals living in the ALC centers by the caretakers. Most commonly, the assisted 
living services include residential, personal, supervision, medical, and continuing 
care to individuals. Efficient monitoring of assisted living homes is found to be one 
of the most prominent use cases in the healthcare domain. It is arduous to manage 
the facilities of each person in ALC centers which starts from the wakeup of an 
individual till they go to bed, and even during sleeping hours. The edge computing 
technology that offers data processing near the edge of the network this feature 
brings out a new design of IoT based assisted living home.

Figure 3 shows a typical IoT based assisted living home, which is designed for 
uncritical living people. This model also offers other services, which include peo-
ple, home care, and monitoring of each individual as well to monitor health vitals 
on a regular basis, supplying wheelchair, reminder medication hours, and other rou-
tine planned activities and medical advisory, and counseling services. This offers 
several features like monitoring, assisting, and notifying the individuals in perform-
ing their daily tasks on 24 × 7. An assisted living home is fully equipped with sen-
sors at places near and around to the individuals. These sensors act as data sources, 
which are connected to  the Internet and  transfer data to the nearby edge device. 
Typically, an edge device may be a gateway. The data collected by the sensors is 
sampled on a continuous basis and forwarded to the edge device of the network that 
can process data locally. Furthermore, the edge device transfers data to the cloud 
environment.
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A chair is provided to each person this is fabricated with fully of sensors, and 
these sensors capture vital signs of the person as and when they sit in a chair. The 
vital parameters data include temperature, heartbeat, breathing rate, blood pressure, 
and blood sugar, and transfer this data to the edge of the network and process it there 
itself, and then sends it to the cloud. A control center is connected to the cloud. 
Daily activities of individuals and their vitals data are monitored on a continuous 
basis by a team of nonmedical and paramedical staff who are deployed at a control 
center. The person–activity of each individual is monitored by control center staff 
and identify who need the assistance necessary to perform basic activities to take 
place. Moreover, the support staff contacts each person electronically on a daily 
basis and these details are recorded.

Finally, we conclude that the proposed assisted living uses case offers several 
advantages as compared with conventional assisted living homes which are man-
aged by caretakers. The main advantages of an IoT-based living care centers are the 
lower number of caretakers, low living costs per person, better control mechanism, 
paramedical assistance, and the response is nearly real time or real time. Furthermore, 
it is easy to extend services like access to nearby nursing homes, clinical centers, 
diagnostic centers, hospitals, and other advisor services from time to time based on 
the timely requirements of the Assistance Living Care center.

Fig. 3 An IoT-based typical assisted living home
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9.2  Case #2: Contactless Healthcare Services

In modern times, providing health and care services for people is becoming more 
challenging, and complex, especially during the spread of infectious seasons and 
diseases. More particularly, it is arduous to the governments to provide health and 
care services to the people in person by the available medical staff. In the recent 
past, the world has witnessed the spread of pandemic coronavirus disease, in short 
COVID-19, which resulted in a massive hit and destructed human life. This resulted 
in an extremely difficult situation for all the governments in finding the way to pro-
tect the health and care of people across the globe in minimal responsive time. So, 
this leads a path to open up multiple opportunities in the healthcare sector that has 
iron in the fire in enabling contactless healthcare services to the people without los-
ing their personal touch that the people crave. This opens a whole new world of 
opportunities in healthcare, with an increased focus on people-centric approach to 
enabling contactless human digital healthcare services.

According to survey estimates, more than 80% of the healthcare sector is open 
for digitization. It finds a great opportunity for the digital transformation of health 
data, especially electronic health records, patient–diseases records, health surveys, 
clinical-trials data, claims data, and other administrative data. The use of new tech-
nologies such as edge computing, machine learning algorithms, big data in health-
care is not only  to build better and faster health services but also maximizes its 
outreach. This results in enabling a way to provide contactless digital healthcare 
services by the governments, institutions, medical organizations, and leaders in the 
healthcare industry for the people.

Healthcare services that are designed on edge computing technology offer many 
advantages over the traditional ones. These advantages include the timely availabil-
ity of the service, a wide range of services, efficient, and equitable healthcare ser-
vices. In addition, these newly designed healthcare services are focused toward a 
people-centric approach. Thus, digital healthcare services can offer higher public 
outreach capabilities to far-flung villages in the country as compared to traditional 
healthcare service offerings. In addition, it is much easier to identify and recognize 
a person’s face from a digital image or video frame with the aid of modern facial 
recognition tools. Moreover, these tools will help in finding minor differences in the 
facial appearance of an individual. Furthermore, facial recognition helps to early 
identification and detection of facial symptoms of people that help in the timely 
diagnosis of rare diseases.

The edge computing techniques provide faster execution of data that is generated 
at the source and provide real time alerts and data analysis to the users of the system. 
These health services can be driven by the institutions focusing on people-centered 
approaches. Moreover, these health services will be offered on real time to the end 
users at a larger scale in the least amount of time. In this, institutions can publish 
recent health related guidelines, instructions, and short text messages, and push 
these into a centralized system that in turn connects to a mobile network for the dis-
semination of information to the users. Furthermore, these messages are 
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downloaded into the user’s mobile phones through a mobile app, which is preloaded 
in the mobile, as and when the mobile devices are connected to the Internet. The 
citizens can read/listen/watch these guidelines published by the institutions in a 
multilingual form through a mobile application that is an ongoing process. Similarly, 
instructions that are to be followed to improve the care conditions during the spread 
of epidemic (or pandemic) diseases.

A typical contactless healthcare system is shown in Fig. 4, the stakeholders such 
as government, hospitals, and control center are connected to the cloud via a fog 
layer, which in turn connects to the device layer that is connected to server IoT 
devices, which captures data at the ground level. To monitor patient general clinical 
conditions, the patient bed and nearby locations are covered by various types of sen-
sors, and these sensors are connected with the corresponding edge devices. In order 
to obtain the necessary vitals (blood pressure, temperature, and weight) of the 
patient, the patient bed and nearby locations are covered by various types of sensors.

Furthermore, these sensors are connected to one or more of the edge devices, 
which captures data in a real time, this comprises of the patient’s vital data along 
with the identification details. This data will send them to the edge devices for 
immediate processing. This facilitates not only in monitoring the patient’s health 
details in the present time but also in the past. The paramedical staff gets timely 
alerts on account activity to provide the required medical assistance to the patient as 
prescribed by the doctor. Furthermore, at the hospital level, online counseling ser-
vices can be provided to the patients that help them not only to improve morale, 

Fig. 4 A typical contactless healthcare system
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courage, but also to regain their lost confidence. A control center that connects to the 
cloud could monitor and manage the capabilities of various services and send timely 
alerts to various to account for timely activities.

In addition, the patients can express details about their feelings, symptoms, and 
other noticeable observations online to the doctor. Thus, the communication 
between the patient and the doctor is contactless, which is safe and is being achieved 
by the use of edge technology. The proposed use case offers several advantages 
including, the processing of high volumes of data locally at the edge of the device, 
transmission of processed data to the other parts of the network with low latency, 
reduced bandwidth of the network. The edge devices can provide not only faster 
processing of high volumes of data but also provide basic data analysis. The pro-
cessed information will be made available in the cloud environment for further pro-
cessing, bring out new learning, reasoning, and analysis.

10  Summary

In this chapter, we discussed the term computation and its importance in our daily 
life briefly. Furthermore, we explained about what composes the computer environ-
ment and described the various types of computer environment. Moreover, we even 
spoke about how the market value of edge computing platforms has been presented 
in terms of new products and services offerings. In addition, the evolution of edge 
computing is outlined and presented, and the layered architecture of the edge com-
puting ecosystem is explained. In addition, the major characteristics of edge com-
puting are mentioned and explained briefly. Also, various benefits of the edge 
computing system are summarized. Finally, the use cases of edge computing—IoT- 
based Automated Assisted Living Care and Contactless Healthcare services are pre-
sented in this chapter.
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Edge Computing in Healthcare Systems

Madhura S. Mulimani and Rashmi R. Rachh

1  Introduction

In the information-centric era, an emerging technology that has made it possible to 
access the ubiquitous cloud resources anywhere, at any time is cloud computing. 
Since the inception of cloud computing, the number of users and various types of 
devices alike that are being connected to the cloud has grown exponentially. The 
trend has gained much more momentum with the proliferation of smartphones and 
internet-of-things (IoT) sensors. The result of this is the stepping up in latency and 
load on the server as well as the network. The cause of bottlenecks in cloud environ-
ments has become inevitable due to the generation and transfer of large amounts of 
data by billions of IoT devices. Storing and processing such a massive amount of 
data becomes an onerous task for the cloud server. Many of these devices collect 
real-time data which demand real-time processing to obtain the results without any 
delay as they cater to time sensitive applications such as robotics, autonomous driv-
ing, augmented reality, virtual reality, and so on. A delay in obtaining the results can 
be annoying to the users or even hazardous as in the case of autonomous vehicles 
because they need the data to be processed and sent back to the vehicle at lightening 
speed. Also, transferring an enormous amount of data from devices to the cloud 
incurs high bandwidth usage and is subject to network connectivity.

In addition to latency and bandwidth issues, security, and privacy concerns 
regarding the data being sent to the cloud from these devices are also major con-
cerns. Processing of data can be done in close proximity to the devices where the 
data are being generated. Such an approach can reduce the number of devices con-
nected to the cloud and hence, obliterate some of the cloud computing problems. 
This approach is called Edge Computing.
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Edge computing is a neoteric paradigm with the capability to bring applications 
and services from the cloud close to the sources of data generation, that is, the com-
putations move to where the data are present. These edge devices are the best and 
most appealing targets for machine learning and deep learning algorithms. They can 
analyze the collected data and send results back to the devices. Low-latency and 
high computation requirements of deep learning on edge devices can be feasibly 
met using edge computing [1]. Rather than being mutually exclusive with cloud 
computing, edge complements, and extends the cloud. These connected data sources 
include smartphones, sensor-equipped devices such as drones, automobiles, robots, 
wearable, and smart home gadgets, which are at the periphery or edge of the 
network.

As per a Cisco White paper, approximately 50 billion IoT devices will be con-
nected to the Internet by 2020. Also, as per Cisco estimation, almost 850 Zettabytes 
(ZB) of data will be generated outside the cloud by 2021, every year, in comparison 
to only 20.6 ZB of global data center traffic. This indicates the massive transforma-
tion that the data sources are undergoing for big data; from extensive and expensive 
data centers used in the cloud to an ever-increasing wider gamut of edge devices.

The ever-increasing data and computing power have led to the emergence of new 
intelligent services and applications being developed that have gained a lot of attrac-
tion and also enriched people’s lifestyles, improved their productivity, and enhanced 
social efficiency. This has been possible due to the tremendous increase in the num-
ber of algorithms being used for analyzing the data, computing power, and big data. 
Due to cost, latency, reliability, and privacy issues, the cloud was able to offer a 
restricted number of intelligent services. More than the cloud, the edge is in close 
proximity to users, and hence, is anticipated to solve most of these issues. As a mat-
ter of fact, it is progressively being integrated with Artificial Intelligence (AI). This 
is beneficial to each other in terms of realizing intelligent edge and edge intelligence 
as shown in Fig. 1 [2]. Intelligent edge consisting of an incessantly proliferating set 
of connected systems and devices, gathers data from its environment and analyzes 
it, and uses the highly responsive and contextually aware apps to deliver the real- 
time experiences as well as insights to the users. The union of edge computing and 
artificial intelligence resulted in the birth of an emerging interdiscipline, edge intel-
ligence, which is still in its infancy [3].

Though coined in 1956, AI ascended to the spotlight only recently and has since 
gained immense attention. It is an approach to build intelligent machines that are 
capable of simulating human intelligence such as learning, reasoning, planning, 
knowledge representation, problem-solving, etc. To achieve the goal of AI, an effec-
tive method known as machine learning is used. Numerous machine learning meth-
odologies are being developed to train the machines using the data obtained from 
the real world in order to perform data mining tasks such as classifications and 
predictions. Among the numerous machine learning methods, deep learning is the 
one that has been taking advantage of artificial neural networks (ANN) to learn the 
deep representation of the data and has been able to achieve good performances in 
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numerous tasks including face recognition, image classification, and so on. A deep 
learning model that adopts an ANN consisting of a series of layers is called a deep 
neural network (DNN). The inclusion of more complex and abstract layers in the 
deep learning model enables the DNNs to learn the high-level features, and thus, 
achieve high precision inference in tasks. The popular structures of DNN include 
multilayer perceptrons (MLPs), convolutional neural networks (CNNs), and recur-
rent neural networks (RNNs).

Fig. 1 Edge intelligence and intelligent edge [2]
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2  What Is Edge Computing?

It is an emerging technology that uses cloud computing. It delegates more responsi-
bilities such as processing of data, computing offload, caching/storage of data, IoT 
management, security and privacy protection, distribution of services, to the edge 
tier. In other words, computing applications and services are moved from central-
ized units into the logical extremes or at locations closest to the source by edge 
computing in order to provide data processing power there [4]. Edge computing 
refers to the enabling technologies that allow computations to be performed at the 
network edge. The computations on downstream data are performed on behalf of 
the cloud, whereas the computations on upstream data are performed on behalf of 
IoT services. Here, any computing and network resources along the path between 
the data source and data centers are termed as “edge.” For instance, in a smart home, 
a gateway between home things and cloud, microdata center and a cloudlet between 
a mobile device and cloud, and a smartphone between body things and cloud, are all 
examples of the edge.

In edge computing, the fundamental idea is the execution of computations in 
close proximity to data sources with more focus being on the things side rather than 
on the infrastructure side as in the case of fog computing. In the edge computing 
paradigm, things play the role of a data producer and consumer, rather than just 
being data consumers, as shown in Fig. 2 [5]. With IoT as the driving force behind 
edge computing, this technology will play an even greater role in numerous sectors 
beyond IoT, as it is fueled by 5G networks that are ten times faster than 4G net-
works [6].

Edge computing and cloud computing are two complementary technologies. 
Edge will be used for what it can do and where latency matters or where the amount 
of back-haul traffic on the wide area network (WAN) can be limited back to a large 
data center.

In edge computing, hardware and software from multiple providers need to be 
assembled into a system that will operate seamlessly so as to support numerous 
vendors, legacy equipment and protocols, and also avoid vendor lock-in. For exam-
ple, the legacy systems may include multiple controllers that use multiple protocols 
and gateways from different vendors, and all these need to be connected. Figure 3 
shows the topology of the network used in edge computing. It facilitates the IoT 
systems to use layers of edge nodes and gateways to interconnect IoT devices and 
connect subsystems with various types of data centers and also includes gateways, 
access, and metro edges. The “highest-order” resource is the cloud and it may be 
public, private, or a hybrid. It processes and stores data for specific vertical applica-
tions. All the local processing of data and storage operations is executed at the edge 
nodes [7]. Due to edge computing, the architecture of the embedded systems is 
undergoing a change in such a way so as to transition from a system of loosely 
coupled fixed function appliance to truly distributed systems [8].

Edge nodes and traditional IoT devices such as routers, gateways, and firewalls, 
can either work together or include those functions into a merged device that is 

M. S. Mulimani and R. R. Rachh



67

capable of computation and storage. The connection between the layers is given by 
the north–south data communication link, whereas nodes on similar layers are inter-
connected using the east-west communication. Nodes may be public and shared, 
private, or a combination. Based on the application’s requirement, processing and 
storage operations take place on the node that efficiently meets those requirements. 
This helps in reducing the cost [7].

3  Need for Edge Computing

The proliferation of IoT devices and the ever-increasing number of electronic and 
computer-driven devices being connected to the Internet has made the emergence of 
edge computing inevitable. In addition to this, several other factors have contributed 
to the widespread usage of edge computing that are as mentioned below:

• Cloud services to edge: The cloud possesses a computing power that surpasses 
the capability of the things at the edge. Therefore, to make efficient utilization of 
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the cloud, the enormous amount of data that the edge devices are transmitted to 
the cloud for data processing. As a result, network bandwidth experiences a lot 
of pressure [9], and also the speed of data transmission becomes a bottleneck for 
the cloud computing paradigm. For instance, Boeing 787 generates approxi-
mately 5 GB of data every second. However, to transmit such a large amount of 
data, the bandwidth between either the satellite or base station on the ground and 
the aircraft is inadequate for supporting real-time transmission. Another example 
is an autonomous vehicle that generates 1 GB of data every second. Making real- 
time correct decisions is not possible when analysis needs to be performed on a 
distant cloud as it would incur a long response time [10]. Also, the network 
bandwidth and reliability would face serious challenges especially when support 
for a large number of vehicles in one area is required. In such cases, processing 
the data at the edge would be more efficient as it would ensue a brief response 
time with less pressure on the network [5].

• Pull from IoT: With many electrical devices such as air quality sensors, LED 
bars, streetlights, and also the Internet-connected microwave, becoming part of 
IoT, they will act as both producers and consumers. The number of such devices 
being connected is ever-increasing and is expected to go beyond billions in a few 
years from now. So, they would be producing an amount of data that could be 
beyond the ability of cloud computing to handle the data efficiently. In such a 
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case, rather than transmitting most of the IoT device-produced data to the cloud, 
it could be consumed at the edge of the network [5], processed and analyzed 
using machine learning and deep learning algorithms that can be deployed on the 
edge devices. The hardware and middleware limitations of these devices demand 
the use of machine learning algorithms for many reasons such as to reduce the 
size of the input, clustering, and perform accurate and real-time predictions. 
Even deep learning algorithms may be used in cases of the huge amount gener-
ated by the IoT devices [11]. In case of very complex analysis that cannot be 
done on the edge devices, it would be more appropriate to send data that require 
more computational power to the cloud. Once the cloud processes the data using 
deep learning algorithms, the resultant meaningful data are communicated back 
to the device. Since all the data will not be used by a service, edge nodes with 
spare computational resources can be used to filter or even analyze the data by 
performing some data management tasks [10].

• Change from a data consumer to producer: The end devices in the cloud comput-
ing paradigm are usually the data consumers such as using a smartphone for 
watching YouTube videos. However, nowadays, since these large numbers of 
mobile devices interconnected in thousands of houses are also producing data, 
switching from just being a data consumer to data producer as well as the con-
sumer requires placing more functionality at the edge. For instance, clicking 
photos, recording videos, and then sharing them on a cloud service such as 
Twitter, Facebook, YouTube, or Instagram, has become very common. Also, 
every minute, a lot of data are being shared, and these data are closely related to 
the user’s lives. So, it becomes necessary to maintain data privacy and provide 
data security for all the users, be it the large companies or even a single individ-
ual. For example, transmitting video data from indoor cameras of houses to the 
cloud increases the risk of leaking user’s private information [9]. However, a lot 
of bandwidth could be consumed when uploading a large image or video clip. In 
such cases, before uploading the video clip to the cloud, its resolution can be 
adjusted at the edge. Wearable health devices are another example. All these 
devices collect a person’s physical data, which is usually private. Hence, rather 
than uploading raw data to the cloud, processing it at the edge could help in pro-
tecting the user’s privacy [5].

4  Applications of Edge Computing

With tremendous amount of data being produced at the edge, processing it at the 
edge of the network itself. Would be more efficient. Since cloud computing was not 
always efficient in handling data produced at the edge, different computing tech-
nologies such as mobile edge, fog, and cloudlet computing had been introduced. 
Edge computing emerged as a computing technology that was more efficient than 
cloud computing. It refers to the enabling technologies that allow computations to 
be carried out at the edge of the network, on downstream data, and upstream data on 
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behalf of cloud and IoT services, respectively [4]. Edge computing has carved a 
niche for itself among so many technologies on the basis of the advantages that it 
offers such as reduced operational costs, reduced latency, increased data security, 
and privacy, improved quality-of-service (QoS), real-time data processing, and 
unlimited scalability. Due to these advantages, it is being used very widely in 
domains such as healthcare, transportation, education, social networks, manufactur-
ing, and so on. One more distinguishing feature of edge computing is the easy inte-
gration with other wireless networks such as mobile ad-hoc networks (MANs), 
vehicular ad-hoc networks (VANs), internet-of-things (IoT), and intelligent trans-
port systems (ITS). This helps in mitigating the problems related to computations 
and network. The integration with edge computing enables these applications to 
make decisions quickly, and avoid any delays involved in lifesaving events [12].

Though the number of edge nodes connected within a location may increase, it 
will reduce the number of devices connected to the cloud and thus, eliminates the 
problems of cloud computing. In such cases, edge computing can benefit many 
applications. Examples of edge computing include applications such as Smart 
Cities, Machine to Machine communication, Security Systems, Augmented Reality, 
Wearable Healthcare Systems, Video analytics, IoT, Connected Cars, and Intelligent 
Transportation. For example, when gigabytes of data are produced per second by a 
plane, it cannot be handled by a single base infrastructure due to bandwidth limita-
tions. Similarly, when approximately 1.2 GB/s of data are produced by a Formula 
One car, it needs to be gathered, analyzed, and acted in-time to stay competitive in 
the race. In order to solve such issues, edge computing is used, which aggregates 
and preprocesses the data in edge before transmitting to the cloud or even deciding 
the next steps on the edge [13] (Fig. 4).

Fig. 4 Edge computing application scenarios
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 1. Smart Home: Such an environment can be established by adding Wi-Fi module 
to the electrical devices such as smart TV, smart light, robot vacuum, and so on, 
and connecting them to the cloud and also deploying cheap wireless sensors and 
controllers in the places like the room, pipe, and also floor and wall. These 
devices generate a lot of data and due to privacy concerns and also transportation 
pressure of data, these data may need to be consumed mostly at home. Cloud 
computing becomes unsuitable for a smart home when such a feature needs to be 
provided. In such cases, edge computing can be used which would need an edge 
gateway that runs a specialized edgeOS at home, so that things at home could be 
easily connected and managed. Also, data could be processed locally and thereby 
release the burden on the network bandwidth [5]. In terms of software, machine 
learning techniques, connectivity, voice recognition apps, and big data technol-
ogy can be used to provide personalized services to users in a smart home envi-
ronment [14].

 2. Smart city: In a smart city application, various types of sensor-embedded elec-
tronic devices are used to collect information essential for efficient resource 
management and assets of a city that includes government, healthcare, transpor-
tation, water supply, libraries, schools, law enforcement, and other community 
services. In order to solve local community issues such as parking, public safety, 
lighting, and waste, the application performs various functions [14]. It can lever-
age the edge computing platform and benefit from it because of the following 
reasons:

• Large data quantity: Public safety, finance, transport, health, government, and 
many more sectors generate a huge amount of data for a city with a million or 
more people. A centralized data center handling all of this data seems unreal-
istic due to the heavy traffic workload. A viable and efficient solution that can 
be used to process data at the network edge is edge computing.

• Low latency: Healthcare or public safety applications require predictable and 
low latency and it can only be achieved using edge computing paradigm as it 
saves time to transmit data, simplifies the network structure, and also helps in 
decision making and diagnosis.

• Location Awareness: Edge computing is especially useful in geographic- 
based applications such as utility management and transportation, which use 
the data collected and processed on the basis of geographic location [5].

 3. Image and video analytics: The ubiquitous usage of network cameras and 
mobile phones has led to another emerging technology called video analytics. 
Applications requiring video analytics cannot be cloud based due to privacy con-
cerns and long latency in data transmission. For example, when performing a 
search for a child missing, the edge computing paradigm can be more efficient 
because of low latency while also maintaining privacy rather than uploading the 
child’s picture to the cloud and performing a time-consuming search in tons 
of data.

 4. Cloud offloading: In content delivery network (CDN), servers at the edge 
cached only the data, and the content provider could decide on data being put on 
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the Internet. On the other hand, in IoT, data are produced as well as consumed at 
the edge. Edge computing paradigm helps in caching the data and the operations 
to be applied to the data at the edge servers. This significantly improves latency 
and user experience that play significant roles in time-sensitive applications.

 5. Collaborative edge: In cloud computing, the main reasons that multiple stake-
holders are not able to collaborate and share data with each other are privacy 
concerns and the intimidating cost of transportation. On the other hand, edge 
computing renders a collaborative edge between geographically distributed mul-
tiple stakeholders so as to provide them an opportunity to be able to share data 
and collaborate with each other, irrespective of their physical location and net-
work infrastructure. Healthcare application is the best example for such a col-
laborative edge [5].

 6. Healthcare devices and rural medicine: There are many innovations in the 
medical field and also, the patient’s health data are more easily accessible by 
medical professionals. People staying far away from hospitals or having very 
limited Internet access are still not able to avail quality care provided by medical 
providers. Hence, there is a need for improvement in the healthcare sector to 
maintain or even enhance the quality of service so that resources can be utilized 
in a better way while also reducing the cost. In the healthcare sector, enormous 
amounts of data are generated all the time, such as patient’s medical history, 
medical bill, disease detection report, and so on, on the IoT devices. All these 
data are analyzed using deep learning algorithms to obtain quick and accurate 
analytical results. Smart healthcare systems developed and designed using cloud 
computing and edge computing have been able to provide a reliable and efficient 
system by storing large amounts of data and performing complex analysis for 
which deep learning algorithms are most appropriate. Portable IoT healthcare 
equipment and patient’s wearable IoT medical devices, gather, store, and analyze 
critical patient data quickly and effectively on-site without constantly being in 
contact with a network infrastructure. They send the data to the central servers 
on connection reestablishment. Existing networks can be extended by interfac-
ing the IoT healthcare devices with an edge server and thus, enable the medical 
professionals to access critical patient data so as to make the healthcare services 
available in areas with poor connectivity [15].

 7. Smart transportation system: This system can also be called the intelligent 
transport system and is envisioned to enable several services such as autonomous 
driving, advanced transport modes, in-car information and entertainment ser-
vices, and innovative traffic management Schemes [16]. It is one of the major 
components of smart cities and strives to achieve its goal of providing safe road 
travel and ensuring effective transportation, by equipping the vehicles and trans-
portation infrastructure with smart sensors to collect and process data from each 
vehicle, its passengers, and also, its environment. Since the ITS needs to support 
the autonomous vehicles, it requires reliable communication and data analytics 
infrastructure to collect and process the data in real-time with ultralow latency. 
As large quantities of mobile sensors are used in an ITS, transmitting all of the 
sensed data from various devices to the cloud for analysis can incur high latency, 
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computational overload, and high network congestion. In such cases, edge com-
puting can help address such issues by processing most of the data at the indi-
vidual vehicle level and sending only the computation results to the cloud. In 
these systems, tasks such as object detection, speech recognition, image classifi-
cation, are required very frequently, and on the basis of their analysis, decisions 
are made. This has been possible because of the deployment of machine learning 
and deep learning algorithms on the edge devices as well as on the cloud [11, 17].

5  Architectures Used in Edge Computing

In cloud computing, with an increase in the number of connected devices, quality of 
service (QoS) degrades, and latency increases due to infrastructure resources and 
bandwidth limitations, respectively. Cloud computing alleviates these problems by 
performing computations closer to the devices. Such a paradigm is called edge com-
puting and it moves the computations from the central cloud server to the locations 
closest to the sources of data and performs the processing there. It forms an addi-
tional tier between the cloud and the end devices, as shown in Fig. 5.

Movement of the computation resources from the cloud to the edge gave rise to 
other computing technologies like mobile edge computing, fog computing, and 
cloudlet computing.

In mobile edge computing, its nodes were able to perform the computation and 
storage jobs using the cellular devices in the radio access network (RAN). Some of 

Fig. 5 A simplified 
version of communication 
using edge computing
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the mobile edge computing use-cases include proactively caching website contents 
and using containers for resource virtualization.

In fog computing, the nodes (e.g., access points, switches, routers, set-top boxes, 
and IoT gateways) in geographical regions were provided with the computation 
resources. Fog computing applications included fall detection, emergency alert ser-
vice, smart parking, lane changing in vehicular networks, smart traffic light, and 
smart wind farms.

In cloudlet computing, applications that are latency-sensitive and compute- 
intensive are run on servers located within the local area networks. These are like 
small-scale data center resources to the edge computing users. Road and traffic 
conditions monitoring, video gaming, crowdsourced data preprocessing, and video 
analytics at the edge are some examples of cloudlet computing applications [18].

When building an architecture for new technology, it is very important to identify 
the issues with the current technology, specify the requirements of the new technol-
ogy, list the enabling technologies, and define the concept. Once everything is in 
place, the implementation of the concept as an architecture, its validation, and eval-
uation can be done [4].

Edge computing has several proposed architectures, but no community or indus-
try has accepted any of those. The lack of agreement regarding the physical struc-
ture of edge computing architecture has resulted in proposing architectures with 
each considering a different aspect to meet its requirements. For example, IBM 
considers the autonomy and self-sufficiency of production sites to balance the 
workload between the edge, plant, and the enterprise in a three-layered architecture. 
An architecture for industrial use cases was proposed by OpenFog Consortium that 
grouped requirements within their scope and called them pillars, such as security, 
scalability, openness, autonomy, agility, and programmability. With the initial con-
tribution by Dell, Linux Foundation launched EdgeX Foundry for industrial IoT 
edge computing in order to build a common platform. VMWare is also developing 
a similar framework called Liota and aims for easy to use, install, and modify.

In cloud computing, there was direct communication between the infrastructure 
and the end devices. However, as the number of devices connected to it increased, 
low QoS and high latency were the main issues in cloud computing. To address 
these issues and achieve high Qos and reduce the latency, edge computing was used 
as a solution, which added an additional tier between the cloud and end devices for 
communication purposes as shown in Fig. 6 [4].

The architecture of edge computing consists of components such as the cloud, 
edge tier, and device tier. End devices in the device tier may be present in either the 
same location or in different physical locations as shown in Fig. 6. The edge tier 
consists of edge servers (shown as green blocks in Fig. 6) that are the intermediate 
components for gathering, aggregating, analyzing, and performing computations on 
the data before it can be offloaded to the cloud tier. When an end device needs to 
communicate with the cloud, the request is first sent to the edge server that is closest 
to the device. Then, if the task can be performed by the edge server itself, it auto-
matically handles the data and returns the result to the end device, else the data are 
offloaded to another server within the same tier if it exists. Otherwise, data are 
offloaded to the cloud. The decision process is made by considering various factors 
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such as availability of resources in other available servers in the same network, 
physical distance, and time requirements.

Edge computing uses a wide range of technologies, such as wireless sensor net-
works (WSN), mobile data acquisition, mobile signature analysis, fog/grid comput-
ing, distributed data operations, remote cloud services, and so on. In addition, it also 
combines various protocols and terms such as 5G communication, programmable 
logic controller (PLC) protocols, message queue broker, event processor, virtualiza-
tion, hypervisor, OpenStack, AI platform, hyperledger, docker, and so on [4].

6  Advantages of Edge Computing

Edge Computing has created a great impact as an important solution and has broken 
the bottleneck of emerging technologies due to its numerous advantages as 
listed below:

 1. Alleviates traffic load: A large number of computation tasks are handled by the 
distributed edge computing nodes. Since there is no exchange of corresponding 
data with the cloud, it helps in reducing the traffic load.

 2. Quick service response: Since the edge hosts the services on the end devices 
close to data sources, there is a reduction in end-to-end latency and as a result, 
data transmission delay reduces and improves response speed. This enables the 
provision of real-time services [1].
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 3. Huge cloud backup: Massive storage and powerful processing capabilities of the 
cloud are some of the features that edge computing leverages because edge 
devices have limited storage and processing capability. In edge computing, a 
hierarchical structure consisting of end devices, edge compute nodes, and cloud 
data centers, further enable the provision of computing resources and scalability 
with the number of clients, and as a result, avoids the network bottlenecks at the 
central location [1, 2].

 4. Increased data security: In edge computing, the user’s private data are stored and 
analyzed on the edge devices or close to the data sources, probably on the edge 
servers, where it is generated rather than being uploaded to the cloud. Since the 
traversal of data through the public Internet is avoided, the risk of network data 
leakage is considerably reduced and also, helps in maintaining security and pri-
vacy [1, 9].

 5. Better app performance: Edge computing aids in reducing dependency on remote 
centralized servers or distributed local servers. With the local edge servers being 
closer to end user devices, the network latency between them and end user 
devices is significantly lower than between end user devices and cloud servers. 
This is very beneficial in many sectors, especially in the healthcare industry, as 
they will be able to acquire a more agile and responsive IT network with an ever- 
growing volume of patient data that needs quick processing [19].

 6. Reduced operational costs: It is not necessary that all the data that the various 
IoT devices generate be stored on the cloud. Some expensive features of cloud 
computing include connectivity to the cloud, migration of data to the cloud, high 
bandwidth utilization, and high latency. However, edge computing has addressed 
these issues and has been able to reduce bandwidth as well as latency. This is 
further improved by identifying and storing only the relevant data thereby reduc-
ing the infrastructure costs as well as the overall operational costs of the com-
pany. By uploading the relevant data to the cloud only in case of secondary 
storage, off-site backup, or when more complex data processing needs to be 
done, the volume of data that is stored in expensive centralized locations can be 
controlled. This is possible because of edge computing that helps in saving costs 
across an entire organization or a system and utilize the investment and resources 
on mission-critical areas, such as staff, equipment, and supplies [20].

 7. Unlimited scalability: The greatest feature of IoT edge computing is its ability to 
scale whenever it is required. There is no limit to the number of devices that can 
be added to the edge network, provided that they have the Wi-Fi module added 
to them, can be connected to the cloud, and have sensors deployed in the 
required place.

7  Drawbacks of Edge Computing

Any technology that offers benefits also presents some associated risks. Edge com-
puting is no exception. Hence, it is good for companies to be aware of such risks 
with respect to concepts and situations that exist in edge computing.
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 1. Security issues: The number of mobile and IoT devices being deployed is ever- 
increasing, and are the basic components in smart applications such as smart 
transportation, smart city, smart home, and so on. They are used to sense, actu-
ate, and control. Also, increasing computational capabilities are being offloaded 
to these devices and in this way, the goal of edge computing is being achieved. 
This is one part of edge computing that shows the benefits of edge computing. 
However, the dark side of edge computing introduces a lot of security threats as 
the real-world attack surface gets increased with more devices being connected 
in edge computing. These attacks include the following:

• Weak computation power: An edge server’s computation power is relatively 
weak in comparison to that of a cloud server. Hence, it is more vulnerable to 
existing attacks. Similarly, the edge devices have more fragile defense sys-
tems than that of general-purpose computers. So, in these cases, attacks on a 
cloud server or a desktop computer respectively may no longer be effective.

• Attack awareness: Many of the IoT devices do not use a user interface. Very 
few may use light-emitting diode (LED) screens. Hence, users will neither be 
able to know the running status of the device nor will they be able to recog-
nize in case the device has been attacked.

• Heterogeneous OS and protocol: Since many of the edge devices have dispa-
rate OS and protocols without standardized regulation, designing a unified 
protective mechanism for edge computing is very difficult.

• Coarse-grained access control: The general-purpose computers provide four 
types of permissions (Read Only, Write Only, Read and Write, No Read and 
Write) in their access control models. But, edge computing cannot support 
such a model due to complex systems and their enabled applications. Hence, 
the edge computing systems tend to have an inclination toward fine-grained 
access control, as they need to know who can access which sensor by doing 
what at when and how [21].

 2. Requires more hardware: Edge computing usually requires more local hard-
ware. For instance, to transmit video data over the Internet, IoT cameras may 
need to have a built-in computer and also for advanced processing applications 
with more sophisticated computing process, such as facial-recognition or 
motion-detection algorithm. Although edge computing is emphasizing on lever-
aging the local computing power and using different types of devices, it still 
needs to face some challenges, such as, efficiency in distribution and managing 
data storage and computing, collaborating with cloud computing for more scal-
able services, and also preserving security and privacy for the entire system.

 3. Incomplete data: Only a subset of data is processed and analyzed by edge com-
puting, while the raw information and incomplete insights are discarded. 
Therefore, it is very essential for companies to consider an acceptable level of 
information loss [22].

Making the distributed networks secure has been the greatest challenge of edge 
computing. Despite the significant security benefits of edge networks, a system with 
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poor implementation can leave itself vulnerable. Edge computing relies mostly on 
small data centers and IoT devices and therefore, exhibits a range of security con-
cerns that are quite different in comparison to the traditional cybersecurity tech-
niques. The broader distribution of edge computing framework makes it vulnerable 
to a larger number of attack vendors for exploitation by hackers. Hence, companies 
that are considering adopting edge computing solutions need to take these threats 
seriously, especially if their plan relies very heavily upon IoT edge devices. Hence, 
it is very important for all those companies that are planning on considering the 
adoption of edge computing solutions to take these threats seriously, especially 
when they rely heavily upon IoT edge devices.

8  Deep Learning and Machine Learning Algorithms

Numerous IoT devices generate huge amounts of data of critical importance in sev-
eral real-time applications in various fields such as smart cities, smart factories, 
autonomous vehicles, robots, applications such as intelligent transportation sys-
tems, smart homes, healthcare, smart city, and so on. The quick and accurate analy-
sis to extract meaningful information and make appropriate decisions necessitates 
using machine learning and deep learning algorithms in edge devices as well as in 
the cloud.

8.1  Machine Learning Algorithms

A branch of Artificial Intelligence that enables a computer to learn on its own and 
helps to analyze data, make predictions, and also, make the right decisions is called 
Machine learning (ML). Arthur Samuel, the pioneer of ML, defined it as a “field of 
study that gives computers the ability to learn without being explicitly programmed”. 
ML uses the known features in the training data for learning and is widely used in 
classification and regression [23].

IoT sensors can make use of ML algorithms in a number of scenarios for classi-
fication, regression, and ranking problems, and the ML models can be deployed on 
edge devices and adapted in a suitable way for deployment on the resource- 
constrained edge devices [24].

ML provides a number of algorithms that have been categorized into supervised, 
unsupervised, and reinforcement learning, based on the availability of labeled data 
during the training phase. In machine learning, the training data set is the one that is 
used for actual training to train the model to perform various actions. Figure 7 shows 
the classification of various machine learning algorithms.
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8.1.1  Supervised Learning

In supervised learning, the algorithm learns through a supervisor that trains the 
model to classify the examples or samples into classes using class membership 
information of each training sample. In other words, in supervised learning, the 
samples are given to the algorithm along with the label for that sample and the algo-
rithm learns the pattern between the input and the output. Therefore, when a new 
sample or example is presented to the algorithm, it will be able to classify it cor-
rectly. Thus, supervised learning can be called as learning with labeled data. 
Examples of supervised learning include Naive Bayes, Decision Trees, Random 
Forests, K-Nearest Neighbor, Linear Regression, and so on [25].

• Naive Bayes: It is a Bayesian classifier that implements the probabilistic Naive 
Bayes classifier. It operates on the assumption of strong independence which 
means that the probability of one attribute does not affect the probability of 
another attribute [26]. If the overall normality assumption is incorrect, then it 
uses kernel density estimators that improve its performance. It uses supervised 
discretization to handle numeric attributes. Being a probability-based method, it 
particularly uses conditional probability, to create a classifier for classification 
and is very useful in solving detection and prognosis nature of problems [27].

• Decision trees: Based on the values of the attributes, the input space is recur-
sively partitioned which can be expressed using a classifier called decision trees. 
The internal nodes that represent the decisions to be made based on a certain 
function of the input attribute values, split the instance space into two or more 
subspaces. The leaf nodes represent the class. The traversal of the tree from the 
root node to the leaf node helps in classifying the instances based on the outcome 
of the internal test nodes along the path. Decision trees can transform each path 
of the tree into a rule by joining the tests along the path. ID3, C4.5, and CART 
are some examples of decision trees that help to learn from a given data set [28].

• Random forests: It is an ensemble classification technique that creates two or 
more decision trees. Every tree is prepared by randomly selecting the data from 
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the data set. This algorithm is less sensitive to outlier data and helps in improving 
the accuracy and prediction power. It can easily deal with high dimensional 
data [29].

• Linear regression: This method of analysis studies the relationships between the 
independent (predictor or input) variable and dependent (response or output) 
variable. Depending on the number of independent variables used to predict the 
dependent variable, the regression models are divided into two types, namely, 
simple linear regression model and multiple linear regression model, which use 
a single independent variable and more than one independent variable, respec-
tively [30].

• Support vector machines: It is a linear classification method that uses a decision 
boundary to minimize the empirical classification error and maximize the geo-
metric margin. It constructs a maximal separating hyperplane that maps the input 
vector to a higher dimensional space. On each side of the hyperplane that sepa-
rates the data, it constructs two parallel hyperplanes and the distance between 
them is maximized by the separating hyperplane. It uses the assumption that 
using a larger margin or distance between these parallel hyperplanes helps in 
generalizing the error of the classifier in a better way [31].

8.1.2  Unsupervised Machine Learning

In unsupervised learning, the absence of a supervisor makes the model identify the 
patterns of class information and learn from that. The algorithm is presented with 
input instances without any associated output. and it clusters them into groups and 
will be able to decide the cluster to which a new sample belongs to when presented 
with such a sample. Once the clusters are formed, they can be labeled. Instances 
within a cluster will have a lot of similarities but are very much dissimilar to 
instances in another cluster. Some examples of unsupervised machine learning 
algorithms are EM (Expectation-Maximization), k-means clustering, density-based 
clustering [32].

• k-means clustering: Being the simplest and most popular clustering algorithm, it 
is also very easy to implement. In this method, the data set with n samples is 
partitioned into k clusters and each sample belongs to a cluster with the nearest 
mean [33].

• Expectation-maximization algorithms: It is an approach to estimate the maxi-
mum likelihood in the presence of latent variables. It consists of two modes or 
steps, namely, E-step and M-step. The E-step attempts to estimate the missing or 
latent variables, and the M-step tries to optimize the parameters of the model so 
that data can be explained in the best possible way. They are very widely used in 
density-estimation and clustering problems [34].

• Density-based clustering: It is one of the most important clustering techniques. 
The input data set points are grouped into clusters on the basis of density estima-
tion. It is basically used for spatial data sets with random shapes and sizes [35].
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• Association rules mining: It is a data mining technique to describe events that 
tend to occur together. Using the Apriori algorithm for mining frequent item sets 
helps to obtain strong Boolean association rules [36].

8.1.3  Reinforcement Learning (RL)

It is an approach to machine learning that needs no prior knowledge. The knowl-
edge obtained using the trial-and-error method and continuous interaction with the 
dynamic environment helps it to autonomously get the optional policy. RL is char-
acterized by its self-improvement and online learning capabilities, due to which it is 
one of the core technologies for intelligent agents [37].

Machine learning algorithms are used in a number of applications, some of 
which have been briefly mentioned here:

• Building automation system or a smart building system consists of a number of 
subsystems such as home appliances control, security control, power manage-
ment, and operating processes, which are integrated to interoperate with each 
other so as to provide various services to the users. Edge nodes can communicate 
with the nodes that manage the different services provided on various subsys-
tems by deploying the machine learning models that have been developed for 
each and every subsystem in the building automation system. For instance, the 
main distribution panel of a smart building uses a power meter to capture the data 
and develops a pattern recognition model using a classification algorithm such as 
k-nearest neighbor (KNN) to show the effect of the connection of different home 
appliances on the difference in levels of electric current [24].

• Numerous IoT devices that are being used for human activity recognition in 
order to remotely monitor the vital signs. The data related to different activities 
of humans such as sleeping, walking, jogging, sitting, and so on, are captured in 
these IoT devices with remote monitoring components. Feedback on the activi-
ties during and after they have been performed can be used to determine various 
information such as which activity has been performed, how long it has been 
performed, and so on, using the machine learning algorithms [38].

• Mission-critical systems such as autonomous vehicles, security cameras, obsta-
cle detection for the visually impaired, surgical devices, authentication systems, 
and so on, often use applications such as object detection and image classifica-
tion. In order to utilize resources on the IoT devices efficiently, machine learning 
algorithms are being used that can help to reduce image resolution, reduce data 
set size, and so on [39].

• Fourier and Wavelet transforms are commonly used in the removal of noise, 
reduction in signal range, or to perform other types of processing in order to to 
extract relevant features related to each activity. Once the relevant data are 
obtained, recognition models such as decision trees, neural networks, or fuzzy 
logic, and the like can be developed [38]. The relationships between various 
attributes are analyzed and visualized by executing machine learning algorithms 
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like support vector machines (SVM), logistic regression, and k-nearest neighbor 
(KNN), on IoT devices [39]. In order to reduce the quantity of data being sent to 
the cloud for data analysis, dimensionality reduction and instance selection tech-
niques are used on the edge layer. Learning the hierarchical data representation 
can help in using autoencoders and principal component analysis techniques 
(PCA) for dimensionality reduction. The reduced data set can be given to 
machine learning algorithms for further processing.

8.2  Deep Learning Algorithms

When large amounts of data are available, using deep learning is the best method 
that can be used for data analytics, especially in the context of IoT as it can trans-
form data into hierarchical abstract representation using representation learning, 
thus enabling to learn good features [40].

A new field of machine-learning research is deep learning (DL). It establishes a 
neural network that simulates a human brain so as to perform analytical learning 
and interpret various kinds of data such as text, images, and sounds [23]. The deep 
learning models need high computations. Hence, there has been a rapid improve-
ment in hardware architectures and platforms and even the software is being 
designed such that it improves throughput and energy efficiency. These factors are 
contributing to the success and development of AI. The most popular AI methods in 
the recent past have been the deep learning methods with their variants such as con-
volutional neural networks (CNNs), recurrent neural networks (RNNs), and genera-
tive adversarial networks (GANs) [41].

Edge computing uses graphics processing unit (GPU)-based, application- specific 
integrated circuits (ASIC)-based, and field programmable gate array (FPGA)-based 
hardware that is especially useful in processing the DL service requests. The com-
puting power of edge devices is limited when compared to that in the cloud. It is 
very important to have a comprehensive understanding of the DL models as well as 
that of edge computing features when designing a combination of DL and edge 
computing for the deployment. Various types of deep neural networks belong to the 
category of DL models. They include:

• Fully connected neural networks (FCNN): In these models, the output of each 
layer is fed as input to the next consecutive layer. These models are normally 
used for function approximation and feature extraction.

• Auto-encoder (AE): They can recover input data by using their ability to learn 
useful features of input data with low dimensions, and this feature makes these 
models suitable for classifying and storing high-dimensional data. They are able 
to achieve this by using a stack of two neural networks (NNs). The first NN 
learns the representative characteristics of the input, while the second NN takes 
these features as input and restores an approximation of the original input at the 
match input output cell, as the final output.
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• Convolutional neural networks (CNN): These models capture the correlations 
between adjacent data pieces using the pooling operations and a set of distinct 
moving filters and then generate a successively higher level abstraction of input 
data. These models find applications in image processing and structural data 
processing.

• Generative adversarial network (GAN): These models have originated from 
game theory and consist of generators and discriminators. The generators are 
used to learn about the true data distribution, whereas the discriminators are used 
to correctly determine whether input data are from the true data or the generator 
[2]. They are often used in applications such as image superresolution, image 
generation, image synthesis, image transformation, and others [3].

• Recurrent neural networks (RNN): In these models, each neuron receives infor-
mation from both the upper layer and the previous layer. Hence, these models 
possess the ability to predict the future or restore missing parts of sequential data.

• Transfer learning (TL): In these models, in order to attain better learning perfor-
mance in the target domain, knowledge from the source domain is transferred to 
the target domain. It helps in reducing the model development costs and in accel-
erating the training process [2].

• Deep reinforcement learning (DRL): It combines the DNNs and RL with the 
goal to create an intelligent agent capable of performing efficient policies to 
maximize the rewards of long-term tasks with controllable actions. It is mainly 
used for solving various scheduling problems such as rate selection of video 
transmission, decision problems in games, and so on [3].

DL methods are commonly being used in fields like computer vision, natural 
language processing, speech recognition, and board games such as chess [41]. In the 
context of edge computing, there are several applications for which real-time pro-
cessing matters a lot and they use deep learning on the edge devices, to provide 
good performance.

• Computer vision: Detecting faces in a video captured in a video surveillance 
camera, counting the objects, and identifying vehicles not obeying traffic rules 
on the road, are some of the example domains which use the fundamental tasks 
such as image classification and object detection. These tasks are performed 
using deep learning which produces very good performance. Edge computing is 
useful for computer vision tasks especially in those situations when a large 
 number of cameras upload bulky video streams and cause a bottleneck in the 
network bandwidth, and also these videos might contain user’s sensitive infor-
mation. In such situations, since edge computing enables the processing of these 
videos to occur at edge compute nodes itself, it reduces the bandwidth consump-
tion and also maintains data privacy.

• Natural language processing (NLP): Speech synthesis, named entity recognition, 
and machine translation are some of the NLP tasks that are being performed 
using deep learning. For example, Amazon Alexa, Apple Siri, and so on are some 
of the voice assistants that are using NLP on the edge. These voice assistants 
perform some processing in the cloud, but typically use edge computing for on- 
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device processing to detect wakewords (e.g., “Alexa” or “Hey Siri”) on edge 
devices. The voice assistants send the voice recording to the cloud only after the 
wakeword has been detected. The cloud further parses, interprets, and sends the 
query response.

• Network functions: Intrusion detection, wireless scheduling, in-network caching 
are the network functions that reside on the network edge and need to operate 
with stringent latency requirements. Deep learning is being used for these tasks.

• Internet-of-things: A number of IoT devices such as smart city, wearables for 
healthcare, and smart grid are generating a huge amount of sensor data such as 
pedestrian traffic activity, human activity, and electrical load prediction, respec-
tively, and all such data need to be analyzed depending on the specific IoT 
domain and automatically understood. For this purpose, deep learning is being 
used and has proven to be successful in many such applications.

• Virtual reality and augmented reality: In 360° virtual reality application, deep 
learning is being used to predict the field of view of the user, as it is very impor-
tant to determine the spatial regions to be fetched from the content provider 
based on which predictions must be computed in real time to minimize the 
latency while maximizing the quality-of-experience of the user. Similarly, in 
augmented reality (AR) too, deep learning is being used to detect the objects of 
interest in the user’s field of view on top of which the virtual overlays must be 
applied in real time [1].

The complexity of DL models and difficulty in inference computations on the 
side of resource-constrained devices has compelled the deployment of DL services 
in the cloud. Since many DL services require real-time processing as in the case of 
smart home and city, smart manufacturing, autonomous driving vehicles, real-time 
video analytics, and so on, the architecture of end-cloud cannot satisfy the require-
ments of these services. Thus, by deploying the DL applications on the edge, the 
number of DL application scenarios can be increased even more [2].

Deep learning techniques are being used widely in edge computing wearable 
systems that have been developed to detect unintentional falls of elderly people and 
send remote notifications in order to improve the lives of the elderly people and also 
helps to reduce medical costs [42]. A smart factory consisting of a large number of 
instruments and equipment needs to monitor the status of all these facilities and 
detect faults if any. This has necessitated the computing resources to be able to 
handle massive quantities of data collected from these devices [43]. Long Short- 
Term Memory (LSTM) is being used to monitor the status of devices in order to 
detect the unintentional falls of elderly people who use wearable devices and to 
detect faults in the instruments or equipment in a smart factory.

9  Edge Computing Devices in Healthcare

The convergence of technological advancements in computing power, security 
mechanisms, and analytical methods, with AI, machine learning, and deep learning, 
has made it possible to analyze the raw data collected using the medical and 
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nonmedical devices and extract meaningful insights. This can provide numerous 
benefits such as a data-driven, patient-centric model that is affordable and also pro-
vides quality of service in healthcare systems, delivery of better clinical and patient 
experiences, and also ensure safety for patients and provide quality care.

In a healthcare system, the interconnection of a number of medical and nonmedi-
cal devices has enabled new applications and services to extract clinically meaning-
ful data from the massive amount of raw data generated by all these devices. This is 
not possible by the current host-based and cloud-based application platforms. 
Applications that can be used with edge computing span the operational and diag-
nostic sides of healthcare, such as, asset tracking, inventory management, patient 
monitoring, smart imaging, deep analysis, and so on [44].

The application of the edge computing concept to recognize human activity with 
the help of wearable sensors is still relatively new. However, as many standardized 
and easily accessible computing platforms are finding their place in multidisci-
plinary studies of human activity recognition in a number of applications, wearable 
sensor technology is becoming very popular. They are becoming empowered in 
terms of precise measurements of human motion and comprehensiveness of data 
acquisition. There is a high need for quickly processing and analyzing sensor data 
collected from wearable devices to make local decisions for applications such as 
rehabilitation, sports coaching, and human-robot collaboration in industrial envi-
ronments for particular tasks such as classification, prediction, and detection.

The requirement of dedicated computing infrastructure and the development of 
artificial intelligence-based services in the IoT field have led to cloud-based plat-
forms. In order to achieve improved latency especially in the IoT domain, edge 
computing approach is being used in conjunction with machine learning tasks for 
various implementations. IoT networks designed with the edge computing approach 
perform well.

Wearable systems can help in remotely monitoring a patient using different tech-
nological advancements in telecommunication, microelectronics, sensor technol-
ogy, and data analysis techniques. Fig.  8 demonstrates such a remote patient 
monitoring system, in which a patient is using different devices on his body that can 
track his heart rate, respiratory rate, and motion. In these systems, data are sensed, 
collected, relayed to a remote center, and then analyzed to extract the clinically-
relevant information. These systems also consist of health monitoring applications 
that use multiple sensors that may either be part of body-worn sensors or integration 
of body-worn sensors and ambient sensors into a sensor network. By relying on 
wireless communication technology, wearable systems may integrate individual 
sensors in the sensor network [45]. All the data gathered using sensor networks need 
to be transmitted to remote sites such as a hospital server for clinical analysis to be 
done by the monitoring applications. The data are transmitted to information gate-
ways such as mobile phones or personal computers.

Figure 9 shows a mobile phone with a health monitoring application, whose 
virtually easy-to-use platform logs the data and also transmits it to the remote server. 
This shows that mobile devices are being used as both information gateways and 
information processing units. Since these pocket-sized devices contain significant 
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computing power, envisioning ubiquitous health monitoring and intervention appli-
cations is becoming possible. In-house monitoring, pervasive continuous health 
monitoring has become possible due to universal broadband connectivity and the 
ubiquity of mobile telecommunication standards such as 4G, respectively. The GPS 
tracking system integrated into the mobile devices has made it possible to locate 
patients in case of emergency [45].

• Sensing technology: Often, the wearable sensors are combined with ambient 
sensors and are used to collect information ubiquitously when patients need to be 
monitored in their home environment. Such a combination of sensors is widely 
used in the field of rehabilitation. For example, when adults or elderly people 
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need to be monitored, then at the time of deploying the interventions to improve 
balance control and reduce falls, using wearable sensors to track motion and vital 
signs, would be of high interest. Specifically designed data analysis techniques 
to detect falls via processing of motion and vital sign data need to be used. The 
combination of ambient sensors and wearable sensors not only helps in improv-
ing the accuracy of falls detection but also, enables the detection of falls even 
when the patients do not wear the sensors.

• Wearable sensors: Physiological measures such as respiratory rate, heart rate, 
blood oxygen saturation, muscle activity, and blood pressure, provide health sta-
tus gauges and are of high diagnostic value. Prior to the development of wearable 
technology, all these parameters could be monitored only in a hospital setting. 
With the advancement in wearable technology, it is now a reality that all these 
parameters can be monitored in real-time, accurately, and continuously.

• Often, when physiological monitoring is integrated into the wearable system, it 
requires ingenious designs and novel sensor locations. Some such examples can 
be found in a ring sensor designed to be worn on the base of the finger, to mea-
sure the heart rate and blood oxygen saturation, a self-contained wearable cuff- 
less photoplethysmographic (PPG)-based blood pressure monitor, a wearable 
acoustic sensor such as a microphone, in miniature form to measure respiratory 
rate, etc.

• Biochemical sensors: The most recent sensors in the wearable technology field 
are the biochemical sensors that are used to monitor the levels of chemical com-
pounds in the atmosphere and also biochemistry, for instance, to aid in monitor-
ing people working in dangerous environments. These sensors often require the 
collection, analysis, and disposal of body fluids, thus making them complex from 
the design point of view. Although the advancement of these biochemical sensors 
had been slow, with the development of micro and nano fabrication technologies, 
their advancement pace has picked up [45].

10  Edge Computing Use Cases

A use case provides a description of how a process or a system can be used by a user 
to accomplish a goal. Edge computing aims to bring the computations from the core 
of the cloud to the network edge to achieve extremely low latency, flexibility, scal-
ability, and so on. Some of the principal use cases that are leveraging the potentiality 
of edge technology include the following:

• Autonomous vehicles: In an intelligent transport system, autonomous vehicles 
are important devices that are equipped with a lot of sensors. These vehicles pos-
sess the capability to sense their environment and move safely with little or no 
human intervention. It needs to decide to stop over at pedestrian crossing or the 
road signals while driving. In such cases, no matter whether the Internet connec-
tion is available or not, data processing needs to take place on the spot to avoid 
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any fatalities. Sending the data to a cloud server and then waiting for its response 
could be really dangerous. Rather edge computing technology can be for these 
vehicles that can help them to interact with each other quickly and more effi-
ciently. In addition to this, the vehicle can almost drive safely by making accu-
rate assessments of the current situations without any human intervention using 
deep learning technology [46]. The viability of autonomous vehicles would be 
much farther in the future without edge computing techniques. These autono-
mous vehicles involve the integration of numerous technologies such as sensing, 
localization, decision making, and smooth interactions with cloud platforms in 
order to generate high-definition maps and also store data [46], and as a result, 
require massive bandwidth and real-time computing capabilities.

• Healthcare devices: Chronic conditions of patients can always be monitored 
using health monitors and other healthcare devices. These devices mostly use 
IoT edge computing, as in the case of a heart rate monitor that helps to analyze 
data in an individual, telemedicine that keeps track of a patient’s chronic condi-
tion, and so on, where edge computing infrastructure operates in-between IoT 
devices and cloud computing. This ensures an accelerated analysis response time 
and also optimal IoT resources utilization [47].

• Security solutions: Edge computing technology can be very useful for security 
surveillance systems in which the ubiquitous connection of cameras and smart 
mobile devices is leveraged to enable video analytics at the edge where object 
detection and tracking is performed using artificial intelligence (AI) and machine 
learning (ML) algorithms. Security systems that are used for identifying poten-
tial threats and also to alert users in case of any unusual activity in real time can 
use edge computing for on-device video processing. For such cases, machine 
learning and statistical analysis approaches have been used to investigate anom-
aly detection algorithms [48].

• Smart speakers: These devices have been built with the ability to recognize and 
interpret voice instructions to execute the basic commands locally. Turning lights 
on or off, or adjusting thermostat settings using smart speakers, will be possible 
even if internet connectivity fails [14].

• Video conferencing: The widely distributed camera nodes are used to capture the 
bulky video data, which can be analyzed with the help of video analytics, for 
instance, to obtain the target’s location information. However, processing and 
transmitting the video data to a cloud server involve high cost and time and as a 
result of which are poor video quality, voice delays, frozen screens, and so on. 
Hence, in order to reduce the processing cost as well as transmission time and 
avoid all such frustrations, edge computing can be the best solution as it offloads 
computing tasks from the cloud to edge devices [49].

• Smart sensors in agriculture: Agriculture is the most crucial sector for ensuring 
food security. It requires a lot of activities such as soil monitoring, environmental 
monitoring, supply chain management, infrastructure management, transporta-
tion, pest control, and so on. The deployment of IoT devices in this sector can 
help in improving quality, increasing production, and most importantly, reducing 
the burden of the farmers. The data generated from GPS and smart sensors on 
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agricultural fields can be integrated with smart farming equipment for data ana-
lytics. This analysis can help the farmers to improve crop yields and also make 
effective utilization of water, which in turn can help in a considerable reduction 
of any sort of wastage [50].

• Retail advertising: Edge computing also helps in protecting user privacy in case 
of any demographic information that is collected using the targeted ads by the 
retail organizations. In these cases, edge computing keeps the source and encrypts 
the data before sending it to the cloud.

10.1  Impact of Edge Computing on Healthcare IoT

Dynamic and complex healthcare systems with unpredictable behavior need effi-
cient resources management and also services management. The demand for effi-
cient medical care has increased due to an increase in population and patient surge. 
This, in turn, has propelled the transformation of the healthcare system into smart 
healthcare by leveraging the latest technological advances. Therefore, the health-
care systems are deploying a number of IoT devices using which they are able to 
have a better allocation of resources and also, enhance performance measures of the 
services. The traditional health technology was not able to address the challenges of 
increased population and chronic diseases. Cloud computing was used in order to 
address these challenges and its advantages such as remote delivery, flexibility, and 
multi-tenancy were leveraged to enhance the medical services.

In healthcare systems, when collecting patient data for certain medical services, 
information is collected, input, shared, and analyzed using a lot of resources. The 
traditional patient management system was quite slow, error-prone, and also, did not 
provide true real-time accessibility. The combination of cloud computing and edge 
computing has helped in the transformation of the traditional healthcare system into 
a smart healthcare system. In this case, edge computing is used to collect informa-
tion from sensors in the IoT devices whereas cloud computing is used to store and 
process complex data. It also allowed clinical diagnosis information and patient 
monitoring to be shared among medical professionals [15].

The digital transformation of the healthcare system and the deployment of IoT 
devices can help in achieving goals like the creation of new revenue streams, 
improvement in operational efficiency and cost reduction, and also enhancement of 
the patient experience. Edge computing-based healthcare system helps in providing 
better user experience and also with computing resources optimization.

In order to achieve these goals, the digital transformation plan includes tasks 
such as upgrading the existing digital assets, adding new technologies, and connect-
ing them together for producing business outcomes. There are numerous areas in 
which healthcare is leveraging connected technologies. Some of them have been 
mentioned below:
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• Patient record keeping: Patients’ medical records are made electronically avail-
able as digital documents.

• Telemedicine: Users in remote places can consult the doctors using voice, video, 
and data systems.

• Operating rooms: Technological advances like robotics and video equipment too 
can be used for assisting doctors while performing surgery.

• Patient monitoring: To relay the patient’s conditions and help the doctors to mon-
itor the patient, devices such as heart rate monitors, pacemakers, smart lenses, 
insulin pumps can be used.

• Wearable: Wearable devices (such as fitness trackers) and connected apps can 
help in tracking, various health metrics such as the number of steps taken by the 
patient, heart rate, and also hydration, and over time these metrics can be used by 
healthcare providers to look for vital signs.

• Asset tracking: It helps in tracking locations of both medical personnel and 
equipment as in the case of using handheld devices to read barcodes on patient 
wristbands, RFID to track assets such as wheelchairs and movable beds, and also 
electronic medical records (EMR).

• Facility tracking: Clinical facilities such as sensors, operation theaters, and data 
analytics can be efficiently used [51].

• Rural medicine: Although there had been many innovations in telemedicine and 
also the health data were more accessible, delivering quick, quality care to peo-
ple staying far away from the hospital and with very limited Internet access was 
a great challenge. These difficulties are being easily overcome using a combina-
tion of IoT medical devices and edge computing applications.

• Edge computing companies have developed portable IoT healthcare equipment 
that is able to generate, gather, store, and even analyze critical patient data, with-
out constantly being in contact with a network infrastructure. The information 
collected from them is fed back into the central servers on connection reestab-
lishment. Existing networks can be extended by interfacing the IoT healthcare 
devices with an edge center and thus, enable medical personnel to access critical 
patient data, even in areas with poor connectivity. This shows the potentiality of 
edge computing to greatly expand the reach of healthcare services.

• Patient-generated health data: It has become very common to collect massive 
amounts of patient generated health data (PGHD) using a range of IoT devices 
such as blood glucose monitors, wearable sensors, and healthcare apps. This has 
made it possible for medical professionals to monitor patient health over long 
periods of time and also diagnose problems in a better way.

• Improved Patient Experience: People can use smart devices to check for appoint-
ments at their convenience and receive notifications that guide them through 
unfamiliar facilities when trying to find the proper office. These smart devices 
are the IoT medical devices that have transformed the patient’s experience in the 
healthcare industry into a convenient and accommodating one due to the assis-
tance that it provides to them. They form the key edge computing use cases.

• Edge computing companies will play a vital role in the healthcare IT infrastruc-
tures that use edge-enabled IoT devices. Many hospitals are now offering stream-
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ing content services that provide everything from movies and games to interactive 
educational programs to patients.

• Supply chain: Numerous cutting edge medical devices and computer hardware 
are being used in modern-day hospitals and healthcare centers. They are the tech-
nological marvels providing the very best care possible. Less sophisticated and 
no less important medical equipment is also used in everyday procedures to save 
lives. Supply chain management takes the responsibility to keep these facilities 
running by making all supplies right from the expensive mechanical components 
for robot-assisted surgery tools to the smallest bandage available. Any disruption 
to this chain can create significant risks to health outcomes.

• Many organizations that are struggling to control the rising costs of their equip-
ment inventories, supply chain innovations in IoT healthcare are offering them 
an opportunity to gain operational efficiencies on the margins. For example, 
medical facilities can use the sensor-equipped IoT edge devices to manage their 
inventories by gathering data on usage patterns and utilizing predictive analytics 
to determine when the hardware is likely to fail. Similarly, inventory manage-
ment can use smart RFID tags to eliminate manual ordering and time-consuming 
paperwork. Fleet vehicles equipped with GPS and other sensors are being used 
to track the location of critical shipments in real-time.

• Cost savings IoT: Edge devices have been adopted so widely that analysts predict 
them to help the healthcare organizations to save up to 25% of their business 
costs, with some of these costs coming from day-to-day applications such as 
security and surveillance or smart building controls. Wearable IoT medical 
devices, implantable sensors, and streamlined IoT healthcare services based on 
big data analytics are some of the edge computing use cases that could signifi-
cantly reduce per patient costs across the care continuum. Another potential 
source of cost savings is interconnectivity.

• These connected technologies are helpful in many other ways too. For instance, 
the ingestible sensors are being tested to verify whether the patients are taking 
their medications. In this case, as soon as the pill dissolves in the stomach, the 
sensor on the body receives a signal that updates a smartphone app [51].

10.2  Healthcare Case Study in Edge Computing

Healthcare is a very important sector that generates a humongous amount of data on 
a daily basis for patients, doctors, medical researchers, medical professionals, medi-
cal insurance, and so on. Various applications may use this data based on their 
requirements. For instance, doctors can use the patient’s data to diagnose a disease, 
medical insurance companies may use the patient’s data to inform him about the 
medical plan suitable to the patient based on the premium he pays, and so on. Data 
may be collected in various forms such as text, images, video, and sound using IoT 
devices, mobiles, laptops, personal computers, and even sensors that are embedded 
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in the IoT devices. Nevertheless, the data thus generated, needs to be analyzed to 
extract meaningful information and aid in correct decision making. For this pur-
pose, numerous machine learning and deep learning algorithms are being used.

To demonstrate how edge computing can be used along with machine learning 
and deep learning algorithms in a healthcare system, cardiovascular disease detec-
tion has been considered for the case study. The various steps involved in this pro-
cess have been listed below:

 1. Data collection: A number of devices such as pacemakers, defibrillators, heart 
rate monitors, and so on, are being used in order to collect the patient’s heart 
health data. These devices may be inserted into the patient’s chest or abdomen, 
or maybe part of a wristband, or placed on the body close to the chest. These 
devices collect the data related to the heart such as heartbeat rate, cholesterol 
level, blood pressure, fasting blood sugar, resting electro cardiogram (ECG), 
chest pain type, max heart rate of the patient, and so on. The data collected may 
either be stored on the device or can be sent to the patient’s mobile, or even to a 
personal computer.

 2. Data preprocessing: The data collected are in its raw form. Some data may be 
missing, some might be entered in the wrong format, values for some attributes 
may have a large range, some attribute values maybe with a small range, and 
some attributes may have categorical values. Since the data are not in a format 
suitable for performing processing, it needs to be filtered and preprocessed, in 
such a way that the missing values are handled, categorical data are converted to 
numerical format, normalized so that the attributes with larger values do not 
outweigh those with smaller values. After all these steps, data become suitable 
for the machine to learn and analyze it.

 3. Model creation/choosing a model: After preprocessing the data and making it 
suitable for analysis, the next step is choosing a model that can help the com-
puter to learn from the data and identify patterns in the data. The data may be 
used to build a model for classification, regression, or prediction, based on the 
requirements of the application. The model may be built using the supervised 
machine learning or deep learning techniques such as Naive Bayes (NB), deci-
sion tree (DT), K-nearest neighbor (KNN), support vector machine (SVM), ran-
dom forest (RF), and so on, or using the unsupervised machine learning 
techniques such as clustering, neural network (NN), and so on. The choice of 
using supervised or unsupervised learning techniques depends on whether the 
available data are labeled or not.

For the case study considered, classification is used. Here, based on the attri-
bute values, it classifies if the patient is suffering from heart disease or not.

 4. Model training: In the training phase, the data collected are fed into the model 
selected and created which may have used a supervised or unsupervised learning 
algorithm. The training data set will have a large number of samples or instances. 
The supervised learning model is built using samples of labeled data whereas the 
unsupervised learning model is built by drawing inferences from unlabeled data.
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 5. Model evaluation: How well does the model perform on seeing the new data is 
tested in the evaluation phase, using the methods such as holdout or cross- 
validation. The performance of the model is evaluated using a test set in both 
these methods.

 6. Make predictions: The last step is to making the right predictions. The predic-
tions might be image recognition, predictive analysis, semantics, or any other 
kind of prediction. For the heart disease case study, given a new sample, it pre-
dicts if the person has heart disease or not.

Based on the case study conducted for the heart disease prediction, the architec-
ture in Fig. 10 has been proposed. The data generated by the wearables are collected 
by the end devices such as mobiles, laptops, or tablets. They may be able to process 
only a small portion of the data based on the computing power available on them. 
The data will be sent to the edge servers in a wide area network (WAN) for complex 
computations. Since these edge servers too may sometimes not have all the complex 
computation required by the data, in such cases, the data will be uploaded to the 
public cloud for very complex computations and stored on the cloud. The users who 
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Edge Server 1 Edge Server 2 Edge Server 3
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Fig. 10 Proposed architecture for edge computing case study on heart disease prediction
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may be the hospital staff, research staff, or any other, can access the processed data 
from the cloud. The complex computations may make use of machine learning or 
deep learning algorithms based on the application requirements.

11  Challenges of Edge Computing

Edge computing still being in its infancy, doesn’t yet have its own framework. In 
order to design a framework for edge computing, many requirements need to be 
considered. However, designing such a framework will naturally involve numerous 
challenges [10], as edge computing has resulted from a combination of technologies 
such as cloud computing and internet-of-things and tends to inherit the features as 
well as the challenges from them [30]. The collaborative initiative of having the 
systems and network community work together helps in realizing the vision of edge 
computing, but also brings with it a new set of challenges to the network as men-
tioned below:

• Programmability: In edge computing scenarios, computation is offloaded from 
the cloud to the edge nodes. These nodes have different run times due to their 
heterogeneous nature. Hence, when writing an application for deployment in the 
edge computing paradigm, programmers tend to face a lot of difficulties.

• Naming: Just like in any other computer system, identification of things, pro-
gramming, addressing, and data communication, can be done using a naming 
scheme in edge computing too, though a standardized naming scheme has not 
yet been built for it. It is highly essential for the edge practitioners to learn vari-
ous network and communication protocols so as to be able to communicate with 
a large number of heterogeneous things in the system. Mobility of things, 
dynamic topology, privacy and security protection, and also scalability are the 
features of things in edge computing that need to be handled when developing a 
naming scheme.

• Data abstraction: IoT devices generate huge amounts of data, and transmission 
of voluminous data to the cloud leads to congestion of the backbone network and 
also overburdens the cloud data centers. However, all the data that are collected 
from various devices (surveillance cameras, cars, etc.) is in raw form and hence, 
needs to be undergo preprocessing and filtering at the edge to remove noise, low- 
quality data, and also to protect privacy in case of sensitive information such as 
user’s credentials. Data abstraction helps in preparing the data suitable to be 
uploaded to the cloud. But, it imposes a challenge. When data are trimmed too 
much, it may cause loss of useful information and as a result, reduce the preci-
sion or accuracy of data. But, when very little data are trimmed, it leads to even 
the unwanted data being uploaded to the cloud, which can cause extra burden on 
cloud resources [5].

• Quality-of-service (QoS) and fault tolerance: Since the edge computing is dis-
tributed in nature, the fault tolerant methods used in cloud computing are not 
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applicable to it. Edge computing has primarily been designed for real-time appli-
cations, and hence needs to be proactively fault tolerant and must be able to 
recover from faults automatically. Acceptable levels of QoS can be maintained 
by avoiding the inspection of usage of edge nodes during peak hours. This 
reduces overburdening the edge and helps in partitioning and scheduling of tasks 
in a pliable manner [30].

• Optimization metrics: Edge computing consists of multiple layers, each with dif-
ferent computation capability. This makes allocation of workload in edge com-
puting the biggest issue. When choosing an optimal allocation strategy, it is 
important to consider the optimization metrics such as energy, bandwidth, 
latency, and cost [5].

• Service management: An edge computing system is considered to be reliable, 
provided it satisfies the following requirements:

 – Differentiation: With the evolution of edge computing, many services are 
being deployed to edge devices in order to provide service to multiple user 
demands. Information processing by these multiple services should be priori-
tized from high priorities such as alert and healthcare systems to low priorities 
such as entertainment.

 – Extensibility: In edge computing, often, new edge devices may be added or 
old ones may be replaced. Hence, during production, the designer of that layer 
must consider the high mobility nature of things and the reasonable easiness 
presented to the users.

 – Isolation: Separating the edge device runtime from the malfunctioning appli-
cation running on top of it is a challenging task. For instance, if an application 
that can turn the lights on and off seems to be not responding, then the runtime 
should not be affected by this behavior. Rather, another application that also 
has access control to lights resources should continue to work afterward.

• Privacy and security: In edge computing, many IoT devices and smartphones are 
being connected that are generating data in disparate locations. Data collected at 
the edge need to be handled as per the existing data handling rules, because fail-
ure to do so could create liabilities. The most important services such as data 
security protection and user privacy should be provided at the edge of the net-
work. A home deployed with many IoT devices can reveal a lot of private infor-
mation through the usage data that are sensed and collected by the devices. For 
instance, the vacancy of the house can be speculated on the basis of electricity or 
water usage readings. In the case of video, before data are processed, some of the 
private information could be removed by masking all faces. In such cases, the 
challenge is to support the service without harming privacy. When protecting 
user privacy and data security at the network edge, there exist several challenges 
such as:

 – Awareness of privacy and security to the community: It is very important for 
different stakeholders such as end users, service providers, and system and 
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application developers, to be aware of the fact that user’s privacy would be 
harmed without notice at the network edge.

 – Ownership of data: A better solution to protect the privacy of the data col-
lected at the edge would be to leave it there itself and let the user have com-
plete ownership.

 – Missing efficient tools: In edge computing, data with diverse attributes needs 
to be handled. However, it still does not have the tools to handle such diverse 
data attributes [5].

• Application distribution: Due to the evolution in edge computing, there has been 
an increase in the computing power of the edge nodes, and as a result, in most 
cases, applications are distributed to the node based on computing resource, 
energy efficiency, and response delay [18].

• Resource management and allocation: On the basis of the current load on the 
edge server computational latency may increase. Hence, it is very important to 
have appropriate resource management and allocation schemes. Real-time sys-
tems and time critical applications require priority-aware computation. In such 
cases, high priority is assigned to delay sensitive tasks and such requests need to 
be handled immediately by the edge nodes. A cost model also needs to be formu-
lated and designed, and in case of high load, extra charges may be received from 
priority jobs using this cost model. Such a cost model has already been used by 
cloud providers. As per the cost model, there is a difference in the cost incurred 
during peak hours and off-peak hours. Identification of edge provisioning site 
and workload allocation are the main challenges as they need to take into account 
the dynamic number of users and application demands and also a lot of complex 
decision making is involved to know the amount of workload to be put on each 
edge layer. This workload allocation needs to be done in a balanced manner 
keeping in mind the latency, bandwidth, energy, and cost. In addition, prioritiz-
ing some metrics over others, and dynamic optimization must also be done, 
which is quite challenging too [30].

Other challenges that edge computing faces include compute and hardware con-
straints, accessibility, and operations constraints, remote management issues, con-
nectivity issues, and scalability.

12  Future of Edge Computing

Edge computing will play a critical role in almost all industries that are striving to 
speed up their digital transformation efforts. Industries that have adopted edge com-
puting early consist of manufacturers, retailers, and healthcare organizations. 
According to Gartner, companies generate about 10% of their data outside a tradi-
tional data center, but is anticipated to rise to 75% in the subsequent 6 years or so 
due to the rapid growth of edge computing, resulting which different industries too 
can adopt and benefit from it [52].
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The intrinsic problems such as lack of security and high latency of the traditional 
cloud are being solved by today’s emerging technology, called edge computing, 
wherein it brings the cloud capabilities closer to the end users. As a consequence of 
this, next generation cellular network, 5G, has evolved. It mainly focuses on achiev-
ing a substantial improvement in the quality of service to support highly interactive 
applications with extremely-low latency and higher throughput [53]. Edge comput-
ing also needs to support software defined network (SDN) with its associated con-
cept of network function virtualization (NFV) that use some of the identical 
virtualized infrastructures as edge computing. Wearables, smartphones, and other 
mobile devices represent the extreme edge of the Internet. Their computing capa-
bilities should always be open for any new improvements so that the capabilities of 
immediate mobile devices and sensors can be amplified and leveraged in a much 
better way by edge computing [54].

By 2022, global edge computing technology or market is anticipated to reach 
$6.72 billion with an annual growth of 34%. In the present-day situation, the data 
processed and created outside the cloud is about 10% and is anticipated to reach 
about 50% by 2020. As per the current IoT trends, many companies may consider 
leveraging edge computing for their upcoming products due to their numerous ben-
efits [55].

12.1  Future Research Directions

With many companies focusing on Artificial Intelligence (AI), cloud computing 
service provisioning, some principal companies such as Amazon, Microsoft, and 
Google, have started providing software platforms such as Greengrass, Azure IoT 
Edge, and cloud IoT Edge to deliver edge computing services, though they are cur-
rently being used as streams for connecting to the powerful data centers.

While ML-as-a-service (MLaaS) focuses on the selection of proper server con-
figuration and ML framework for cost-efficiently training the model in the cloud, 
the main concern of Edge-Intelligence-as-a-Service (EIaaS) is how model training 
and inference can be performed in privacy-sensitive and resource-constrained edge 
computing environments. Some challenges that need to be overcome for realizing 
the full potentiality of edge intelligence (EI), are

 1. EI platforms need to be heterogeneity-compatible, to enable users to enjoy seam-
less and smooth services across heterogeneous EI platforms anywhere, anytime.

 2. Since many AI programming frameworks such as Torch, Tensorflow, and Caffe, 
are available, they should be able to support the portability of edge AI models 
that have been trained using various programming frameworks across heteroge-
neously distributed edge nodes.

Although many programming frameworks have been specifically designed for edge 
devices, none of them is a sole winner outperforming other frameworks in all met-
rics. In the future, a framework with efficient performance on more metrics can be 
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expected. In order to enable efficient EI service placement and migration over 
resource constrained edge environments, it is necessary to further explore light-
weight virtualization and computing techniques such as container and function 
computing [3].
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and Classification in Sensor Data
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1  Introduction

Observing the strength of the machinery is considered as a critical task its normal 
task, such instance is taken into control by monitoring and identifying the defects of 
the machinery. Inaccuracy is over sighted based on data-driven compilations. It is a 
considerable prevalence that they do not need any concrete ableness but at the same 
time it would render accurate defect identification conventionally the data driven 
compilations are allied with signal processing methods. Signal processing is a phe-
nomenon that is used to rectify and neglect the noise of the images and extract the 
unprocessed data. Although the abovementioned approaches are convulsed with 
some disadvantages, initially the process is kick-started with minimizing the noise 
and subsequently extracting the raw sensor data [1].

To make the signal processing methods more consistent and persistent mathe-
matical ableness is required. Both the abovementioned process is derived based on 
the extraction of a series of signals inculcated with time [2]. Finally, the extraction 
of features is the ultimate process. When it is encompassed it may lead to some 
unavoidable loss of certain information like temporal coherence of series data allied 
with time. This book chapter contributes a rational model propagated with deep 
learning, which is adapted to read nonlinear data. There are proficient advantages 
that can improve the efficiency of the model as follow as
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 1. Since it is capable of extracting the unprocessed time domain signals, no prior 
processing is required for minimizing the noise and feature extraction.

 2. In the proposed model unlike the conventional method, the sequential coherence 
of the era series data is taken into considerations.

 3. Defect identification and rectification of the flaws are monitored with an efficient 
learning model.

Rather simple models and complex models can perform more efficiently. It would 
encompass a proficient understanding of the extracted features and data [3].

2  Methods and Materials

2.1  Types of Faults

There are several lines up of fault classification techniques: different collocation of 
fault categorization incorporates various paradigms for classifying a fault. It encom-
passes the following precedents for classification: (1) Annotation—that specifies 
the reason of the fault, (2) Scope—that formalizes the effect on the sensed data. 
There are two enormous archetypes of fault such as system fault and data fault. As 
per system pivotal view, faults are stimulated to account by the action the sensor 
was graded and serialized, a low-lying power, the cutting of data, or an encompass-
ment farther of circumstances. On the contrary, the faults are categorized as 
grounded at, counteract, or payoff faults. There are three types of data faults, and 
they are broken abridged, consistent, and commotion of noise, respectively [4].

2.2  Fault Models

Aforementioned it is indicated that accustomed classification is done hinged on the 
frequency and continuance of the defect juncture, and also on the discoverable and 
perceivable impression that is patterned on the data by the faults. This classification is 
adjustable and befitting to an extensive bound of sensor categories. The concealed hap-
pening of the error does not harm this classification, which would push over us to deal 
with the faults exclusively, where the concept rests on the occurrence of pattern on 
each and every sensor node. To be observed that the diagrammatic notation in this 
paper projects the values that are not either accordingly consistently examined. 
Although in theory, the sensors declare the values periodically and thoroughly, rather 
it is found that many values are missing. The outcome is not so legible for the vision [3].

• Discontinuous—faults eventually occur periodically and the manifestation of 
fault is detached.

• Malfunction—readings below per seems to occur eventually very frequently. 
The frequentness and the prevalence of the faults are higher than the threshold.
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• Random—when the fault reading appears haphazardly the prevalence of the 
faults is considered smaller than the threshold.

• Continuous—meanwhile the time under consideration a sensor persistently ren-
ders imprecise readings.

• Bias—the function of the fault is considered to consistent and equable.
• Drift—The anomaly of the data renders a matriculated function such as polyno-

mial change.

The classification could be charted and diagramed using the synthesis of results. 
A predominant fact about terminology is in sequence. Differentiating between the 
faulty values and flawless values is a bit hard to do. Eventually, this paper will leave 
the data users to manage them as faults or as anomalies. Random faults frequently 
happen as confinement [2].

2.3  Construction of Proposed Fault Diagnosis Model

The acquired articulation of time series data is encompassed as examines. The artic-
ulation size is stipulated to be a certain cost and it is resolute as the input size of the 
deep neural networks. The size of the articulation considers the time denoted as t1 
and t2 as inputs, and it is expressed as t2 − t1. Keeping this as a testimony the perma-
nent one-dimensional time series data is segregated. The proposed model hinges on 
the neural networks incorporated with deep structure. In order to activate the input 
and hidden layers, a strategic logistic function is encompassed. Each and every 
articulation derives a set of output values. The output value pertained to time mem-
ory is denoted based on the following Eq. 1 (Fig. 1).
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2.4  Deep Stack Neural Networks Model

This is the scalable deep machine learning architecture that performs layer by layer. 
In the standard DSN, a block is a beginner’s multilayer perceptrons with a distinct 
hidden layer. Let the inputs of a vector box is y, the block uses a connection weight 
matrix W to calculate the hidden layer vector of h as

 h Q W yT� � � (2)

As shown in Fig. 2, the architecture of DSN blocks is stacking by layer by layer. 
For this method, the input vector y contains information about the unprocessed 
input features. All the input layers are concatenating with the middle layer. Finally, 
the deep stacking networks perform two steps such as Block training and 
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fine- tuning. For the block training step, the base-SVM in a DSN Block is trained as 
regular SVM classifiers. The objective of this step is to produce the resampled data-
set. Fine-tuning process is used for improving classification accuracy based on 
SVM classifiers [5].

The structural design of the proposed fault diagnosis approach is shown in Fig. 3.

Segmentation1 Segmentation2 Segmentation t-n Segmentation t-1 Segmentation t

DNN

y(1) y (2) y(n) y (n+1) y (t-n) y (t-1) y(t)

¡(n) ¡(n+1) ¡(t)

Fig. 1 Fault diagnosis model

Fig. 2 DSN architecture
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Divide time series data into 
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based Stack Neural Model 

Compute the output of the
Temporal Coherence
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New time
series data?

End

Divide new data into
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Fig. 3 System architecture
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3  Experimental and Results

3.1  Intelligent Preservation Method Bearing Dataset

In accordance with the proposed method, the performance of the data is applied for 
experimentation and it’s verified and validated. As per the description, four bearings 
were mounted on the shaft. On the whole, there were eight accelerometers, which 
mean each bearing is mounted with two accelerometers up to 2000 revolutions per 
minute was kept as constant circumrotation. It was impelled by an irregular recent 
motor which was united to the tube by friction belts. A 6000 lbs. radial consignment 
which was mounted to the bearings and shaft allied with a helix mechanism. The 
four bearings are imposed with fine lubrication. Accelerometers were mounted on 
the bearing housing. Furthermore, thermocouple sensors are incorporated on the 
bearings. Afterward, 100 circumrotation certain failures occur as follows: inner 
event defect, outer event failure, and roller factor defect. The abovementioned 
effects are caused due to the long circumrotation of the bearings, which exceeds the 
scope of the design. 20 kHz is the sampling rate that is set the data were recorded in 
the interval of 5 or 10 minutes of circumrotation [1] (Figs. 4 and 5).

3.2  Data Segmentation

It is too complicated to directly use various categories of data. The types of data 
considerably normal data, inner event defect data, outer event defect data, and wave 
defect data. Twenty files are chosen to all the kind of data. It could be computed 
with 2000 RPM of rotation speed and 600 data points per revolution. The files are 
departed into 136 segments. In each segmentation, there are 150 data points for 
10,880 samples. It is indicated that 2720 samples of data (Fig. 6; Table 1).

3.3  Training Phase

There are some kind of categories incorporated. DSN block learns and extracts the 
features of raw time domain signals. The raw data is incorporated as inputs of the 
models and the data classification are derived as outputs. An exclusive bound of 
neurons is set and an optimal neural network structure is established the training 
process is divided into three parts such as training dataset, testing dataset, and vali-
dation dataset. The validation dataset is encompassed to choose the optimal trained 
neural network. The testing data set is to validate the accuracy, by DSN models for 
hundreds of epochs, the expected value based on the weights and the biases, that are 
made to adjust an expected value. Cross entropy is encompassed to decrease and 
minimize the errors and it has achieved the target too. The objective of the training 
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Fig. 4 Photo bearings with sensors

Shaft
Accelerometers 1,2

Accelerometers 7,8

Radial load Thermocouples

Bearing 1 Bearing 2 Bearing 3 Bearing 4

Motor Accelerometers 3,4,5,6

Fig. 5 Structure diagram of apparatus
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is to make the cross entropy minimalize. After the training, the accuracy is devel-
oped up to 94.4% and in this case, temporal cohesion is made inconsiderate. The 
whole training process is embodied with MATLAB. The results are enabled to show 
the fault level. The accuracy rates of the four categories are mentioned and mea-
sured finally. Without bringing the temporal cohesion into considerations the testing 
dataset are 98.7%, 91.7%, 100%, 91.4%, and the total accuracy is 95.45% (Fig. 7).

Fig. 6 (a) Normal vibration data, (b) Inner event fault data (c) Outer event fault data, and (d) Wave 
defect data

Table 1 Description of 
selected IMS Dataset

Data type No of sample Tag

Normal 2720 1
Inner event fault 2720 2
Outer event fault 2720 3
Wave defect 2720 4
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4  Conclusion

THE aforementioned DSN block based model to segregate the defects is proposed. 
The raw sensor data are used as inputs because the DSN is considered as the com-
ponent that learns the traits of raw sensor data. The accustomed fault diagnosis 
system normally concentrates on the feature extraction. It can exclusively gain the 
features that are incorporated as a supporting hand for analyzing the fault, where 
there is no need for signal processing, but temporal cohesion is taken into account. 
This becomes a gratification of the proposed method when contemplating the pro-
posed and existing system of fault diagnosis.
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for AC Servo Motor
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1  Introduction

In industries, the high demands for productivity that leads to work the plant under 
exigent conditions, thus depict the possibility of errors. If any fault is branded, it is 
because of improper control action in the system. For example, most of the indus-
trial robots’ arm with a repeated identical task it is stringent to control in a particular 
place. If an error is not detected on time with a proper control action, the process 
performance gets worsened and in a serious case, result in the safety problem for the 
plant and personnel.

Precision and low offset tolerance requirements challenge the conventional con-
trollers in a critical position. Zadeh successfully designed Fuzzy sets for the intel-
ligent control field. Moreover, the fuzzy intelligent systems are satisfied in a complex 
nonlinear process [1].

For the betterment of solutions, fuzzy adaptive intelligent controller is proposed 
and implemented in one of the nonlinear system AC servo motor systems. 
Conventional PD and fuzzy controllers are less suited for changing operation cir-
cumstances. Fuzzy algorithms pose many limitations to implement for the actual 
application. To enhance the application of fuzzy technique algorithms of position 
control of industrial purpose robot arm, a controller is designed based on the fuzzy 
adaptive for position control of the AC servo motor system.

The intention of the work is to reach the desired angle quickly and accurately, a 
control rule can be developed in the AC servo motor. Nevertheless, the combina-
tions of numerous fuzzy control strategies are achieved in the desired position target 
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[2–4]. An intelligent control based fuzzy inference system has been employed in 
inverted pendulum [5, 6].

Present work highlights the implementation of the fuzzy adaptive intelligent con-
troller in two-phase AC servo motor and tracking analyzes. Evaluation of the math-
ematical model on the basis of experiments is given in Sect. 2. Section 3 and 4 
details the design and structure of the Fuzzy Logic controller and Fuzzy Adaptive 
PD controller. Section 5 and 6 depicts the improved closed loop performance of the 
Fuzzy Adaptive PD controller through simulation. Section 7 puts forth conclusions 
derived in the present work.

2  AC Servo Motor Model

In the System model, the AC servo motor with the gearbox carries a load rigidly 
attached to the shaft. The torque (Tc) equations of the motor are

 T M E t M tC = ( ) ( )1 2– θ  (1)

Where Tc = Control torque (N–m).
M1 & M2 = motor constants (N–m/V, N–m/rad/s).
θ  = angular velocity (rad/s)
E = rated voltage (V).
The torque equation of the mechanical part in the motor is described as

 T J B TC m f L= + +θ θ
¨



 (2)

Where θ = rotational position in rad.
θ
¨

= rotational acceleration in rad/s2

Bf = Coefficient of friction.
Jm = Moment of inertia in kg cm2.
By equating (1) and (2)

 
J B T M E t M tm L
  θ θ θ+ + = ( ) ( )1 2–

 (3)

By taking LT on the above equation, we get
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The transfer function between θ(s) and E(s) is derived by substituting TL(s) = 0
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2.1  Determination of M1 and M2

Experimental setup constructed in Fig. 1 helped in identifying the parameters (M1 
and M2) required in the model of this 2 phase AC servomotor. By applying various 
loads and variation in speed of the motor, the values are tabulated as well as the 
characteristics are drawn, From the figures, the key parameters M1 and M2 are 
computed by

M1 = Change in torque/Change in control voltage and.
M2 = Change in torque/Change in speed.

By considering these specifications and Eq. (5), the linearized model of the 
motor is derived as

 
G s

s s
( ) =

+( )
0 4

2 7763 1

.

.  
(6)

3  Fuzzy Logic Controller

Fuzzy logic controller depends on neither definitely true information nor false infor-
mation. It is described by the mapping of an input dataset to a scalar output dataset. 
By utilizing the membership functions, the input crisp values are transformed into 
its fuzzy set value. The fuzzy logic controller output is obtained from the fuzzifica-
tion and defuzzification process. The design of the fuzzy logic controller is shown 
in Fig. 2.

The fuzzy logic controller is described by a set of IF-THEN rules in the follow 
form Rk: IF x1 is Fi

k1 …… and xn is Fi
kn  THEN y is yk, where k = 1,…..,p and 

p p
n

i

i= ∏
=1

are the total rules in the fuzzy logic controller. The output equation of the 
fuzzy system is

Fig. 1 Experimental setup
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The selection of rules for the given inputs can be decided by the inference mech-
anism. It provides a fuzzy set that signifies the assurance that the plant input should 
take on various values. The defuzzification process is employed to transform the 
fuzzy set into a crisp output.

3.1  Need for Fuzzy Logic Control

Traditionally, an accurate mathematical model-based strategy has been applied to 
deal with control problems. However, the AC servo motor is a very complex system, 
so the conventional control approaches are not effective in solving these difficulties 
since the parameters of the motor changes frequently, and maintaining the constant 
speed is difficult. Fuzzy logic control can easily be implemented without complex 
mathematical modeling and handle the difficulties associated with the AC servo 
motor system.

4  Fuzzy Adaptive PD Controller

Fuzzy and conventional PD controllers were combined in the design of a self-tuning 
fuzzy adaptive PD controller [7, 8]. This structure is shown in Fig. 3. Error and 
change in error are the inputs to the fuzzy logic controller meeting the desired self-
tuning parameters Kc and Kd. The objective is to determine the fuzzy relations 
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Fig. 2 Fuzzy logic controller
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among Kc, Kd, error, and change in error. To achieve good stability, the two output 
parameters are tuned in on-line continuously. The on-line tuning of the PD control-
ler is done by fuzzy output parameters and the appropriate controller output is 
determined by

u t K e t K
de t

dtc d( ) = ( ) + ( )

5  Results and Discussion

5.1  Periodic Signal Generator

The known period (L) in any periodic signal can be produced by the delay term with 
a positive feedback loop as shown in Fig. 4. The signal generator can generate con-
tinuous periodic signals if one single period of any periodic wave is given as input 
to the signal generator.

6  Simulation Studies

The AC servo motor system with Adaptive fuzzy-PD is operated initially at 40% of 
steady state speed. To examine the tracking performance of the proposed Adaptive 
fuzzy PD in the DC motor system at this Operating Point (OP), an input trapezoidal 
wave of a known period and amplitude is generated using a periodic signal 

Fig. 3 Fuzzy adaptive PD controller

Ls-e
Fig. 4 Periodic signal 
generator
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generator as discussed in the preceding section. The delay term in the periodic sig-
nal generator is the time of one period. The profile of such an input trapezoidal wave 
is depicted in Fig. 5.

The generated input trapezoidal wave is fed to the Adaptive fuzzy-PD with the 
AC servo motor system. The periodic tracking response is recorded with respect to 
time as shown in Fig. 6. From the recorded data, the performance index in terms of 
Absolute Tracking Error (ATE) at each trial is computed. The error signal of 10 tri-
als is depicted in Fig. 8 and the values are tabulated in Table 1. A view of the magni-
fied plot of servo responses of all three control strategies is focused in Fig. 7.

Simultaneously the simulation runs of conventional Fuzzy and conventional PD 
in the AC servo motor system for the predefined trapezoidal wave at the same oper-
ating condition are also conducted and tracking responses are plotted in the same 
Fig.  6 and their corresponding Absolute Tracking Errors are also computed and 
recorded in the same Fig. 8.

From Table 1, it is revealed that the Absolute Tracking Error in DC motor system 
with Adaptive fuzzy-PD is attained 13.26 at the second iteration. At the same time, 
the other two control strategies such as conventional fuzzy and conventional PD 
show poor performances.

To examine the adaptability of the proposed fuzzy adaptive-PD, another periodic 
signal of sinusoidal form is generated and tested with all three control strategies in 
the AC motor system running at a 40% speed. The tracking responses with sinusoi-
dal periodic reference trajectories in all the cases are recorded in Figs. 9 and 10. 
ATE for the three controllers is tabulated in Table 2 and their values are plotted in 
Fig. 11. The results favor the proposed Adaptive fuzzy-PD.
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Fig. 6 Servo response of trapezoidal input periodic signal (period = 50, magnitude = 5 OP = 40% 
speed) in all three control strategies
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Fig. 7 Magnified response of trapezoidal input periodic signal (period  =  50, magnitude  =  5 
OP = 40% speed) in all three control strategies
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Table 1 Performance index 
in terms of ATE for 
trapezoidal input

Control strategies Absolute tracking error (ATE)

Adaptive fuzzy–PD 13.26
Fuzzy 31.59
PD 29.91
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Fig. 9 Servo response of sinusoidal input periodic signal (period = 50, magnitude = 5 OP = 40% 
speed) in all three control strategies
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Fig. 10 Magnified response of sinusoidal input periodic signal (period  =  50, magnitude  =  5 
OP = 40% speed) in all three control strategies

Table 2 Performance index 
in terms of ATE for sine 
wave input

Control strategies Absolute tracking error (ATE)

Adaptive fuzzy–PD 15.47
Fuzzy 103.62
PD 31.01
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Fig. 11 Absolute tracking error responses of sinusoidal periodic reference input (period = 50, 
magnitude = 5, OP = 40% speed)
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7  Conclusion

A fuzzy adaptive intelligent PD controller has proposed to improve the tracking 
performance of the servo and periodic reference trajectory in the AC servo motor. 
The experimental study is conducted with the AC servo motor system for the iden-
tification of the process dynamics. The proposed controller clutches fine tracking 
performance in the simulation results than the conventional fuzzy controller and 
conventional PD controller. Also, it exhibits a minimum absolute tracking error 
(ATE) profile than the other controllers for periodic reference tracking. The robust-
ness of the FAIC has been tested and found to be at a high level.
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Deep Learning in Healthcare

L. Priya, A. Sathya, and S. ThangaRevathi

1  Introduction

Electronic Health Record (EHR) is used to store the patient details such as name, 
demographic details, diagnostic information, Sensitive levels, and so on. It helps in 
exchanging Medical records electronically and provides accurate and updated 
details about the patients. This system improves the efficiency of healthcare and 
enables a way for better clinical decision making. With the advent of new approaches 
in deep learning and the huge volume of EHR data enables better clinical decision- 
making. The applications of deep learning in EHR improve the better prediction of 
disease in the early stage and reduce the time taken for prediction. But it is more 
challenging to have an accurate prediction because of missing and different data 
types. The missed data can be found using deep learning and also it can be applied 
in many applications like Feature Identification, Classification, and Speech 
Recognition, and so on. Deep Learning is a superset of machine learning algorithms 
that yield superior performance and effective training of complex data sets. But to 
make Deep Learning effective, it requires a large amount of data sets.

1.1  Deep Learning in a Nutshell

Deep learning use layered algorithm architecture to analyze the data. Here, data are 
filtered with a fold of multiple layers. The current layer uses the output of the previ-
ous layer. Accuracy will yield only if it processes huge data, mainly from past 
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experienced data to conclude a correlated decision. Here, each layer is activated by 
receiving stimulus from neighboring nodes. Each layer is assigned with a specific 
transformation task and data may refine multiple times in a layer and can optimize 
the desired output. The hidden layers provide data to mathematical transformation, 
which converts the raw unprocessed input into useful, desired output. Complex 
functions can be learned from several transformations of data. These multiple layer 
techniques help in identifying abnormalities in medical data, prediction of disease 
based on the symptoms with less human intervention, and more accuracy. It requires 
less preprocessing because layers will take care of filtration a normalization of data.

1.2  Deep Learning in EHR

Deep learning uses EHR data, and predicts the probability of disease in two ways. 
One is static prediction and the other approach is prediction based on the set of i/p. 
Static prediction is based on stored EHR patient data alone. The second approach is 
based on the set of inputs that include EHR data and additional information.

Five categories of deep analytics tasks were identified as (a) Classification/detec-
tion of diseases, (b) predicting future consequences based on past data, (c) feature 
extraction based on the algorithm trained, (d) data augmentation increases the avail-
ability of data for training models, (e) privacy of the EHR data has to be protected.

1.3  Deep Learning Leads Machine Learning

Deep learning overwhelms machine learning in the area of feature engineering 
where the later technique needs human intervention and consumes more time. Deep 
learning differs from machine learning in the form of data presentation. Machine 
learning always requires structured data; however, deep learning relies on multiple 
layers, which in turn, can also lead to unstructured data. Secondly, machine learning 
requires training to learn from data and uses algorithms to parse data. Decisions are 
taken based on the learning that happened. Deep learning creates multiple layers, 
thereby creating an artificial neural network that can learn and take decisions 
accordingly. The different algorithms in deep learning include deep neural network, 
convolution neural network, recurrent neural network, deep belief network, and 
generative adversarial network.

This chapter has more focus on EHR using deep learning, its significance toward 
healthcare, and how it will change the healthcare industry in the future. Algorithms 
related to healthcare analysis, data security, and privacy preservation are presented 
with working examples and case studies.

Designing such deep learning algorithmic techniques require unique require-
ment analysis, implementation, and critical evaluation through a consistent test 
case. Therefore, challenges involved in designing such algorithm, its types as well 
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as strategies to develop and validate prediction and privacy preservation techniques 
are also presented in this chapter with appropriate case studies.

1.4  Research Questions

How to validate the results of prediction obtained from DL algorithms?
How to protect the privacy and security of EHR data?
How to work with heterogeneous data?

2  Related Works

Deep learning enables us to find out a number of undiscovered patterns of inputs 
and it leads the state of the art that was given by the handmade features.

The two basic deep learning approaches are

• Convolutional neural networks.
• Deep belief networks.

These two techniques were well established in the deep learning domain. 
Nowadays, deep learning is attracted by the research people for its best 
performance.

Data representation is the key concept in deep learning. In the earlier decade, the 
input features were manually extracted from the raw data by the expert and used in 
the machine learning algorithms. This process of extraction was not accurate and 
was time-consuming as the expert was responsible for the creation, analysis, selec-
tion, and evaluation of the features. But the deep learning process helps to discover 
the features, unknown patterns, and relationships from the information with no 
human interventions. The features extraction requires less time and is almost accu-
rate. In deep learning, the complex data are represented as a collection of simple 
data representation. Deep learning has been built over the artificial neural network 
[ANN] framework [1, 2].

Deep patient [3] is the framework that derives the setoff features from the huge 
EHR data set using deep learning. The derived features are used to predict the status 
of the patients’ health by factoring the probability of the patient moving to other 
diseases from the present disease. Three levels of encoding is used to determine the 
dependencies and the hierarchical representation of data. A total of 700,000 records 
of the MOUNT Sinai data sets are used. The results are better when compared to the 
extraction from raw data. The prediction for diseases like cancer, diabetes, and so 
on, has some limitations as the lab results have to be considered. Based on the lab 
results and the frequency of the lab test the patterns can be predicted [3].

Doctor AI [4] is a predictive tool that predicts the future events of the patient 
including their diagnosis schedule, medication details, medication orders, and 
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appointment to visit the doctor. The framework is enabled with records of 260,000 
patients through 8 years. Initially, the diagnosis codes and the medication details are 
enabled to RNN to predict the future visit of the patient. This model has achieved 
nearly 79% accuracy when tested with large number of data sets with about 20 train-
ing rounds. This model is proved to provide better clinical prediction in diagnosis. 
Doctor AI gives an average level of performance when compared with physi-
cians [4].

DeepCare framework [5] predicts the future medical status of the patient with the 
help of the medical records and history of the patient stored as medical records. 
Here the events are represented as vectors. Two vectors are generated representing 
the patient diagnosis and the intervention codes for each and every patient [6, 7]. 
These vectors are enabled inside the LSTM network to predict future patient diag-
nosis. This model is designed for the coded data including the medication records 
and diagnosis details. This model does not include numerical data such as blood 
pressure. This framework is very effective for patients with long patient events to 
predict future diagnosis [8, 9].

DeepCare model is a predictive framework that uses CNN and deep learning to 
predict the future risk. They use the embedding layer that converts the EHR into 
sentences with multiple phrases. These phrases represents the patient’s event of visit 
and followed by the time gap in between. The next CNN layer will predict future 
events. Initially, the words are implanted into the vector space, then these words are 
pushed into the convolution activity, which identifies the motifs. Later all these 
motifs are collected to form motif pools and it is let inside the classifier to predict 
the future. This framework has a difficulty in pooling all the motifs as these infor-
mation are more time-sensitive [10, 11].

2.1  Privacy Issues and Challenges in Healthcare

The healthcare data are updated with new emerging technologies with the existing 
structure. The paper-based data are transferred into electronic format and stored up 
in a place enabling the patients to keep track of their records as required. This has 
made the remote monitoring of the patients possible by keeping many specific data 
from the sensor placed to monitor the patients.

The online accessing of data or patients’ records has many benefits for both the 
healthcare organization as well as professionals. This possibly reduces the medical 
cost with improved quality of healthcare. But along with these benefits, the system 
also suffers security and privacy issues related to the patients’ data which makes the 
system not accepted socially. For example, patients are not comfortable in exposing 
some health information as it may lead to some problem in their professional career.

Three types of records are maintained in the Healthcare Information System [12] 
and are divided into three major categories:
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• Personal health record (PHR): This record is maintained by the patient which 
contains the detailed medical history of the patient.

• Electronic medical record (EMR): This record is maintained by the healthcare 
practitioner to manage the healthcare data of the patient.

• Electronic health record (EHR): This is the subset of EMR record created by 
the patient and maintained by the CDO.  This record is accessed by multiple 
healthcare organizations within a specified community.

EHR contains all the medical information of a person. This information is prone 
to threats at different levels including patients care centers, intrusion by outsiders, 
accidental disclosure, curiosity of some person for the information, and unauthor-
ized access. Measures need to be taken to provide confidentiality against such 
effects.

2.2  Security Issues

Security of the patient’s record should be guaranteed for the following issues.

 (a) User authentication: The data should be accessed only by authorized users. The 
users have to be checked for authenticity before accessing the data. Smart card 
based solutions have been proposed to solve this issue.

 (b) Confidentiality and integrity: The EHR data should be accurate and reliable 
whenever it is accessed. Hacking of data may lead to the destruction of the data.

 (c) Access control: HER data are accessed and exchanged through different net-
works and file systems. Depending on the roles of the person who is accessing 
the record the privilege level to access the data should vary. So, it is required to 
manage the user’s rights depending on their roles. It can be provided by role- 
based access, passwords, and audit trails. This is the major layer of networking 
where security is highly required.

 (d) Data ownership: It is highly important to consider the delegation of powers to 
change the access to records. The roles of the person should be considered 
while delegating the powers to access the data.

 (e) Data protection policies: Records are accessed by different organizations in dif-
ferent boundaries for different purposes. So, the organization possesses its own 
level of security policies and procedures to secure the record against the attacks. 
The organization continuously monitors and manages the policies to secure 
the data.

 (f) User profiles: Data are accessed by different entities including patients, phar-
macist, healthcare centers, and practitioners. The functionality responsibilities 
and roles of all these users have to be defined and the security levels required 
for their functionality should be identified.

 (g) Misuse of health record: The center which stores the records may use the data 
to some unwanted purpose without the permission of the owner. Such misuse of 
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the data should be avoided. Organizations should segregate the records and pro-
vide the concerned security levels as required.

3  Deep Learning Algorithms Used in Healthcare

Deep Learning is considered as an extension of the traditional neural network tech-
nique, being, to put it simply, deep learning is a neural network of multiple layers. 
It can explore more complex nonlinear patterns in the data in comparison with 
machine learning algorithms. Also, it represents a scalable approach that can take 
decisions of its own. The schematic representation of deep learning in healthcare 
systems is shown in Fig. 1.

Deep learning systems in healthcare systems mainly have a digital knowledge 
base, AI analysis, and clinical decision support systems. Patient data and the past 
clinical decisions and outcomes are stored in knowledge based. Computer-aided 
diagnosis and treatment selection will be done in the AI part and it synthesizes the 
results for recommendations. Clinical decision support systems take care of clinical 
decisions and communicate the same to doctors and patients.

Fig. 1 Schematic of deep learning in healthcare
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In the clinical applications, deep learning calculations effectively address both 
machine learning and natural language processing undertakings. The usually uti-
lized deep learning calculations incorporate convolution neural system (CNN), 
repetitive neural system, profound conviction arrange, and multilayer perceptron, 
with CNNs driving the race from 2016 on.

3.1  Convolutional Neural Network

The CNN was created to deal with high-dimensional information or information 
with countless attributes, for example, pictures. At first, as proposed by LeCun, the 
contributions for CNN were standardized pixel esteems on the pictures. 
Convolutional systems were propelled by natural procedures in that the network 
design between neurons looks like the association of the creature visual cortex, with 
individual cortical neurons reacting to improvements just in a confined district of 
the open field. In any case, the responsive fields of various neurons somewhat cover 
to such an extent that they spread the whole visual field. A sample CNN framework 
to classify handwritten digits is shown in Fig. 2.

The CNN at that point moves the pixel esteems in the picture by weighting in the 
convolution layers and testing in the subsampling layers then again. The last yield 
is a recursive capacity of the weighted info esteems. As of late, the CNN has been 
effectively actualized in the clinical zone to help ailment determination, for exam-
ple, skin malignant growth or waterfalls.

Fig. 2 Sample sequence of CNN
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3.2  Recurrent Neural Network

The second in fame in human services with respect to deep learning is RNN. RNNs 
speak to neural systems that utilize consecutive data. RNNs are called repetitive on 
the grounds that they play out a similar errand for each component of a succession, 
and the yield relies upon the past calculations. RNNs have a “memory” that catches 
data about what has been determined a few stages back. Amazingly mainstream in 
NLP, RNNs are likewise an incredible technique for anticipating clinical occasions. 
RNN framework is shown in Fig. 3.

RNNs can be used in a variety of applications. Some of the places where RNN 
can be used are given below.

• Modeling any language and in-text generation machine translation from one lan-
guage to another.

• Speech recognition particularly predicting phonetics.
• Generation of image descriptions.
• Video tagging.

As of not long ago, the AI applications in medicinal services primarily tended to 
a couple of sickness types: cancer, nervous system ailment, and cardiovascular mal-
ady being the greatest ones. At present, progresses in AI and NLP, and particularly 
the improvement of deep learning calculations have turned the social insurance 
industry to utilizing AI techniques in different circles, from dataflow the board to 
sedate disclosure.

output layer

y

Recurrent network

x1

x2

input layer

hidden layers

Fig. 3 RNN framework
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4  Case Studies

Algorithms were elaborated using the case studies given below.

4.1  Prediction of Cardiovascular Disease Using CNN

Data growth in biomedical and health care communities and the analysis of those 
data have better benefits in the detection of diseases at an early stage. The accuracy 
of the analysis is poor if the quality of the collected data is incomplete. Different 
regions exhibit unique characteristics for a certain regional disease, which weakens 
the accuracy of the prediction of disease. In this paper, a machine learning algorithm 
is considered for the effective prediction of chronic disease with the help of various 
risk factors to streamline a solution. We have analyzed the proposed model over 
real-time hospital data for regional chronic disease. The incomplete data are han-
dled by constructing a latent fact model. A new convolutional neural network based 
multimodal disease risk algorithms proposed for unstructured data and a decision 
tree algorithm is proposed for structured data. A set of 14 parameters are correlated 
to each other that produced a highly accurate analysis of the occurrence of the car-
diovascular disease (Fig. 4).

Our proposed system is implemented as a web-based application with functional 
modules. One local server is needed and it is deployed with a glass fish server. 
Sqlyog tool is used to implemented MySQL for backend purposes. The first step is 
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Fig. 4 System architecture
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the extraction of data and the data are loaded into the database. While loading the 
data set, the data already present will be replaced by the new data.

The data set is characterized by structured and unstructured data. Structured data 
refer to the values that won’t vary with respect to time. The attributes that fall under 
this category are—id, name, age, sex. Unstructured data refer to the values which 
vary with respect to time. The attributes that fall under this category are—cp, trest-
bps, chol, fbs, restecg,thalach, exang, oldpeak, slope, ca, thal, num.

The data for a person are searched with their respective id. Structured and 
unstructured data are classified with the decision tree and CNN algorithm.

The risk is evaluated for both structured and unstructured data separately based 
on the respective conditions. The risk can be evaluated only when all the data are 
present. So, if any data are missing then it will redirect to the missing data page and 
the data must be present.

The overall risk prediction with respect to both structured and unstructured data 
is as follows:

 1. if both the data have high value then the overall result is high,
 2. if both obtain a low value then the overall result is low.
 3. If anyone value is high then the result is high [h + h = h, l + l = l, h + l = h, 

l + h = h].

Our system offers flexibility in updating both custom values and the data set as a 
whole. We use an ID to retrieve the necessary data from the data set. Since the data 
are classified as structured and unstructured data respectively it facilitates efficient 
prediction of the heart ailment using the risk factors. We have represented the over-
all analysis of a data set using a bar graph for easier visualization (Fig. 5).

0

50

100

150

200

250

Total Data Low High

To
ta

l O
ut

pu
t

Risk Level

Disease Prediction Level Based Graph

Fig. 5 Risk prediction

L. Priya et al.



131

4.2  COVID 19—Corona Detection Using ANN

COVID-19, which first appeared in Wuhan city of China, spreads rapidly around the 
world and created a pandemic situation. It has caused a drastic change in the world; 
the world is tending to reset on daily lives, public health, and the global economy. It 
is very difficult to detect positive cases but at the same time, detection of positive 
cases as early as possible can prevent the further spread of this epidemic and to 
quickly treat affected patients. The need for other diagnostic tools has increased as 
there are no specific automated toolkits available. Recent findings obtained using 
radiology imaging techniques suggest that such images contain salient information 
about the COVID-19 virus. The use of advanced artificial intelligence (AI) tech-
niques coupled with image radiology can be helpful for the accurate detection of 
this disease.

This method has been developed using a convolutional neural network. It has 
been implemented using python and image processing algorithms. These results 
demonstrate the proof of concept for the covid19 detection using CT and X rays.

The proposed system architecture is shown in Fig. 6.
Algorithm for COVID19 detection is given below.

Patient Details

Data Processing Test
dataset

Classification ML
Algorithm

Tune
ModelTraining

dataset

Fig. 6 System architecture for COVID-19 detection

Deep Learning in Healthcare



132

 Collect images of normal and Covid 19 affected cases
 Prepare dataset
 Training the model
 Get input image i(x,y)
 Convert into Gray Scale
 Apply relevant sampling
 Find Region ir(x,y)
 Create template itR(ir(x,y))
 Build model
 Create Layers
 Apply ANN
 Build ia(x(j),y(j))
 For ( j=0 to n)
 Apply template matching for t(x(j), y(j)) =ia(x(j),y(j))
 COVID 19 DETECTION
 END for

We collected 2000+ CT images of confirmed 42 COVID-19 cases (325 images). 
A modified convolution neural network model has been built for the Covid 19 detec-
tion followed by manual validation. Python and image processing algorithms are 
used to extract features and the results showed a total accuracy of 88.5% with a 
specificity of 0.82 and sensitivity of 0.83. In addition, in 42 COVID-19 images, 37 
were predicted as COVID-19 positive by the algorithm, with an accuracy of 88.09%. 
This algorithm has to be tested with more Covid 19 cases and its accuracy can be 
increased by modifying the CNN further. Results obtained using the system are 
shown in Fig. 7.
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5  Conclusion

This chapter briefs the electronic health record and the various sensors used in 
healthcare systems. A detailed description of deep learning and its usage in health-
care has been clearly discussed. Case studies were given for a better understanding 
of feature extraction through sensor data.
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Understanding Deep Learning: Case Study 
Based Approach

Manisha Galphade, Nilkamal More, V. B. Nikam, Biplab Banerjee, 
and Arvind W. Kiwelekar

1  Introduction

Artificial Intelligence aims to make machines as intelligent as the human brain. 
Therefore, machine learning is a subdomain of Artificial Intelligence. The terminol-
ogy “artificial intelligence” is referred for a machine to perform operations that 
humans can do, such as first learning and then using that knowledge to solve the prob-
lem. Since 1950s computer scientists have taken efforts in the machine learning 
domain. This has led to higher expectations from learning machines. As deep learning 
is efficient and accurate at outputs, it is an attempt in making highly learned machines. 
Deep learning is said to be the specialised component of machine learning. It consists 
of many layers that include nonlinear processing nodes for the purpose of extracting 
features. Each succeeding layer of the architecture takes the results as an input gener-
ated from the previous layer. Figure 1 shows the architecture of neural networks. Input 
layer provides the input data to multiple hidden layers, finally producing some output, 
which can be a classification result, regression result, and so on. A more generalized 
computational model proposed by Rosenblatt in 1958 is called Perceptron. It is a basic 
unit of a neural network that takes weighted inputs, process them, and perform binary 
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classification. It contains only two layers, one input and one out as shown in Fig. 1a. 
A multilayered network contains at least one hidden layer as represented in Fig. 1b. 
Multilayered networks are known as feed-forward because the information travels 
only in the forward direction. There is no feedback connection where the model out-
put is returned to itself. Recurrent neural networks are extended by including feed-
back connections in feed-forward networks, as shown in Fig. 1c. The RNN came into 
existence when it is required to predict the next output, which depends on previous 
input. The important characteristic of the recurrent neural network is hidden states, 
which remember information about a sequence called “memory”, which stores all the 
calculated information in past processing. RNN is generally used when working with 
time series data. The disadvantages of RNN are gradient vanishing and exploding 
problems, it can’t process long sequence using tanh or ReLu. These drawbacks can be 
overcome by long short term memory (LSTM) as shown in Fig. 1d. It uses gates to 
handle information flow in the recurrent computations. The LSTM architecture con-
sists of a series of blocks that are recurrently connected, called as memory blocks. 
Encoder section takes an input and maps it to a latent space. The decoder takes that 
latent space and maps it to an output.

In unsupervised learning, auto-encoder (AE) is one of the significant algorithms in 
this family. Due to smaller dimensions of the hidden layer than the data layer, it helps 
in finding salient features of data as shown in Fig. 1e. To reduce the dimensionality of 
data, auto-encoders are used. RBM is a Markov random field containing one visible 
and hidden layer, as shown in Fig. 1f. It may be presented like bipartite graph, where 

Fig. 1 Architectures of deep learning
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hidden layers and visible layers are connected to each other. Applications of RBMs 
are dimensionality reduction, classification, feature learning, and so on.

Stacked RBMs form DBN, which is shown in Fig. 1g. The training is done in two 
phases: (1) unsupervised pretraining, in which training is carried out in down-up 
direction for feature extraction; (2) supervised fine-tuning in which supervised 
learning based up–down algorithm is performed for further adjustment of the net-
work parameter. DBNs are used to recognize, cluster, and generate video sequences 
motion-capture data and images. A convolution neural network (CNN) is an impor-
tant deep learning method, popularly referred to in the field of voice analysis and 
image recognition, as illustrated in Fig. 1h. CNN consists of convolution, pooling, 
and an output layer. Usually, fully connected layers are preferred in the CNN.

2  Deep Learning Versus Machine Learning

Following are some differences between the two learning techniques:–

Machine learning Deep learning

Hardware 
dependency

Machine learning algorithm works on 
low configuration machines

Deep learning algorithms heavily rely 
on high configuration machines 
because internally they do huge matrix 
multiplication operations. GPU is 
designed for this purpose so that 
different operations can be done 
efficiently

Data 
dependency

Machine learning algorithms do not 
need a large amount of data because of 
handcrafted rules

To understand data perfectly deep 
learning architecture needs a large 
amount of data. It will not perform 
well when the dataset is small

Feature 
selection

In machine learning, most of the 
features that are used need to be 
identified by the specialists and 
manually typed by applying knowledge 
of the domain and type of data

Deep learning methods find the best 
features from data. Thus, for every 
problem, deep learning reduces the 
task of finding new features

Model 
transparency

Machine learning algorithms are 
transparent than deep learning 
algorithms

Deep learning networks are black box 
networks. Due to complex network 
architecture and hyper parameters, 
their functionalities are very difficult 
to understand

Execution 
time

Machine learning algorithms take very 
little time to train the model, ranging 
from seconds to hours. Although testing 
the model of machine learning takes 
more time, e.g., k-nearest neighbors, 
larger the dataset size, the longer the 
test time

Deep learning algorithm requires more 
time to train the network because there 
are many parameters. During testing, 
deep learning networks takes less time 
to test
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3  Motivations to Use Deep Learning

Deep learning method helps systems understand complicated functions more accu-
rately. It has achieved success in the different application areas as described in Sect. 
5. Motivation to use deep learning algorithms is listed below:

• In feature representation, deep learning models are stronger.
• Deep learning reveals incredible growth because of deep layered neural networks 

to improve performance.
• These networks can produce complicated features with high-level abstraction.
• Ability to extract high dimensional data features.
• It uses data more effectively.
• Deep learning techniques are more accurate when the models are trained with a 

large amount of data.
• It depends on the nature of the data, network architecture, and activation 

functions.
• Prediction performance is improved.
• Solve highly computational tasks.

4  Categories of Deep Learning Algorithm

This section outlines the learning mechanism for deep learning architectures. There 
are three main techniques used for learning. Learning modes are generally classified 
according to the type of input they are working on. Supervised type of learning with 
labeled training dataset, unsupervised type of learning with unlabeled dataset, and 
reinforcement learning are the three techniques used in it. Output results include 
prediction, classification, clustering, and dimensionality reduction [1].

4.1  Supervised Learning

It is a learning process where the entire process is governed. These learning algo-
rithms’ main goal is to predict the output on a given set of training samples along 
with the training labels. The main supervised learning tasks are classification, 
regression, and so on. Classification mainly predicts the class of an item. Classifiers 
are binary, which leads to a yes/no decision or multi-class, which categorize an item 
into one of the different classes. Classification algorithms are used to solve prob-
lems such as spam filtering, speech recognition, document categorization, handwrit-
ing recognition, image recognition, and so on. Regression is a statistical method that 
tries to determine the relationship between one dependent variable and one or more 
independent variables.
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4.2  Unsupervised Learning

In unsupervised learning, no training labels are present in the training samples. 
These algorithms find insights from data. Once, these reliable patterns are observed, 
the similar data points can be clustered together, and different pattern data points 
will be clustered in different clusters. It is mostly used to transfer high-dimensional 
data into low-dimension for analysis purpose or visualization. The most commonly 
used and efficient unsupervised learning models include RBMs, DBNs, DBMs, and 
generalized denoising auto-encoders. The different tasks in unsupervised learning 
are dimension reduction, clustering, and so on.

High-dimensional data is reduced to low-dimensional data by multilayer neural 
networks. Auto-encoder is a multilayer NN that can translate the high-dimensional 
data to low-dimensional data. Deep belief networks are also used to reduce dimen-
sionality. Clustering is to group similar data based on similarity measures (e.g., 
Euclidean distance). Generally, deep neural networks are used for data transforma-
tion into cluster due to its nonlinear transformation property.

4.3  Reinforcement Learning

It is midway between supervised learning of labeled training dataset and unsuper-
vised learning on unlabeled dataset. Although the data is not clearly labeled, the 
reward is received after the completion of the action. Reinforcement learning solves 
the complicated problem of correlating immediate actions with the deferred returns 
that they produce. They learn how to maximize a specific dimension or how to 
achieve a complex goal in few steps. Following are some well-known algorithms in 
reinforcement learning: Deep Q network, Deep Deterministic Policy Gradient 
(DDPG), Q-learning, State Action Reward State Action (SARSA), and so on.

5  Applications of Deep Learning

Deep learning covers a variety of applications ranging from product development to 
produce a new drug, from medical diagnosis to producing fake news, images, or 
music. Deep learning is used in industries to solve problems like pattern recogni-
tion, image/audio/video analysis, natural language processing, and so on. However, 
due to the ability to process and make sense of large volume data, they are being 
used to tackle this difficult real-world problem. Following are some applications of 
deep learning:
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5.1  Medical Diagnostics

Due to rapid improvements in deep learning, medical diagnostics have benefited 
significantly. Lots of work has been carried out to improve disease detection, abnor-
malities, and tumors from CT scans, MRI images, and so on. Deep earning can be 
applied for classification, detection, segmentation on different application areas 
such as the brain, eye, chest, breast, cardiac, and so on. The author [2] has given 
summary of around 300 papers on deep learning for medical images. The author 
found that convolutional neural networks (CNN) and recurrent neural networks 
(RNN) are the most popular architectures used in medical image analysis. Image 
classification is the first area that played a significant role in deep learning. It takes 
one or several images as input and provides a unique variable as the output. The 
main task is to detect objects of interest in the image. This is one of the most diffi-
cult tasks for doctors. DBNs and SAEs were used to detect Alzheimer’s diseases 
using Magnetic Resonance Imaging (MRI) of the brain [3]. Most publications based 
on deep learning algorithms are still using CNNs to perform pixel classification. 
Multi-stream CNN [4] is used to integrate Positron Emission Tomography (PET) 
data and CT, whereas 3D CNN is used [5] to detect micro-bleeds in brain MRI.

In addition to images, medical applications using IoT devices can automatically 
diagnose patients. This technology extracts useful information about patients. Deep 
learning can be utilized to improve the accuracy of heart rate estimation by photo- 
plethysmography (PPG) using mobile phones and wearable devices during exercise 
[6]. The authors provided accelerometer and photo-plethysmography data as input 
to deep belief networks(DBN), which also include the Restricted Boltzman 
Machines (RBMs). The experiment was conducted to classify the PPG signals to 
different subclasses. The PPG signal is subjected to a component to predict the heart 
rate over a period of time, resulting in a 4.88% error rate. In addition, [7] studied 
deep learning by using the signal analysis to classify electroencephalography (EEG) 
pathology. In particular, CNNs were used and optimized automatically using 
Sequential Model-based Algorithm Configuration (SMAC), which results in higher 
accuracy and transparent process.

5.2  Image and Video Recognition/Classification

Image classification is a process that classifies an image depending on its content 
present in that image. Animate classification algorithm can be used to check if an 
image contains a vehicle or not. Image classification tasks an image, uses a feature 
extractor to extract features, and then classifies that image based on these extracted 
features using different deep learning algorithms. Instead of using the entire image 
as input to a neural network, the image is sliced into several blocks in the form of an 
array of bits. The machine tries to predict each block. Similar to the CNN approach, 
deep networks are effective for image recognition and computer vision tasks due to 
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the ability to extract appropriate features when performing discrimination. The deep 
CNN [8] reveals a significantly lower error rate than in the previous model. The 
author has used very large deep CNNs that consist of 650,000 neurons, 60 million 
weights, five convolutional layers along max-pooling layers. As described above, 
DNN three other fully-connected layers are used on the top of the deep lay-
ers of CNN.

Video classification involves just one extra step. It first extracts frames from the 
given video, finds features, and then classifies the video. Crowd video event classi-
fication [9] using convolution neural network is proposed by the author. In that, they 
utilized deep learning, CNN, SVM, and deep neural network. They proposed that 
swarm occasion classification in videos is a significant and testing task in PC vision- 
based frameworks. It perceives an enormous number of video occasions. Long 
short-term memory (LSTM) is applied in the field of human interaction for predic-
tive analysis to recognize facial expressions of individual people watching adver-
tisements [10]. The authors’ trained models for extracting expressiveness in a group 
of frames to understand the effectiveness of the advertisement on the viewer. Such 
networks are behind the success of:

• Google Photos: it scans and tags backed up photos in the cloud automatically so 
that they can be easily accessible. It uses a large scale CNN developed using 
Tensorflow running on powerful Google server with tensor processing 
units (TPU).

• Microsoft how-old: after scanning the image, it determines the person’s age 
and gender.

• Motion detection: mainly used in gaming, security, airports, and so on.

5.3  Audio Processing

Audio signal processing is used for data compression and noise reduction in the 
audiology field. Auto-encoder has shown good results in this field. The ability to 
separate languages, voices, and background noise from singular or multiple micro-
phone input is a major achievement in deep learning. Effective intelligent assistants 
have grown increasingly complex, and translation programs are becoming more and 
more complex.

Recently, deep learning technique has been successfully used for speech recogni-
tion tasks [11] by combining the sequential modeling ability of hidden Markov 
models with the powerful discriminative training ability of DNNs. After applying 
appropriate changes into the CNN that has been specifically designed for image 
analysis can be found effective for speech recognition.

Sound waves can be represented as a spectrogram. Spectrogram is a spatiotem-
poral signal, it varies with time but the typical neural network is not capable to 
process such input. Thus, a superior type of neural network is required to remember 
sequence inputs called as long short term memory (LSTM). Real-life systems using 
deep audio processing are:
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• Google assistant: it is developed by Google, artificial intelligence powered vir-
tual assistant. It can interact with Android phones and perform a variety of tasks.

5.4  Natural Language Processing and Text Analysis

Research in text and language processing has seen increasing popularity. Natural 
language processing (NLP) deals with a sequence of words or other language sym-
bols. Different processing tasks are text classification, parsing, translation, and so 
on. Nowadays, deep neural learning approaches have shown that it works well in a 
variety of NLP tasks such as sentiment analysis, part-of-speech tagging, machine 
translation, language modeling, and paraphrase detection. The attractive feature of 
deep learning network is the ability to perform abovementioned tasks without any 
externally handmade or time-consuming feature engineering.

Language modeling [12] is the art of discovering the possibility of word 
sequences. It is useful in a variety of areas including speech recognition, handwrit-
ing recognition, optical character recognition, and spelling correction. Convolution 
neural network was recently used in language modeling to replace the pooling lay-
ers by fully-connected layers. Just like the pooling layers, these layers reduce the 
features to lower dimensional spaces. Fully-connected layers preserve this informa-
tion to some extent. There are three different architectures, namely, multilayer per-
ceptron CNN (MLPConv), multilayer CNN (ML-CNN), COM: hybrid combination 
of ML-CNN and MLPConv.

The sentiment classification using text analyses has been achieved by many 
researchers efforts. Say, deep learning sentiment classifier [13]. To abstract the 
baseline classifier on top of the widely used surface classifier, the authors proposed 
two ensemble techniques. The author combines information from different sources 
and evaluated performance by merging both, that is, surface features and deep fea-
tures. The experiment concludes that the performance of the proposed architecture 
is better than the baseline models. The authors [14] used a deep learning approach 
to re-rank text pairs to obtain the best representation but did not use feature engi-
neering to perform similarity approximation. Machine translation (MT) [15] is an 
important application of NLP. To translate documents from one language to another 
language, it uses mathematical and algorithmic techniques. Even for humans, it is 
difficult to perform effective translation. It not only requires expertise in syntax, 
morphology, and semantics but also an expertise in understanding domain sensitiv-
ity like cultural sensitivities. Feed-forward network [16] has been used for seven 
word inputs and outputs. Introduction of encoder decoder models came with the 
ability for sentence translation from one size of length to another length size sen-
tence. Following are some real-life areas where NLPs are used:

• Social Network: such as Facebook automatic face tagging feature, Twitter uses 
deep neural networks for sentiment analysis.
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5.5  Time Series Analysis

A time series is defined as a series of values obtained at successive periods, usually 
with defined intervals. It is a sequence of values obtained from successive measure-
ments of overtime at distant points. Time series analysis contains techniques for 
analyzing time-series data to extract meaningful characteristics and statistical data 
for understanding the inference from it. A multilayer perceptron is a simple neural 
network consisting of three layers namely input layers, output layers, and hidden 
layers. The author concludes that a multilayer perceptron is a more accurate method 
of predicting time series. Some deep neural networks are trained and analyzed to 
predict energy load demand forecasting [17]. Deep recurrent neural network con-
sists of hidden two layers, where performance was measured by root mean squared 
error (RMSE). The authors emphasized on feature selection to fully utilize the capa-
bilities of neural networks to fit highly nonlinear models. Finally, a complex model 
to compiling stock portfolios [18], consisting of a deep belief network combined 
with a multilayer perceptron was proposed. In this work, stock value time indexes 
are carefully selected as an input to the deep neural network. The deep neural net-
work provides promising results and works well compared to the logistic regression 
network.

6  Deep Learning Case Study

This section describes some real-life case studies where we can apply deep learning. 
Mainly three case studies are analyzed. Two of them are using CNN architecture to 
do some prediction or classification. Although CNN is used, it differs in processing 
the input data, and the remaining steps are the same while using the convolution 
layer and pooling layer concept.

6.1  Case Study 1: DNA Analysis (Computational Biology)

Figure 2 shows deep learning architecture for the analysis of DNA sequence using 
CNN. In the first step, the DNA sequence is encoded using different encoding tech-
niques. Among them, two encoding techniques (1) one-hot encoding and (2) k-mer 
embedding for computing word2vec are studied. The purpose of the convolution 
operation is to extract high-level features from the input data. The convolution layer 
computed by:

 
convolution X ReLU W X

i k M

m

N

n

mn
k

i mn� � � � ��
�
�

�
�
�

�

�

�

�

�, 1

0

1

0

.
 

Understanding Deep Learning: Case Study Based Approach



144

where X—input matrix for representing DNA, i—the output position, k—index on 
the filter. Wk evaluation filter of size (M, N) matrix, M is the size of the window, and 
N is input channels.

Convolutional layers are trailed by the pooling layer. It operates on the output 
produced by the convolutional layer and makes it smaller and more manageable.

 pooling Y Y Y Y
ik ip k ip k ip p k� � � ���� �� � �max , , .,, , ,1 1 .  

where p is the size of the pooling window, k is the index of filter to be pooled, i is 
output position, and Y is convolution layer output.

Max pooling is the most common pooling technique. The output of the first 
phase is served to fully connected layers, and, to obtain the final output, dot product 
of weight vector and input vector is computed.

6.2  Case Study 2: Medical Image Processing

The architecture shown in Fig. 3 contains two phases [19]. The first phase prepro-
cesses electronic medical records (EMR) for extraction and selection of features. 
CNN is built in the second phase for multiclass classification. Text extractor extracts 
contents described by medical language. Noise is cleaned from the extracted sen-
tences. The samples are presented as a pair of labels and a group of word vector, for 
example, {l,wvi-2,wvi-1,wvi, wvi + 1, wvi + 2}. Based on one-versus-one, the samples 
are divided into a subset, then models are trained on this subset. CNN is used on 
each subset to conduct multi-class classification.

Fig. 2 Analysis of DNA sequence using deep learning
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6.3  Case Study 3: Wind Speed Forecasting

Figure 4 illustrates the architecture for wind speed forecasting. Wind speed data is 
a time-series data, which is captured after specific intervals. To handle wind speed 
data, generally, RNN/LSTM is used. Hidden state is an important feature of RNN, 
which remembers information about sequences. LSTM/RNN has a “memory” that 
can remember information about what has been calculated, and what is needed to 
calculate the next output.

Figure 5 shows the detailed architecture of RNN. xt is an input, yt
  output, and St 

is the hidden state at time t. P, Q, R are the parameter of RNN. The hidden state St 
is computed from current moment Xt and the previous moment hidden state St − 1. 
The formula is as follows:

 
S f P RS bt x tt

� � �� ��1  

where b—offset of a linear relationship, f is an activation function, Predicted output 
yt
  at time t is as follows:

 y f QS ct t
 � �� � 

where, f—activation function and c—offset of a linear relationship. A different 
problem uses different kinds of activation functions. For example, softmax activa-
tion function is generally selected for the classification kind of problems.

Phase 1

Text
Extractor

EMRs

Sentences

Preprocessing

Representing

Constructing a
Multiclass
Classification
Model via CNN

Samples

Phase 2

NER model

Word2vector + words
+ part of speech

Fig. 3 Multiclass classification model for named entity recognition (NER)
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7  Conclusion

Deep learning is an extension of machine learning. This has been used in many 
application areas. This article focuses on deep learning and category to understand 
deep learning architectures. Deep learning applications in six broad areas are 
reviewed, which include medical diagnostics, computational biology, computer 
vision and video signal recognition or categorization, speech processing, time series 
analysis of the weather data, text analysis, and sentiment analysis in natural 

Fig. 4 Wind speed 
prediction architecture

Fig. 5 RNN architecture
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language processing. There are several applications of deep learning, but not all are 
covered in this chapter due to constraints. At last, we conclude that each application 
area uses different architecture like for image analysis mainly convolution neural 
network is applied by many authors, whereas for sequence data analysis, recurrent 
neural network (RNN) can be employed to attain accuracy and increase perfor-
mance. In the last section, three case studies are explained from three different 
domains to illustrate deep learning.
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1  Introduction

This chapter mainly focuses on DL genesis and its applications in everyday life. DL 
is altering the perspective of technologies. Artificial intelligence (AI) and its subsid-
iaries, namely ML and DL, are currently in great excitement. Although, both ML 
and DL are subsets of AI  (Fig. 1), DL represents the next evolution of ML. DL 
learns through an artificial neural network (ANN) that works very much like a 
human brain and helps the machine to analyze data as much as humans do.

1.1  History

DL, as a branch of ML, uses layers of algorithms to process data and replicate the 
natural human thinking process. Information is transferred across the layers, with 
the previous layer output provided as input to the subsequent layer. The network’s 
first layer being the input layer, the last layer is referred to as an output layer. All the 
layers between these input and output layers are called the hidden layers. Usually, 
each layer is a simple, uniform algorithm incorporating a type of activation func-
tion. The first deep network architecture trained by Alexey Grigorevich Ivakhnenko 
in 1965 is shown in Fig. 2 [1].

The traces of DL can be found in the history since 1943 when a computer model 
based on the neural networks mimicking the human brain was created by Walter 
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Pitts and Warren McCulloch. In 1960, Henry J. Kelley was honored for his work on 
the fundamentals of a continuous Back Propagation Model. In 1962, Stuart Dreyfus 
developed a simple version based on the chain rule. However, the model could not 
be applied to neural networks in 1985 until Seppo Linnainmaa published his thesis 
for masters with the code designed for Back Propagation in FORTRAN language.

The most primitive efforts in developing DL algorithms were made by Alexey 
Grigoryevich Ivakhnenko and Valentin Grigor′evich Lapa around 1965. In 1979, 
Fukushima developed an ANN with a multilayered hierarchical design, called 
Neocognitron for identifying the visual patterns. At the Bell Labs, Yann LeCun 

Fig. 1 AI vs ML vs DL
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Fig. 2 The architecture of the first deep network [1]
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demonstrated Convolutional Neural Network (CNN) along with Back Propagation 
to read the handwritten digits in 1989.

Dana Cortes and Vladimir Vapnik developed the support vector machine (SVM) 
in 1995. In 1997, Sepp Hochreiter and Juergen Schmidhuber developed Long Short 
Term Memory (LSTM) for recurrent neural networks. The significant evolution of 
DL took place after 1999 with the development of Graphics Processing Units (GPUs). 
By 2011, the speed of GPUs had improved dramatically, allowing to train CNN with-
out pretraining it layer-by-layer. AlexNet, an example of CNN conquered numerous 
global competitions in 2011 and 2012, while Rectified Linear Units (RLUs) improved 
the speed and dropout. At present, Big Data processing and the advancements of AI 
are equally reliant on DL. DL is still evolving and requires new ideas.

1.2  Overview

It is a fact to mention DL is achieving state-of-the-art results across various problem 
domains. DL applications may seem to be embittering, but with the knowledge of 
ML helps us realize that DL is globally exploring to resolve human problems in 
every single domain. Over the past years, DL has been applied to hundreds of real- 
life problems, ranging from computer vision to natural language processing.

The primary reason, DL is ideal for new application areas is data dependency, 
GPU hardware, and feature engineering. The applications of DL seemingly vary 
across an infinite number of fields, including fraud detection, automation, social 
media, natural language processing, and so on. A review of these application 
domains and sub-domains are discussed in this chapter.

There could be many more fields of DL implementations that would be seen in 
the years ahead. There is a still lot of scope to dig deep into the aspect of what could 
be other application areas of deep learning. This review on the applications of DL 
provides scope to further investigate any one of the newer areas of applications of 
DL that will give up enhanced results and will incorporate on to the ongoing research 
in this field. There is even a possibility for developing new architectures for DL.

2  Natural Language Processing (NLP)

From the perspective of the complexities related to the language whether it is vocab-
ulary, grammar, tonal distinctions, words, or even sarcasm, is most difficult for 
humans to study. Constant exposure and training to different social activities since 
birth will help humans to build up suitable responses to each of these scenarios and 
a personalized form of expression. NLP through DL trains the machines to catch the 
linguistic tones and frame an appropriate response. Speech Recognition, Text 
Recognition, Machine Translations, Document Summarization at the broader level 
are the subsets of NLP where DL is gaining momentum. Distributed architectures 
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of CNN, RCNN, reinforcement learning, and memory augmenting approaches are 
serving to accomplish superior capabilities in NLP.  Particularly, the distributed 
architectures help in generating linear semantic relationships that are useful in 
building phrases and sentences and also extracting the word semantics associated 
with word embeddings.

2.1  Speech Recognition

Speech recognition is conquering our survival. Speech recognition is the technology 
that recognizes and translates language into text by the computer. It has occupied a 
place in our smartphones, online game consoles, and also smartwatches. It is even 
making our homes smarter by automatizing them. Amazon Echo Dot, a magic box 
from Amazon is an example of such a tool build on speech recognition that lets you 
order food online or get a weather forecast just by speaking out loud.

Speech recognition has been around for decades. But with the high levels of 
accuracy achieved with the implementation of DL, speech recognition is striking 
the mainstream. Andrew Ng had anticipated long back that speech recognition 
drives from 95% accuracy to 99% and it will turn out to be a key means of interac-
tion with computers.

With the basic knowledge of NNs, we could simply guess that feeding the sound 
recordings to a neural network and training it could generate the text. This is a 
lighter view of speech recognition. The major challenge being faced is the variation 
of speech with speed. For example, one might utter “hello!” the other might utter as 
“heeeelllllllllllllooooo!” generating a longer sound file for the same data. Both these 
files should be identified accurately as the same word “hello!” Apart from this 
speech recognition also challenges the noisy environment, different pronunciations, 
dissimilar expressions, human speech comprehension, body language, channel vari-
ability, sex of the speaker, dialects, [2] and so on.

Figure 3 shows the most common framework for the speech recognition system 
[3]. The preprocessing phase is considered to be the first in speech recognition to 
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Fig. 3 The general framework for Speech Recognition [3]
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differentiate whether the signal is voiced or unvoiced or noise. Preprocessing modi-
fies the speech signal so that it is best suited for feature extraction. Feature extrac-
tion aims to recognize relevant information for accurate classification. The most 
widely used techniques for feature extraction are Mel Frequency Cepstral 
Coefficients (MFCC), Linear predictive Cepstral coefficients (LPCC), and PLP [4]. 
Language modeling is used to predict the sequence of words. Speech recognition is 
then performed in the phases of training and testing. The degree of closeness of 
these two phases counts to the performance of the system. Most of the time speech 
recognition models were implemented using the standalone DNNs while hybrid 
models were implemented as just 25% of the research [5]. There is little work done 
on speech recognition using RNN.

The performance of a speech recognition system is generally calculated in mea-
sures of speed and accuracy. Accuracy of the system is calculated in terms of Word 
Error Rate (WER). So, the system’s performance defined in terms of Word 
Recognition Rate (WRR) is a complimentary part of WER. Although significant 
work has been done, the current research is concentrating on developing systems 
that are more robust to variabilities in the acoustic environment, speaker and lan-
guage characteristics, and so on. Multilingualism is a rapidly emerging field in the 
area of speech recognition. Below are a couple of recent works published in the area 
of speech recognition.

In ref. [6], Anirudh Raju et al. developed a neural language model (NLM) for 
automatic speech recognition. The NLM model architecture was a combination of 
Long Short-Term Memory Projection Recurrent Neural Network (LSTMP) layers 
with each layer composed of 1024 hidden units projected down to 512 dimensions 
and a few extra connections in between the layers. The work focused on the chal-
lenge of modeling NLM for ASR on compound heterogeneous corpora. The param-
eters of the NLM model are tuned based on the variant of stochastic gradient descent 
for the task of learning from heterogeneous corpora. This was dependent on the 
independent and identical minibatch samples drawn from each corpus with 
relevance- based probability. The synthetic data generation for the first pass LM is 
accomplished by an n-gram approximation of NLM. A sub-word NLM was further 
used to create synthetic data to make sure that the corpus generated is not restricted 
to the current version of the ASR system. The written text corpus used in the model 
comprises of more than 50 billion words. By the synthetic data generation from 
NLM and the data incorporation into the n-gram model, the results are projected to 
obtain a 1.6% relative WER.

In ref. [7], Steffen Schneider et al. explored unsupervised pretraining for speech 
recognition by learning the representations from the raw audio. The model is trained 
to distinguish a sample from the distractor samples.
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z̃ = distractor samples of a proposal distribution pn.

� z h ci k
T

k i� � �� �= probability distribution of sample zi + k.

hk(ci) = Wk ci+ bk = affine transformation of step k.
The representations thus obtained are used to enhance the acoustic model train-

ing. A simple multilayer CNN model was pretrained to predict the upcoming sam-
ples from a single context. The model was built on an encoder network and a context 
network. The encoder and the context networks were composed of the convolution 
layers with 512 channels, a group normalization layer, and an RLU nonlinearity 
activation function. It was improved through a task of noise contrastive binary clas-
sification. A raw audio signal input to the encoder network embeds the audio signal 
in a latent space. The context network binds the output signal from the encoder at 
multiple time-steps in order to obtain the contextualized representations. The repre-
sentations generated by the context network through training were provided to the 
acoustic model. The acoustic models were trained and evaluated using a wav2let-
ter++ toolkit. A lexicon and a distinct language model trained on the data set of WSJ 
language model were used for decoding. The results were shown to achieve 2.43% 
WER on the WSJ test data set.

In ref. [8], Daniel S Park et al., the authors of Google Brain specified an elemen-
tary method for data augmentation known as Spec Augment for speech recognition. 
The trained end-to-end ASR networks were acknowledged as Listen, Attend, and 
Spell (LAS). Time warping, frequency masking, and time masking were used as a 
policy for data augmentation. A log mel spectrogram is an input to the LAN net-
work composed of a two-layer CNN of stride 2. The CNN’s output is given to an 
encoder to generate an attention vector series. The encoder has a d-stacked bidirec-
tional LSTMs with a cell dimension of w. The tokens for the transcripts were gener-
ated by the attention vectors fed to a 2-layer RNN decoder with cell dimension w. 
Text tokenization is performed using a 16 k Word Piece Model for Libri Speech 
vocabulary and 1 k for Switchboard. A beam search produces the final text tran-
scripts with a beam size of 8. The authors published the WER achieved on the Libri 
Speech test set as 5.8% and 6.8% with and without a language model respectively. 
For Switchboard, they achieved 7.2%/14.6% on the Switchboard/Call Home por-
tion for the Hub5’00 test set without a language model.

2.2  Text Classification

Text classification refers to the task of assigning predefined tags or categories to text 
according to its content [9]. Text classification, an elementary task in NLP has a 
broad range of applications such as topic labeling, sentiment analysis, spam detec-
tion, and intent detection. Because of the large volumes of unstructured data avail-
able around the world, it is tedious to organize, sort, or analyze the data. This is 
where text classification steps in to save the time and efforts put in.
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Sentiment analysis is a conventional application of text classification. It is an 
automatic process of finding out whether a text is positive, neutral, or negative. 
Sentiment analysis on a wider choice is applied for product analytics, monitoring a 
brand, customer support, market research, and so on (Fig. 4). Another key applica-
tion of text classification is topic labeling. In the majority of cases, topic modeling 
is used for structuring and organizing the data. For example, maintaining the cus-
tomer’s feedback forms based on the topics, grouping the news articles based on the 
subject, and so on (Fig. 5). Intent detection employed by the companies automati-
cally detects the intent behind the customer reviews that will help in automating the 
business purposes or generating product analytics (Fig. 6).

Automatic text classification systems can be of rule based, ML/DL based, or 
hybrid based. Rule-based systems classify the text based on certain predefined rules. 
Rule-based systems are humanly comprehensible, which requires deep domain 
knowledge. Apart from this, rule generation is quite challenging and a time- 
consuming task. Rule-based systems do not scale well as the addition of new rules 
may impact the existing. DL has benefited text classification with its potent to 
achieve high accuracy with a smaller number of features. CNNs and RNNs are the 
widely used DL architectures for text classification. DL algorithms such as 
Word2Vec or GloVe are implemented for the improved vector representations for 
the words to gain superior accuracy of the classifiers trained on traditional ML algo-
rithms. Hybrids systems are developed combining a trained base classifier with a 
rule-based system, to obtain fine-tuned results. The performance of the text classi-
fier is assessed by the metrics of accuracy, recall, precision, and F1-score. Below are 
the mentions of some of the recent works in the area of text classification.

In ref. [13], Bao Guo et al. addressed the problem of assigning a single weight to 
a term, although the term is present in multiple documents with distinct labels. They 
proposed a novel term weighting approach to designate multiple weights to each 
term so that each of the weights reflects its significance in the documents related to 
different classes. So, each term has the weights count equal to the number of classes. 

Fig. 4 Example of sentiment analysis [10]
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The multiple word embeddings are fed as input to a multichannel CNN model to 
perform text classification. Their work showed advanced performance in compari-
son with other baseline methods experimented on different standard data sets.

In ref. [14], Zhenzhong Lan et al. focused on the approaches to reduce memory 
consumption and enhance the training speed of Bidirectional Encoder 
Representations from Transformers (BERT) [15]. BERT is a DL model developed 
that has proven to achieve state-of-art results across 11 different NL tasks. 
Furthermore, the performance of the ALBERT model was improved by introducing 
a self-supervised loss for prediction of sentence order. The prediction of sentence 
order primarily focuses on the coherence between the sentences and also addresses 
the vanity of the loss in the prediction of the next sentence originally proposed by 
BERT.  The results of ALBERT experimented on GLUE, SQuAD, and RACE 
benchmark data sets showed an accuracy of 89.4% on GLUE, F1 score of 92.2 on 
SQuAD 2.0, and accuracy of 89.4% on RACE.

In ref. [16], Lianzhe Huang et  al. explored graph neural network (GNN) to 
address the challenges of high memory consumption and fixed corpus level graph 
structure that fails to support online testing. They proposed a GNN model to build 
graphs for each input text that shares the global parameters instead of a single graph 
for the entire word corpus. The work claims to preserve global information while 
supporting online testing. The graphs built are of smaller windows aimed to extract 

Fig. 6 Example of intent detection [12]

Fig. 5 Example of topic 
modeling [11]
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more local features while significantly reducing the memory consumption along 
with the edge numbers.

 N r i li� �� �� �| 1, , (2)

 E e i l j i p i pij� �� � � �� �� �| ; ,1, , (3)

where
N = Node set of the graph.
E = Edge set of the graph.
The experimental results of the work showed that the model reinforces the per-

formance over the existing models on the considered R8, R52, and Ohsumed text 
classification data sets both in terms of accuracy and reduced memory consumption. 
The results disclosed that the proposed model reported accuracies of 97.8 ± 0.2%, 
94.6 ± 0.3%, 69.4 ± 0.6% on the R8, R52, and Ohsumed data sets, respectively.

2.3  Document Summarization

Automatic document summarization is the task of generating a brief summary while 
conserving the key essence of the content and overall meaning [17]. In this age of 
information overload, there is a high need for document summarizers. With the lat-
est advances in DL, document summarization models could achieve the state of art 
results. The reasons behind the rage around document summarization are reduces 
reading time, makes the selection process easier in case of document researching, 
improves the effectiveness of indexing, less biased, used by question answering 
systems [18], and so on.

Document summarization can be of single or multi document summarization. A 
document can be summarized by two main approaches (Fig. 7). Extractive summa-
rization summarizes by selecting important words or sentences from the actual 
text (Fig. 8). These extracted sentences would form the summary. Abstractive sum-
marization in contrast generates new sentences from the actual text in order to sum-
marize (Fig. 8). These new sentences may not be present in the actual text. Certainly, 
abstractive summarization poses additional challenges as it requires good knowl-
edge of the subject and natural language. Majority of the work in the field of docu-
ment summarization are more aligned toward extractive summarization.

Single-
Document

Multi-
Document

Text
summarization

Based on Output
Type

Extractive

Abstractive

Based on Input
Type

Fig. 7 Types of document summarization approaches
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The DL implementation for text summarization includes sequence to sequence 
models with the encoder and decoder components probably LSTM, pointer genera-
tors, reinforcement learning, and so on. The most common measures that evaluate 
the summary are BLEU, Recall Oriented Understudy for Gisting Evaluation 
(ROUGE), and so on. These approaches score the summary by simply evaluating 
the common words between the input and the output.

Since the BERT model has achieved pioneering performance on various NLP 
tasks, [20] made attempts to develop a variant of BERT called BERTSUM for the 
task of extractive summarization. The experiments conducted on the CNN/Dailymail 
and NYT data sets showed that a flat architecture with layers of inter-sentence 
Transformer outperformed the previous best performed models by 1.65 on 
ROUGE-L.  Motivated by the work of [12], Xingxing Zhang in [21] proposed 
Hierarchical Bidirectional Encoder Representations from Transformers (HIBERT) 
a method for document encoding and also to pretrain it with unlabeled data. The 
work proposed to pretrain the hierarchical encoder of the extractive model on the 
unlabeled data and then performs sentence classification with the model loaded by 
the pretrained encoder. The HIBERT model is pretrained on the CNN/DM and NYT 
data sets for the task of extractive summarization. Results summarize that the 
HIBERT outperforms its complement by 1.25 ROUGE on CNN/DM data set and by 
2.0 ROUGE on NYT data set.

In ref. [22], Hong Wang focused on capturing the global context at the document 
level for extractive summarization. They introduced three auxiliary pretraining 
tasks namely, mask, replace, and switch to grasp the document-level context in a 
self-supervised fashion. Mask predicts the masked sentence from a candidate pool. 

Fig. 8 Example of extractive and abstractive summarization [19]
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Replace arbitrarily replaces a few sentences in the document with sentences existing 
in other documents, and then predicts if the sentence is replaced. The performance 
of switch is similar to replace except the selected sentences are filled with sentences 
in the same document by switching these selected sentences. The proposed model is 
composed of a sentence encoder that is a bidirectional LSTM and a document-level 
self-attention module. To choose the sentences to form the summary, a linear layer 
is finally applied. The experiments were carried out on CNN/DM data set which 
verified that the model performs better and converges closer when learning on the 
summarization task specifically with the switch pretraining task. It is shown that it 
even outperforms the proven NEUSUM [23] method.

In ref. [24], Jiacheng Xu presented a neural network model for the summariza-
tion of a single document based on joint extraction and syntactic compression. The 
model is developed to choose sentences from the document, identify the possible 
compressions based on constituency parses, and finally score the compressions with 
the neural model to generate the final summary. The proposed model is composed 
of an extraction module and a compression module. The extraction module has a 
bidirectional LSTM for input document sentence encoding, two convolution layers 
each for sentence representation and document representation, and finally an atten-
tive LSTM decoder for the sentence selection. The compression module is a neural 
classifier to evaluate and decide whether to retain or remove certain words or phrases 
from a particular sentence. The model is trained on the CNN/DM and NYT50 data 
sets and is shown to outperform on the CNN/DM data set in terms of ROUGE and 
a significant gain over the extractive model. The obtained summary is proven to be 
accepted grammatically as per the human evaluation.

3  Fraud Detection

In this highly digitized world, fraud detection is the domain benefitting various sec-
tors. For years, fraud has become a major concern in different sectors such as bank-
ing, medical, insurance, and several others. With the increase in different payment 
options for online transactions, fraudulent activities have been increasing. It has 
become a challenging task to build an authenticated and secure system preventing 
fraudulent activities. So, fraud detection algorithms have come into the picture sav-
ing billions of dollars to the financial institutions.

Fraud detection and prevention is basically performed by identifying the anoma-
lies in the credit scores and transactions of the customers. The ML classification and 
regression techniques are implemented for detecting the outliers while DL makes 
efforts to minimize the scaling. The DL models face challenges with respect to the 
performance since most of the data to be dealt with fraud detection is especially in 
a structured format [25]. The DL frameworks such as auto encoder, self-organizing 
maps (SOMs), Restricted Boltzmann Machine (RBM) are used for detecting fraud-
ulent transactions. Stacked auto-encoders (SAE) and RBM classifiers are mentioned 
for their satisfactory performance for financial fraud detection [26]. ANN, Support 
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Vector Machine (SVM), Artificial Immune System (AIS), Hidden Markov Model 
(HMM), Genetic Algorithm, Bayesian Network, Fuzzy Logic Based Systems, and 
so on, were implemented in the literature for the credit card fraud detection [27]. 
Below is the mention of the most recent works on fraud detection.

In ref. [28], Longfei Zheng attempted to solve the scalability issue related to 
DNNs in the data isolation scenarios. They proposed industrial scale privacy pre-
serving neural network learning model that is secure against semi-honest adversar-
ies. Their proposal split the computational graphs of DNN into two parts. The first 
part performs computations associated with the private data using cryptographic 
techniques. The remaining computations are performed by a neutral server. A 
defender mechanism is also provided to further ensure privacy protection. This 
mechanism defends from attackers recovering the raw input data from the hidden 
layers of a DNN. Experiments were carried out on the real-world fraud detection 
data set and financial distress prediction data set and the results are published in 
terms of Area Under the receiver operating Characteristic (AUC) curve.

The work in ref. [29], addresses the problem of the effect of the availability of 
only a few labeled data on the performance of fraud detection. The attempt is made 
to get the unlabeled data from the social relations of the labeled data. A semi- 
supervised attentive Graph Neural Network (SemiGNN) is developed to handle 
both the labeled and unlabeled data for fraud detection. This hierarchical attention 
model is designed in the GNN to find the correlation and interpret the crucial factors 
for the fraud. The attention model is designed to assimilate different views and 
neighborhoods from node-level to view-level attention. The predictions were car-
ried out on the users of Alipay, a payment platform serving the users in China. The 
experimental results of the proposed model showed better performance as com-
pared with the baseline methods such as Xgboost, LINE, GCN, GAT, and so on, 
with the AUC as an evaluation metric.

Reference [30] is the work concerned with image fraud detection in the medical 
field. A network based on faster RCNN has been developed for mitosis detection to 
measure the progression levels of breast cancer. This model is a combination of a 
region-based detection model, which is a combination of a fully convolutional 
region proposal network and a classification network. The convolutional region pro-
posal network generates proposals and the classification network classifies these 
proposals into those holding mitosis or not. Features from both the classes are 
merged into a bilinear pooling layer for the purpose of maintaining the spatial con-
currence of each. The experiments were carried out on the data set of ICPR 2014 
MITOSIS contest and the F-measure was marked, which is 0.507 for the pro-
posed model.

4  Visual Recognition

Another interesting application of DL is visual recognition. Visual recognition basi-
cally sorts out the images based on detected locations in the photographs or a com-
bination of people or based on dates or events, and so on. It surely makes the lives 
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easier exclusively with the growing number of pictures being taken. Visual recogni-
tion poses challenges to DL in the form of dependencies on image resolution [31]. 
Image resolution is predominantly important for applications based on visual 
recognition.

The advanced visual recognition systems consist of numerous layers from the 
basic to the advanced to distinguish objects. DL CNN models are by default used to 
deal with images. Recent works on visual recognition mentioned the implementa-
tion of RNN [32]. Traditional RNNs are being used for speech and text recognition. 
Majority of the tasks in visual recognition are based on classification, segmentation, 
and detection [33]. The DL networks implemented for classification tasks are 
AlexNet, VGGNet, GoogleNet, DenseNet, ResNet, CapsuleNet, FractalNet, DCRN, 
IRCNN, IRRCNN, and so on. The segmentation tasks are implemented based on 
RefineNet, UNet, DeepLab, PSPNet, R2U-Net, and many more. Region based 
CNNs and its various versions, such as You only look once (YOLO), SSD: Single 
Shot MultiBox Detector, and so on, are the DL network implementations for object 
detection. Some recent significant works are mentioned below.

The authors in ref. [34], attempted to illustrate that the bottom-up approaches 
still can do well although there is a drift from bottom-up to top-down approaches for 
object recognition problems. They attempted to detect the four extreme points 
namely topmost, leftmost, bottommost, rightmost, and one center point for the 
objects using a standard key point estimation network. All these key points are 
grouped into a bounding box. Object detection is then carried out as a pure appear-
ance based key point estimation problem. Experimental results showed that the pro-
posed method performed on-par with the proven region-based detection methods, 
with the bounding box Average Precision (AP) of 43.7% on the COCO test-dev. 
Additionally, the identified extreme points directly cover a rough octagonal mask, 
with a COCO Mask AP of 18.9%, much improved over the vanilla bounding boxes 
Mask AP. Furthermore, it is exhibited that extreme point guided segmentation fur-
ther improved the mask to 34.6% Mask AP.

Yunpeng Chen et al. in ref. [35] published an approach for global reasoning over 
relations that would aid for the tasks of computer vision on images as well as vid-
eos. The proposed approach globally aggregates a set of coordinate space features 
and is projected to an interaction space where relational reasoning can be figured 
out effectively. Once relational reasoning is computed, the features corresponding 
to the relation are dispersed back to the actual coordinate space for performing the 
downstream tasks. A unit called Global Reasoning unit (GloRe) was implemented 
for the coordinate-interaction space mapping. The proposed GloRe unit is light-
weight, easily trainable, and combinable with the prevailing CNNs for a variety of 
tasks. The GloRe unit involves five convolutions, first for the dimension reduction, 
one for biprojection, two for global reasoning, and the last for expansion. 
Experimental results showed that the GloRe unit steadily boosted the performance 
of advanced architectures such as ResNet [36, 37], ResNeXt [38], SE-Net [39], and 
DPN [40].

In ref. [41], the authors focused on the feature pyramidal architectures for object 
detection and classification tasks. A Multi-Level Feature Pyramid Network 
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(MLFPN) was constructed for detecting objects at various scales. Initially, the 
extracted multi-level features were set as the base feature. To handle the decoder 
layers of an individual U-shape module, the base feature was fed into blocks of 
alternating joint Thinned U-shape Modules and Feature Fusion Modules as the fea-
tures for object detection. In the end, the equivalent sized decoder layers were gath-
ered to construct a feature pyramid for detecting objects, where each feature map 
consists of the features from multiple levels. MLFPN integrated into the architec-
ture of SSD referred to as M2Det achieved better detection performance on the 
MSCOCO benchmark data set. M2Det achieved AP of 41.0 at an FPS of 11.8 and 
an AP of 44.2 with single-scale multi-scale inference strategies respectively.

5  Personalization’s

Personalization is the area of focus for businesses ranging from eCommerce to pub-
lishers and marketing agencies for the purpose of driving up the sales and increasing 
user engagement by the overall improvement of user experience. Personalization 
unbolts the opportunities for both the firms and their target audiences. Data are 
considered as the fuel for the personalization. For example, eCommerce sites such 
as Amazon, E-bay, Alibaba, and so on, have become more popular these days by 
providing unified personalized customer experiences by recommending the prod-
ucts, packages, and exclusive discounts to its users. The entire process of personal-
ization is carried out by collecting data from the user’s former interactions with the 
application.

DL models such as RNNs and transfer learning are highly recommended for the 
development of personalization. Transfer learning aims at using the features of the 
existing trained model for a different model aimed at solving a different problem. 
The basic idea behind is to fine-tune some or all layers of a NN by performing addi-
tional training on a smaller data set [42]. It is observed that the sample weighting 
approach seems to offer the best compensation in terms of accuracy. The limited 
amounts of data available during the early training may negatively impact the over-
all performance of the NN in an irreversible manner.

In ref. [43], Maxim Naumov et al. attempted to develop a DL Recommendation 
Model (DLRM). A specialized parallelization scheme is designed to utilize model 
parallelism on the embedding tables in order to alleviate memory constraints along 
with manipulating the data parallelism to scale-out computations from the fully- 
connected layers. The personalization model was a combination of embeddings and 
multilayer perceptron (MLP). The embeddings process the sparse features whereas 
MLP processes the dense features. For the processing of the dense features, MLP 
consists of three hidden layers with 512, 256, and 64 nodes, respectively. These 
features are explicitly interacted using the statistical techniques proposed in [44]. 
The probability of event occurrence is finally calculated by post-processing the 
interactions with another MLP. The improved experimental accuracy achieved by 
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the DLRM model was compared against the deep and cross network (DCN) without 
any extensive tuning [45] on the Criteo Ad Kaggle data set.

Chaoyang Wang, in ref. [46] focused on addressing the discrete action space 
problem and the data sparsity problems being faced by Interactive Recommender 
Systems (IRSs). They proposed a Text-based Deep Deterministic Policy Gradient 
framework (TDDPG-Rec) for an interactive recommendation based on MLP. The 
model specifically takes the advantage of using textual information to map items 
and users into a feature space, which significantly lessens the sparsity problem. 
Then the users were classified into several clusters by the K-means algorithm [47]. 
Based on collaborative filtering, an action candidate set is constructed, which con-
sists of positive, negative, and ordinary items that are selected based on the classifi-
cation results and the user’s historic logs. The actions that express the user’s 
preferences can be effectively selected from the candidate set by the policy vector 
dynamically learned from TDDPG-Rec. The achieved remarkable performance 
improvement of the model is evaluated on three publicly available Amazon data 
sets: Digital Music, Beauty, and Clothing, Shoes, and Jewelry in a time- 
efficient manner.

In ref. [48], Malte Ostendorf et al. focused on the failure of the digital library 
recommendation system to establish a relationship between the two documents. 
They modeled the problem of finding the association between the two documents as 
a pair wise document classification task. The concepts of relation extraction, docu-
ment classification, and document similarity were involved to classify the semantic 
relation of document pairs. The semantic relation between the documents is obtained 
by applying a sequence of techniques such as GloVe, Paragraph-Vectors, BERT, and 
XLNet under diverse compositions of vector concatenation scheme, sequence 
length, as well as a Siamese architecture for the transformer-based systems. The 
Siamese transformer system is a combination of BERT and XLNet. The experi-
ments were carried out on the proposed data set defines the semantic document 
relations with the composition of 32,168 Wikipedia article pairs and Wiki data prop-
erties. The outcomes proved vanilla BERT as an outperforming model with 0.93 as 
F1-score.

6  Conclusion

In contrast to traditional ML algorithms, DL has the advantage of potentially pro-
viding solutions to different problems being faced in the day-to-day lives. Some 
crucial applications of DL ruling the world are discussed in this chapter. The poten-
tial of DL to help solving the real-time problems of humans is discussed. This is 
expected to give you a clearer idea of the modern and upcoming capabilities of the 
DL technology. The further growth of DL models is expected to accelerate and cre-
ate even more pioneering applications in the coming years.
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Applying Blockchain in Agriculture: 
A Study on Blockchain Technology, 
Benefits, and Challenges
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and R. Jothikumar

1  Introduction

1.1  Agriculture Revolution in Blockchain

Agriculture is the primary innovation of human development. During the 1700s, the 
British agricultural revolution triggered the industrial revolution that provides us 
cities and towns [1]. It is mostly a stable growth by working with the development 
and help of plants and animals. For instance, Australian commercial agriculture 
focused on crop and animal species taken from outside. However, technology is still 
deployed in agriculture. Potts and Kastelle (2017) enhanced agricultural productiv-
ity  [2]. They developed farming inputs like seeds, assets, supplies to agricultural 
and output like wheat, wool, cotton, and so on. Advances in technology are new 
inputs or new ways to turn them into outcomes by improving technology for secu-
rity and expertise. In view of this, agricultural technological progress is focused on 
the farm and its potential productivity. However, farms provide crops, livestock, and 
also generate possible information. Those data comprise the information records 
that create value to the products which leave the farm. Such data are valuable for all 
those who contract, process, transport and be the intermediary or primary customers 
of every farm product. Data should not only be generated and connected but also 
required to be trustworthy to have significance. Blockchain is an invention that inte-
grates the farm closer to the world. It contributes by reducing the cost of transferring 
data generated on-farm for off-farm storage and usage [3, 4].
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Agriculture is still one of the world’s least digitized sectors. Most of the on-farm 
data are problematic to transfer to off-farm as it is not generated or analyzed in a 
way that supports trustworthy, economical, and transmission. The low levels of 
digitalization in several modern agriculture have a significant constraint on the agri-
culture development and efficiency to acquire value from information. In all indus-
tries, data is collected, and the information technologies can promote better 
agricultural management process that leads to productivity increase and better out-
comes on farms. Moreover, digitalization and information technology have added 
into the value equation of the specific quality of agricultural commodities [4]. 
Commodity grade, quantity and quality measures, compliance with standards and 
rules, safety information, legal properties, provenance, and authenticity are the 
characteristics of a certain quality. Those information characteristics and features 
of  all  input  on  the price of the agricultural commodity. The  lack of transpar-
ency allow a product to market at full information price, as does ambiguity about 
data quality. It is expensive to create and attach data and information. However, it is 
financially beneficial to the level that data are useful for downstream users and 
gradually for customers to identify product attributes. It is too expensive to build 
trust or show the nature of the data. The quantity of data generated, confidence in 
the data given in proportion to the cost of processing the data on the field, and the 
desire to pay for downstream customers.

Agrarian supply chains are the most difficult and complicated with a few excep-
tions like the local farmer’s market. Agriculture is a competitive field; most of the 
production takes place over an industrial level. It is sold into the market around the 
world due to various rationality and seasonality. Agriculture is often processed and 
combined, which needs to be treated carefully. It is mostly produced from different 
locations with significant variations in quality due to changes in small producers. The 
majority of agricultural products may be price variant in ways that are hard to ana-
lyze. For this kind of cause, the information about food products, traceability, trans-
parency of all addressing and processing, as well as compliance with the set of rules 
and regulations in the supply chain at all stages it is essential to certify the quality, 
safety, and value of agronomic yields. These value criteria progressively minimize 
the problem of digital information, formation, and trust. Then blockchain technology 
could be a critical infrastructure element in the forthcoming agricultural supply chain.

2  Use Case of Blockchain in Agriculture

2.1  Crop and Food Production

The catering demands in a growing population, food with limited assets, while 
reducing the impact on the environment, maximization of consumer service, 
accountability in the supply chain, and promising farmers reasonable profits. 
Although, controlling climate complexities presents many difficulties in enhancing 
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the income, if it is favored. Blockchain combined with IoT transforms the food 
processing sector, including producers to manufacturers, and food product distribu-
tors. The blockchain was built to make agriculture competitive by leveraging farm 
services such as water, workers, and fertilizer with a better solution [3, 4] has shown 
in Fig. 1.

2.1.1  Blockchain Transformation Befalls Based on Four Steps

a) Generate Data Using IoT Device

By 2050, the global population is estimated to hit 9.6 billion. The agricultural indus-
try implement IoT tools and sensors to support the rising population. A device is 
built-in IoT-compatible, smart farming to keep a close eye on farmer’s field through 
sensors (Humidity, light, soil moisture, pH, and temperature). IoT sensors and 
devices produce data that might help the farmers be well-concerned about the crop's 
growth. The information obtained from IoT devices should first be processed before 
data is saved.

b) Cleaning and Enrich the Collected Data

Once the accumulated information is stored on the ledger, it must be organized and 
recognized. Data enhancement is performed to add additional value to boost the 
source of knowledge acquired. The next two steps to verify the data are filtered until 
it is stored on the distributed storage platform.

Block Chain 
transformation in

Agriculture

Crop and Food Production

Generate data using IOT,cleaning 
the collected data, Produce more 
data insight ML, Data save on the BC

Weather station sends vital data to the 
Blockchain,Preventive measures are
taken by farmers, Rapid application for
agricultural subsidies

Stakeholder will share each process
of food productionc,Auditors can
effectively conduct audits

Controlling Weather Crisis

Managing Agriculture Finance

Fig. 1 Blockchain transformation
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By Adding Meta-Information

Timestamp, demographic, and type details should be applied to the data to allow it 
more accessible.

Make Data Ready for Compliance

Saving data on the blockchain will not indicate compliance. Instead, it makes the 
regulation of enforcement quite transparent. Agreement helps to ensure that per-
sonal information connected with data gathered from the IoT device is secured and 
meets safety measures.

c) Produce Data More Insight with Machine Learning

Machine learning is used to obtain valuable information from the data produced by 
sensors. Predictive models can control several rare use cases like crop quality rec-
ommendation, identification, yield prediction, demand prediction, and automated 
crop growth factor. From the knowledge obtained from machine learning algo-
rithms, both farmers and investors can produce growth in the irrigation system.

d) Data Saved on the Blockchain

The high-value data collected from machine learning is stored in IPFS (Interplanetary 
file system), a distributed storage platform that represented, hashed, and stored on 
the blockchain. In contrast to the previous method for storing crucial data on the 
centralized server that has the potential of a solitary point of failure, in blockchain 
the data is scattered through each node inside the network, prohibiting centralized 
authorities to monitor the system. The data seized in the blockchain drive to stimu-
late smart contracts to make guidelines that have been determined. Smart contracts 
allow data to be exchanged and stored in blockchain among the various stakeholders 
in the system. Although the information is available to any investor in the agricul-
tural market, the efficiency of crop or food production is transparent.

2.2  Controlling Weather Crisis

Farmers typically experience uncertain weather conditions while planting different 
varieties of crops. However, weather predication and tracking are vital for the pres-
ervation of vegetables. For example, some of the plants cultivated in the US could 
not handle flooding due to heavy spring rains. The oxygen content exceeds zero, 
which makes it impossible for plants to carry out life-supporting activities like water 
intake, root development, and breathing. Furthermore, lack of transparency 
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will  leads to uncertain and high price rise in the current food chain platforms. 
Consumers have no awareness, once the crops struggle from poor weather condi-
tions, resulted in price increases. When blockchain can produce traceability, farm-
ers  and  stakeholders can  know knowledge about price variance in the food 
distribution sector. Since the licensed entities can monitor climatic conditions from 
the blockchain ledger, farmers can obtain crop insurance compensation through the 
smart contract. They are three essential step processes that proceed with weather 
control for the agricultural field based on blockchain.

2.2.1  Weather Station Sends Vital Data to the Blockchain

Smart agriculture allows farmers to recognize the conduct of the crop by applying 
sensors and mapping areas. Agricultural weather stations in farms may provide 
valuable information like soil temperature, air temperature, wetness in the leaves, 
rainfall, wind intensity, relative humidity temperature, atmospheric pressure, wind 
speed, and direction. All the above parameters are calculated, stored, and saved in 
the blockchain that helps the farmers and other authorized organizations to have 
transparent connections to it.

2.2.2  Preventive Measures Are Taken by Farmers

By collecting the data produced by weather stations, farmers can make accurate 
farming decisions. For instance, if you know that it will rain heavily in the coming 
2 days, it will help you in getting what you want in progress.

2.2.3  Rapid Application for Agricultural Subsidies

In case of loss during a weather disaster, farmers can claim crop insurance immedi-
ately through blockchain. The transparent and immutable conduct of the blockchain 
allows insurance and other approved entities to securely access data captured by the 
smart weather stations. They may ask the blockchain directly to acquire the relevant 
data using smart contracts. After acknowledgment of an insurance claim, farmers 
receive the required amount in their appropriate wallets automatically. A blockchain- 
enabled solution can support farmers to get payment fast and seamlessly.

2.3  Managing Agricultural Finance

Some of the issues with formal sustainable development and smallholders are insuf-
ficient transparency, credit history, and complexities in contract compliance. The 
lack of affordable to the financial sector help can impact agricultural value chains; 
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as producers, we cannot optimize their supplies. Buyers are overwhelmed by diffi-
culties to promise a sufficient quantity of goods. The financial firms allow small-
scale farmers to spend  on agriculture and help to alleviate funding limitations. 
Blockchain adds consistency to the agriculture finance cycle by transparency and 
accessibility of decentralized regulations.

2.3.1  Stakeholder Will Share each Process of Food Production

Whenever a contract happens, it is recorded in the blockchain, which allows all 
concerned parties to access through transaction transparency. The sharing of valu-
able information at each stage of food processing will make the whole process fair 
and equal.

2.3.2  Auditors Can Effectively Conduct Audits

Blockchain can operate as a form of authentication for recorded transactions, as it 
can store data safe and secure. Rather than asking farmers or retailers to apply audit 
financial reports, the auditors may personally verify the transactions through block-
chain ledgers. Automatically generated auditing process provides cost-effective. 
Instead of performing evaluations at the end of the year, audit services will also be 
capable of carrying out audits during the year. Blockchain will enable the random-
ized analysis to replace by auditors, making it much easier to examine every single 
payment.

3  Technology of Blockchain in Agriculture

Based on the stages of economic growth, people worldwide are genuinely interested 
in the transfer of value. This transfer of value allows individuals to exchange prod-
ucts and services and to acquire productive assets and savings for their welfare. 
Distributed ledger technologies (DLTs) have been implemented to reduce the vola-
tility during the value of the exchange. DLTs allow higher productivity, account-
ability, and quality control in the agriculture and food industry for the transfer of 
value and resources. A blockchain is an electronically developed real-time ledger 
for a particular data package available to all stakeholders and protected from any 
manipulation of data. The blockchain data is stored as blocks. Throughout the agri-
culture and food value chain, a blockchain controls the origin of a food commodity, 
monitors real-time product data, and executes agricultural and food transfer. Such 
advantages are easy and cheap food batch prompt for an emergency, reliability of 
the entire product condition record, enhanced customer interest, satisfaction, fairer 
prices, authorized sellers, and excellent management of compliance.

How to utilize Blockchain in Agriculture Domain?
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Blockchain technology belongs to Industry 4.0, which applies to automation and 
data transfer in the development cycle. Industry 4.0 combines cyber-physical sys-
tems, cloud computing, IoT, and cognitive computing. The growth in cryptocurren-
cies like bitcoin is increasing prominence for blockchain technology. While the first 
use of blockchain is in cryptocurrency, it has enormous potential for other transac-
tions. In one of the sectors, blockchain can be used in agriculture.

3.1  Significant Usage of Blockchain with Agriculture

3.1.1  Ensure Food Safety

To achieve food safety in the supply chain, blockchain technology can be utilized. 
Blockchain technologies strengthen traceability and accountability to identify weak 
and week processes in the agricultural supply chain [5, 6]. It assures that the optimal 
standards from farms to the store are maintained. The capability to trace food prod-
ucts source is vital in the context of a food safety epidemic. Industry regulators can 
quickly identify the contaminant source and meaning of affected goods [6]. Early 
recognition of the potentially contaminated source will allow food industries to 
pivot dramatically into action to prevent diseases and save lives. Such a prompt 
response will contribute to constraining food waste and saving money by cutting 
financial implications. Farmers, consumers, and businesses like IBM, Walmart have 
started working on food safety using blockchain technology.

3.1.2  Traceability in Agricultural Products

Traceability promotes trust and confidence for retailers and customers about the 
product. When the complete agricultural supply chain is integrated into the environ-
ment driven by blockchain from product registration, transaction, and transport, 
then consumers will check that the item they obtain is precise, what they paid for. 
Each phase of the transaction is registered in the blockchain. Each statement by a 
supplier about the source of its items could be verified by observing an item’s prog-
ress from the farmer to a level in which the stock has arrived, thereby eliminating 
concerns of mischaracterization. From a consumer’s perspective, a transparently 
distributed ledger would consider them optimistic in the food production source and 
quality [7]. By observing the food supply chain, consumers would be more informed 
about the origin of their products and production dates. The quality of the product 
development, start-ups like provenance leverage blockchain to demonstrate in spe-
cific terms to sources of their food supplies. Provenance uses blockchain to protect 
and monitor its food supply chains and to make it public so that all stakeholders in 
the supply chain are involved in the process. Provenance employs the ledger to gen-
erate detailed reports of materials, supply chains, and goods, thereby providing the 
consumers additional clarity about the quality and source. The start-up offers the 
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customer a completely transparent record in the form of a real-time data repository. 
It makes customers every step in the process of the product. For instance, we can see 
the current product location, owner, and the product's duration for the specific group 
of people. 

3.1.3  Mitigation of Food Fraud

The traceability and subsequent accountability of blockchain models play a signifi-
cant role in preventing food fraud arising predominantly on inaccurate labeling. 
When the demand for antibiotics, herbal and GMO food develops, misleading 
advertising is ubiquitous. However, blockchain technology and IoT allow the entire 
supply chain to be controlled effectively. Even the small payment in farms, facto-
ries, or warehouses could be tracked, and information is shared across the supply 
chain using IoT devices like sensors and RFID tags [8, 9]. Blockchain will protect 
millions of dollars from large distribution companies by ensuring that productivity 
decreases fraud cases in hundreds of interactions among the supply chain.

3.1.4  Manage Transaction Cost and Competitive Marketing

Blockchain technology decreases trading costs and helps  at reasonable prices. It 
facilitates product buyers to negotiate with their suppliers directly and transactions 
through mobile transfer. Therefore, it is easier for buyers and suppliers to obtain 
equal prices for their agricultural goods. The farmer receives a reasonable return of 
farming products, and the seller pays a reasonable price for the agricultural products 
delivered. The retailer saves much money since the technology removes agents and 
intermediaries. Eventually, blockchain technologies help farmers and suppliers to 
validate their incentives on other agricultural commodities [10]. Blockchain tech-
nology contributes to decreasing transaction costs for agrarian products resulting 
from the extensively fragmented market. The farm product industry depends heav-
ily on the direct personal experience of a party in the supply chain until you can trust 
them to do business. The assurance and transparency have generated by the ledger, 
accessible to all parties to removed or decreased each party's need to access seper-
ately its worthiness and its ability to implement contract. Those trading in the agri-
cultural product will do business without having a broker trust.

3.1.5  Best Price and Payment Options

The application of blockchain technology would allow agri-participants to deliver 
fast payment options at a lower cost. Globally, farmers face significant delays in 
releasing payments from various national agriculture boards for their products: 
additional farmer’s frustration due to the expensive nature payment method like 
wire transfers. Blockchain can tackle some of these redundancies. Some developers 
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have already programmed the blockchain-based application to peer-to-peer trans-
fers that secure, cheap, and virtually instant. By using smart contracts, payments are 
automatically activated once the buyer determines that specific requirements have 
been satisfied [11].

3.2  Blockchain in the Food Industry

In reality, information and communication technology (ICT) play a substantial part 
in improving the applications of the agriculture and food industries. ICT facilitates 
e-farming, which encourages market productivity, food security, health and reduces 
volatility and uncertainties. E-agriculture depends on empowering agriculture to 
exchange knowledge to make farms better, competitive, safe, and prevent potential 
consequences. Blockchain can be a better option in the sharing of knowledge. 
Attempting to apply Blockchain to e-agriculture frameworks supports to build trust 
between stakeholders who contribute their experience and the use of e-agriculture 
servers offers to boost their farming [12]. These services can maximize cost effi-
ciency; strengthen food safety, and decrease ambiguity and risks.

In contrast to primary agricultural activities, cryptographic protocols can be used 
in farming-related fields like the bee sector to track bee adulteration practices, 
endorse smart pollination contracts, and strengthen the beehive insurance indus-
try  [13]. Blockchain can be used with ICT in the food industry to promise food 
safety. For instance, RFID is used to develop a quality control system for the agri- 
food supply chain [11].

The system can afford reliable information over sensitive data collection and 
interaction procedures in the agricultural supply chain to maintain food security in 
all stages of distribution, manufacturing, storage, supply, and marketing. Besides 
RFID, blockchain can be incorporated into certain IoT technologies and advanced 
ideas for food protection like hazard analysis and critical control points to manage 
and promise food safety and quality in the supply chain [14].

3.3  Challenges in Food Industry by Using Blockchain

 1. The problem is that the data is as accurate as given by the data provider. In a 
specific supply chain, there will be one or more “untrustworthy” data providers. 
It suggests that blockchain is possibly ineffective to prevent food fraud unless all 
data are examined appropriately. Blockchain is still far from essential, but 
incomplete or uncontrolled data limits its feasibility. To mitigate such limita-
tions, we should not build an IoT, blockchain, and smart contract in solitary 
confinement, but should also build a social–technical background. For instance, 
when procedural food inspection is influenced by persistent, local corruption.
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 2. Industrial sectors like supermarkets and hotels are chronically marginalized and food 
traceability schemes seems to be expensive without enhancing profits. As an out-
come, the strong motive is often not essential for investing in this kind of advance-
ment. Big supermarkets like Walmart have the assets and capacity to interact with 
regulars and inspectors. Still, beyond that, individual market players often build pro-
cesses designed to address the demands of minimal adherence and no longer.

4  Application of Blockchain in Agriculture

4.1  Smart Farming

Several smart farming models focused on combining the application of IoT and block-
chain technologies are introduced and deployed. Lin et al. (2018) developed a block-
chain and IoT-based smart agriculture system. The crucial part of the system is a 
platform to create trust between players through blockchain. Agents are associated 
with the product from its farm to sales that process the storage of data in blockchain 
by smartphones. Blockchain-based ICT e-agriculture model is used at local and 
regional scale, in which each individual is having real-time aquatic quality data stored 
in the blockchain [11]. Most of the enterprises have started giving dedicated attention 
to blockchain applications to smart agriculture. For instance, Fliament offers strate-
gies to interact with physical objects and nodes over smart agriculture technology. It 
is designed based on penny-size hardware used with previous machines or equipment 
linked with a USB port for efficiently interacting with the blockchain. Blockchain is 
used by farmlands to produce smarter and effective farming practices. For instance, In 
Taiwan, the farmland irrigation organization utilizes blockchain to collect data and 
provide public relationships [15]. Each organization acts as a “public legal person” 
and exposes its data and information regarding irrigation management to the block-
chain, and the public uses those data. Transparency conveys the people's contribution 
to irrigation management and improves its determination to strengthen water supplies. 
The statistical database generated by blockchain is used to direct decision-making in 
the building and maintenance of irrigation canals [11]. Smart farming with blockchain 
will not reduce, if not improve, the technological limit toward involvement of the 
farmers [16]. It is primarily driven to accumulate accurate data from massive farmers 
rather than small farmers for uploading to the blockchain.

4.2  Food Supply Chain

Through rising globalization and increased market competition, food supply chains 
are becoming more diverse and broader than before. There are still prevalent issues 
with food supply chains such as food traceability, quality, food assurance, food 
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safety, and inefficiency in the supply chain, which creates significant risks to society 
the economy, and food security. From the producer’s point of view, the practice of 
blockchain technology supports to create a trust association with customers and 
strengthen product legitimacy by transparently delivering specific product details in 
the blockchain. Enterprises are enriched capable of gaining the quality of their com-
modities, and therefore, grow their profitability. This will make it impossible for 
low-quality and fraud suppliers to remain on the market and push all suppliers to 
boost the standard of commodities in the agronomic and food industries.

From the viewpoint of customers, blockchain provides accurate and authentic 
knowledge about how food is generated and taken out of circulation. It will address 
the apprehensions of customers about food safety, quality, and environmental 
friendliness of food [17]. The use of blockchain allows customers to associate with 
producers as consumers can comprehend the process of food production more com-
fortably with detailed information. It facilitates consumers by minimizing limita-
tions to the trade of goods to improve the relationship, thus boost consumer faith 
and trust in food safety.

From the viewpoint of regulatory agencies, blockchain delivers transparent and 
consistent information for them to execute competent and active regulations [18]. 
Blockchain can control product details from the origin to the trade store. It offers a 
convenient, irreversible way of loading data obtained from the beginning of the sup-
ply chain. For example, DNA of livestock animals, pesticide residues of grain or 
vegetables. Such data can be validated and verified by any individual involved in the 
supply chain of the product [10]. It can be quite costly to acquire these data on all 
products but can be performed on samples.

Several approaches driven by blockchain technology to boost the traceability of 
agricultural products were developed. Tian (2016) proposed a traceability system 
for the agricultural food supply chain by Radio frequency Identification (RFID), a 
non-contact automatic identification system [10]. It can monitor products through 
the supply chain using accurate details. Using blockchain ensures that the system’s 
output, procedure, store, and supply records are accurate and truthful. Blockchain- 
based traceability system which  directly connected to IoT devices by providing 
virtual production and consumption data. The traceability is accomplished by ethe-
reum, and the hyper ledger saw the tooth blockchain platform [19]. The current 
blockchain technology is still in the early stages of development within the food 
supply chain. At the same time, it has several unstable and incomplete points in the 
practice of deploying blockchain technology. Besides, the application of blockchain 
technology involves significant participation and involvement of stakeholders in the 
food supply chain that is notable for performing its functional role. Due to its func-
tionality, accessibility transparency, and decentralization, blockchain technology 
allows controlling of food quality information across the supply chain. It supports 
to prevent fraud in food procurement and decrease the cost of maintaining the food 
supply chain. It helps entire stakeholders like manufacturers, customers, and gov-
ernment regulatory authorities.
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4.3  Limitations

Blockchain technology allows knowledge of traceability in the food supply chain 
and strengthens food safety. It maintains safe data storage and management, facili-
tating the production and application of data-driven technologies for smart agricul-
ture and smart index-based agricultural policies. It can also reduce the cost of 
transactions that will boost farmer access to the market and produce new streams of 
revenue. Despite significant potential benefits, key constraints arise for the deploy-
ment of blockchain technology in agriculture enterprises. Furthermore, more analy-
sis is required on the  participant's incentive to provide a blockchain leader with 
legitimate and accurate information. It may be vital for smallholder agriculture. The 
knowledge produced in the agricultural process is distributed and controlled by 
individual farmers. The implications of blockchain technologies for farmers may 
rely on the size of the farm. On one side, smaller farms might quickly become 
involved in the blockchain-based insurance industry. Another side, it could be more 
efficient to capture and incorporate on-farm data for larger farms.

4.4  Challenges of Deploying Innovation in Agriculture 
and Specific Steps Required Follow to Overcome them

The agriculture supply chain seems to be more complicated and volatile than most 
other supply chains. In contrast, agricultural production relies on weather, diseases, 
and pesticides, which are hard to track and control. The scarcity of traceability in 
the agriculture supply chain contributes to slow economic and often complicate 
process of transactions. Furthermore, counterfeits can occur at any point in the sup-
ply chain and can lead to harmful consequences to all business participants, govern-
ment, and customers; has shown in Fig. 2. 

Blockchain projects will minimize the risk of counterfeit products and improve 
the agriculture efficiency based on blockchain by ensuring transparency and remov-
ing intermediary connections through the agricultural value chain. Moreover, by 
mitigating uncertainly and allowing retail investors to trust decentralized ledger and 
smart contract to offer a massive opportunity for competitive business involvement 
between smallholders and micro, small and medium enterprises (MSMEs). The fun-
damental challenge for agriculture supply chains occurs in the transportation of 
goods. While transaction information can be identified from the fingerprints associ-
ated with each payment, the transfer of the physical product from farm to consumer 
through a supply chain takes an even unchangeable commodity cycle. Technologies 
to locate physical goods across the supply chain for agriculture based on QR codes 
to the packing products, advanced radio frequency identification (RFID) chips, 
RFID application, and RFID supply chain in agriculture, Crypto- anchor technology 
for agriculture, and Near field communication technology (NFC) [20].
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5  Future of Blockchain in Agriculture

Using blockchain, we can solve problems for helpless farmers. According to the 
World Bank report says that “Agriculture help to alleviate hunger, boost profits and 
enhance food health for 80% of the impoverished world population living in rural, 
functioning predominantly in agriculture”. Blockchain technology can be exploited 
by organizations, governments, non-profit organizations to tackle global challenges 
for helpless farming. Ultimately, blockchain is a digital ledger for keeping decen-
tralized information that provides access for numerous entities throughout who 
interact in the platform. The data contained in this ledger is timestamped and will 
not be in any scenario, been changed. Information is static. The most unexpected 
distinction of blockchain is its capability to prevent the participation of agents into 
the system by developing a direct communication network among farmers and 
consumers.

The lack of agents within the network has several benefits like better farm 
income, less travel expenditure, greater flexibility, and cost-effectiveness in the agri-
cultural logistics chain. The deployment of a blockchain-enabled platform for farm-
ers to export agricultural products will optimize the entire agriculture supply chain 
and incorporate producers into the global economy. The platform will empower 
farmers and allow them to become a community and enter the market without any 
intermediary involvement. It spreads the influence of MNCs who are usually the 
primary buyers, fixes prices, and recommends farmers to grow in a given season. 
Through blockchain, community-driven producers and small companies can benefit 
by putting their mark on the world agriculture sector. Smart contract –distribution 
and tokenized shareholding will enhance community agriculture's efficiency by cre-
ating direct communication among farmers and consumers. The additional benefit 
of the cryptocurrency trading would also make the helpless farmers relatively sta-
ble. Blockchain is driven by the ability to enhance fundamental rights and 

Fig. 2 Negative effect on counterfeit products in Agriculture
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innovation. We have already explored solutions to the lack of monitoring in fertil-
izers and pesticides in the farms and fraud on farmers or agent's price of goods. 

Blockchain combined with IoT development can be a one-stop solution to the 
problems of product control from seed to food supply. It can be used to track every-
thing’s including individual livestock on dairy farms, to specific farms to all areas at 
a low cost. The farmers could follow their farm with environmental factors like 
humidity and temperature at any time on a blockchain platform. Besides, block-
chain can be used for the complicated land registry procedure in the agriculture 
supply chain for poor farmers. Often small farmers are incompetent and subjected 
to fraud while processing the property. Blockchain can be revolutionary in the cost- 
intensive data collection process. The poor helpless farmers depend heavily on sub-
sidies; however, the amount of cash that reaches individual helpless farmers is a real 
mystery. Blockchain guarantees reliable data management to secure that the 
assigned quantity arrives at the hands of farmers who are urgently need it.

6  Conclusion

Blockchain technology initially developed to generate internet-native money, the 
technology behind cryptocurrency, and have many comprehensive applications to 
deliver digital infrastructure to next generation for agricultural trade and global sup-
ply chain. Blockchain technology influences any enterprise that comprises digital 
data, and agriculture is no exception. The agricultural sector would benefit by incor-
porating blockchain technology to the point that operational and trading aspects can 
be digitized and then transmitted as digital infrastructure to blockchain technology. 
Furthermore, such benefit is achieved across the value chain, and for individual 
farms to be financially profitable, will rely on organizing the adoption of new tech-
nology within the sector. At Early-stage development technology, the relative unfa-
miliarity in technology among parties, and required to coordinate adoptions are 
some vital challenges faced certain aspects. The new technology may be challeng-
ing, complicated, and disruptive. The possible complications that it solves are mas-
sive, and if it is explained, it could contribute toward significant benefits to 
agricultural producers by increasing the margin of prices. It could be a strong reason 
to suggest the agricultural sector to invest in blockchain technology.
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1  Introduction

Deep learning solutions can process big multimedia data and provide business intel-
ligence solutions. The major contribution to the revolution of deep learning was by 
large IT giants such as Google, Facebook, Microsoft, and also many start-ups such 
as DeepMind. DL algorithms are capable of extracting the inherent features from 
big multimedia data by self-learning and training. The industry experts are predict-
ing the market share for deep learning solutions would cross US$18 billion by 2024, 
with CAGR of 42%. Deep learning technique’s particular strength lies in dealing 
with big unsupervised data and learning data features automatically.

In deep learning networks, the computed results in one hidden layer are fed as 
input to the next hidden layer. This strength of deep neural networks leverages us to 
estimate various conventional functions with fewer weights, and processing neu-
rons. A deeply layered network model with higher generalization ability enhances 
the estimation value of a function with a constant number of parameters to learn and 
with novel examples. Deep learning networks extract superior, sophisticated fea-
tures from the data sets using systematic learning methods. The learning of compli-
cated features is carried out through the enhancement of learning of simple features 
developed early  in the previous levels in the network architecture. The solutions 
designed using deep learning techniques have produced superior outcomes in 
diverse domains such as speech and vision processing. There are several deep 
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learning open-source solutions,  such as  Torch, Caffe, Theano, MXNet, DMTK, 
TensorFlow, Keras, Lasagne, and Blocks.

2  Review of Recent Literature

This paper has carried out an exhaustive survey of literature from high-impact jour-
nals   from Springer, Elsevier, and IEEE publications. This review work has been 
organized into various subsections based on their nature of application domain. A 
comparative analysis of reviewed work has also been presented at the end of this 
section.

2.1  Applications of DL in Education

A web-based software portal has been designed to improve the quality of learning 
for primary school students in China. This portal is helping the teachers to promote 
the quality of teaching, learning, and understanding the deep level reading status of 
their students in the class. About ten primary schools have implemented this soft-
ware. This software has the option to mark the text, save notes, make online com-
ments, exchange the feelings, opinions and on its contents.

This software usage has helped the students and teachers to meet the objectives 
of the portal designers to explore the association between reading with thinking [1]. 
The Research work about the reflections on the literary text reading in the weblog 
was carried out. A survey to test the literary text reflective level of 25 English lan-
guage teachers, who are in preservice, was carried out. The analysis of 189 reflec-
tions in weblog entries is grouped into five levels such as identification, association, 
integration, analysis, and transformation. The surface learning comprises the iden-
tification and association level reflections. The deep learning reflections are remain-
ing three-level reflections. This survey has shown that reflection levels percentage is 
equally distributed. About 70% of weblogs have been grouped in to deep learning 
reflection level. The remaining 30% reflections are at lower levels of learning, that 
is, surface learning [2].

A blended learning model was developed for postgraduate students to excell in 
their academics. Some of these students may take up teaching positions at the uni-
versity shortly. This model supports deep and meaningful learning. The authors 
have presented a blended learning case that can face the current challenges in higher 
education around the world. There is a need to design research focused teaching 
methods in technical education. This learning approach should impart the skills to 
students to become the  leaders with administration, practical execution, and 
accountability skills and  qualities. The blueprint of activities and timelines for 
implementing the blended learning concepts on the cloud for competitive advan-
tages and academic benefits have been discussed. This study calls for policy 
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makers’ commitment to explore blended learning approaches [3]. The work on 
understanding deep textual semantics to enhance the performance of web services, 
e-learning, and web search was conducted. Authors have developed an activation 
algorithm to capture the deep semantics inherent in the text. This algorithm is based 
on reading cognitive mechanisms and human memory. The deep textual semantics 
acquisition process is having a significant impact on improving the understanding 
of a text by machines. These machines can understand the text better using domain 
knowledge, even if the text has much deep semantics [4].

Authors have presented a design for high-performance engine that searches text 
documents using deep-structures, semantics, and hashing techniques. This search 
engine applies robust computational methods such as hash text, searching tables to 
rank the data sets during the training process. This algorithm has a wide scope for 
its implementation for analyzing big data. The top layer in this design represents a 
vector of semantics for the semantic search of documents. The experimental studies 
carried out using this design showed an outstanding performance improvement on 
large volumes of digital data [5]. Chinese web text categorization for dimension 
reduction using deep learning was conducted. This study has improved the accuracy 
of text classification [6]. A survey on developments in DL techniques to extricate 
complex features of input data set by generating many levels of representation was 
carried out. DL techniques have helped in solving problems such as objects recogni-
tion, processing natural language text, medical research, and many more in other 
domains. Authors have also discussed the challenges in enhancing the efficiency of 
deep neural techniques and hybrid deep neural network techniques in solving many 
practical issues [7].

Integrating fuzzy logic technique with deep learning networks for problem solv-
ing is an interesting area to carryout research. Extreme learning machine (ELM), 
regularized ELM (RELM), and Kernel ELM are used to extract features of the big 
data sets. The CKELM applies alternative layers in the convolutional network and 
subsampling layers to take out features for problem-solving. The authors conducted 
experiments with MNIST, CKELMon, and USPS standard databases to obtain the 
improved outcome better than KELM, ELM, and RELM [8]. The study on the effec-
tiveness of the problem based learning (PBL) approach was conducted. Students 
were motivated to adopt PBL across the world, here the learning happens through 
discussions about problems in their professional domain. These students are encour-
aged to implement deep learning techniques to solve the problems. This approach 
creates an interest in understanding and experimenting with whatever students have 
learned. Authors have reviewed the literature and examined the PBL impact on stu-
dent’s deep and surface learning capabilities, the variations in learning based on 
context, country, and students’ quality. This study was conducted on 21 student 
batches. The outcome of this study revealed that PBL enhances deep learning con-
cepts understanding positively on student batch size is 11  students. Four student 
batch showed a reduction in deep learning with PBL. Six student batches did not 
have any impact on PBL in deep learning [9]. A survey on libraries and tool sets to 
support the design and efficient implementation of deep neural networks for medi-
cal images was carried out. Developing a deep learning algorithm from scratch is 
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difficult for most of the medical image researchers, so it is advised to make use of 
good deep learning tool kits, which are readily available. The authors have dis-
cussed some of these tool kits. Choosing the optimal tool kit depends on the project, 
skills, availability, and background of the researcher. Researchers should spend 
some time to evaluate existing tools before they start using for their project.

The credit risk assessment of customers was carried out using ELM ensemble 
learning approach which is DBN-based. This model of ensemble learning has three 
major phases (1) Generating training subsets using a bagging algorithm, (2) Training 
each classifier, (3) Ensemble the results through complicated, multi-dimensional, 
and non-structural personal data [10]. The personal data is represented based on lab 
tests, mental health, habits, demographics, diets, sleeping, medical imaging, vital 
signs, medication, and so on. Combining the  data and information from various 
perspectives can drive effective decision-making in the healthcare domain [11].

2.2  Applications of DL for Analyzing Big-Data

The unsupervised features learning for big data using a deep computation prototype 
was designed. This complicated, heterogeneous data was modeled using a tensor. A 
tensor was used to learn the distribution of data. This model was trained with a 
higher-order back-propagation algorithm (HBP), which is an extension of conven-
tional BPA (Back-Propagation Algorithm). This study has revealed that this model 
is effective in feature learning capability, which is also verified using CUAVE, 
INEX, STL-10, SANE, and datasets [11]. Deep learning techniques for fetching 
patient’s medical images data for the smartphone platform was proposed. The sparse 
vectors are used to represent the images in a dictionary. The authors discussed a dic-
tionary design and an integrated problem formation using blended L2, and Lp opti-
mization. Algorithmic rules ware applied iteratively to find the local optimum result. 
The results obtained from these experiments showed that the data fetching accuracy 
was higher [12]. The CNN was applied to documents represented as bag-of-words 
vectors. CNN provides an opportunity to extract the sentiments in a document effec-
tively. This method takes the advantage of the inherent data structures present in a 
document using layers of convolution, where every processing unit corresponds to 
a tiny space of data input. CNN have provided better accuracy when compared to 
any other existing model [13].

A deep learning approach was  applied to design a voice recognition system, 
which has specific voice signals to control the different parts of the system. This 
system was  specially designed for persons with disabilities to easily use remote 
devices and home appliances. These voice-controlled systems may also be put in to 
use for securing smart phones, bank lockers, and smart home systems. The features 
of this voice-based system can also be improved further to make use of them in the 
share market, healthcare assistance systems, dynamic security systems for user 
authentication uniquely [14]. Many of the novel DL models are designed by global 
IT organizations such as Google, IBM, Microsoft, and Facebook and they  have 
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implemented deep learning development frameworks. The deep learning frame-
works are Caffe, MXNet, Tensor Flow, PyTorch, Microsoft CNTK, and Torch. 
H2O, Chainer, Theano, and Deeplearning4J are some more contributions to deep 
learning frameworks and libraries. The high-level wrapper libraries tools such as 
Keras, Tensor Layer, and Gluon. The wrappers tools include ecosystems of big data 
such as Cloudera Oryx-2, Apache Spark, and Apache Flink have built-in libraries 
for machine learning and tabulating the data mined. The built-in libraries for 
machine learning are still emerging and they have a lot of importance in the entire 
DL ecosystem [15]. The application of DL algorithms for big data analytics is fac-
ing some challenges for implementation that needs to be addressed on priority. A 
focused review of significant research on deep learning applications to various 
problem domains was discussed in this article. Authors discovered that this domain 
is evolving and demands extended research for  analysis of big data. Distributed 
computing, criteria for extracting good data presentations, semantic indexing, scal-
ability of DL models, improved formulation of data abstractions, high dimensional-
ity, streaming data analysis, data tagging, information retrieval, and domain 
adaptation are the research area which need the attention of researchers [16].

The human behavior prediction in smart homes using deep learning tech-
niques  was studied. This study would promote the smart home service provider 
market  opportunities. The authors have  proposed two deep learning-based algo-
rithms DBN-R, and DBN-ANN to predict several human actions at home. The 
authors have proposed a bootstrapping based cost-effective online learning algo-
rithm. The experiments with this prediction algorithm using home activity data sets 
have shown an outstanding performance with high prediction accuracy compared 
with present algorithms, such as a nonlinear support vector machine, and k-means. 
Prediction accuracy was 43.9% (51.8%) with new active sensors with MIT data- 
set- 1 (dataset-2) has been provided by DBN-R whereas an earlier study with an 
n-gram algorithm showed 39% (43%) accuracy with the same data sets [17].

Demand forecasting for the tourism industry using the DL framework was pro-
posed. This framework applies all the parameters for forecasting tourism demand 
and decreases the manual efforts required. Authors have utilized a set of authorita-
tive factors at different time steps to compute attraction ratings by training the deep 
neural network architecture. A surge in the values of a set of influential data indica-
tors might indicate enhanced tourist arrivals for forthcoming months. This frame-
work was extended by adding social media data such as tweets and blogs to have 
still better demand prediction for the tourism sector [18].

Authors have discussed a  framework for building control systems using rein-
forcement learning (RL) technique. Authors have presented the idea of developing 
a virtual test bed that permits various testing of RL algorithms using the latest simu-
lation models. This paper also presented different ways to integrate the field knowl-
edge to speed up the learning algorithms. This study has shown that the policy 
change with appropriate counseling from experts would provide an improved exe-
cution of control in buildings [19]. Deep neural networks (DNN) are used to esti-
mate the vehicle speed. The DNN can acquire a very deep possible associations 
among past driving data and forecast future driving behavior. The training data-set 
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was gathered in Beijing city from five public electric vehicles during the period 
September 19, 2014, to November 2, 2016. This accumulated data is by and large 
representative, because of its broad driving scope, stochastic driving routes, differ-
ent driver patterns, prolonged aggregation time, and big data size. The impact of 
driver’s behaviore and driving parameters for estimating the speed of the vehicle 
was studied. Four standardized driving cycles are applied to measure the general-
ized capability of the projected vehicle speed estimation procedure. The outcome of 
this study showed that if historical vehicle speed and day time data are available 
then the current driving speed estimation will be more accurate [20].

The authors have designed a better model and developed data sets for MIT and 
Caltech vehicles, and network images to train ZF and VGG16 networks to identify 
the type of vehicle and traffic conditions. The outcome of the experiments con-
ducted with this model showed an improved average target detection accuracy and 
detection rate. This model was also suitable for three types of vehicles such as cars, 
minibus, and special utility vehicles in different scenarios to provide good results. 
The investigation on automated screaming and shouting speech identification in 
public subway trains in Italy using the surveillance mechanism available was car-
ried out. This system uses a DNN for real-time data analysis of recorded shouting 
speech in subway trains. DNN are used to classify the sounds into screaming, shout-
ing, and other classes. This paper has reported promising outcomes for difficult 
problems even when excessive noisy conditions are existing in subway trains [21]. 
Learning the  features for walking, and push recovery in humanoids and old age 
people was experimented. The author’s experiments mainly focused on three basic 
body parameters such as the ankle, knee, and hip that are the most significant fea-
tures. EMD-based feature extraction technique was efficient in classifying push 
recovery data into four distinct groups. This basic body feature values are selected 
for optimum performance with deep neural networks and hence getting results with 
89.92% accuracy. The authors concluded that this technique was suitable for push 
recovery data classification [22].

2.3  Applications of DL in Security Domain

Healthcare data is  processed and secured using learning-based deep-Q-network 
(LDQN) method and IoT [23]. End-user authentication is the first step to access the 
sensitive data. The assessment of the efficiency of LDQN for detecting the malware 
was carried out. The malware detection process parameters such as error rate, life-
time, throughput, energy are considered and an accuracy of 98.79% was achieved. 
The deep learning-based framework was applied to discover top malware/card sell-
ers. The feedback received from customers was used to assess the product or service 
quality of sellers. This assessment applies snowball sampling method  to deep 
learning- based sentiment analysis and thread classification. This method was imple-
mented for the Russian carding forum and major malware/carding sellers.
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This LDQN framework helps us to understand the underground economy that 
can be extended as a general-purpose approach for discovering main cybercrime 
supporters. The major card product or service providers are also the researchers and 
practitioners of the cybersecurity domain who are showing interest in major card 
products/services. Today there are no automated methods to discover card product/
service providers [24]. Deep Belief Networks (DBN) are applied to predict accu-
rately the terminal replacement requirements to help telecommunications operators. 
The objective of predicting the patterns for replacement of terminals for successful 
marketing growth, and allocate the resources precisely. The terminal utilization of 
big data was used to build DBN. The characteristics that influence the replacement 
of terminals were deeply learned. This study was conducted on the real data-sets 
that revealed a prediction of over 82% accuracy [25].

2.4  Applications of DL in for Processing Multimedia Data

The study on predicting the accurate age of the person from static face images of 
that person was carried out by applying deep learning-based techniques. The CNN 
approach was applied to the VGG-16 image set. This CNN was trained using 
ImageNet to classify images. The number of apparent age annotated images 
were less in number, so the authors explored face images on the internet with known 
age values.

Authors have curated half a million images of famous persons from public data-
bases such as IMDB and Wikipedia. This paper presented the classification problem 
of age estimation from the static images using deep neural networks and later age 
was fine-tuned using Softmax. This model has won first place in the Learn LAP 
challenge on actual old age prediction with 115 enrolled teams, considerably out-
performing the manual prediction [26]. The problem of partitioning images based 
on the meaning represented by contents in the image was attempted using Markov 
Random Field (MRF). The authors solved MRF using deep parsing network (DPN), 
which provides known end-to-end computing in one pass in forwarding direction. 
Generally, DPN provides an extension of present-day CNN architecture to include 
unary terms, and extra layers that are cautiously designed to estimate the mean-field 
algorithm (MF) for a pair of terms. DPN require the best demonstration on VOC12, 
and much-valued information about meaningful image segmentation was revealed 
through extensive experiments [27]. Strong representation of mouth contours for 
sign language identification by applying deep convolutional neural networks was 
carried out. This paper presented a strategy to acquire CNN knowledge under weak 
supervision without a definite framework. The authors achieved the best improve-
ments in classifying mouth patterns as on today. There is no need to carry out fea-
ture preprocessing in this method and it can directly identify mouth patterns with 
only one image with higher accuracy [28]. This paper reviewed the DL techniques 
and its applications for tracking of objects. The authors used a new convolutional 
deep belief network (CDBN) with few factors for pooling, convolution, weights 
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sharing for the advantage of tracking execution. This data-oriented assessment con-
firms that CDBN-based tracking works better than many latest techniques on an 
open tracker standard. The authors trained a CDBN framework on supplementary 
small images data sets to acquire general image features for internal representation. 
The CDBN showed an improved ability when compared to stacked denoising auto- 
encoders in tracking visual applications [29].

The work on a visual representation of identified attributes in P300 segmentation 
using deep learning work was carried out. The application of deep learning tech-
nique showed the effectiveness in extracting features of data sets, particularity in top 
layers [30]. The identified features of visual images revealed that deep learning has 
identified P300’s attributes rightly as anticipated. The experiments with top-grade 
F-measure revealed that deep learning would distinguish P300 better than SWLDA, 
and BP.  An ANN-based multifactor-sensitive combined training was planned to 
enhance the identification quality for strong noise speech identification. This was a 
systematic approach that combines many distinct functional modules into one deep 
computational model. The authors explored, and extracted speech from the talker, 
telephone, and surround factor representation using DNN. This system was com-
bined with main ASR DNN to enhance accuracy in grouping into classes. The 
results achieved have shown that this model can considerably decrease the error rate 
of words by 15% at the best configuration [31]. The study on the visualization of big 
and complicated data sets based on deep analysis using Trelliscope was conducted. 
The Divide and Recombine (D&R) method was used in the Trellis display frame-
work for data visualization. In Trellis framework, the data is divided into subsets. 
Each subset is visualized. The results are displayed as an array of panels, one per 
each subset, and results are recombined. This is an efficient solution for the visual-
ization of both small and large data sets. Trelliscope is a cost-effective solution for 
providing distributed computing facility. There are features to support summary, 
and detailed analysis of data at a finer level of granularity [32]. The study on self- 
learning machines using DNN was carried out. Self-learning machines learn, and 
constantly perceive, and adjust to the environment around them. The goal of this 
work was to imitate the characteristics of brain learning from surroundings through 
input sensory elements. DBN resemble the unsupervised learning property of the 
human brain before the training that equals to the watching by human beings. The 
supervisory training set was used for fine-tuning the factors of this network. The 
experiments conducted with MNIST data set proved that the concept of learning by 
adaption to the environment showed enhanced performance in terms of classifica-
tion accuracy. This improvement was because of the initial fine-tuning of weights in 
a supervised learning stage [33]. Sparse deep belief architectures were applied for 
handwritten digit recognition. This paper has applied a networked denoising auto- 
encoder to a newer data set. This approach was a challenging alternative technique 
in many ways when applied to popular digit data sets. The objective was to throw 
some light on this new data set and identify the problems that arise for further work. 
The experimental results are inferior to those provided with MNIST methods. 
Authors have also presented this model in the ICDAR2013 handwritten digit com-
petition. This paper discussed monaural speech separation using a deep learning 

D. K. Sreekantha and R. V. Kulkarni



191

model and its optimization. The reconstruction constraint was enforced using a extra 
masking layer. The separation performance was enhanced using discriminant train-
ing criteria for neural networks. This method has been evaluated with a TIMIT 
speech corpus for monaural speech separation [34]. The restricted Boltzmann 
machine (RBM) was implemented in a typical RBM learning algorithm on a DSP 
platform by saving power efficiently.

RBM learning has integrated three techniques for detecting software faults. Fault 
detective RBM learning applies a fault injection technique. The results showed that 
fault detection designs are more effective in detecting SEU-induced errors in RBM 
learning by reducing complexity in computations [35]. Synthetic aperture radar 
(SAR) was applied for target recognition using DL. SAR comprises a CNN with an 
optical camera and microwave. One layer CNN is used in the initial experimenta-
tion for automated learning of features of SAR images. Unsupervised sparse auto- 
encoder was used to train a CNN with random image samples. The SAR images are 
converted into a set of feature maps after convolution and pooling. The Softmax 
classifier was finally trained with these feature maps. Preliminary trials with MSTAR 
public data sets revealed an accuracy of 90.1% with three types of targets. The accu-
racy attained was about 84.7% with ten target types [36]. The design of a framework 
for automated discovery and deletion of shadows in real-world scenarios was car-
ried out. This framework can learn the most relevant features using supervisory 
learning with many deep layers in convolution neural networks. The super-pixel 
level learning the features of images was carried out with predominant boundaries. 
This research work carried out on this framework which has revealed a better and 
consistent results when compared to its counterparts under diverse conditions [37].

This work would be useful for image editing and improvement in jobs. An opti-
mal approach for constant point deep CNN was designed. The feature values from 
this highly accuracy, and trained CNN was initially quantified using L2 error reduc-
tion directly. The authors quantified all layers, one after the other which has high 
precision. This network with quantified weights was trained once again. The authors 
presented two examples such as MNIST and CIFAR-10. This method brings down 
the memory requirement by ten times and provides enhanced results compared to 
other networks with high precision [38]. The deep belief network (DBN) learning 
model was suitable for learning complex features and good classification applica-
tions. The experiments are conducted using a real PolSAR data set using DBN. The 
results revealed that this method performs well in terms of accuracy in classification 
and visual aspects also [39]. A DL neural network was designed for the recognition 
of complex mental states. This network is capable of learning, extracting, classify-
ing spatial, and temporal deep features of emotions. CAM3D corpus was used for 
the evaluation of this system. This data collection comprises videos captured from 
various subjects indoors. The upper body part of the subject was recorded for cap-
turing the expressions on the current state of mind from 12 standard states of mind. 
This system is capable of recognizing complex instantaneous mental states from 
different subjects. This method finds applications in the HRI scenario [40].

The study on face recognition using a deep learning network was carried out. The 
deep neural networks are improved to imitate human data processing procedures. 
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The possible states of the artificial neuron are utilized for representing the state of 
the natural neurons in the human brain with a persistent arrangement from the high-
est degree of activity to the minimum activity states. The numbers of hidden layer 
neurons are reduced gradually layer after layer to remove the duplicate information 
present in the input data, and to intensify the discovery rate by integrating with the 
skin color perception. The results of the experiments conducted revealed that despite 
a high detection rate, and robust to face rotation, this method showed a less rate of 
incorrect and missing detections [41]. The analysis and mining of social networks 
for drama characters in TV using deep concept hierarchies were studied. Authors 
presented models to interpret the visual language construct of drama roles into het-
erogeneous conceptional ideas. These models used deep concept hierarchies (DCH), 
and convolutional recursive neural network (C-RNN) to analyze the roles in a drama 
in social media. DCH applies a multiple hierarchy structure and uses the Markov 
Chain Monte Carlo algorithm to enhance the fetching ratio of handling abstract 
spaces. This model used multimedia data of about 4400 min duration of TV drama 
titled “Friends” and carried out the process of  recognizing the faces on the roles 
applying a model derived from convolutional-recursive deep learning. This approach 
was capable of automatic knowledge construction using nonstop sentences, and sce-
narios, constructing a visual linguistic concept network [42].

Applications of CNN technique for face recognition were discussed. This work 
was an extension of  CNN-based face recognition systems (CNNFRS) on public 
interests to make this process easy to reproduce. The authors trained the model 
using LFW (Labeled Faces in the Wild) public database. The authors compared the 
CNN architectures and assessed the impact of various execution alternatives. The 
experiments  conducted  showed that the important elements for better CNN-FRS 
efficiency was the merger of many CNNs and metric-based cognitive processes. 
Authors discovered that the merger of features from various CNN layers can 
increase the rate of face recognition activity [43]. Recognition of the context and 
typical behavior tasks using smartwatches (such as transportation mode, physical 
activities, and indoor/outdoor detection) was studied. Authors applied RBMs in this 
study and discovered that even a relatively simple RBM-based activity recognition 
pipeline can outperform a wide range of common modeling alternatives for all 
tested activity classes.

Authors studied the operating cost of general models based on RBM activity on 
the typical smartwatch component (the Snapdragon 400 SoC, present in many com-
mercial smartwatches). These results showed a contrary to expectation, RBM mod-
els for activity recognition have acceptable levels of resource use for smartwatch 
class hardware already in the market [44]. The application of deep multiple view 
models such as canonical correlation analysis (DCCA) and DCCAE for diagnosing 
schizophrenia were studied. DCCA and the DCCAE are combined with DNN for 
doing canonical correlation analysis such that the constriction attribute generated 
using the nonlinear organization of the DCCA, and the DCCAE exhibiting maxi-
mum corelativity between two inputs. The experiments carried out suggested that 
the constriction attributes used in  DCCA, and DCCAE approaches surpass the 
trimmed features applied in the primitive system for diagnosing schizophrenia 
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based on ROC/AUC evaluation [45]. An element titled P300 was utilized to explain 
the EEG in the P300 speller. Authors have designed Deep Learning Accelerator 
Unit (DLAU), which can be a scaled architecture for accelerator for big scale deep 
learning networks having an FPGA hardware model. The DLAU accelerator uses 
three pipe-lined process units to enhance the output per unit time, and uses deep 
learning to investigate the neighborhood. The experiments conducted on the latest 
Xilinx FPGA board demonstrates that the DLAU accelerator can accomplish up to 
36.1x acceleration when compared to Core2 processors from Intel, having power 
utilization at 234  mW.  The outcome was  impressive and  has  some forthcoming 
implications also [46].

Authors presented a deep transfer NIR-VIS network for nonuniform face detec-
tion entitled TRIVET. This paper uses big number of unmatched VIS face images 
and employed deep CNN with numerical measures to acquire discriminatory mod-
els. This model carryout face recognition execution on very difficult CASIA NIR- 
VIS 2.0 database of faces. A new  first rank  record with 95.74% accuracy and a 
cross-checking rate of 91.03% at FAR = 0.001. This reduces the rate of error when 
compared to high-grade 69% accuracy [47]. The DBNs and unsupervised learning 
techniques were applied to detect the feature level changes in multispectral images. 
DBN would acquire the important content for discrimination, and conquer unsuit-
able variations. Second, mapping the bitemporal alteration attribute of a 2-D polar 
domain to distinguish the alteration content. A clustering algorithm without any 
supervision was applied to differentiate the altered and unaltered pixels. The experi-
ments carried out revealed the efficiency and the strength of this method [48]. The 
learning methods to learn robust shapes before the partition of the single cell in Pap 
smear images are an essential requirement for primal discovery of cervical cancer. 
The author’s objective was to automate the process of monitoring the changes in the 
cells. The authors defined this job as a distinct labeling job for many cells with an 
appropriate cost as a mathematical relation. The outcome was presented as a dynam-
ical multi-template distortion prototype for advanced boundary perfection. Multiple- 
scale DCNN was  adopted to acquire different cell visual aspect characteristics. 
Authors have integrated superior contour information to lead partition, in which cell 
bounds might be feeble or missing because of cell overlapping. An assessment 
was conducted with two different data sets demonstrated the high quality of this 
approach over other latest in terms of partition accuracy. A joint deep Boltzmann 
machine (jDBM) prototype was applied for individual recognition using cell data. 
The experimental results obtained with MOBIO database and audiovisual data gath-
ered using smartphones revealed that this prototype generates more combined fea-
tures that are tolerant to noise reduction and are lacking modality [49].

The vessel derivation in X-ray angiograms using CNN was proposed. Initially, 
an input angiosperm was preprocessed to improve its distinction, later this picture is 
assessed using spots of pixels, and then CNN is applied to decide the vessel and its 
background location. A group of 1,040,000 patches was utilized for training the 
deep CNN. The results obtained from experiments revealed that this method has a 
high-quality  of implementation in retrieving of the  vessel regions. Ninety-seven 
percent of the specifications showed that all non-vessel regions were rightly 
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recognized. An accuracy of 93.5% revealed that the vessel and its background 
regions are precisely recognized using the CNN model [50]. Automated detection of 
lumbar vertebrae  was found on attribute merger DN for incomplete combined 
C-arm X-ray images was studied. The authors presented a new CNN prototype for 
automatic detection of body part vertebrae images for C-arm X-ray. The data used 
for training was  supported by DRR, and automated partitioning of Return on 
Investment can decrease the complexity  in procedures. An attribute merger deep 
learning prototype was presented by combining both types of attributes of lumbar 
vertebrae X-ray images that utilizes the Sobel kernel and Gabor kernel to acquire 
the texture of lumbar vertebrae and contour separately. The experiments cond-
cucted have demonstrated that this model was more precise in irregular instances 
with pathologies and medical implants in multiple angle views. The survey on 
applications of deep learning in bioinformatics domain was carried out. Deep archi-
tecture prototype can create more complex changes, and can identify organized data 
formats in bioinformatics. These prototypes are trained in high-speed parallel pro-
cessing GPUs. Authors predicted more DL applications in the areas of epidemic 
prediction, disease prevention, and clinical decision-making [51].

The application of dynamic memory networks for tasks involving extensive rea-
soning ability was explored [52]. One should focus was on solving problems with 
ambiguity in the real world. Designing a question answering system in multiple 
languages enables us to reply to the questions in many languages [53]. Latest object 
recognition techniques based DL are evaluated, and a comparison of their features 
has been carried out. At present object recognition systems have 1–20 nodes of GPU 
clusters. The full-motion and real-time video generates 30–60 frames per second 
and this system should able to handle these speeds. Data fusion techniques are used 
to merge object detection systems and other different tools to achieve this perfor-
mance [54]. A DL prototype for assessment of efficiency for analyzing the senti-
ments of Arabic tweets was developed. This prototype is not using any feature 
engineering techniques to pull out any particular features or any complicated com-
ponents such as a tree bank of sentiments. This prototype depends on representing 
a pretrained word vector. This simple prototype provided considerable improved 
performance in F1-score, although the Arabic language is very complex [55].

Classification of MRI of the brain into a healthy and the other three types of 
cancerous brain tumors: metastatic bronchogenic carcinoma, sarcoma, and glioblas-
toma were proposed. This classification was achieved by using a discrete wavelet 
transform (DWT) and deep neural networks (DNN). This new architecture resem-
bles the architecture of CNN but works with minimum hardware, and takes suffi-
cient time for computing images of large size. This DNN classification shows a 
higher precision compared to conventional classifiers [56]. Today a significant por-
tion of the people across the world are suffering from diabetes that can be cured. 
The deep learning techniques and HRV data sets are used to examine the presence 
of diabetes. CNN 5-LSTM with the SVM network has achieved 95.7%, a maximum 
accuracy recorded for automatic diabetes discovery with input HRV data sets. This 
is reliable, flexible, and able to replicate the system without invasion helps clini-
cians to detect diabetes. The steady operations on the assessment metrics determine 
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the operational feasibility of this model [57]. The largest data set of diabetes from 
301 hospitals was developed. This dataset was used to analyze the diabetes prob-
lems with a deep learning approach for text feature extraction [58]. A study on most 
powerful and mainstream architectures for supervised learning, unsupervised learn-
ing techniques with CNN, RNN, and deep auto-encoder networks (DAENs) was 
carried out. The authors applied deep learning for typical tiny molecule drug design 
applications [59].

A study on the advantages, disadvantages of DL techniques and also the main 
problems faced are explained. Deep belief networks are having many layers with 
semi-supervised learning prototypes to estimate the solubility of aqueous com-
pounds was designed. This network can be used for identifying soluble compounds. 
The authors examined the factors for predicting aqueous solubility of drugs and 
designed the model using machine learning with deep architectures. The outcome of 
this model predicted the aqueous solubility with 85.9% accuracy. This  powerful 
derivation through deep learning integrated with automated reasoning leverages the 
dependability for emotionally supportive networks. Authors have projected this 
framework for nonuniform learning with multiple tasks using a DCNN for human 
posture prediction. This framework comprises three jobs: pose fixation, body part, 
and joint-point discovery via sliding-window classifiers. Authors through empirical 
observation showed that joint training pose fixation by discovering the jobs 
would  guide the network to acquire purposeful features for pose prediction and 
enables the network to reason-out better on test data. Finally, the authors visualized 
the medium and higher level attributes using backtracked patches that drive maxi-
mal responses in neurons. Authors discovered that these neurons are selected based 
on the shapes corresponding to local human body organs. Authors  identified that 
these attributes acquired strong local body part appearance, by observing the devia-
tions of the backtracked patches.

The neuroscience society meeting in Washington DC in the United States has 
revealed that youth are fascinated by the potential of deep learning techniques and 
neuroscience concepts. Some postings had the charming words in their headings 
that appealed smarter, catching the attention of participants in the age group of 20s. 
The interest was  on questioning the relationship between deep learning and the 
working of the brain. The initial success of deep learning for image and handwriting 
recognition problems was inspiring. This leads to a warning that any relationships 
among deep learning techniques and functioning of the brain may not infer to all 
deep learning only. Residual networks are instances of deep learning techniques that 
are not reflecting neural systems functionality in reality [60]. The survey on applica-
tions of deep learning in healthcare revealed the superior learning quality to make 
them fascinating, and vital technology for the analysis of healthcare data. The 
authors have applied deep learning technique to learn from the experimental studies 
in public credit data sets and discovered the multiple stages of DBN-based ELM 
ensemble learning methods exceeds exemplary single classification methods. This 
approach has the same number of stages as in ensemble learning paradigms and 
performs better in terms of higher accuracy in prediction. The results showed the 
projected DBN-based ELM prototype may be applied for credit risk evaluation [61].
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3  Comparative Study of Literature Review Findings

This section presents the comparative study of findings from this survey from vari-
ous papers in the form of Table 1.

Table 1 Comparative study of deep learning technique and results

Sl. 
no. Authors Title of the paper Methodology Highlights of results

I. Application domain: Learning and education

1 Zhong Sun, 
and Xianmin 
Yang, 2008

The design and 
application of a 
software: 
Promoting 
deep-level reading 
in the web-based 
classroom in 
Chinese primary 
school

Deep-level 
reading in the 
web-based 
classroom

Above 91% of pupils treated these 
tools useful and fantastic tool for 
learning digital classroom 
environment

2 Wei-Keong 
Too et al., 
2010

Reflection in 
reading of literary 
texts in weblogs

Study of weblogs High-level entries in weblogs are up 
to 67% of the 189 entries belong to 
deep learning reflections

3 Archana 
Mantri, 2015

The blended 
learning model to 
achieve academic 
excellence in 
preparing 
postgraduate 
engineering 
students to 
become university 
teachers

Blended learning The evidence for academician 
advantages and competing benefits 
have been discussed

4 Xiangfeng 
Luo, Lei Lu 
et al., 2011

Deep textual 
semantics 
acquisition based 
on the activation 
of domain 
knowledge

Deep textual 
semantics 
processing

This process can attain 79.03% 
improvement that is 26.l7% more 
than the PSR method and the 
changes from 64.58% to 81.25%

5 Xiangfeng 
Luo et al., 
2011

Deep textual 
semantics 
acquisition based 
on the activation 
of domain 
knowledge

Activation 
algorithm of 
domain 
knowledge

Improved text understanding 
process of the machine significantly

6 Chiranjeevi 
H.S, 2016).

Text hashing 
technique for text 
document retrieval 
in next-generation 
search engine for 
big Data and data 
analytics

A deep structured 
semantic model 
with unique text 
hashing 
technique

Outstanding operational 
enhancement on a big scale of 
computing with customized search 
for text data sets

(continued)

D. K. Sreekantha and R. V. Kulkarni



197

Table 1 (continued)

Sl. 
no. Authors Title of the paper Methodology Highlights of results

7 Feng Shen, 
2013

Text classification 
dimension 
reduction 
algorithm for 
Chinese webpage 
based on deep 
learning

Dimension 
reduction method

Experimental results also showed 
that this proposed dimension 
reduction method is effective.

8 Soniya, 
Sandeep Paul

A review on 
advances in deep 
learning

Deep learning 
techniques

Highlighting a few constraints that 
are limiting the execution of DNN 
to manage more practical
Jobs

9 Ding, 2017 Extreme learning 
machine with 
kernel model 
based on deep 
learning

CKELM based 
on deep learning

Comparison of ELM-based with 
other DL techniques are carried out 
when attained the adequate outcome

10 Diana H. J. 
M. Dolmans, 
2016

Deep and surface 
learning in 
problem-based 
learning: a review 
of the literature

Problem-based 
learning (PBL)

PBL enhances deep learning 
outcome and has a small impact on 
surface learning on students

11 Bradley, 
2017

Tool kits, and 
libraries for deep 
learning

Survey of toolkit 
for medical 
imaging

Researchers should spend some time 
to evaluate the existing resources 
before they start using them for the 
project

12 Lean Yu, 
2015

DBN-based ELM 
ensemble learning 
approach

Credit risk 
assessment

Produces high prediction accuracy 
in singular grouping techniques, and 
the same type of multiple stages 
supporting players learning models

II. Application domain: Big data analytics

1 Qingchen 
Zhang, 2016

Deep computation 
model for 
unsupervised 
feature learning 
on big data

High order 
back-propagation 
algorithm (HBP)

The experiment’s outcome revealed 
that this prototype is effective to 
implement attribute learning when 
assessed using the data sets such as 
STL-10, CUAVE, SANE, and INEX

2 Jing Su, 2015 Mobile-based big 
data design patent 
image retrieval 
system via Lp 
norm deep 
learning approach

Iterative 
algorithm

The outcome from experiments 
revealed that the data fetching 
precision is higher

3 Sahar 
Sohangir, 
2018

Big data: Deep 
learning for 
financial 
sentiment analysis

Convolutional 
neural networks

The results and precision of CNN, 
when compared to the other 
prototypes, was substantially 
improved

(continued)
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Table 1 (continued)

Sl. 
no. Authors Title of the paper Methodology Highlights of results

4 Mohd Abdul 
Ahad, 2018

Learning analytics 
for IoE based 
educational model 
using deep 
learning 
techniques: 
Architecture, 
challenges, and 
applications

The deep 
learning-based 
voice recognition 
system

Old age people and differently abled 
persons can use this system to 
control and monitor the equipment, 
appliances, and systems. These 
voice-based systems can be used 
to design passwords for cell phones, 
security lockers, home security 
systems, etc.

5 Giang 
Nguyen, 
2019

Machine learning, 
and deep learning 
frameworks, and 
libraries for 
large-scale data 
mining: a survey

Big data tools, 
and resources

Comparative study of DL solutions 
and wrappers

6 Maryam M 
Najafabadi, 
2015

Deep learning 
applications and 
challenges in big 
data analytics

High 
dimensionality, 
streaming data 
analysis, 
scalability of DL 
models

Scope for further research 
in this field emphasized with 
information retrieval, domain 
adaptation, semantic indexing, 
distributed computing, data tagging, 
criteria for extracting good data, and 
representations

III. Application domain: Smart city and factory

1 Sungjoon 
Choi, 2013

Human behavior 
prediction for 
smart homes 
using deep 
learning

DBN-ANN, and 
DBN-R

DBN-R revealed 43:9% (51:8%) 
precision for estimating recently 
excited sensors in MIT home data 
set-1 (data set-2)

2 Rob Law, 
2019

Tourism dem, and 
forecasting: A 
deep learning 
approach

Deep network 
architecture

The ability of DL in choosing a set 
of authoritative parameters and 
deciding their appropriate lag orders

3 Ruoxi Jiaa, 
2019

Advanced 
building control 
via deep 
reinforcement 
learning

Reinforcement 
learning

The policy change with appropriate 
proficient counseling can 
accomplish improved operation than 
the present-day top-grade practices 
in civil engineering structures

4 Mei Yana, 
2018

Deep learning for 
vehicle speed 
prediction

Deep neural 
networks

If past velocity values and the dates 
of driving are part of the training set 
then estimation accuracy is very 
high with RMSE is 1.5298

5 LI Suhaoa, 
2018

Vehicle type 
detection based on 
deep learning in 
the traffic scene

Faster RCNN Enhanced the mean goal discovery 
accuracy and identification rate. The 
grouping high accuracy results are 
appropriate for detecting the type of 
vehicles such as cars, minibus, and 
SUV in various situations

(continued)
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Table 1 (continued)

Sl. 
no. Authors Title of the paper Methodology Highlights of results

6 Lille 
IFSTTAR, 
(2016)

Deep neural 
networks for 
automatic 
detection of 
screams and 
shouted speech in 
subway trains

DNN The experimental results derived 
from this difficult task are inspiring 
even though the surrounding noise 
levels are high

7 Semwal, V. B,
2017

Robust and 
accurate feature 
selection for 
humanoid push 
recovery, and 
classification: a 
deep learning 
approach

The EMD-based 
feature extraction 
technique

More than 89.92% accuracy in 
results

IV. Application domain: Security and privacy

1 Mohamed 
Shakeel, 
2018

Mobile and 
wireless health 
maintaining 
security, and 
privacy in 
healthcare system 
using learning- 
based 
deep-Q-networks

Learning-based 
deep-Q-Network 
(LDQN)

LDQN approach achieves a less rate 
of error of 0.12 with an enhanced 
detection rate of 98.79% malware

2 Weifeng Li, 
2014

Identifying top 
sellers. In 
underground 
economy using 
deep learning- 
based sentiment 
analysis

Snowball 
sampling, thread 
classification, 
and deep 
learning-based 
sentiment 
analysis

Helps us to understand economic 
research that generates a scalable, 
common automatic model to 
discover key selling parameters 
in the underground economy

V. Application domain: Prediction

1 Enjie DING, 
2015

Terminal 
replacement 
prediction based 
on deep belief 
networks

Deep belief 
networks

Experiments are carried out on the 
real data set, and the prediction 
accuracy was over 82%

2 Grigory 
Antipov, 
2015

Apparent age 
estimation from 
face images 
combining general 
and children- 
specialized deep 
learning models

Convolutional 
neural networks 
(CNNs) used the 
VGG-16 
architecture

This DEX model secured first place 
in Cha Learn LAP 2015 challenge 
for evident age prediction among the 
115 enrolled teams, considerably 
exceeding performance with human 
reference

VI. Application domain: Multimedia data processing

(continued)
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Table 1 (continued)

Sl. 
no. Authors Title of the paper Methodology Highlights of results

1 Ziwei Liu, 
2015

Semantic image 
segmentation via 
deep parsing 
network

Deep parsing 
network (DPN)

DPN proves the best efficiency on 
VOC12, and much truth about 
image segmentation based on 
semantics are shown through 
intensive experimentation

2 Oscar Ko, 
2015

Human language 
technology and 
pattern 
recognition

Deep 
convolutional 
neural networks

No feature preprocessing is required 
for this method and it directly 
recognizes mouth movements from 
one image only

3 Dan Hu, 
2015

Study on deep 
learning, and its 
application in 
visual tracking

Convolutional 
deep belief 
network (CDBN)

The CDBN shows enhanced 
ability for visual tracking 
application compared to stacked 
denoising autoencoder

4 Koki 
Kawasaki, 
Tomohiro 
Yoshikawa, 
(2015)

Visualizing 
extracted feature 
by deep learning 
in P300 
discrimination 
task

Deep learning Experimental results 
are compared which revealed that 
DL could discriminate P300 better 
than SWLDA, and BP with best 
F-measure

5 Yanmin 
Qian, 2016

Context- 
dependent 
pretrained deep 
neural networks 
for large- 
vocabulary speech 
recognition

Deep neural 
networks 
(DNNs)

The projected prototype would 
considerably decrease the error rate 
(WER) of words. The optimum set 
up exceeds 15% compared with the 
reduction in WER on these two jobs

6 Ryan Hafen, 
2013

Trelliscope: a 
system for 
detailed 
visualization in 
the deep analysis 
of large complex 
data

Divide, and 
recombine 
(D&R) approach

The investigation carried out using 
Trelliscope given the invaluable 
understanding of data for field 
experts in many important aspects. 
The visual image of the partitions 
sharing measurement of key proteins 
was assessed

4  Conclusion

The authors have conducted a survey of literature on deep learning literature. The 
study has curated the papers from reputed high impact factor journals from IEEE, 
Springer, and Elsevier publications. Authors have studied the applications of deep 
learning techniques in various domains. This paper discusses the diverse methods, 
applications, and highlights of the  results  from  each  paper. The applications are 
classified into six domains. The comparative study of highlights of the work and 
the achievements of researchers was presented. This study gives insights into the 
various versions of deep learning algorithms designed  for  specific to an applica-
tion domain.
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1  Introduction

Deep learning is a quickly propelling field lately, regarding both methodological 
advancement and its areas of application. It comprises of computational models 
having different computational layers to learn and present data with varying levels 
of abstraction. It can capture complex structures of enormous magnitudes of infor-
mation and is conducive to hardware architectures available today. While still most 
of the technical challenges present are still being resolved, which includes genera-
tive modeling, parameter optimization, and handling heterogeneous, multidimen-
sional data with missing data, its use for biomedical and health industries has 
marked successful results. Examples include the usage of image processing algo-
rithms using deep learning where the implementation of convolutional networks has 
significantly improved the analysis performance when compared to preexisting 
techniques. Other applications are drug discovery, protein structure simulation, and 
determination of pathogenicity of genetic variants.

List of latest advances in the field of deep learning for biomedical and health 
informatics, but are not limited to:

• Behavioral/activity profiling based on sensor informatics using deep learning.
• Usage of deep learning algorithms for large scale classification to aid imaging 

informatics.
• Drug discovery and enhancement in translational bioinformatics using deep 

learning.
• Medical informatics.
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1.1  Types of Informatics

 1. Health informatics.
 2. Clinical Informatics.
 3. Nursing Informatics.
 4. Biomedical Informatics.

1.1.1  Health Informatics

It is the practical study of the acquisition and management of health data and the 
application of medical concepts in addition to information technology to help 
improve healthcare.

1.1.2  Clinical Informatics

It is employed in direct patient care by equipping the doctors and caregivers with the 
necessary information required to develop a customized healthcare plan. Clinical 
informaticists take up the task of analyzing raw data or medical images. They are 
also responsible for developing IT solutions to enable healthcare providers with an 
easy way to represent, view, and use health data.

1.1.3  Nursing Informatics

It is yet another type of health informatics that includes the nurse’s interactions with 
the IT solution systems. This field is extremely important as most healthcare sys-
tems and practices have uploaded their patient records online and made the nursing 
staff responsible for the day-to-day updates and maintenance of their EHRs. Nursing 
informatics specialists try to document certain scenarios that are necessary for most 
medical insurance reimbursement programs.

1.1.4  Bioinformatics

It can be defined as the application of informatics in the fields of cellular and molec-
ular biology with special attention on genomic science. It is also used to describe the 
use of bioinformatics to human health.
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1.2  Diabetic Retinopathy

Among the population of western working adults, vision impairment is mainly 
caused because of diabetic retinopathy. This eye disease is a microvascular compli-
cation of diabetes. Diabetes is responsible for damaging both the macro and micro-
vascular systems.

A detailed view of the human eye and retina is shown in Fig. 1. Color blindness 
and vision loss are the ramifications of the progressive damage occurring in the 
microvascular system in the eye, and visual impairment can occur. Figure 2 shows 
the pictorial representation of it.

In spite of having no cure for diabetes, laser surgeries and stringent control over 
glucose consumption can be used to treat diabetic retinopathy. It is important that 
such conditions be identified, early. Diabetic retinopathy is commonly developed in 
the later stages of patients having diabetes. The prevalence of this disease is depen-
dent on the age of onset of diabetes and its duration. Based on the age of onset of 
diabetes and its duration, diabetic retinopathy prevails.

In diabetic patients under 30, the presence is over 17% during the first 5 years. 
This level drastically shoots up to 97% 15 years later. For people above the age of 
30 diagnosed with diabetes, the development of diabetic retinopathy is expected up 
to 20%. This again increased to 78% after 15  years. The disease is detected by 
examining the retina and a sure sign of diabetic retinopathy is the presence of micro 
aneurysms.

Retinal Vasculature
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Macula

Macula

(a)

Lens

Iris

Cornea
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Fig. 1 (a) The right human eye cross-sectional view (b) The image showing just a small portion 
of the retina is a digital picture of the retina
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1.3  Diabetic Retinopathy Identification

An accurate diagnosis in medical imaging depends on two major factors.
Image acquisition and interpretation of the same constitute the primary factors of 

the diagnosis. These two factors are constant in any medical imaging system. They 
are responsible for the control hardware, restructuring, and processing of the image 
data and also its storage.

In opposite, the role played by computers in the interpretation of medical images 
has been constrained exclusively to the human domain. However, of late, there has 
been a slight change that has started to appear in this. Applications and systems are 
being developed where a computer system is used to aid doctors in detecting pos-
sible abnormality and anomalies.

Similar to the Spell checker system, such medical image analysis systems can 
give suggestions to the doctor regarding the diagnostics. The computer indicates 
areas in the image that require significant attention from the doctor as they have the 
potential to be abnormalities. Such technology is called computer-aided diagnostics 
(CAD). CAD application is popularly used in detecting breast cancer with the help 
of automated analytics of mammograms. Other commercial products, which are 
approved by the medical and regulatory authorities, are available. Automatic detec-
tion of intestinal polyps and the identification of lung nodules are included while 
developing CAD applications. This thesis aims to describe a system that can detect 
diabetic retinopathy. This common disease that affects millions worldwide brings a 
need for an automation method for its timely detection. Analysis and interpretation 
of the retina’s various digital images require a computer in the system. Automated 
screening is used in developing the CAD technologies mentioned here. People who 
are at the risk of developing specific diseases even before the onset of any symptoms 
are examined and this process is called screening. Such screenings could help in 
early detection and enhance treatments.

The proposed system interprets and analyses the images of the retina of a patient. 
In the case of detection of an abnormality, a retinal specialist is notified in order to 
make a detailed diagnosis. In cases where no abnormality is found, the records are 
stored without human evaluation. Automated screening, however, is a controversial 
field. It is vital that the automated system for screening be very sensitive.

Fig. 2 (a) Usual vision (b) A simulation of the vision appearing to a patient suffering from dia-
betic retinopathy
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1.4  Overview of Health Monitoring Using IOT

The internet of things technology has been gaining popularity since the past few 
years. The field has seen tremendous growth with the evolution of wireless tech-
nologies. The basic idea involves the presence of a variety of objects such as RFID, 
near field communication sensors, actuators, and so on. RFID is an essential con-
cept. Technologies like machine to machine communication and communication 
among vehicles are implemented using IoT. However, the main issue that constrains 
IoT is the problem of security. The ability to track objects anytime, anywhere has 
made companies become efficient, processes to become fast and errors to be 
minimized.

Basically, internet of things refers to the networking of everyday objects and 
treating them as autonomous machine-readable untraceable entities. This is achieved 
using RFID tags. The elements of IoT include sensing, communication, cloud-based 
storage, and delivery of data. Sending refers to gathering data. This can be data that 
is captured by a device, either an appliance or a wearable device. This sensing can 
be biometric, visual, audible, and so on.

Communication requires a means to transmit the data and information that is 
captured during sensing to a cloud-based service where it can be subsequently pro-
cessed. This is an essential part of the IoT system. This is achieved either using 
Wi-Fi or WAN.

Cloud-based capture is used to collect the data transmitted to the cloud that is 
then combined with other cloud resident data to provide useful and insightful infor-
mation end user. The data that are being combined can come from a variety of 
internet sources.

Delivery of data is the presentation of desired information to the end user. End 
users may be consumers, either commercial or industrial. The goal is to provide 
information in a manner that is clear and concise.

The cloud refers to several servers that are connected across the internet that can 
be leased as a part of software or application. Cloud-based services include data 
sharing, application usage, storage, and so on. The computation is distributed among 
several smaller machines. A shared server means sharing a part or a section of a 
server. It is allocated for the end user by the cloud service provider. Basically, a 
large number of users use the same computing and storage resources within their 
personalized virtual environments. Cloud has the advantage to save on management 
and purchasing costs that would come with having a personal infrastructure. Here, 
several distributed resources act as one, increasing fault tolerance.

Figure 3 shows the architecture of the IoT-based wearable sensors by smart mon-
itoring using mobile application. The primary purpose of IoT in the field of health-
care is to connect patients and doctors via a smart device without any restrictions. In 
this way, patients might be more comfortable and doctors might find it easy to per-
form diagnosis faster. This leads to an enhancement of consumer facilities without 
inefficiencies and doctors can make informed decisions because of this increased 
connectivity, monitoring, and information gathering.

Healthcare Informatics to Analyze Patient Health Records, for Enabling Better Clinical…



210

IoT ecosystem consists of two important elements called the sensors and actua-
tors. The sensor and network are used to collect information. The essential part of 
IoT is network connectivity and gateway. Purpose of sensors is to collect informa-
tion and data from its environment. The sensors are connected directly or indirectly 
to the networks after conversion and processing. All sensors might not be the same 
and different applications require different sensors.

2  Relevant Works and Issues

2.1  Diabetic Retinopathy Detection

The existing system provides automatic detection of diabetic retinopathy lesions 
with lesser accuracy. It does not identify the diabetic retinopathy lesions at an earlier 
stage. It does not show accurate results while comparing different types of lesions 
due to their intrinsic properties.

2.1.1  Challenges

Database selection: Several public databases are available that store pictures of the 
fundus. The identification of the most suitable database that has clear objects and 
also diabetic retinopathy lesions would be the first challenge.

Diabetic retinopathy objects that are very similar to the lesions are successfully 
detected by removing the objects and extracting lesions from the image. For exam-
ple, white blood vessels along with certain hemorrhages possess dark intensity exu-
dates whereas OD has bright intensities. The target here is to remove only such 
exudates and hemorrhages and subtract all the other remaining objects.

Fig. 3 An overview of health monitoring using IoT
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Algorithms: Since DR lesions and few other objects in retinal images share many 
similarities, various algorithms are discovered and altered to distinguish and remove 
lesions in addition to other undesired objects from the image.

Feature definitions: From the selected images, a substantial number of features 
that form the process of DR detection, can be determined. However, to reduce the 
detection time, a suitable number and types of features must be selected, which is 
very challenging. Thus, several features that separate normal images from abnormal 
images are identified and an appropriate set among them is selected. The classifier 
model strained is trained with respect to the features that are selected.

Selection of classifier: There are various kinds of data classifiers and the most apt 
among them has been chosen for our purpose. It must be noted that the selected 
classifier is then trained to distinguish among the normal and abnormal images.

2.1.2  Literature Survey on Hemorrhages Segmentation

One of the important irregularities that can be found in diabetic retinopathy is reti-
nal hemorrhage. Therefore, it is important that the segmentation of hemorrhages be 
an important objective. For example, Kleaesirikul et al. [1] propounded an algo-
rithm for finding such type of hemorrhages with help of morphological top hat 
transform, which is successive closing and opening of the image. Blood vessels and 
hemorrhages are represented by pixels and the background of the image is repre-
sented by black pixels. Then, the features such as color, eccentricity, and compact-
ness were extracted. A rule-based classification was used to classify the hemorrhages. 
This classification produced a precision of 99.12%.

A sensitivity of 80.37% was recorded of this work and this made it a big chal-
lenge. This work again suffered from the drawback that it only considered 20 
images. This work was primarily focused on separating the picture and the blood 
vessels. Blood vessels are detected by morphological openings consisting multi 
scale structured elements thus, these were removed from the picture. In this way, the 
hemorrhages were segmented. A sensitivity of 87.69% has been attained through 
this methodology. The advantage of this method does the clear segmentation of 
Mas, which is an early indication of diabetic retinopathy. A major drawback of the 
study is that it doesn’t take accuracy test into consideration but, to verify the perfor-
mance of the algorithm, accuracy is an important factor.

2.1.3  Literature Survey on Exudates Detection

Retinal exudates are major abnormalities that can be found in DR patients. The 
categorization of searching for appealing objects in the color fundus has been a 
major approach. As a reference, Reza et al. [2] proposed an algorithm that parti-
tioned exudates successfully by employing a suitable image processing technique 
that depends on an average filter, contrast adjustment, morphological opening, and 
watershed transformation. A relatively high sensitivity of 96.7% was recorded by 
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their methodology. In contradiction to this approach, Tripathi et al. [3] put forward 
a different technique that could facilitate the automatic segmentation of accidents.

In ref. [3] the authors had developed an automatic technique that segmented 
accidents based on the gray-level variation. The image was free from OD by making 
use of the popular K-means clustering algorithm. Entropy, smoothness, area, inten-
sity watchos anus features and those were separated using the SVM algorithm in 
order to identify the intensity of DR. Similar approach could facilitate the detection 
of low, mediocre, and extreme states of NPDR. The categorization test proposed 
here reached an accuracy of 94.17%. But the sensitivity was not recorded. Kaur and 
Mittal [4] designed an algorithm that segmented exudates coming from an altered 
dynamic region growing technique. But this study did not indicate the differences 
between NPDR and DR and also lacks accuracy record.

2.1.4  Literature Survey on Blood Vessels Detection and Segmentation

Both hemorrhages and blood vessels are somewhat closer in shade; however, both 
vary in proportion and shape. Hence, numerous perspectives for automated retinal 
blood segmentation have been put forth. For example, Selvathi et al. [5] used the 
Gabor wavelet transform method and propounded a blood vessel segmentation 
method. Each pixel was classified with the means of SVM and Relevance Vector 
Machine (RVM) classifiers to vessel or nonvessel depending on the feature vector 
of the pixel. The uphill task here is the prolonging valuation time for blood vessel 
segmentation where 252 s stands out as the top attainment.

2.1.5  Literature Survey on Optic Disc (OD) Detection and Filtering

The color of exudates and optic disk (OD) in retinal fundus images is yellow. Hence, 
the number of algorithms has restricted and eliminated OD for better detection of 
exudates. Dehghani et al. [6] put forward an OD elimination algorithm that uses the 
matching of histograms. The mean of histograms of different colors was considered 
as a template for localizing the midpoint of the OD. The interconnection and thresh-
olding techniques were taken into account to partition the OD. The effort has flaw-
lessly localized OD. Still, only 91.36% of the OD pixels were segmented. Foracchia 
et al. [7] too gave a different procedure for the localization of OD using detection of 
the primary vessels as they come out in the same direction from the OD. After that, 
geometrical parametric models were propounded by them, to detail the direction of 
the retinal vessel, and two model parameters were used to identify the OD. Yet, one 
of the drawbacks of this method is that it localizes only the OD.

2.1.6  Literature Survey on Diabetic Retinopathy Classification

There have been numerous algorithms that have been put forth to distinguish the DR 
type retinal fundus images. Arvind et al. [8] created a technique that discover micro 
aneurysms, one of the topmost clinical signs of diabetic retinopathy. Morphological 
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operations were used to implement this. Some of the elected and extracted features 
were entropy, interrelation, energy, area, contrast, and so on. The support vector 
machine (SVM) algorithm was instantly used to segregate every image as either 
normal standard, tender, or extreme NPDR. Accuracy and sensitivity of 90% and 
92% were achieved in the study, respectively. However, the study could not detect 
successfully, mild NPDR. Sujith Kumar et al. [9] proposed an automata algorithm 
for the detection of MAs using Adaptive Histogram equalization (AHE). This algo-
rithm segregates each input image as normal retina or NPDR. The NPDR were then 
further classified into mild, moderate, and severe NPDR. This was done based on 
the number of MAs detected. Distinguishing between moderate and severe NPDR 
was possible in this method. This work’s precision was recorded as 94.44%. 
However, the work’s sensitivity was not noted. Tjandrada et  al. [10] focused on 
grouping into sets of light or extreme. K-means clustering algorithm was used to 
segment the exudates. Out of the three types of classifiers that were used, multilayer 
perception and neural networks classifiers produced the optimal distinguishing out-
put of 91.07% accuracy.

2.2  Coronary Heart Disease Detection System (Table 1)

The key issues in the existing system can be summarized as follows

• Existing technique diagnosed only heartbeat variations.
• There is no monitoring of particular cardiac disease.
• No accurate assessment technique for coronary artery calcification (CAC) auto-

matic cardiovascular risk assessment.
• Positron emission tomography (PET) imaging can be helpful for performance 

comparison but results not accurate for obstructive CAD detection.
• Blood thickness measurement cannot be made by fat deposit in blood as the only 

amount of blood flow to test through ultrasound high-frequency sound waves is 
measured.

3  Case Study 1: Diabetic Retinopathy Detection

3.1  System Architecture

System architecture comprises of different stages of processing of images and seg-
mentation techniques used to extract and filter the retinopathy lesions with a signifi-
cant precision level. The schema of the system is presented in Fig. 4.
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Table 1 Comparison of various existing techniques

Method Algorithm Advantages Disadvantages

Dynamic contras 
enhance magnetic 
resonant PET image

Genetic 
algorithm(GA)

Improve the diagnosis 
and chemical 
assessment of care

Obstructive CAD 
detection results are not 
accurate

3D tracking Doppler Range Doppler 
algorithm

Improve the accuracy of 
maximum velocity 
measurement

Amount of blood flow to 
test through ultra sum 
higher frequency

Automatic method for 
side branch ostium 
detection

2D circle 
detection 
algorithm

Trace the ascending 
aorta

Segmentation is a timing 
problem

Automatic detection 
of CAD in low-dose 
chest CT

Convolutional 
neural network

Reliable automatic 
cardiovascular risk 
assessment

Coronary artery 
calcification (CAC) is not 
accurate

Automatic 
myocardial 
segmentation

Random forest 
algorithm

Fully automatic 
segmentation of 
pipeline for myocardial 
segmentation

Decrease in training sets

Predicting the 
location of high-risk 
plaques in CAD 
patients

Support vector 
machine

Predict higher risk 
plaques

Limited resolution

Detecting 
cardiovascular disease 
from mammogram

Deep planning Achieve level of 
detection stimulation

Certain results are not 
clear

Multilevel modeling 
approval

Procedure and 
estimation 
algorithm

Improve the accuracy in 
prediction

Prone more for plaque 
development

Temporal 
probabilities 
graphical model

Dynamic 
Bayesian 
networks

Abstracts raw temporal 
data into higher level 
interval-based concepts

Chosen cut off value is 
less

Robust optimization- 
based CAD

Naive Bayes Measures obtained in 
the 150 s for CAD 
labeling

Low-quality image

Semiautomatic 
detection of CAD 
stenosis

Learning vector 
quantization

Detecting stenosis is 
more than 50% on 18 
real data

More features are used in 
detection which is time 
consent

Catch pendulum 
problem for 
asymmetric data 
delivery

Random forest Optimized energy 
conception of nano 
DES for communicating 
data

Deformation need to be 
papers

3D reconstruction of 
CAD

Deep learning 
algorithm

Effective and robustness The vascular center line is 
very large

An acoustic features 
for identification of 
CAD

Neural networks Diagnosis of CAD is 
very closed to the ECG 
exercise test

Improvement of potential 
hearts sound for the 
necessary gain of clinical 
relevance

(continued)
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3.1.1  Image Acquisition

The method mentioned in this section is applied to the data sets. This is exactly the 
same technique used by researchers to find out the efficiency of their segmentation 
algorithms. A 450 FOV Canon 3CCD digital camera was used to take the retinal 
snapshots with a fundus shade of 40. The image is shown in eight bits consisting of 
the color plane and the images are stored in JPEG format.

3.1.2  Preprocessing and Image Enhancement

First, the snapshots comprising the data set are resized to 720 × 576 pixels at the 
same time. After this, the plane with green color is altered and used since it helps in 
indicating the best quality contrast between vessels and retina. The gray degrees 

Table 1 (continued)

Method Algorithm Advantages Disadvantages

Fast computation of 
hemodynamic 
sensitive

Naïve Bayes Good performance 
measured is achieved

Uncertainty of blood flow 
and pressure at 
bifurcations

X-ray-based blood 
pressure microsensor

Convolution 
neural network

Evaluation of the 
pressure drop

No improved receptor

Morphological 
analysis of left 
ventricle

Deep learning Potential predictive 
values for guide 
diagnosis

Complex process that 
precedes clinical 
manifestation

Noncalcified CAD 
plaque

Random forest Cross-validation used to 
assess prediction of 
accuracy

Small no. of observation

Diastolic timed 
vibrator

Support vector 
mission

Minimal trained data Reliable synchronization 
of generated vibration

Imaging-based 
modeling and 
precision

Vibrate image- 
based model

Detect acute 
cardiovascular events

Transforming clinical 
application is a challenge

Datasets
(Retina
images)

Preprocessing
Image

Enhancement
Image

Segmentation

Feature
Extraction Classification

Fig. 4 System flow diagram
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image is normalized stretching The image contrast is stretched using CLAHE to 
normalize the gray degrees image. This is done to cover the entire pixel dynamic 
and also including dark border pixels along with any photographic labels. This lim-
its the amplification of any noise in the low-level region of the image.

3.1.3  Segmentation of Image

It must be noted that the green factor depth is inverted. After that, the border is 
detected and components in disc form of about 8 mm are then formed using mor-
phological beginning operation, which is an erosion technique aided by dilation. 
Eroded photograph is subtracted from the actual photo and the border is gained. 
After this CLAHE, adaptive histogram equalization is done in order to increase the 
juxtaposition of the original picture and to improve the accuracy of rough illustra-
tion. Again, a morphological starting operation is done to make the blood vessels 
stand out. The image is covered from grayscale to binary, after subtraction. Median 
filtering is done to remove the “salt and pepper” sound. The image border is obtained 
once the subtraction of the boundary of circular-shaped components, from the 
image using median separation. Later, the boundary is eliminated once the holes 
that did not reach the edge are filled in order to accomplish the ultimate picture. The 
blood vessels with black history are found out by reversing the last photo’s pixels.

Bright lesion classification exudates generally seem bright yellowish-white 
deposits at the retinal layer. The form and period of these lesions differ with rangers 
of retinopathy. The photo of the green channel is extracted and transformed into a 
grayscale image after which it is preprocessed in order to bring it to a uniform for-
mat. The morphological final action is then carried out to remove the blood vessels. 
This includes dilation discovered with the help of erosion. Adaptive histogram 
equalization is carried out twice with the help of the segmentation of the image for 
the exudates to be visible. The highlighting characteristics obtained highly differ in 
the picture with red lesions appearing in the form of minute red spots on the retinal 
fundus photo.

3.1.4  Feature Extraction and Classification

Blood vessels area, exudates, and micro aneurysms are pulled out as features. These 
measurements are taken into consideration to classify the snapshot precisely. There 
are seven competencies that include area calculations and five features that concen-
trate on the texture.

Sparse representation classifier (SRC) helps to categorize the images into usual 
and unusual. The photos containing lesions are labeled abnormal and those without 
are labeled usual. The primary work of the SRC is the most suitable hyperplane. It 
comprises of linear and nonlinear strategies for this hyper aircraft creation. It is an 
idea widely used in statistics and is frequently associated with analyzing methods 
that verify data and identify designs.

S. Sobitha Ahila



217

3.2  Modular Design

3.2.1  Data Collection, Preprocessing, and Image Enhancement

Images used in this study were acquired through data sets present on the internet. 
The system needed the retina’s fundus pictures and nearly 20 photos comprising 
micro aneurysms and hemorrhages were used. Normal, lesion free images were also 
considered in order to use them for comparison, detection, and classification 
depended on states like saturation, backscattering of light, and also blurs (Fig. 5).

During preprocessing, scaling algorithm is first applied to process the retina’s 
fundus image without any difficulty. The green channel of the pictures, RGB are 
used since it gives high-quality visibility of the lesions if they are present in the 
picture. The images are then converted to grayscale and divided into 3 × 3 matrix for 
which a mean is calculated that takes the place of the older values. The peak signal 
to noise ratio PSNR is found out in addition to the mean square error (MSE). The 
salt and pepper sound is removed in order to clearly present the image.

3.2.2  Image Segmentation and Feature Extraction

The algorithm of segmentation morphology has been used where the picture is 
transformed as a binary photo in which 0 or 1 (black or white) takes the place of 
every pixel in the picture.

For extracting characteristic we once more use the gray-scaled picture and look 
if any of the features such as correlation, contrast, homogeneity, or energy, where 

Fig. 5 Functional architecture
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contrast is the variation in luminance, that is, a shade that helps to distinguish an 
object, correlation basic operation to gain the information out of a picture, and the 
texture in the picture is found out using energy and homogeneity. It gets completed 
with the help of a gray scale cooccurrence matrix along with statistical techniques 
such as average, standard, and difference.

3.2.3  Analysis and Classification

The extracted characteristics and the standard retina picture are fed to the sparse 
representative classifier (SRC) to facilitate the comparison of both the pictures, and 
the diabetic retina can be recognized and categorized as micro-aneurysm and 
hemorrhages.

4  Conclusion

Focus of the project has been on the abnormality’s detection and diagnosis of early 
diabetic retinopathy. Exudates provide illustrations. Detecting one or two exudates 
near the fovea of the eye is enough to mark the particular image as a suspect, a 
potential diabetic retinopathy affected eye. The system proposed could provide cer-
tain diagnostic information. Results indicated that the computer system is capable 
of differentiating between the various bright lesions. This could be easily applied in 
detecting the red lesions, which can then be further classified as micro aneurysms 
and hemorrhages. Considering the location and the medical urgency’s anatomy of 
the lesion type can also be determined. Taking for example, in regards to the vascu-
lar arch, lesions formed outside the arch can be classified as having a lower urgency 
than those found inside of the arch. So an important parameter would be the urgency 
measures or scores. Thus, mapping is done between the posterior probability to the 
urgency score by training using large data. Position, posterior probability, and the 
lesion type would be chosen features in addition to the information regarding the 
patient. It must be noted that using smaller and few datasets would give the impres-
sion that an issue is solved. But in reality, certain abnormalities are rare that an 
extensive database is required. During screening, such rare conditions can be very 
important and identification of such conditions could be essential toward successful 
diagnostics and treatment. Hence, a large database along with improvements toward 
evaluation could improve the screening performance. The model is trained using 
supervised learning approach which means that the model learns from examples. 
Hence, it makes sense that providing the system with more examples could increase 
the performance considerably. Large databases are required to store these examples 
and they have to be annotated by medical experts. When this study was done dia-
betic retinopathy was a preventable source of blindness but now it is a disease that 
could be identified via this retina analysis approach. Other ailments include degen-
eration of muscles that are related to age, a disease that causes central vision loss. 
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This disease can be detected by the presence of Drusan. Results show that the sys-
tem is capable of detecting the presence of Drusan.

5  Case Study 2: Coronary Heart Disease Detection System

5.1  System Architecture

Internet of things technology is seeing a boost in its areas of applications, especially 
in patient monitoring systems remotely. Monitoring system is based on observing 
the heartbeat of the patient automatically through connected networks based on sen-
sors. The system is capable of detecting a patient’s critical condition by processing 
data obtained from the sensors and immediately notifies doctors. The doctor can 
monitor the patient from anywhere. The patient is put up with the sensors and the 
sensed data are forwarded to the server through the Wi-Fi. Patient monitoring is 
made easy for a doctor. On the server side, the patient’s body temperature and heart-
beat can be sensed from time to time and get updated through Wi-Fi. So the doctor 
can monitor the patient whenever he wants. If the heartbeat is high then automati-
cally a notification is sent to the doctor using the GSM module.

The proposed system’s architecture is given in Fig. 6. It is comprised of several 
modules where the acquisition module is with arduino board, piezoelectric sensor, 
temperature, and humidity sensor along with Bluetooth 4.0, which is used in trans-
mitting the data to cell phones with Bluetooth version 4.0. The Bluetooth 4.0 is 
capable of improving the compatibility and it helps in decreasing the power con-
sumed by the system. Subsequently, the data of heart pumping sound are made to 
receive in the android mobile phone and the real-time signal curve is plotted. The 
app can multi perform as a display device and for additional analysis, it can upload 
data to a cloud platform, which is responsible for integrating the data for diluted 
processing and storage. As a result, the authorized cardiologist is provided with the 
facility to fetch the data set along with the results through any peripheral devices 
that are provided with specific software. The users are facilitated to obtain the 
results of the diagnosis.

5.2  Functional Architecture (Fig. 7)

The picture shows the functional architecture of the propounded system. Functional 
architecture identifies the function and their interactions among each other for the 
following requirements of the system. The system’s functional design as shown in 
the picture reveals the sequential process of analysis of abnormal waveform and the 
intimation is being given to the cardiologist.
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6  Results

The mobile application is designed with a dashboard consisting of readings for 
artery thickness and levels such as glucose, temperature, humidity, date, and time. 
Without creating much harm, the nonclinical study was performed on subjects with 
good health conditions. Thus, the implementation of this study did not require any 
ethical approval. The artery thickness of the subject is obtained by placing the 
piezoelectric at the thumb and fixing it with tape then read with the help of the 
Arduino UNO and Arduino IDE. The ECG waveforms are also generated. It is time- 
consuming for the cardiologist to analyze it manually. Gaussian kernel-based SVM 
classification was applied for the data set consisting of long-term ECG recordings 
in healthy subjects. The continuous ECG signals were obtained.. The ECG signal in 
the time interval is obtained using QRS Detection interval. It can be calculated 
using Eq. (1).
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 QRS QT C= /  (1)

where C is the number of cardiac cycles.
Then precision and recall parameters are also used to find the accuracy, the same 

can be calculated using Eqs. (2) and (3). When tested with samples of healthy sub-
jects the precision value was significantly higher.

 Recall TP TP FN= +/  (2)

 Precision TP TP FP= +/  (3)

where TP, FP, and FN are the true positive, false positive, and false negative classi-
fication results for the healthy samples. More specifically, Recall shows the percent-
age of the ground truth that was retrieved and Precision represents the percentage of 
were relevant.

 Accuracy TP TN TP FP FN TN= + = + +/  (4)

By checking with the number of healthy samples the accuracy obtained using Eq. 
(4) is 85%. Figure 8 represents the accuracy graph where it shows the accuracy of 
different related works algorithms against the proposed algorithm the accuracy.

Figure 9 represents an artery thickness graph based on the readings of the given 
parameter condition where the data are collected from piezoelectric sensor.

Figure 10 represents a temperature graph based on the readings of the given 
parameter condition where the data are collected from temperature/humidity sensor.

Figure 11 represents a humidity graph based on the readings of the given param-
eter condition where the data are collected from temperature/humidity sensor.

7  Conclusion and Future Work

The issues in the existing system are that only the patient’s general condition (heart-
beat) is being monitored using heartbeat sensors. Cardiac remote monitoring was a 
difficult task for different cardiac diseases such as coronary heart disease. Several 
attempts were made using different sensors such as ECG Sensors for cardiac moni-
toring, which was cost expensive. So, to overcome the issue, the propounded system 
will use the piezoelectric sensors which are less cost-effective to monitor the artery 
thickness of coronary heart disease using Internet of Things. It has been imple-
mented where the acquisition module consists of an arduino board, piezoelectric 
sensor, temperature, and humidity sensor along with Bluetooth 4.0 that will transmit 
the abnormal waveform data to the mobile phone. The android application develop-
ment module receives the abnormal waveform data and real-time signal curves are 
plotted and acts as the display device. Data retrieval and alert mechanism module 
will send data to the cloud platform for in-depth analysis. The authorized cardiolo-
gist is provided with access to the cloud platform to fetch the data through 
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Fig. 8 Accuracy graph

Fig. 9 Artery thickness based on the readings
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peripheral devices. It is possible to monitor cardiac patients on a regular basis by 
using a piezoelectric sensor that measures the thickness of the artery. It can be 
extended further to expect the healthcare system to execute for different cardiac 
disease conditions.

Fig. 10 Temperature graph based on the readings

Fig. 11 Humidity graph
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Malaria Parasite Enumeration 
and Classification Using Convolutional 
Neural Networking
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1  Introduction

Malaria, a grave illness prevalent in emerging populations, is an imperative cause of 
death and illness, which is required to be addressed immediately. The World Health 
Organization guesstimates 300—500 million malaria instances and a few millions 
of demises every year. Malarial infection is triggered by protozoan parasites of the 
plasmodium genus by entering the bloodstream. It is spread mainly in two different 
ways namely through the infected female mosquitoes and blood transfusions [1]. 
The incubation period of this parasite is 8–12 days in common cases and in some 
erratic classes of malaria, the gestation period is noticed to be more than 10 months.

There are four modules of malaria parasites tainting beings namely Plasmodium 
falciparum, Plasmodium vivax, Plasmodium ovale, and Plasmodium malariae. 
P. falciparum is an organism that is predominant in tropical and subtropical zones. 
It is one of the species that can cause severe, potentially fatal malaria. P. vivax is 
found typically in Asia, Latin America, and in fewer parts of Africa. P. ovale and 
P. malariae are less regularly encountered.

Malaria diagnosis procedure is commonly categorized based on two criteria 
namely cost and performance. Polymerase chain reaction (PCR) and third harmonic 
generation (THG) are categorized to be highly sophisticated and costly procedures. 
The PCR works by detecting the specific nucleic acid sequences related to the malar-
ial infection and the THG produces the imagery of discharge from the Hemozoin 
applying the infrared ultrafast pulsed laser excitation. The above- mentioned proce-
dures are highly perfect that provides a greater value sensitivity and specificity for 
identification of malaria infected victims but they need a dedicated structural plan 
which is very expensive and also it has high processing complexities.
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Rapid diagnostic test (RDTs) belongs to the low-cost category of testing for 
malaria in which it identifies specific antigens originated from malaria parasites in 
examined blood utilizing conventional microscopy. RDTs are comparatively profli-
gate in malaria analysis and the procedures are carried out by any untrained people 
but their findings can be inaccurate. Also, commercialized RDT testing kits are 
precise to a specific class of plasmodium parasites and in trials where varied con-
tamination is assumed, all the four testing kits should be used.

Quick and precise identifications of malaria contagion are the crucial mecha-
nisms to regulate and treat this illness efficiently. At present, the most commercial 
and consistent diagnosis for malaria is based on the minuscule investigation of 
plasma slide, particularly based on the thin body fluid stain, which persists the gold 
benchmark. Using a light microscope, expert microbiologists perform this proce-
dure manually by searching for the parasites in the blood slides. Although these 
techniques consume less time the outcomes obtained are unreliable.

This initiates a path to establish prompt and precise analyzing techniques in which 
management of an enormous number of instances in a fleeting time is a challenging 
mission. Since the microbiologists are not well trained in many emerging nations the 
conventional procedures are not reliable. In prevalent populations, test center special-
ists are often inexperienced with malaria and so they are expected to decide the level 
of infection erroneously [2]. This brings an urge to mechanize the identification of 
malaria so that the surge and dissemination of malaria can be regulated.

By reviewing the previous research works it is noticeably clear that the reliable 
results are produced only by the expensive sophisticated techniques [3]. In circum-
stances where a huge figure of trials needs consistent investigation, the labor- 
intensive recognition process is time-consuming and undependable. Therefore, 
efficient, and fast procedures are required for the discovery of malaria parasites to 
prevent the misleading identification of malaria infected people. Therefore, we 
develop a different context of categorizing malaria centered on the intricacy involved 
in detection and processing.

Automation plays a particularly essential part in the issue of throng testing of the 
malaria infected blood samples [4]. An advanced procedure for mining the corpus-
cles from the impressions obtained from the plasma trials and categorizing the dif-
ferent plasmodium parasites was designed using ANN and deep learning classifiers. 
A system based on image processing of Giesma tainted wafer-thin stain image 
obtained from the microscopic blood samples. The procedure for the diagnosis is 
divided into three parts mainly:

• Identification of malaria-infected erythrocytes.
• Enumeration of the malaria infected erythrocytes and parasitemia calculation.
• Categorization of malaria parasites into their phases of infectivity and respective 

varieties.

In rustic zones where malaria is prevalent, numerous field investigations have 
narrated that manual microscopy is an unreliable screening method when untrained 
technicians perform the test. The technologically advanced system is highly sophis-
ticated for diagnosing stages of infection by training the ANN and deep learning 
classifiers with appropriate features.
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The chapter is organized as follows: the literature survey is done for segmenta-
tion, enumeration, and classification of the malaria infected samples using various 
techniques and algorithms; thereafter two different techniques tested with the 
infected trials and the corresponding results are discussed; the proposed method is 
discussed for segmentation using adaptive threshold segmentation and categoriza-
tion of infected red blood cells into their different phases and species.

2  Related Work

Various research works were surveyed, and all these methods gave a clear insight 
into how the segmentation is done for identifying the parasites in the blood smear 
using different algorithms. Kaewkamnerd et al. [5] tailored an instinctive mecha-
nism for malaria organism recognition and the categorization of the genus on dense 
plasma film. The technique was featured with motorized stage units centered on 
digital image laboratory analysis and intended to effortlessly mount on most tradi-
tional lightweight microscopes used in the rampant areas. For efficient procurement 
of featured images for the evaluation the segment was built which could monitor the 
activities of factual electron lens and light microscope stage at elevated precision. 
The assessment system might precisely categorize parasite forms, into Pf or Pv, 
based on the dissemination of chromatin scope.

Another different method was devised by Diaz et al. [6] for the assessment and 
grouping of erythrocytes in tainted wafer-thin plasma films contaminated with 
P. falciparum. This research work proposed a luminance correction segmentation 
that uses a standardized RGB color space for categorizing pixels either as erythro-
cyte or red blood corpuscles trailed by an inclusion tree depiction that disconnects 
the pixel data into objects from which the infected corpuscles are found. Tracked by 
a two-step categorization procedure that classifies contaminated erythrocytes and 
makes a distinction in the contagion stage using trained classifiers. The main restric-
tion of this technique is that user involvement is granted when the methodology 
cannot achieve an appropriate outcome.

ShrutiAnnaldas et al. [7] developed an algorithm for the analysis of malaria infectiv-
ity on wafer-thin plasma stains. Morphological and macro level assortment practices 
are manipulated to pinpoint the erythrocytes and possible infectious parasites present 
on infinitesimal slides. Numerous considerations of blood cell image are examined 
using the phases of the image, GLCM features as energy, skewness, kurtosis, and stan-
dard deviation. These works help in calculating the number of RBCs and WBCs clearly 
as the labor-intensive counting method is not a reliable one to determine the numbers.

Muhammad Imran Razzak et al. [8] represented a procedure for computerized 
discovery of the falciparum and the vivax plasmodium. Although the malaria cell 
separation and the etymological analysis is a tough challenge since both possess the 
complicated structure uncertainty in minuscule films. To enhance the implementa-
tion of malaria parasite segmentation they are been classified as segmented RBC 
and RNN. Segmented RBCs are classified into the normal RBC and the infected 
cells into further types.
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Fathima et al. [9] designed an instinctive recognition scheme for segmenting the 
corpuscles from the other objects and the background in a microscopic image since 
the malaria parasite promptly affects the red blood cells. The distance transform and 
the watershed transform are used in combination to identify and separate the 
infected erythrocytes and make is distinct even if overlapped. The progress in the 
diagnostic precision of the parasite’s detection in red blood cells is seen in the out-
comes and it also illustrates the life phases of the infected parasite.

Stephen Bias et al. [10] proposed a novel and highly efficient algorithm for diag-
nosing the infected malaria thin blood smear samples. The procedure diminishes the 
intercell intervention of the RBC by using a distinguishing dynamic thresholding 
technique. The image morphological operations were carried out after the thresh-
olding process followed by edge-based detection of the infected RBCs using fuzzy 
logic. This coding is uploaded into the Rasberry PI kit and a product development 
is done. This study has the major constraint of isolating the infected cells from over-
lapped cells of comparable features and the likelihood to integrate it into the machine 
learning concept.

Yuhang Dong et al. [11] presented a detailed study on the discovery of malaria infec-
tious parasites from microscopic plasma films. Three well-known convolutional neural 
networks were used for the identification of infected malaria samples namely, AlexNet, 
LeNet, and GoogLeNet. The outcomes attained by using these networks were con-
trasted with the findings found by using a support vector machine and it was found that 
this method gave 95% accuracy. This exactness rate is better than the older SVM 
method. This paper highlights the identification of malaria parasites from the plasma 
thin films, but it did not concentrate on the stage of illness and species of malaria.

Divyansh Shah et al. [12] customized a convolutional network cascading three 
convolutional layers fully connected having multiple filters in each layer. The model 
is trained with nearly 18,000 samples and tested with nearly 9000 samples of thin 
blood smear. The effectiveness of the procedure is high, and it generated an exact-
ness of 95% in the identification of the contaminated parasites. This procedure is 
used only to discover whether the patient is diseased with malaria or not. This is not 
reliable for counting the number of RBC affected with the parasites and also could 
not identify the stage of infection.

JasmanPardede et al. [13] was competent to categorize the infected blood cells 
from the normal one and were able to compute the parasitemia value in a thin blood- 
stained sample. The RetinaNet object detection approach was implemented in 
which ResNet101 gave an average accuracy of 0.73 with a precision level of 94%, 
whereas the ResNet50 gave an accuracy of 0.71 with a precision level of 73%. This 
algorithm was successful in identifying the infected cells, but it fails in labeling the 
infected blood cells prominent to the inaccuracy of the number of contaminated 
cells in the blood cell.

Vijayalakshmi et al. [14] projected a deep neural network prototype for discover-
ing the purulent erythrocytes in the blood smear utilizing the transferal learning 
approach. The transferal learning approach is defined by fusing the Visual Geometry 
Group (VGG) network and support vector machine (SVM) by executing trained 
upper tiers and halt out the rest. This technique gave a precision of 93.1% in 
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differentiating the infected malaria corpuscles from the normal corpuscles. By com-
bining the VGG and SVM techniques the author has proved an increase in the effi-
ciency of the system as compared to the standard convolutional neural networks. 
This trained network is proposed for identifying only the falciparum species, which 
is the significant inadequacy of this research work.

Suriya et  al. [15] tailored a deep convolutional network for detecting malaria 
infected red blood cells using high hyper-parameter tuning for comparing the vali-
dation loss and accuracy. The kappa coefficient and the Mathews correlation coef-
ficient were computed and optimized by applying the Adam and Adagrad optimizers 
for improving the finding precision of the malaria infected erythrocytes. This 
method gave an outstanding accuracy of 98.9% by focusing much on the hyper tun-
ing of the developed network and optimizing it.

Traore et al. [16] projected a novel proposal on customizing the microscopes for 
identifying the malaria infected blood sample from other smears. According to the 
authors, the smart microscopes can be developed by applying convolutional neural 
networking directly from the capture of the images from the blood smears. The 
training data set images are given to the microscope and trained in prior. These 
trained datasets are tested and validated by the mixed set of samples containing 
cholera and malaria-infected blood smear images. This method of customizing the 
microscopes gave interesting results for achieving the classification accuracy of 94%.

Feng Yang et al. [17] investigated the options for detecting the malaria infected 
samples of blood smears by applying an intensity-based iterative global minimum 
screening (IGMS) and a modified convolutional neural network. The IGMS does a 
fast screening of the blood trials and identifies the corpuscles infected with malaria 
and CNN will extract the infected cells from the background of the blood sampled 
image. This method gave an accuracy of 93.46%. This could lead a path to automate 
the diagnosis by creating mobile applications and differentiating the species of 
malaria.

Qayyum et  al. framed a kernel dilation-based innovative and strong convolu-
tional neural network to inevitably differentiate the diseased corpuscles from the 
uninfected blood cells. The author followed a trial and error method of using three 
distinct dilation methodologies among which the Fibonacci series wise distended 
CNN model gave promising results and staged well in calculating all the metrics 
with an accuracy of 96.05%, precision 95.80%, and F1 score 96.06%.

By proposing an image processing algorithm, the identification of the malaria 
parasites in plasma images can be automated. There is no such design for calculat-
ing the parasitemia and classification of the life stages implemented together. This 
will increase the process of diagnosis and increase the accuracy.

For classification of the parasites into their life stages, there are many classifiers 
used in the literature survey learned. Classifiers like fuzzy and SVM neural net-
works are complex for a greater number of inputs. Also, these algorithms are much 
time consuming and complex to understand the algorithm. In this research work, we 
tend to implement a fuzzy C-means clustering and adaptive thresholding segmenta-
tion followed by classification of the infected erythrocytes using conventional neu-
ral networks and deep learning neural networks.
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3  Edge Based FCM Segmentation

The dataset was collected from the National Library for Medicine-LHNCBC. The 
raw imageries illustrate high-level variations in intensity, contrast color tone, and so 
on, and the minuscule pictures are been transformed from RGB to gray scale to 
decrease the processing time. The contrast of the pictures is being enhanced by 
using gamma equalization as shown in Fig. 1. The performance of medical image 
processing techniques is been attacked by the luminance nonlinearity, which are 
being introduced by many medical imaging devices.

In the therapeutic image examination, one of the stimulating tasks is noise ampu-
tation. A novel adaptive median filter (AMF) technique with highly tunable factors 
for impulse noise reduction [18]. Since, damage of image facts fallouts in imprecise 
image study which may show lethal to the life of an individual. Image augmentation 
is a procedure with primary emphasis on dealing out an image in such a technique 
that the treated image is more appropriate than the original one for the explicit 
application.

Edge enhancement is been required to analyze an image to extract the features of 
its contents. Among the various types of techniques, Unsharp Masking has been 
selected to give good results for enhancing the edges. For the preprocessing phase 
of a vision processor or similar applications, these methods are being used.

The technique provides segmentation of malaria and infected erythrocytes for 
diagnosis. The infected erythrocytes are categorized and extracted from the unin-
fected corpuscles. Figure 2 depicts the workflow of this technique and was carried 
out by using the unprocessed microscopic tainted plasma images that included 
malaria infected and healthy blood samples. The results are shown below and dis-
cussed individually.

By considering all the three components, that is, R, G, and B, which results in the 
gray scale, the RGB to gray conversion is being done. The color space transforma-
tion is done on the input images, it is transformed into a gray scale copy and illumi-
nation correction is done using gamma equalization as shown in Fig. 2.

Image Acquisition using
High Definition Camera

Color Space Transformation
(RGB to Gray)

IIIumination Correction
Using Gamma Equalization

Technique

Noise Reduction Using
Adaptive Median

Connected Component Analysis – Extraction of Binary Image

Morphological
Operation

Hole Filling
Methodology

Extraction of Malaria
infected Erythrocytes using
Fuzzy C-Means Clustering

Edge Enhancement of 
Noise removed images

Final Segmentation using
Minimum Perimeter Polygon

method

Fig. 1 Block diagram for edge-based infected parasite—corpuscle segmentation
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The impulse noise in the images has been removed using adaptive median filter. 
Edge enhancement is performed followed by fuzzy C-means clustering to abstract 
the diseased erythrocytes is shown in Fig. 3.

To ameliorate the features of the parasite extracted, the binary image obtained 
from the FCM method is processed by applying connected component analysis and 
the result of erosion and hole filling is shown in Fig. 4.

An edge-based segmentation of the erythrocytes is done using the minimum 
perimeter polygon method. Counting of the number of diseased parasites and the 
total number of erythrocytes in the blood sample is done as shown in Fig. 5.

Fig. 2 (a) Original image, (b) gray scale image, and (c) image after illumination correction
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According to the parasitemia estimation procedure undergone there have been 38 
infected cells counted and 51 total number of RBCs counted. Therefore, by calculat-
ing the parasitemia, it is shown that in this blood sample 74.5% is the percentage of 
infection as shown in Fig. 6 (Table 1).

Parasite concentration approximation when normally done by utilizing the tradi-
tional microscopy give errors, and apart from conceivably prompting the manage-
ment of distinct victim who has the latent to produce major significances for medical 

Fig. 3 (a) Image after noise removal, (b) image after edge enhancement, and (c) image after FCM 
segmentation
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efficacy trials of malaria vaccines or prophylactic drugs [19]. Besides, time con-
sumption is high in this technique, which also roots a delay in examining the disease 
further. Widely with digital counting approaches, and to critically estimate particle 
scrutiny procedures, we were able to experiment extremely precise manual counts 
of a range of parasite densities in this study.

Fig. 4 (a) Final FCM segmented image, (b) image after erosion, and (c) image after centroid 
positioning
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Fig. 5 (a) Final segmented image after the MPP algorithm, (b) boundary detection for infected 
parasites, and (c) boundary detection of the total number of erythrocytes present in the blood sample

4  Automatic Enumeration and Classification of Malaria 
Parasites Using ANN

The proposed scheme applies two different analyses regarding malaria parasite enu-
meration and classification. The first one is to find the percentage of infection in the 
patients namely parasitemia. Second, the classification of parasites in which stage 
they currently belong to in order to find the period of contagion in victims.

The block diagram of the proposed method as depicted in Fig. 7.
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4.1  Image Preprocessing

Images from the National Library for Medicine–LHNCBC database were of differ-
ent spatial resolutions and nearly 25,000 varied pictures were taken as input for the 
analysis. This input RGB color space image is transformed into gray scale for ease 
and suitability of scalar processing. The RGB to gray scale conversion is done using 
the function rgb2gray directly in the image processing toolbox from MATLAB. A 
Gaussian filter is used for eradicating the noise that appears in the images due to the 
disruptions caused in microscopic imaging. This linear spatial filtering is applied to 
the gray scaled images of m x m sizes with a mask of m x n size as given in the fol-
lowing function:

 
g a b w z t f a s b t

x

s x

y

t y

, ,� � � � � � � � �� �
�� ��

,
 

(1)

Fig. 6 MATLAB result for parasitemia estimation

Table 1 Comparative result summary of manual and existing approach for parasitemia calculation

Images

Manual 
count of 
infected 
RBC

Our 
approach of 
infected 
RBC

Manual 
count of 
total RBC

Our 
approach of 
total RBC

% 
Parasitemia 
(manual)

% Parasitemia 
(our approach)

Image 1 28 38 55 51 50.90 74.50
Image 2 5 10 48 50 10.41 20
Image 3 7 14 45 47 15.55 29.78
Image 4 13 21 48 43 27.08 48.837
Image 5 18 25 43 46 41.860 54.347
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where w is the mask coefficient. This function should be iteratively applied to all the 
values of a = 0, 1, 2,….., M − 1 and b = 0, 1, 2, …. N − 1 where x = (m − 1)/2 and 
y = (n − 1)/2.

Moreover, to have increased clarity between the normal blood corpuscles and the 
infected one we go for the image enhancement using the gamma equalization 
method. The appropriate assessment of the gamma values will improve the disparity 
of the image. In this case, the finest γ value to get the exact dissection of the diseased 
erythrocytes is 0.8. By performing several experiments for the gamma value, we 
found that, for γ = 0.8, the entropy rate of a brightness altered figure is the same as 
of an original grayscale image. The equalization process is done using Eq. 2.

 
f a b g a b g a b g a b g a b g a b, , , , , ,max min max min� � � � �� � � � � �� � � � � � ��( /

� ���
 

(2)

where 0 < γ < 1, g(a,b) is the intensity rate at a pixel (a,b) of a gray scale image, 
gmax(a,b) and are gmin(a,b) maximum and minimum intensity rates of a gray scale 
image g(a,b), respectively.

4.2  Segmentation of Infected Erythrocytes

First, the image is convolved with a mean filter (15 × 15 mask). Then, each indi-
vidual pixels of the average image are matched with the rate of each pixel in the 
input image. Therefore, there are twofold options given away here:

Fig. 7 Block diagram for parasite enumeration and classification
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• If the number value of every pixel in the initial image is found larger than T% of 
the pixel in the average image, then the pixel is classified as 1 and it henceforth 
belongs to the background.

• If the pixel in the initial image is found less than T% of the pixel in the average 
image, then the new value of this pixel is categorized as 0 and it is identified 
as RBCs.

Although the parameter T has always the same value that the segmentation 
threshold varies with each of the images, since T is a percentage, that is, depends on 
the concentrations of the pixels in the image. This is the reason that this method 
works quite well as it adapts to the local characteristics of each image. Therefore, 
the background is completely replaced into a uniform white, while both malaria 
parasites and red blood cells are found for black pixels.

4.3  Morphological Operations

Combination of dilation and erosion process gives an intricate filtering to the input 
image. Consider f(a,b) is the set of Euclidean coordinates analogous to the input 
binary image and that s(a,b) is the set of coordinates for the structuring element. Let 
f(a,b) × s(a,b) signifies the translational of s(a,b) so that its origin is at f(a,b). Then 
the erosion of f(a,b) by s(a,b) is merely the set of all arguments such that 
f(a,b) × s(a,b) is a subset of f(x, y). Calculate the rate of g(a,b) from the following 
equation:

 
g a b AND W f a b, ,� � � � ��� ��� � 

we select the marker image h(a,b), to be black ubiquitously excluding the image 
boundary, where it is established to accompaniment the image f(a,b). The holes 
occupied image is a binary one G(a,b) is equivalent to f(x, y) with all holes occupied 
and is given in the following equation:

 
G a b R h a bfc, ,� � � � � ��� ��� �1
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f a b a b f

,
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0

,

                        otherwise
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�
�
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�
�
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4.4  Connected Component Analysis

The pixels which resemble the intensities of the white color are labeled with 1. This 
is tracked by a computation of the properties of the region ensuing in cataloging and 
consequent classification based on this mensuration. To attain active outcomes, an 
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algorithm constructed on run-length encoding has been enforced in analogous with 
the labeling procedure.

The opening process is applied to eradicate the white blood corpuscles, produc-
ing a representation with the infectious parasites only. The scope of the basic com-
ponents is chosen such that they are equivalent to the typical scope of a corpuscle, 
so that all components are reduced and then those are eliminated. By computing the 
variance between both descriptions, the objective of this work is obtained.

4.5  Classification of Parasites

The infected erythrocytes that are segmented are subjected for feature selection 
where the parasite size, shape, texture, number of nucleated objects per infected 
erythrocyte, and their separation distances were evaluated. These criteria are used as 
a feature vector for working out a multilayer neural network to categorize the plas-
modium parasites into its corresponding life phases. To circumvent over-fitting, 
training was blocked when the maximum value of the correlation coefficient for the 
testing session was attained.

The step by step procedures used for this classification task are given below:

• Use adaptive thresholding segmentation method to segment plasmodium para-
sites from infected erythrocytes to attain binary imageries of plasmodium 
parasites.

• Determine the ensuing features from the extracted substances which signify the 
parasites.

• Proportion of the parasite area to the area of the diseased erythrocyte.
• The seven-moment invariants of mutually considering the color and 

binary images.

• Utilizing the intensity and saturation factors of diseased corpuscles to arbitrate 
the following features.

• R-measure.
• third moment,
• Uniformity.
• Entropy.

• Develop a feature vector from the countenance extricated above.
• Utilize the feature vector attained in 5 above to train a multilayer neural network 

to categorize imageries of diseased corpuscles into their corresponding 
life phases.

• Utilizing the diverse numbers of concealed neuron while reiterating step 6, stop 
straining when the correlation coefficient for testing session starts to reduce 
while that of validation session increase.

• Compute the classifier accurateness of the multilayer artificial neural network.
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The improved performance of the ANN classifier trained with morphological, 
color, and texture features indicates that plasmodium parasite phases can be repre-
sented by morphology, color, and texture of the parasites. This categorizing system 
for plasmodium parasites was consequently adopted in the investigation system. 
Out of the 150 infected thin blood smear images, 24 were plasmodium parasites at 
ring stage, 32 erythrocytes had mature trophozoites, 53 had gametocytes, and 39 
had schizonts. The results for the classification of plasmodium parasite stages are 
given in Figs. 8–10.

The total count of erythrocytes and the infected erythrocytes was determined. 
Next, a tally was made for every erythrocyte sub-image found infected. Finally, the 
proportion of diseased erythrocytes to the overall number of erythrocytes in an 
image was computed. This was expressed as a percentage. The result performance 
rate is calculated for several images and is given in Table 2.

Out of the 150 infected thin blood smear images, 24 were plasmodium parasites 
at ring stage, 32 erythrocytes had mature trophozoites, 53 had gametocytes, and 39 
had schizonts. The performance for the classification of plasmodium parasite stages 
are recorded in Table 3.

A methodology for identifying the diseased plasmodium parasites, categorizing 
their life phases, and guesstimating the parasitemia using imageries of the wafer- 
thin plasma smears tainted with Giemsa was developed. The system was trained 
with nearly 150 samples of wafer-thin plasma imageries and tested for the network 

Fig. 8 Classification of plasmodium parasite—ring stage
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performance. The methodology has documented 95% correctness in detecting the 
presence of plasmodium parasites, 92% in identifying phases, and 90% in guessti-
mating parasitemia.

5  Classification of Parasites Using DCNN

In this research, the deep convolutional neural network was planned and trained to 
categorize the diseased erythrocytes and differentiate the growth of the parasites 
from the segmented imageries. The block diagram representation of the configura-
tional setup of the projected work is shown in Fig. 11. The features of the parasite 
like the shape, the intensity of the stage of growth are extracted in each trained layer 
of the deep neural network layer and processed with the similar feature sets of the 
infected plasma samples. The modified deep convolutional neural network was 
assessed and authenticated using the following metrics like F-score, sensitivity, 
specificity, accuracy, and precision.

Fig. 9 Classification of plasmodium parasite—gametocyte stage
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The structural design of DCNN is patterned in two different ways: profound and 
broader network. The projected deep neural network was erected with 19 convolu-
tional layers for extricating the featural rudiments of the input image, comprising of 
six max-pooling layers to decrease the computation complexity and has three batch 

Fig. 10 Classification of plasmodium parasite—Schizont stage

Table 2 Comparative result summary of manual and proposed approach for parasetemia 
calculation

Images

Manual 
count of 
infected 
RBC

Our 
approach of 
infected 
RBC

Manual 
count of 
total RBC

Our 
approach of 
total RBC

% 
Parasitemia 
(manual)

% Parasitemia 
(proposed 
approach)

Image1 09 55 12 54 16.363 22.222
Image2 11 52 10 53 21.153 18.867
Image3 02 55 6 52 3.636 11.5384
Image4 07 53 11 50 13.207 22.000
Image5 02 100 05 109 2.000 4.587
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normalization layers to stabilize the featural elements which are revised often and 
the prototype includes four fully connected layers and one flatten layer. Also, the 
customized CNN performance is compared with the previously available default 
networks like ResNet50, AlexNet, and VGG19 and is given in Table 4. The authen-
tication of the erected system is done using the MATLAB tool and is shown in 
Fig. 12.

Table 5 explains the performance of the DCNN architecture prototype devised 
for each epoch by calculating the accuracy of the network and its corresponding 
parameters.

Thus, from the above table, we can acknowledge that the accuracy value is main-
tained constant in almost all the epoch that the network takes.

Table 3 Stages of classification for the malaria diagnosis system

Parameters
Ring 
stage

Mature 
trophozoite Gametocyte Schizont

Total number of images tested 25 25 25 25
Number of infected images correctly 
classified (TP)

24 20 24 21

Number of infected images wrongly 
classified (FN)

1 5 1 4

Number of noninfected images correctly 
classified (TN)

73 74 69 74

Number of noninfected images wrongly 
classified (FP)

3 1 6 1

Accuracy (%) 92.85 89.28 87.5 91.07
Sensitivity (%) 81.3 90 68.4 90.9
Specificity (%) 92.85 97.61 85.71 97.61

Fig. 11 Configuration of deep convolutional neural network
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6  Conclusion

A methodology for identifying the diseased corpuscles by the plasmodium para-
sites, their life phases, and estimating the parasitemia using imageries of the wafer- 
thin plasma smears tainted with Giemsa was developed. This methodology has 
documented 95% precision in spotting the existence of plasmodium parasites, 92% 
in recognizing stages, and 90% in estimating parasitemia in a total number of 5000 
images that were utilized for training and testing. The use of DCNN gave a great 
increase in accuracy, sensitivity, specificity, and F-score than the ANN network.

This work has established a procedure of detecting, enumerating, and classifying 
plasmodium parasites into their species from images of stained thin blood smears. 

Table 4 Performance comparison with the state-of-the-art methods

Networks
Sensitivity 
(%)

Specificity 
(%)

Precision 
(%)

F-score 
(%)

Accuracy 
(%)

ResNet50 85.92 86.91 81.56 83.68 86.27
AlexNet 77.69 85.19 78.04 77.84 82.15
VGG19 88.83 87.17 82.43 85.50 87.84
DCNN 
(customized)

93.99 92.11 89.52 91.69 95.47

Fig. 12 Training data validation
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Further work must emphasize on the ways for refining the procedure of image 
acquisition. Optical microscopes are relatively expensive, bulky, and require human 
operators to bring their images into sharp focus. Besides, parasites details are hardly 
visible without staining of the blood smears, a process which is also time- consuming. 
To diminish these restrictions, improved programmed image acquisition systems 
should be explored.

References

 1. A.B.A. Qayyum, T. Islam and M. AynalHaque, Malaria Diagnosis with Dilated Convolutional 
Neural Network Based Image Analysis, IEEE International Conference on Biomedical 
Engineering, Computer and Information Technology for Health (BECITHCON), Dhaka, 
Bangladesh 978–1–7281-5389-6/19 (2019)

 2. D.  Anggraini, A.S.  Nugroho, C.  Pratama, I.E.  Rozi, A.A.  Iskandar, and A.A Hartono, 
Automated status identification of microscopic images obtained from malaria thin blood 
smears, In the proceedings of International Conference on Electrical Engineering and 
Informatics, Indonesia 14, 4, pp. 28–31 (2011)

 3. D.K.  Das, M.  Ghosh, M.  Pal, A.K.  Maiti, C.  Chakraborty, Machine learning approach for 
automated screening of malaria parasite using light microscopic images, in Proceedings of 
International Conference on Image Information Processing, India, vol. 45, (1997), pp. 97–106

 4. Y. Purwar, S.L. Shah, G. Clarke, Automated and unsupervised detection of malarial parasites 
in microscopic images. Malar. J. 10, 364–365 (2011)

 5. S. Kaewkamnerd, C. Uthaipibull, A. Intarapanich, M. Pannarut, S. Chaotheing, An automatic 
device for detection and classification of malaria parasite species in thick blood film. Eleventh 
International Conference on Bioinformatics 13, 1471–2051 (2012)

Table 5 Accuracy at each epoch

epoch Accuracy Loss val_accuracy val_loss

0 0.712000 0.578520 0.8475 0.592166
1 0.8733735 0.349373 0.9100 0.229852
2 0.913000 0.265330 0.9380 0.37789
3 0.9297500 0.203314 0.9390 0.024114
4 0.939500 0.183099 0.9610 0.053621
5 0.948500 0.160007 0.9610 0.191077
6 0.951125 0.152722 0.9575 0.017607
7 0.950500 0.156431 0.9590 0.102460
8 0.951500 0.140521 0.9625 0.010689
9 0.9454500 0.1342991 0.9390 0.182639

10 0.955125 0.128412 0.9615 0.076045
11 0.955625 0.123483 0.9615 0.136788
12 0.957000 0.127172 0.9612 0.042004
13 0.953875 0.128704 0.9618 0.165423
14 0.958542 0.127127 0.9610 0.028344

S. Preethi et al.



245

 6. C.C. Diaz-Huerta, E.M. Felipe-Riveron, L.M.M. Zetina, Quantitative analysis of morphologi-
cal techniques for automatic classification of microcalcification in digitized mammograms. 
Experts Syst. Appl. 41, 7361–7369 (2011)

 7. S.S.S.  ShrutiAnnaldas, Automatic diagnosis of malaria parasites using neural network and 
support vector machine. Int. J. Sci. Res. 28, 38–45 (2015)

 8. M.I.  Razzak, Malaria parasites classification using recurrent neural network. Int. J.  Image 
Process. 9(2), 27–32 (2015)

 9. A.-H. Fatimah, A.-M. Shiroq, HebaKurdi, “Red blood cell segmentation by Thresholding and 
canny detector”, the 8th international conference on current and future trends of informa-
tion and communication Technologies in Healthcare (ICTH 2018). Procedia Comput. Sci. 
141(2018), 327–334 (2018). https://doi.org/10.1016/j.procs.2018.10.193

 10. S. Bias, S. Reni, and I. Kale, Mobile hardware based Implementation of a Novel, Efficient, 
Fuzzy Logic Inspired Edge Detection Technique for Analysis of malaria Infected Microscopic 
Thin Blood Images, The 8th International conference on Current and Future Trends of 
Information and Communication Technologies in Healthcare (ICTH 2018), Procedia Computer 
Science 141 (2018) 374–381, https://doi.org/10.1016/j.procs.2018.10.187

 11. Y.  Dong, Z.  Jiang, H.  Shen, W.D.  Pan, L.A.  Williams, V.V.B.  Reddy, W.H.  Benjamin 
Jr, A.W.  Bryan Jr, Evaluations of Deep Convolutional Neural Networks for Automatic 
Identification of Malaria Infected Cells, 978–1–5090-4179-4/17/©2017 IEEE (2017)

 12. D. Shah, M.S. KhushbuKawale, S. Randive, and R. Mapari, Malaria Parasite Detection Using 
Deep Learning (Beneficial to humankind), International Conference on Intelligent Computing 
and Control Systems (ICICCS 2020), IEEE Xplore Part Number: CFP20K74-ART; ISBN: 
978–1–7281-4876-2 (2020)

 13. J.  Pardede, I.A.  Dewi, R.  Fadilah, Y.  Triyani, Automated Malaria Diagnosis Using Object 
Detection Retina-Net Based On Thin Blood Smear Image. J.  Theor. Appl. Inf. Technol. 
98(05) (2020)

 14. A.  Vijayalakshmi, B.  Rajesh Kanna, Deep learning approach to detect malaria from 
microscopic images. Multimedia Tools and Applications (2019). https://doi.org/10.1007/
s11042- 019- 7162- y

 15. M.  Suriya, V.  Chandran, M.G.  Sumithra, Enhanced deep convolutional neural network 
for malarial parasite classification. Int. J.  Comput. Appl. (2019). https://doi.org/10.108
0/1206212X.2019.1672277

 16. B.B. Traore, B. Kamsu-Foguem, F. Tangara, Deep convolution neural network for image rec-
ognition. Eco. Inform. (2018). https://doi.org/10.1016/j.ecoinf.2018.10.002

 17. F. Yang, M. Poostchi, H. Yu, Z. Zhou, K. Silamut, J. Yu, R.J. Maude, S. Jaeger, S. Antani, 
Deep learning for smartphone-based malaria parasite detection in thick blood smears. IEEE 
J. Biomed. Health Inform. 24, 5 (2020)

 18. V.V. Makkapati, R.M. Rao, Ontology-based malaria parasites stage and species identification 
from peripheral blood smear images. Proc. Annu. Int. Conf. IEEE Eng. Med. Biol. Soc., USA 
33, 412–432 (2011)

 19. V.V.  Makkapati, R.M.  Rao, Segmentation of malaria parasites in peripheral blood smears 
images. J. Acoust. Speech Signal Process. 56, 1361–1364 (2009)

Malaria Parasite Enumeration and Classification Using Convolutional Neural Networking

https://doi.org/10.1016/j.procs.2018.10.193
https://doi.org/10.1016/j.procs.2018.10.187
https://doi.org/10.1007/s11042-019-7162-y
https://doi.org/10.1007/s11042-019-7162-y
https://doi.org/10.1080/1206212X.2019.1672277
https://doi.org/10.1080/1206212X.2019.1672277
https://doi.org/10.1016/j.ecoinf.2018.10.002


247© Springer Nature Switzerland AG 2021
A. Suresh, S. Paiva (eds.), Deep Learning and Edge Computing Solutions  
for High Performance Computing, EAI/Springer Innovations in Communication 
and Computing, https://doi.org/10.1007/978-3-030-60265-9_15

High-Performance Computing: A Deep 
Learning Perspective

Nilkamal More, Manisha Galphade, V. B. Nikam, and Biplab Banerjee

1  Introduction

High-performance computing is defined as the processing system, which uses a few 
processors as an individual resource part of a single computer or a group of a few 
personal computers. High-performance computing owes its fast computing charac-
teristic to its incredible ability to process big data. In this way, the fundamental 
theory now connected to the image of the elite is parallel registering. To put it 
plainly, high-performance computing is incredible for its processing capacity. The 
most recent study, for example, reveals that machines can conduct 1015 floating- 
point operation per second. Disregarding the way that framework topology and 
equipment have a significant impact on the superior registering, it is the working 
framework and application programming that makes the framework so convincing 
and powerful. A control hub, the interface among framework and client PCs, man-
ages the circulated figuring remaining task at hand.
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1.1  Benefits of High-Performance Computing

HPC systems can provide several benefits for organizations, including:

• Multiple parallel processors enable you to process data sets and execute experi-
ments faster.

• Aggregated storage and memory enable you to execute longer analyses and pro-
cess larger amounts of data.

• Pooled resources enable you to distribute workloads and optimize resource 
efficiency.

• Greater resource efficiency and processing speed to increased ROI.

1.2  HPC Architecture

HPCs system includes five components:

• Processors.
• Memory.
• Nodes.
• Internode communication network and.
• Secondary storage.

Figure 1 illustrates the five parts of the system, describes their relationships, and 
functions.

The single-core CPUs (processors) are currently obsolete. So far, all CPUs (pro-
cessors) constitute the unit that is used on the motherboard. The trend of more “heart” 
per unit will grow to cope with real-world needs. The node plays an important role in 
linking processors, memory, interfaces, devices, and other nodes in a physical way. 
Also essential to a high-performance computing system is the distributed memory. 
Mesh and switch are two common types of the topology of the network used in high-
performance computing systems. Figure 1 illustrates the five parts of the high-perfor-
mance computing system and the relationship between each other [1].

There are two approaches, using which the big data can be processed using high- 
performance computing:

Fig. 1 Five major parts in the high-performance computing system
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• HPC through parallel computing.
• HPC through distributed computing.

2  HPC through Parallel Computing

Parallel computing is computing that uses multiple computing resources to solve 
computational problems. The big problem is broken down into small pieces and 
executed simultaneously. Every small part is further broken down into a set of 
instructions, every part being executed on separate processors at the same time. The 
speedup should optimally be linear; and doubling the number of processes should 
reduce the execution time. Yet ultimately, some algorithms are hard to parallelize. 
For example, breaking up a task and integrating the results are often linear tasks that 
are done with one process. If dividing and combining is a significant part of the 
overall execution time then the speedup will be lower than linear, and at worst, the 
speedup will only become slightly quicker than if the task was performed in serial 
[2, 3]. Miscellaneous forms of parallelism exist, but most relevant to the work being 
presented in this thesis is Task Parallelism. A task is divided into subtasks and each 
subtask is then assigned to specially designed hardware for execution [4]. Hardware 
that executes parallel computations is varied, it ranges from a single processor with 
multiple cores, to multiple standalone computers that are networked together to 
share tasks, to gigantic racks, each with specialized hardware, and high-speed net-
work to connect them all together [4]. Parallel computing uses a communication 
standard called MPI that is now widely used in high-performance computing. In 
distributed memory systems, MP defines a system that allows processes to commu-
nicate with each other, as they do not have direct access to each other’s memory and 
so cannot communicate directly. An aspect of HPC hardware is that not only can 
processors be used in parallel but input output can also be done in parallel on top of 
parallel systems. This is an important consideration for data-intensive applications, 
like those used in machine learning.

Figure 2 shows a diagram for parallel computing. There are several distinct types 
of parallel architecture available [5] However, individual architecture can be 

Memory

Processor Processor Processor

Fig. 2 Diagram for parallel computing
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combinations combining more than one type of features and strengths. This section 
presents parallel architecture families as to the configuration and simultaneous con-
trol of the concurrent processing components. The summary seeks to give a sense of 
the possible alternatives. There is a notion of data parallelism and task parallelism, 
to be found in more detail later on. Comprising four characters, it divides the com-
puter structures universe into four mutually exclusive, collectively exhaustive 
groups that can be represented in two perspectives. One perspective concerns the 
single data source, multiple data streams. The other aspect concerns the control or 
instruction source and single or multiple instruction streams.

2.1  Parallel Architectures

With these Flynn suggested four characters acronyms

• Single (control) Instruction and Single stream of Data (SISD).
• Single (control) Instruction and Multiple stream of Data (SIMD).
• Multiple (control) Instruction and Multiple stream of Data (MIMD) and.
• Multiple (control) Instruction and Single stream of Data (MISD).

Examples of single instruction (control) and single stream of data stream archi-
tecture are the typical machines with a single processor like a personal computer 
and mainframe machines. Example of SIMD is an array processor, pipeline proces-
sor, and GPU processing, and examples of MIMD are weather forecasting and mul-
ticore cell phone. Figure 3 shows the Flynn taxonomy.

Single Program, Multiple Data (SPMD): SPMD, at the same time is not strictly 
part of Flynn’s taxonomy. It is related to and stimulated from it. Certainly, it pro-
motes parallelism, and is a category into the MIMD category. The split tasks con-
currently execute on multiple processors with multiple inputs, which results in 
time-efficient output. Instead of issuing and broadcasting one preparation at a time 
to all the easy processing gadgets of a SIMD-like gadget, SPMD sends a character-
istic call of a coarse-grained manner that is to be accomplished on all the processing 
gadgets of the parallel machine. The invocation of heavyweight tasks in preference 
to lightweight commands amortizes the overheads and latency instances concerned 

data

SISD SIMD MISD MIMD

Inst Inst Inst Inst Inst Inst

data data data data data

Proc Proc Proc Proc Proc Proc Proc

Fig. 3 Four types of Flynn taxonomy architectures
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in gadget manipulation, and allow the operation of a few styles of present-day com-
puting systems, along with pics processing unit (GPU) accelerators.

There are a number of different forms of parallelism that exist for achieving par-
allelism. Some of the architectures to achieve parallelism are discussed here.

2.1.1  Multicore Architecture

Multicore architecture has a processor with multiple cores. It is popularly known as 
chip multiprocessor. Parallel processing can be achieved using these cores. Threads 
inside the core work in a time-sliced manner like uniprocessor. Operating system is 
responsible for mapping and scheduling processes to different cores. Multicore 
architecture is available with many operating systems. Multicore processors follow 
multiple instructions (control) on multiple streams of data (MIMD). The cores in 
the processor execute different threads. Multicore architecture shares memory. 
Memory is available for all cores at the same time. A classic example of multicore 
architecture is Intel Itanium.

The main aim behind multicore architectures (Fig. 4) is to reduce difficulties in 
making use of single-core clock frequencies. There are deeply pipelined circuits 
that face many problems like heating due to high temperature, the velocity of light, 
difficulty in designing and monitoring, cooling, and so on.

Limitations of multicore architectures
• Scaling is imperfect.
• According to Amdahl’s law, performance is dependent on the sequential nature 

of code.
• Difficulty in software optimization.
• It is scrabbled as new cores can be added.
• Software cannot take advantage of multicore architecture.
• It is difficult to maintain concurrency of operations among the number of cores.

Core 1 Core 2 Core 3 Core 4

register file register file register file register file

ALU ALU ALU ALU

Bus interface

Multicore CPU chip

Fig. 4 Diagram for multicore architecture
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So, the many-core processors can be used to overcome these limitations of mul-
ticore processors.

2.1.2  Many-Core Architecture

The terms many-core architectures are also called as multicore architectures with an 
exceptionally large number of cores [6].

Figure 5 shows the many-core architecture of GPU with multiple multiproces-
sors, device memory, CPU, and the main memory.

Due to high computational power and ease of programming applications for the 
same, GPUs have become a platform of choice for performance efficient general 
purpose computing [7]. As shown in Fig.  6, the GPU is a many-core processor 
architecture. The GPU is mainly many SIMD multiprocessor architecture, and sup-
ports thousands of lightweight concurrent threads, called as GPU cores. The cores 
are organized into groups, thread groups are later grouped into multiple schedule 
units, which are dynamically scheduled for parallel processing of the split tasks. 
Table 1 shows the differences between CPU and GPU.

Applications of many-core architectures are listed below:

• For the better design of the system for interfaces between human and computer.
• More programmable units like FPGAs can be replaced.
• More cloud-based software.

2.1.3  Scalable Computing Architectures

The scalable parallel architectures are discussed in this section and a comparison of 
different techniques is also shown in Table 2 [6].

• Massively parallel processors (MPP): It is a shared nothing architecture.

GPU Multi core

Single CPU  

FPGA

Many core
CPU 

Fig. 5 Diagram with many-core CPU
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GPU

Multiprocessor 1 Multiprocessor N 

Device memory

CPU

Memory

Fig. 6 GPU with the many-core architecture

Table 1 Differences between CPU and GPU

CPU GPU

Type of parallelism Task-based parallelism Data-based parallelism
Thread communication Multiple tasks map to multiple 

threads
Single instruction controls multiple 
streams of data. SIMD model

Execution of 
instruction

Task execute different instructions Same instruction on different sets 
of data

Number of cores 10s of relatively heavyweight 
threads execute on 10s of cores

1000s of lightweight threads 
execute on 100s of cores

Thread scheduling and 
managing

It is done explicitly It is done by hardware

Programming of thread It is done individually It is done for batches.

Table 2 Comparison of scalable architectures

Features

Massively 
parallel 
processing 
(MPP)

Symmetric 
multiprocessor 
(SMP) Cluster Distributed

Ownership Single 
organization or 
institute

Single 
organization or 
institute

Needed: If 
publically 
available

Needed

Security Preventable Preventable Needed: If 
publically 
available

Needed

Address 
space

Multiple, single, 
or distribute 
shared memory

Single Multiple or 
single

Multiple

Number of 
nodes

100–1000 10–100 100 or less 10–1000

Complexity 
of node

Fine-grain or 
medium

Distributed or 
centralized shared 
memory

Message 
passing

Shard files remote 
procedure call, message 
passing and interprocess 
communication (IPC)

Scheduling Single execution 
queue on 
machine

Single execution 
queue

Coordinated 
multiple 
execution 
queues

Isolated execution queues
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• Symmetric multiprocessor (SMP) [6]: It is a shared everything architecture.
• Distributed computing systems.
• Clusters for computing.
• Cache coherent Non-Uniform Memory Access (CCNUMA).

Table 2 gives comparisons among scalable architectures [6].

2.2  Parallelism by Pipeline, Parallelism by Data Partitioning

Pipeline parallelism extends on simple undertaking parallelism, breaking the under-
taking into a chain of processing stages. Each degree takes the result from the previ-
ous degree as input, with effects being passed downstream immediately. An 
appropriate analogy is a car assembly line. Each station performs a self-contained 
action, for instance, welding the frame or installing the windshield, however, it 
depends on a few other undertakings having been performed first. Each station con-
currently works on a (different) in part assembled automobile, and while all stations 
are finished, the automobiles are sent to the subsequent station. After the final sta-
tion, a completely assembled automobile has been produced. Similarly, in a pipe-
line, each piece of statistics actions from degree to level, in the end generating a 
final end result (Fig. 7).

3  Performance Metrics: Scale-Up and Speedup

This section discusses scaling and speedup achieved with the help of high- 
performance computing systems [8].

3.1  Speedup

One of the approaches to evaluate speedup is to execute the same program on a 
processor and a parallel computer. Here we assume:

PN = number of processors used during execution.

I1

I2

I3

Fig. 7 Diagram showing 
parallelism by pipeline 
processing
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Time_s = execution time on a processor.
Time_p = execution time on PN number of processors.

Then the speedup can be calculated as

 Speedup Time s Time p= _ / _  (1)

In some situations, execution time on a processor Time_s is the optimum time to 
solve a problem on a unit processor, which allows for using different algorithms on 
one processor than multiple processors. In such special caseTime _ p will be the 
same as Time _ 1/P.

 Time p Time s P_ _ /=  (2)

but in reality, it seems difficult to attain that, so.

 Speedup p″  (3)

To measure the ideal speedup, efficiency is defined as.

 Efficiency p Speedup PN_ /=  (4)

So it will be seen that,

 0 1< ≤Efficiency p_  (5)

But practically it is not possible to attain the above efficiency as given by (Eq. 5). A 
too large and complex problem can be solved on a parallel machine instead of a 
single processor. On the contrary, splitting a single processor problem over multiple 
processors may give ambiguous results since a very small amount of data will 
remain on each processor. So, these measures of speedup are obsolete. Actual 
speedup may not be the same as the expected Speedup because of so many other 
factors involved. When we have more than one processor the communication among 
the processors needs to take place, which is an additional burden that was not con-
sidered in the original computation. Secondly, if the workload is not distributed to 
all the processors equally, then there may be some time wasted and it reduces the 
attained speedup. Again because of the sequential nature of code, the entire code 
cannot be executed in parallel. Processor communicating with each other is the 
main source of a reduction of efficiency. A problem which does not require a com-
munication can be executed efficiently in such an environment. There are some 
problems that have completely independent processing that are close to perfect 
speedup and efficiency.
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3.2  Scale-Up

We commented that partitioning a given problem over more processors does not 
bode well: at one point there is sufficiently no work for every processor to work 
effectively. Rather, the user of the code either picks the number of processors to 
coordinate the problem size, or they will fathom a progression of progressively big-
ger issues on correspondingly developing quantities of processors. In the two cases, 
it is difficult to discuss speedup. Rather, the idea of scalable computing is utilized.

We recognize two sorts of adaptability. Purported solid versatility is as a result 
equivalent to speedup. We state that a program shows solid scalability if, appor-
tioned over an ever-increasing number of processors, it shows great or close to con-
summate speedup, that is, the execution time goes down directly with the quantity 
of processors.

Normally, one experience explanations like “this model keep on scaling up to 
100 processors”, implying that up to 1000 processors the speedup won’t perceptibly 
decline from ideal. It isn’t important for this issue to fit on a solitary processor: 
frequently a more modest number, for example, 64 processors are being utilized as 
the gauge from which scalability is judged. All the more strikingly, weak scalability 
is an all the more ambiguously characterized term. It portrays the conduct of execu-
tion, as issue size and the number of processors both develop, however, so that the 
measure of information per processor remains consistent. Measures, for example, 
speedup is fairly difficult to report, since the connection between the number of 
activities and the measure of information can be convoluted. In the event that this 
connection is direct, one could express that the measure of information per proces-
sor is kept consistent, and report that equal execution time is steady as the quantity 
of processors increases.

4  HPC through Distributed Computing

Distributed computing is computing that connects many computing resources using 
an interconnected network to solve a particular problem. Distributed computing fol-
lows a loosely coupled scenario where each processor has its data set and resources 
that are located remotely. Figure 8 explains the architecture of distributed computing.

This increases the speed of computing and efficiency. Distributed computing is 
useful to process huge amounts of data in less time. Distributed systems converse 
and manage the other system in the network about their activities with the exchange 
of the information. It also monitors the status of the processes. Because of this, 
distributed systems organizations can keep relatively smaller and less expensive 
computers in a network rather than having to maintain one large server with bigger 
capacity.
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4.1  Distributed Scalable Platforms

The big data platforms are used widely to handle big volumes of data. Some of the 
distributed computing platforms are available, which are popularly used. Some of 
the big data handling platforms are enumerated as below:

4.1.1  Hadoop

Hadoop is an open-source software program. It is used for storing data. It executes 
programs on clusters of commodity hardware. Due to its large processing power, it 
can process big data. It has the capability of handling concurrent jobs. Google File 
System (GFS) is used by Hadoop. Hadoop consists of various components like:

 (a) HDFS: It stands for Hadoop distributed file system. This plays an important 
role related to storage and management of data. HDFS splits data from files into 
chunks. These chunks are then disseminated to the cluster of nodes.

 (b) Yet another resource negotiator: This is a second component which is respon-
sible for the planning of tasks and managing resources on the cluster.

 (c) Map reduce component: This component of Hadoop is responsible for process-
ing data in parallel.

4.1.2  Spark

Spark supports in-memory processing of data. It is faster than other frameworks 
used for handling big data. Processing of data in RAM makes it much faster. Spark 
[9] has a resilient distributed disk (RDD). It is a fault-tolerant system. Spark con-
sists of Spark SQL, MLib, spark streaming, and GraphX components. This makes it 
useful for applications using a database, machine learning, streaming, or graphics- 
related operations.

Memory

Memory Memory

Memory

ProcessorProcessor

Processor Processor

Fig. 8 Diagram for 
distributed computing
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4.1.3  Flink

Flink [10] is also of an academic heritage close to Spark. Apache Flink came from 
Technical University in Berlin. It supports structure in Lambda as well. Yet imple-
menting it is pretty the opposite of Spark. Flink is a fully streaming engine that 
treats batch as a unique streaming tool. Flink provides reduce, map, and filter func-
tions. It seems like a successor to Storm.

4.1.4  Storm

Storm [10] is the streaming world of Hadoop. This is the oldest streaming platform 
open source. It is one of the mature and secure frameworks. It is useful for event- 
based frameworks.

4.1.5  Samza

It’s similar to Kafka. Similarities are numerous. All of the big data platforms resem-
ble Kafka. It takes raw data from Kafka and returns administered data back to 
Kafka. Samza is a scaled Kafka stream platform. Kafka is a micro service library. 
But Samza is a cluster handling platform based on Yarn (Table 3).

4.1.6  Criteria to Choose the Distributed Framework

All the frameworks that are discussed here have some advantages or disadvantages 
associated with it. It is difficult to choose any one framework for all the cases. But 
by studying different features provided by different frameworks, we can decide to 
choose a particular framework. Mostly it depends on the type of application to be 
developed and existing technology stack.

5  Comparison between Parallel 
and Distributed Frameworks

This section discusses the differences between parallel and distributed frameworks 
with the help of Table 4. One who wants to implement one of these approaches 
should study the differences based on the features.
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6  Parallel and Distributed Deep Learning

This section discusses parallel and distributed techniques used in deep learning 
implementation.

6.1  Parallel Architectures in Deep Learning [11]

In view of neural network/deep learning, as we see in Fig. 9, before 2010, most of 
the research was done on single nodes. As of 2017, more than 50% are on multiple 
nodes. These two research informations shows that deep learning is largely on dis-
tributed memory in the present day. In the use of parallelization, the number of 
nodes, and the intercommunication among the nodes, addresses the survey dis-
cussed in the following section.

Table 3 Various frameworks that are available for distributed computing [9]

Hadoop Apache-Spark
Apache- 
Storm

Apache- 
Flink

Apache- 
Samza

Applications e-Commerce, a 
social 
networking site 
for 
recommendation 
and IoT 
applications

Geospatial data 
analysis 
applications, 
e-commerce, 
recommendation 
system, 
healthcare 
system

Event- 
warning 
system

Event- 
warning 
system

Social site 
data like 
analysis of 
twitter data.

Programming 
language 
support

Java language 
support

Java language 
support, Scala 
language support, 
and Python 
language support

Java 
language 
support

Java 
language 
support

Java 
language 
support and 
Scala 
language 
support

Specialized 
feature

HDFS is used for 
storing data

Provided APIs to 
develop 
interactive 
applications

Real-time 
applications 
can be 
developed.

Graph 
methods for 
provided

Combination 
of features of 
Hadoop and 
Kafka

Type of 
computation

Iterative 
computation

Iterative 
computation

Iterative 
computation

Iterative 
computation

Iterative 
computation

Machine 
learning 
compatibility

Yes, through 
mahout

Yes, through 
spark MLib

Yes, through 
Samoa API

Yes, through 
Flink ML

Yes, through 
compatible 
Samoa API

Fault 
tolerance

Through 
replication

Recovery 
through RDD 
objects

Checkpoint Checkpoint Data 
partitioning
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Table 4 Difference between parallel and distributed frameworks [9, 10]

Distributed frameworks Parallel frameworks

Examples of 
frameworks

Spark, Flink MPI, HPX, charm++

Data access policies It is available popularly and 
publicly

It is for private and secured data

Features of fault- 
tolerant systems

Developers should not bother to 
achieve fault-tolerant systems 
with the overburden of code

Additional overhead on developers to 
ensure fault-tolerant system

Compatibility with 
collectives

Very little support for 
collectives

Highly efficient and optimized 
support for collectives

On-demand resources 
allocation and 
utilization

Widely available in most 
frameworks

Available in some frameworks like 
HPX, Charm++)

Support of 
communication 
protocols

Ethernet support is available InfiniBand, GEMINI, Ethernet 
support available

Abstraction levels The level of abstraction is high Developers need not worry about the 
abstraction. Abstraction is available at 
a level lower than distributed 
frameworks

Memory usage Memory usage is higher. 
Constraints such as data 
immutability are the main 
reasons for higher memory 
usage

Slightly different set of data structures 
makes less use of the memory

Use of CPU Additional burden of the 
framework model for fault 
tolerance requires higher CPU

Fewer burdens on CPU as these 
systems have optimized collective 
functions.

I/O usage The limitation of performing 
all-to-all collective operations is 
one main factor contributing to 
larger I/O usage

As systems are highly optimized there 
is lower I/O usage

Time required for the 
development of 
applications

As there are simplified API’s the 
time required for development is 
less

As there is a little bit more complex 
code, the time required for processing 
is more

Level of knowledge 
required to develop an 
application

Little knowledge of frameworks 
is required for development

More knowledge about the 
technologies is required as it involves 
specialized data structures and 
knowledge of parallel programming 
to develop applications

Time required for 
execution.

Intrinsic outflows in the 
frameworks programming and 
time to find solution ends to be 
higher. So, the time required is 
more

Less outflows to develop and 
enhanced collective functions allow 
lower time to solution. Hence, less 
level of optimizations
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6.2  Distributed Deep Learning

Distributed deep learning uses the approach of distributing data. There are three 
parallelization methods [12] employed in the distributed implementation of deep 
learning applications. Distributed deep learning can be accelerated through the use 
of computationally lighter and scalable models and define-by-run methodologies.

6.2.1  Data Parallelism Approach

In the data parallelism approach, data are split into parts. Data parallelism is a tech-
nique of parallelization that is enabled with data partitioning. Data are partitioned 
into several partitions. Each processor will process a partition. So, the number of 
partitions will be determined by the number of computer processors [13, 14] 
(Fig. 10).

Every processor will work independently on data in each partition. Searching for 
more data will be possible as there are multiple compute nodes scanning the data 
simultaneously. This technique increases the overall performance. In model paral-
lelism, neural network partitions mathematical computations across machines to 
parallelize. For example, DistBelief [2] of Google’s deep learning system works on 
this principle.
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Fig. 9 Evolution of hardware architectures used
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6.2.2  Model Parallelism Approach

It is difficult to achieve model parallelism. Data parallelism can be easily obtained. 
It is a vague and complicated concept. As the name suggests, this technique splits 
the machine learning model. Data will remain intact in this process. Computation 
nodes will work on machine learning models in parallel (Fig. 11).

For example, we want to learn the characteristics of a matrix for solving prob-
lems of matrix factorization of a very big size matrix. To solve this problem using 
model parallelization we have to split the matrix into many small size sub-matrices. 
Each node is going to work independently on these sub-matrices with different sets 
of operations. As nodes are independent with their resources, the speedup can be 
observed in this situation.

6.2.3  Hybrid Parallelism

The advantages of data parallelism and model parallelism approaches are utilized 
properly in a hybrid approach. In hybrid approach, data parallelism is used for some 
part, and model partitioning is used for other parts. Model partitioning is used to 
achieve correctness. For example, when the AlexNet neural network was used on 
anode with multiple GPUs using data or model parallelism separately, approxi-
mately 2.2 times speedup is observed for 4 GPUs [13].

Data Parallelism

Machine 1 Machine 2

Machine 3 Machine 4

Fig. 10 Diagram for data parallelism
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7  Applications

Spark and Flink like famous dispensed frameworks are based totally at the 
MapReduce version. They outspread the functionalities of the easy MapReduce 
model with iterative MapReduce. In-Memory processing, caching those are the 
extra facilities to be had with those frameworks and are constructed around the 
MapReduce version. The MapReduce model implements an application to be 
dependable of map and reduce phases, as it is not feasible to lower a wide variety of 
programs in this manner, all kind applications cannot be built with dispensed frame-
works. On the opposite parallel frameworks inclusive of Charm ++, MPI, are much 
more elastic; this permits a big set of programs to be evolved with such parallel 
frameworks. By studying several capabilities of applications one can pick out either 
a distributed or parallel framework to use.

7.1  Applications Suited for Parallel Frameworks

MPI, Charm++ those are some of the parallel frameworks [15]. They are very elas-
tic and can be used to implement almost any application domain effectively. MPI 
can even be used to implement applications listed above. But fault tolerance needs 
to be handled on the utility level. Parallel frameworks may be used for most applica-
tions and algorithms that contain inter-procedure communication. Wide stages of 
applications are supported by way of parallel frameworks that include research 
applications and complicated algorithms. These algorithms can leverage incredibly 
from all-to-all operations together with all reduce and other optimizations that are 
available in parallel frameworks.

Model Parallelism

Machine 4

Machine 2

Machine 1

Machine 3

Fig. 11 Diagram for model parallelism
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7.2  Applications Suited for Distributed Frameworks

The research paper [16] discusses various sets of applications that are well suited 
with distributed frameworks. Distributed deep learning is not limited to applications 
that are not specified here. But a review is taken here.

• Pleasingly parallel: Pleasingly parallel applications that have a lack of communi-
cation between processes are well suited for distributed frameworks. There will 
be little overhead as tasks can be executed in parallel without having to do any 
reduction step. Distributed frameworks can be scaled up and down as needed 
easily for applications with large amounts of data. Spark and Flink can recom-
pute the lost values without effect to currently executing tasks as a failure in a 
single node does not affect the other tasks automatic fault tolerance in systems. 
Protein docking, bio-imagery that involves local analytics are examples of such 
applications [3].

• StandardMapReduce: Single reduction operation is involved in map reduce. 
Distributed frameworks are well suited because of the map only tasks. Distributed 
frameworks allow executing on large scale commodity clusters that are prone to 
faults because of the ability to automatically recompute failed tasks. Some of the 
examples for classical Map Reduce applications are sorting, searching, indexing, 
and querying.

• Iterative MapReduce: Time to solve, time to develop, data communication pat-
terns these are factors on which choosing distributed frameworks over parallel 
frameworks depend on. This is because most iterative MapReduce applications 
can be implemented much more efficiently with all-to-all operations such as All 
Reduce that are available in parallel frameworks. K-means, K-medoid like 
machine learning applications fall under this category.

7.3  Case Study: High-Performance Computing in Biomedicine

7.3.1  Biomedicine

Deep learning is widely used in applications like computer vision, speech/audio 
processing, medical image processing, geospatial applications like earthquake 
detection, and disaster management. Deep learning has got lots of scope in the field 
of histopathology. In other paper [17, 18], CNN-based Auto-encoder was used to 
detect breast cancer [18]. CNN was used on lymph nodes and an effort was made so 
that it will come across all groups of the tumor cells. But, all these techniques could 
not be standardized on huge data sets. So, it makes it difficult to evaluate their sig-
nificance. Survival and threat prediction methods for various diseases like brain 
stroke, skin cancer, and cervical cancer are exceedingly efficient and relevant. Deep 
learning methods are not yet available in this area of the biomedical. With the easi-
est methods, a few fabulous research papers are concentrating on deep survival 
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analysis [19]. Some of the attributes used in survival analysis are the age of a per-
son, marital status of a person, and body mass index. Because of the advancements 
in the field of medical imaging, it provides binary images to predict survival prob-
abilities. Most popularly, the features were obtained by scrutinizing human policy 
(Fig. 12).

But scientists confronted that these proficiencies supply incomplete facts in por-
traying concrete data [20]. For survival evaluation can use deep gaining knowledge 
of models including CNNs are seamlessly version such summary attributes and they 
can properly outpace the prevailing hazard-based totally newly designed frame-
works. Nonetheless, there are endless boundaries and demanding situations in these 
fields [21]. With the recent advancement in machine learning approaches, more 
complex biomedicine tasks may be achieved through the in-depth knowledge of 
these techniques. The even more fascinating information is that the machines can 
now study and show matters that are undetectable by way of human beings. In 
recent times, a research team from Stanford and Google [22] researched using deep 
learning to get some information from retinal images.

8  Conclusions

This chapter provides basic information about parallel and distributed approaches to 
computing. The chapter also discusses various frameworks available for processing 
big data using parallel and distributed computing. Depending on the application 
requirement, one of the frameworks can be used to implement these distributed 
computing on big data. The chapter also focuses on different techniques used for 
deep learning using distributed and parallel systems. It is concluded with a discus-
sion of applications suiting parallel and distributed computing, an implementation 
of high-performance computing on Azure, and a case study of HPC systems in 
computation biology is discussed to get an insight of HPC in real-world application.

Input layer Convolutions Subsampling Convolutions Subsampling Fully connected

Output layer

12x12

Output layer

Fig. 12 Fully connected network for biomedical application
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