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Abstract. On-roadobject tracking is a criticalmodule for bothAdvanced
Driving Assistant System (ADAS) and autonomous vehicles. Commonly,
this functioncanbeachievedthroughsinglevehiclesensors,suchasacamera
or LiDAR. Consider the low cost and wide application of optical cameras,
a simple image segmentation-based on-road object tracking model is pro-
posed. Different from the detection-based tracking with bounding box, our
model improves tracking performance from the following three aspects: 1)
thePositionalNormalization (PONO) feature is used to enhance the target
outlinewith commonconvolutional layers. 2)The inter-framecorrelationof
eachtargetusedfortrackingreliesonmask,thishelpsthemodelreducingthe
influences caused by the background around the targets. 3) By using a bidi-
rectional LSTM module capable of capturing timing correlation informa-
tion, the forward and reverse matching of the targets in consecutive frames
is performed. We also evaluate the presented model on the KITTI MOTS
(Multi-Object and Segmentation) task which collected from out door envi-
ronment for autonomousvehicle.Results showthatourmodel is three times
faster than Track RCNN with slightly drop on sMOTSA, and is more suit-
able for deployment on vehicular low-power edge computing equipment.

Keywords: Object tracking · Segmentation · Bi-LSTM · Autonomous
vehicle · Deep learning

1 Introduction

Multi-object tracking (MOT) in out door environment is a basic and challeng-
ing computer vision task [1–3]. It has a wide range of application scenarios and
actual requirement, such as security monitoring, industrial production, precision
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guidance, aerial warning and transportation [4]. In the era of big data, related
face recognition systems, satellites, surveillance cameras, vehicle-mounted sys-
tems, etc. provide rich data sources for researches [5] and also greatly promote
the development of related technologies.

Due to the unclear definition of tracking tasks when dealing with partially
visible, occluded, or cropped targets, and the lack of well defined and organized
dataset and evaluation metrics, previous track systems lack comprehensive eval-
uation. Until the emergence of large-scale labeled datasets [6–8] in recent years,
multi-target tracking algorithms and models have been able to develop rapidly
[9]. However, most of the MOT are designed for data collected from fixed scene
or with static sensors.

With the rapid development of sensor technology, big data processing
and artificial intelligence, autonomous driving technology that can improve
transportation efficiency, traffic safety, and travel convenience, has received
widespread attention in academia and industry in recent years [10]. At the same
time, complex road environments, limited vehicle platform and highly random
obstacles also pose challenges to autonomous vehicle perception systems. The
MOT is one of the most basic and critical perception modules for autonomous
vehicle [11,12].

The autonomous vehicle often equipped with rich sensors and can obtain
information of the surrounding environment. Optical camera is the most com-
monly used sensors, and the vision-based MOT is widely studied [13]. Recent
artificial intelligence solutions use deep learning modeling and big data-driven to
build MOT model [14]. The convolutional neural network model relies on high-
performance graphics cards, making the deployment of the model in a vehicle
environment a challenge. Therefore, it is very necessary to study the tracking
algorithm that balances performance and accuracy.

In this paper, a vision-based one stage MOT model is proposed for
autonomous vehicle. Our tracking architecture is modified from Track R-CNN
[3]. We first combine the Positional Normalization (PONO)[15] feature with a
lightweight CNN backbone for refining object segmentation. The PONO com-
bines first and second moments of features that can capture structural infor-
mation. The bi-directional Long Short Term Memory (Bi-LSTM) module is
then used to further enhance the association information of inter-frame targets.
Finally, the segmentation masks of targets reduce the influence of the back-
ground, such as occluded targets and similar background. The final model can
achieve better tracking performance while processing video stream data in a
more efficient way. The contributions of this paper are summarized as follows1:

– We present a light-weight segmentation-based multi-object tracking model
for autonomous vehicular platform.

– The model combines PONO features and Bi-LSTM modules to capture the
spatial-temporal features of targets from continues frames for better tracking.

1 We provide code online at https://github.com/XYunaaa/Fast-Segmentation-based-
Object-Tracking-Model.

https://github.com/XYunaaa/Fast-Segmentation-based-Object-Tracking-Model
https://github.com/XYunaaa/Fast-Segmentation-based-Object-Tracking-Model
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– We evaluate the presented model on KITTI Multi-Object and Segmentation
(MOTS) dataset.

The rest of this paper organized as follows. The related work of deep learning
based tracking models are summarized in Sect. 2. We present the segmentation-
based tracking model architecture in Sect. 3, and evaluation results on KITTI
MOTS dataset in Sect. 4. The final Section concludes the current model and
possible improvements.

2 Related Works

Most of current object tracking algorithms follow the tracking-by-detection fash-
ion which detect the targets frame by frame, and combine with matching algo-
rithms to assign track ID for the same objects. The whole process mainly consists
of three steps: detection, feature extraction/motion prediction and association.
The detection module first find all possible targets in each frame. And then, the
second module extracts a feature set for each target based on detection results.
Finally, the association module matches targets with similar features or performs
motion estimation based on inter-frame information.

The deep learning-based model mainly borrowed from object detection task
directly [16–18], because the convolutional neural network models can auto-
matically extract robust features for detection task instead of hand-made-craft
features or simple statistical features. And then, the detection results from con-
tinuous frames are sent to different trackers, such as correlation filter [19–21],
Kalman filter [22–24], clustering algorithm [25,26] or Hungarian algorithm [27],
optical flow [28], etc., for ID matching.

As mentioned before, the deep learning models are mainly used for solve
the detection process, both one-stage and two-stage models are used. The 2D
bounding box (BBox) [22,23,29] is a common and efficient way to describe the
results. In static scenes and top view applications, such as the security monitor-
ing [30], face recognition, etc., the 2D BBox can capture the main outline of the
targets. However, when dealing with occlusion targets and close-range targets,
such as following a bus or waiting for traffic lights in a crowded traffic environ-
ment, the BBox may contain other objects in the background. This has a little
effect on classification and detection tasks, but it will affect the characterization
of the target, resulting in matching failure [3]. Segmentation-based tracking use
masks for each target, and can significantly reduce the interference caused by
the background. Moreover, splitting detection and feature extraction also affects
the overall efficiency of the model.

The current solution avoids the usage of segmentation networks mainly for
the following reasons. Segmentation models are usually very large, especially for
the multi-channel results, and will affect processing efficiency. The segmentation-
based annotation datasets are also very limited. Traditional features, such as
HOG, SIFT, Daisy, etc., cannot generate from irregular masks.

To overcome the above problems, several studies perform end-to-end tracking,
and use convolutional features for both detection and target encoding [3,8,31] to
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speed up the model efficiency. Moreover, combining with segmentation model,
the convolutional encoding of the target mask is also more accurate.

The Siamese network is another CNN-based tracking solution, which con-
sists of two parallel branches for different purposes. Namely, a searching branch
response for high-level semantic representation at global area, and a detecting
branch for low-level fine-grained representation at local area. The later branch
is often offline trained for the predefined targets, and shares the weights with its
twin branch. Fully convolutional Siamese trackers can achieve real-time perfor-
mance, but due to not fully exploit semantic and objective information, it is often
less accurate than other state-of-the-art works. Subsequent researches modified
the Siamese network from different aspects, such as constructing cascaded region
proposals based on convolution features from different layers of Siamese network
[32], combining with Graph Convolutional Network (GCN) [33], increasing net-
work depth [34] and refining match at different stage [35].

It is also important to consider temporal information in tracking tasks, and
the most simple way is to combine with LSTM module [36]. TrackR-CNN [3] also
deployed LSTM in their model, but found that there is no essential improvement.
Other works [30,37] introduce the Bi-LSTM to explore target matching from
both forward and reverse image sequences. Ning Wang et al. [38] even designed
a novel unsupervised deep tracking framework to compute the consistency loss
for network training from forward and backward image sequences.

Base on previous works, our model tries to optimize the data and detection
results through PONO features and segmentation, and combine Bi-LSTM to
capture temporal features.

3 Proposed Model

The architecture of the proposed model is presented in Fig. 1, the main workflow
is borrowed from TrackR-CNN [3]. We also embed the whole detection, segmen-
tation and target feature extraction and inter-frame matching into a whole CNN
workflow. We first use a lightweight ResNet50 [39] backbone combining with the
profile enhanced module of PONO to get the spatial association of the target
from consecutive frames. Different lengths of subset sequences are also evaluated.
A Bi-LSTM module that can extract temporal information is attached behind.
This module learns the inter-frame relationship from frontward and backward,
and each gate state exchanges information between the two parallel branches.
The whole backbone combines spatio-temporal feature together for region pro-
posal and generates mask, classification score and association vector for each
target. All information is used for linking the inter-frame targets into tracks
over time.

3.1 ResNet50 with PONO

To reduce total floating-point operations per second (Flops) of the model, we
first use the ResNet50 as spatial-feature backbone. However, shallow networks
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Fig. 1. The proposed segmentation-based on-road object tracking model.

will reduce the model fitting ability, especially on segmentation tasks. Therefore,
we combine the Positional Normalization feature with ResNet50. Different from
previous feature normalization (e.g., Batch, Group, Layer or Instance normal-
ization), PONO not only benefit for network convergence, but also offer a clear
structural information from the input images, as shown in Fig. 2(top). PONO
achieves this by normalizing over the channels at any given pixel location, and
the extracted statistics are position dependent and reveal structural information
at this particular layer as Eq. 1.

uw,h,b = 1
C

∑c=1
C Xw,h,c,b

σw,h,b =
√

1
C

∑c=1
C (Xw,h,c,b − uw,h,b)2 − ε

PONO(Xw,h,c) = Xw,h,c−uw,h,b

σw,h,b

(1)

Where uw,h,b and σw,h,b are the mean and standard deviation or the first and
second order extension, respectively. ε = 10−5 is a small constant coefficient.
The w, h, c, b are the width, height, channel and batch of input feature map of
current layer, and X is activation. Commonly, after the normalization operation
is deployed on each layer, the two extracted statistics are discarded. PONO treats
them as single channel feature maps with same scale of input, and combine them
to convolutional feature together as final output. It can be seen that the added
amount of calculation is very small, however, the outline information is very
significant and can be used to assist segmentation. The ResNet50 can be treat
as texture encoding, while the PONO can be treat as outline encoding. Figure 2
shows an example of how to combine the common convolutional layer and a
3-layer residual module with PONO layer together.
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Fig. 2. Examples of the first (mean) and second (std) moments of the statistical PONO
feature (top). The residual PONO module that combines residual convolutional and
PONO layers (bottom).

3.2 Bi-LSTM

Building sequence model with RNN or LSTM module can capture temporal
information, however, previous tracking tasks only considered forward order.
However, if we treat the motion of vehicles and pedestrians as event, each frame
is highly related with its context states (both forward and backward). Several
human pose estimation and tracking tasks [37] use Bi-LSTM for encoding the
temporal state of the target. Instead of using stacked LSTM, we use single Bi-
LSTM unit to encode both forward and backward states of on-road objects
as temporal-feature. We attached Bi-LSTM module behind the convolutional
backbone, and to ensure the effectiveness of LSTM training, the nature order of
frame sequence is used for training instead of random sampling.

3.3 Multi-task Region Proposal

As the previous two backbone modules generate spatio-temporal features, the
final region proposal of our model directly borrow the multi-task network from
TrackR-CNN [3,30,37]. It contains three individual branches, i.e., a mask-based
segmentation, a classification and association vector generator. The fixed asso-
ciation vector is 128 generated from a fully connected layer from the mask, and
is used for tracking with the Hungarian algorithm.

The whole model is trained on KITTI MOTS Challenge dataset2. This
dataset is extended from KITTI tracking dataset which contains 21 labeled
sequences. Among them, the sequence {0, 1, 3, 4, 5, 9, 11, 12, 15, 17, 19, 20} for
training and sequence {2, 6, 7, 8, 10, 13, 14, 16, 18} for validation. Each time we
feed more than one frame as model input as a sliding window for training and
validation.

2 https://www.vision.rwth-aachen.de/page/mots.

https://www.vision.rwth-aachen.de/page/mots
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4 Experiments

We first quantify the background noise introduced by Bounding box to the target
detection process in an open road environment. Figure 3 shows two examples of
the bounding box based detection and mask based detection, it is easy to see
that the bounding box introduces background noises and overlapped vehicles.

Fig. 3. The bounding box vs. mask: bounding boxes involve invalid background.

Take the MOTS dataset of KITTI for example. We evaluate the pixel noise
introduced by bounding boxes by comparing with mask labels in Table 1. We
evaluate the pixels of mask and bounding box for cars and pedestrians according
to Eq. 2, respectively. Where the cumulative pixel (CP ) is calculated by adding
all the mask/bbox of class (car/ped) according to the tracking ID (t) in each
sequence. The mask and bounding box donate incremental pixels (megapixel) of
each category of targets in the 21 sequences. Seq 17 does not contain cars, and
Seq 3, 5, 6, 8, 18 and 20 do not contain pedestrians.

CPcar =
∑t=1

t∈T fc= car
{mask,bbox}

CPped =
∑t=1

t∈T fc= ped
{mask,bbox}

(2)

From Table 1, it is easy to see that the ratio of the mask/BBox for car ranges
from 0.12 to 0.82, and the ratio of the mask/BBox for pedestrian ranges from
0.23 to 0.61. The average m/b for the 21 sequences is 0.28 for cars and 0.31
for pedestrians, respectively. The smaller the ratio, the greater the background
noise introduced by BBox. And the pedestrians are affected more than cars, this
may lead to poor tracking results for pedestrians when dealing with BBox. The
overall ratio ranges from 0.13 to 0.65, and only 6 out of 21 sequences have a
ratio larger than 50%.

We then train and evaluate our proposed model in the same way men-
tioned in Track R-CNN [3], the only difference is our hardware is a little dif-
ferent from theirs. All the testings are deployed on a GPU server with NVidia
RTX2080ti@11.3 Gbps, with 32G memory and Intel Core i9-9900K CPU. During
training, we can only set a maximum batch size of 7 due to the limitation of
the GPU memory, the rest of the configuration is basically consistent with the
original experiment [3].

The MOSTA (multi-object tracking and segmentation accuracy), MOTSP
(mask-based multi-object tracking and segmentation precision) and sMOTSA
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Table 1. Pixel compare: Bounding box vs. Mask (M=Million)

Seq Cars Pedestrian Total

mask(M) bbox(M) m/b mask(M) bbox(M) m/b mask(M) bbox(M) m/b

0 2.15 2.89 0.75 0.06 0.10 0.56 10.08 25.01 0.40

1 21.00 28.71 0.73 0.21 0.39 0.54 30.43 63.15 0.48

2 2.14 2.91 0.74 0.17 0.33 0.52 7.41 24.09 0.31

3 2.69 3.32 0.81 - - - 3.56 6.07 0.59

4 2.57 3.62 0.71 0.12 0.22 0.55 6.31 16.99 0.37

5 3.07 3.90 0.79 - - - 5.69 12.88 0.44

6 3.15 4.15 0.76 - - - 5.86 11.55 0.51

7 28.56 36.55 0.78 0.09 0.19 0.49 38.51 59.06 0.65

8 2.48 3.20 0.77 - - - 4.54 8.86 0.51

9 20.54 27.65 0.74 0.03 0.06 0.57 33.01 67.40 0.49

10 1.71 2.28 0.75 0.05 0.07 0.61 7.00 12.88 0.54

11 16.45 22.06 0.75 0.10 0.20 0.51 19.99 3 5.88 0.56

12 0.13 0.16 0.78 0.01 0.02 0.53 0.61 1.51 0.41

13 0.20 0.24 0.82 2.14 4.12 0.52 14.01 36.30 0.39

14 2.60 10.46 0.25 0.21 0.56 0.38 3.74 29.52 0.13

15 12.28 46.73 0.26 1.97 8.43 0.23 17.76 130.93 0.14

16 2.53 21.11 0.12 6.33 23.93 0.26 13.48 94.41 0.14

17 - - - 4.40 13.80 0.32 10.92 67.46 0.16

18 12.04 42.21 0.29 - - - 13.75 65.25 0.21

19 11.81 38.42 0.31 16.73 54.19 0.31 77.66 352.53 0.22

20 26.35 96.36 0.27 - - - 51.41 229.78 0.22

All 50.19 176.99 0.28 16.73 54.19 0.31 142.81 647.55 0.22

(soft multi-object tracking and segmentation accuracy)[3] are introduced to eval-
uate the tracking model and is calculated as Eq. 3. Where TP is comprised of
hypothesized masks which are mapped to a ground truth mask, and T̃P is the
number of true positives. FP are hypothesized masks that are not mapped to
any ground truth mask. FN are the ground truth masks which are not covered
by any hypothesized mask. M denote the latest tracked predecessor of a ground
truth (mask), or Ø if no tracked predecessor exists. The set IDS is defined as
the set of ground truth masks whose predecessor was tracked with a different
id. MOTSA is the mask-based multi-target tracking accuracy metric that only
consider successfully tracked targets. MOTSP is the mask-based multi-object
tracking and segmentation precision. sMOTSA measures both segmentation as
well as detection and tracking quality.

MOTSA = |TP |−|FP |−|IDS|
|M |

MOTSP = ˜TP
|TP |

sMOTSA =
˜TP−|FP |−|IDS|

|M |

(3)

The batch size of 5 is used during all training and testing, as we found the
enlarged batch size can slightly increase the model performance and has no
influence on FPS during testing. When the batch size is greater than 5, the
model performance will not continue to improve, as shown Table 2.
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Table 2. Comparison of different batch sizes for training.

Batch 2 3 4 5 6 7

sMOTSA Car 65 70.8 72.3 72.6 72.6 72.1

Ped 29.7 31.9 34 34.2 34.1 34

FPS 10.29

Table 3 illustrates the comparison of different model settings and model per-
formances, two different backbones (Resnet50 and Resnet101) are used during
testing, + means the backbone is integrated with PONO features in each mod-
ule. The backbone is designed for charging the spatial feature, and is attached
with a temporal module. Three different temporal modules are compared in our
work, 3DCNN, LSTM and Bi-LSTM. In the end of the model, two tracking vec-
tor generation mechanisms are considered, i.e., generating from the RPN and
from the mask.

We only evaluate the sMOTSA and FPS (Frame per Seconds) in the current
stage. The

√
donates the selected combination of modules for each setting,

+ donates the PONO feature is used, and
√√

means two repeatedly stacked
modules. As we focus on tracking task, we randomly select a sequence during
training and testing each time, and use the default frame order as model input.

Table 3. Comparison of different model settings.

Backbone Temporal Module Vector Performance

sMOTSA FPS

Resnet50 Resnet101 3DCNN LSTM Bi-LSTM RPN Mask Car Ped

1
√ √ √

76.2 46.8 3.12

2
√ √ √

68.1 37.3 5.79

3
√
+

√ √
70.7 30.2 10.29

4
√ √ √

61.4 39.3 8.82

5
√ √√ √

61.4 38.4 6.61

6
√ √

0.05
√

68.5 42.4 13.37

7
√
+

√
0.05

√
72.3 34 10.36

8
√
+

√
0.8

√
73.7 37.3 10.36

9
√
+

√
0.8

√
74.9 43.6 10.15

The configuration1 is Track R-CNN [3] with a combination of Resnet101,
3DCNN, RPN-based tracking vector, it achieves the highest sMOTSA on both
car and pedestrian, but can only reach 3.12 FPS on NVidia Titan XP@12G. This
is far cry from the basic requirement of 10 Hz in autonomous system. By replacing
the backbone with Resnet50, the FPS increases to 5.79 (nearly twice the original
value), however, the sMOTSA drop to 68.1 an 37.3, respectively. Then, we add
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PONO feature with Resnet50 backbone, the model FPS is surprisingly reached
10.29, and the car sMOTSA increased by about 2%, but pedestrian sMOTSA
drops to 30.2. Which means that the PONO can heavily increase the backbone
speed, and has benefit for large targets of cars.

Configuration 4, 5 and 6 show the performances of different temporal mod-
ules, except for the 3DCNN and LSTM, we also added a Bi-LSTM to capture
the patterns from both toward and backward. Compare to configuration2, LSTM
module shows higher processing efficiency for extracting temporal features than
3DCNN, but the sMOTSA is much lower than 3DCNN. The stack of two LSTM
shows no better than single LSTM module, and increased processing time from
8.82 FPS to 6.61 FPS. Moreover, the Bi-LSTM shows similar performance on
car, but much higher sMOTSA on pedestrian (42.4), and configuration6 can
achieve the highest FPS at 13.37 among all configurations. This also donates
that convolution-based Bi-LSTM can confirm the timing characteristics of the
target through reverse information and greatly improve the efficiency of feature
extraction and later tracking.

We further adjust the weight of the temporal module, as this is not a main
module, we only consider two different conditions, i.e., 0.05 and 0.8, for Bi-
LSTM. Considering the configuration6 and 7, when using Resnet50 with PONO,
the sMOTSA of car further improves to 72.3 while the sMOTSA of pedestrian
drops to 34. We then enlarged the weight of temporal module to 0.8 as in configu-
ration8, both the sMOTSA of the car and pedestrian have increased significantly,
and this process has not affect on FPS. In configuration9, the tracking vector is
generated from mask instead of RPN, the tracking performance of sMOTSA is
raises to 74.9 for car and 43.6 for pedestrian, and the FPS only drops 0.21. This
is very close to Track R-CNN with a deeper backbone of Resnet101, but the FPS
has increased more than three times, and can meet the needs of autonomous driv-
ing systems. Table 4 lists the detailed tracking indicators of the above-mentioned
models with different configurations on cars and pedestrians.

Table 4. Details of tracking performances.

Cars Pedestrians

sMOTSA MOTSA MOTSP sMOTSA MOTSA MOTSP

1 76.2 87.8 87.2 46.8 65.1 75.7

2 68.1 79.8 86.3 37.3 56.3 73

3 70.7 82.1 87 30.2 52.9 66.5

4 64.1 76 86.4 39.3 57.8 73.2

5 61.4 73.6 86.2 38.4 57.2 73.2

6 68.5 80.2 87 42.4 62.2 73.2

7 72.3 83.2 87.5 34 56.4 67

8 73.7 84.9 87.4 37.3 59.5 68.2

9 74.9 85.6 87.7 43.6 63.4 73.4
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Figure 4 illustrates an example of ID matching based on the mask-based
tracking vectors, the upper figure donates segmentation results at time T , while
the bottom figure donates segmentation results at time T+1. After segmentation,
we use the tracking vectors in each frame for matching track IDs with the famous
Hungary algorithm. Figure 4(a) is the segmentation results in frame T and T +1.
While Fig. 4(b), 4(c), 4(d), 4(e) and 4(f) donate the matching process for each
targets. Due to the van and bus are ignored classes in KITTI tracking dataset,
the model does not tracking on them during both training and testing. We also
illustrated the calculated distances between the current target vectors (in T + 1
frame) and last target vectors (in T frame), each target uses the same color of
number and BBox. Our model successfully tracked four cars and a pedestrian,
i.e., Car34, Ped83, Car44, Car52 and Car53, between the two frames.

(a) Segemention results (b) Matching for Car34

(c) Matching for Ped83 (d) Matching for unlabeled Car44

(e) Matching for Car53 (f) Matching for unlabeled Car52

Fig. 4. Evaluation of inter-frame ID matching.
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This process can also be presented as matching matrix with distances infor-
mation as shown in Fig. 5. When the element on the main diagonal is the small-
est, and the distance of the same target (track ID) in the adjacent frames has
the shortest distance, the model can achieve the best matching result based on
the tracking vector distances. The vector distance between all correctly matched
target frames is less than 1 (around 0.5).

Figure 6 illustrates four examples of 2D tracking results of our final model, the
gray trajectory lines are ground truth calculated according to BBox center, while
the trajectory line consistent with the same color of the mask is the predicted
result of our model. It is easy to see that the predicted trajectories of the final
model are very close to the ground truth in ideal occasions.
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Fig. 5. The matching distance matrix of inter-frame ID matching.

(a) Scenario 1

(b) Scenario 2

Fig. 6. Examples of 2D tracking results of the final model.
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5 Conclusion

The cars and pedestrians are two main moving targets in open street environ-
ment. Accurate tracking of dynamic targets is an important module for per-
ception system of autonomous vehicles, and can provide powerful information
support for subsequent driving decision making and motion planning. To address
accurate and efficient dynamic target tracking in dynamic open street area, this
paper presented a novel segmentation-based object tracking model. We use light-
weight backbone of Resnet50 with PONO module for generating the spatial
features, and then combined with a Bi-LSTM for generating temporal feature
from continuous inter-frame information in forward and reverse orders. The final
tracking vector generated from segmentation mask also helps increase the track-
ing performance. Testing results on the public KITTI MOTS dataset show that
the tracking performance of our model is slightly lower than Resnet101 based
Track R-CNN on MOTSA, MOTSP and sMOTSA, but is three times faster and
can be deployed for autonomous vehicles.

The current model still has some drawbacks, such as the tracking is relied
on segmentation results, when the segmentation fails or is wrong, the entire
system will fail. Moreover, the current tracking results on pedestrian is also not
remarkable and safe enough for usage. We plan to solve those problems with
re-identification strategies in the future.
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