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Preface

Nowadays, the high integration rate of interconnecting energy technologies in
energy systems has been increased, such as combined heat and power plants, natural
gas-fired power plants, power to gas technology, hydropower plants, and water
desalination systems. Accordingly, the design and operation of multi-carrier net-
works should be studied, taking into account the operational and technical con-
straints of each interconnecting element between energy systems and the network
constraints of each energy system. Hence, studying the optimal design and operation
of multi-carrier energy networks associated with different kinds of energy carriers
such as gas, power, heating, cooling, and water carriers is of great importance for
attaining more effective and promising operation of such networks, and has received
significant attention of researchers. The operation of multi-carrier energy networks
considering various interconnecting elements is improved in different studies regard-
ing economic and environmental viewpoints. The consideration of interconnecting
elements in the operation of multi-carrier energy networks is a realistic framework
since the constraints of all of the energy networks as well as the interconnecting
elements are considered in the operation and design of such systems. Also, the multi-
carrier energy storage facilities such as the power to gas systems and pumped storage
technology are effective in improving the operation of multi-carrier energy systems
because one form of energy can be converted to another form when the load demand
is low, and it can be used in supplying the load demand of an energy carrier in on-
peak hours. The book Planning and Operation of Multi-Carrier Energy Networks
aims to discuss the recent developments and contribution of optimal design and
operation of multi-carrier energy networks in both aspects of providing a compre-
hensive review on the title and proposing new models of operation and design of
such systems.

The book covers theoretical background and experimental analysis of the multi-
carrier energy networks with concentrations on gas, power, heating, cooling, and
water carrier, special and professional fields of integrated energy systems. The
authors focus on the optimal design and operation of multi-carrier energy systems.
Thus, the studied challenging issues in this book can provide effective and promising
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solutions for the optimal design and operation of energy systems. The authors try to
study the optimal design and operation of multi-carrier energy networks with
concentrations on the integration of various energy carriers as well as
interconnecting elements between such systems. The application and study cases
are selected, with as many realistic cases around the world are investigated. The
authors hope the current book helps undergraduate and graduate students,
researchers, and engineers, trying to evaluate the concept of multi-carrier energy
networks based on theoretical aspects and application case studies. The topics
covered in this book are presented in the following:

e Overview on the operation of multi-carrier energy networks

* The role of demand response programs and energy storage facilities in optimal
operation of multi-carrier energy networks

* Operation of multi-carrier energy networks by modeling the uncertain parameters

* Introduction to planning and sizing of multi-carrier energy networks

¢ Network expansion planning of multi-carrier energy systems by modeling the
uncertain parameters

* Risk-constrained planning of multi-carrier energy systems

University Park, PA Morteza Nazari-Heris
University Park, PA Somayeh Asadi
Aalborg East, Denmark Behnam Mohammadi-Ivatloo
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Chapter 1 ®)
Introduction and Literature Review st
of Cost-Saving Characteristics

of Multi-carrier Energy Networks

Jaber Fallah Ardashir and Hadi Vatankhah Ghadim

1.1 Introduction

Economics has always been one of the most important factors in human-made
systems which are directly related to different communities and groups in society.
From costs of design, execution, operation, and planning of systems to challenges in
grids like energy wastages, low efficiency, and inevitable costs of outages at any
level, all are considered in the economic analysis of an energy system. Efforts on
decreasing these costs while maintaining and enhancing other parameters of the
system like stability, reliability, and resiliency have continued since the appearance
of these systems until now.

With a closer look at the shares of different fuels participating in electricity
generation, we can see that natural gas, coal, and nuclear energy are currently
keeping the highest share in energy generation systems. After them, wind and
hydropower, biomass, solar, petroleum, and other supplies are used in the system
[1]. Due to the percentages of participation mentioned in Fig. 1.1, we can easily
understand that natural gas is currently the most popular fuel for energy generation
and that is why most of the energy hubs are usually integrated with the gas network
[2]. The reason will be explained in the upcoming sections. But what is important is
that coal and petroleum fuels had a decreasing trend of penetration in energy supply
in recent years, reducing from 48% in 2008 to 27% in 2018 for coal and from 1.12%
in 2008 to 0.6% in 2018 for petroleum. With the appearance of eco-friendly multi-
carrier systems, this trend can go down even faster, creating an ideal vision of a green
energy system.

Multi-carrier energy systems (MESs) are an innovative solution for solving a
different variety of problems that are currently present in energy networks. Cost-
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Fig. 1.1 Renewable energy share in the United States—2018 [1]

saving specifications of MES have always been considered a trending subject in
studies and as a great compelling economic reason for planning and implementing
this system.

1.2 Alternative Resources and Supply-Side Technologies

Conventional power plants that usually work with fossil fuels might seem suitable
for electric energy systems because of their low-cost fuels but the harm that they
cause to the environment and challenges they create in urban design have made them
no more rational choices. Besides, innovations in renewable power units and studies
on new approaches in maintaining the power we need have shown us a new path to
the future of the energy systems. In this section, different solutions are discussed and
their probable role in MES is considered economically.

1.2.1 Renewable Energy Resources (Solar, Wind,
Geothermal, Biomass)

To understand the difference which implementing renewables will make in energy
economics, a comparison between the cost of renewables and non-renewables seems
necessary. To ensure the reliability of this comparison, many factors like fuel costs
which generally consist of discovery, extraction, refinery, emission control, and
distribution; inevitable expenses of tax and fee; and externality costs considering
environmental, civil, unpredicted human, or natural incidents like war or natural
disasters should be considered. After all, the result will be just slightly more accurate
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to be used in future planning because there will be always some issues that are never
considered in calculations and will show up at the stage of execution.

1.2.1.1 Solar Energy-Based Technologies

Solar energy has always been an attraction for the studies to enhance efficiency,
decrease the production cost of harvesters like photovoltaic cells, etc. Although there
were some flaws in the previous technologies which caused the increase in the final
cost of the energy per kilowatt, nowadays high-tech tools and devices have improved
the quality of energy produced within each of the cells or plants and decreased the
total cost of them. Because of the innovations in the production of extractors like
photovoltaic and solar thermal plants, the cost faced a downward trend, especially in
the recent decade.

To understand the change which implementing solar plants will make in the total
cost of a multi-carrier system, a comparison between the cost per production unit of
solar plants and typical coal plant is made in Table 1.1 [3]. To calculate the total cost,
there is a need to compute the total cost of a power plant consisting of the building
cost plus annual operation and maintenance costs per life span which will be as
below:

. s *
TOC ($4w) + [Fuel (Sw.yr) + (Var O&M(¥4 KW")IEO%4(h) X33 (daY))

+Fix.0&M ($/w )] x Life span(yr) = Total BOM cost (S4kw)

TOC: Total overnight cost
O&M: Operation and maintenance
BOM: Building, operation, and maintenance

*Because of sparing 30 days (1 month) for overhaul process in power plants, the
period of a year is considered 335 days.

As it is seen, the total BOM cost of a power plant with solar photovoltaic
technology is lower than a coal power plant. In contrast, a solar thermal power

Table 1.1 Financial information of solar and coal-fired power units

Fuel

Total overnight | cost Fixed O&M | Variable Life Total

cost (TOC) $/KW. cost $/KW. | O&M cost span BOM cost
Technology | $/KW yr yr $/MWh (yr) $/KW
Solar PV 1331 0 15.19 0.0 20 1634.8
Solar 7191 0 85.03 0.0 20 8891
thermal
Ultra-super- | 3661 154.52 | 4041 4.48 50 15,208.46
critical coal
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plant might not be an economical choice to build in an energy network. But what is
not mentioned in this table is that there are some effective regional specifications
which make the thermal power plant construction inevitable. Importing cost of coal,
higher emission taxes, and limitations in the construction of coal plants may force
the state or private investors to build solar thermal plants.

It is obvious that the construction of a solar photovoltaic plant will reduce the
costs of investment and operation up to 68% in equal time intervals and sizing. This
number could add up by involving new technologies which will be discussed further
in Sect. 1.2.4.

1.2.1.2 Wind Energy-Based Technologies

Wind power stations which are popular as wind farms use the power of the wind to
rotate the turbines in order to generate electricity. Usually, the onshore turbines have
different challenges with the offshore ones, and as a result, they have different costs,
but this has not made wind farms one of the most expensive and inefficient power
plants. Actually, due to a study in the United States Department of Energy (DOE),
wind farms are producing the electricity much cheaper than the conventional or
clean-tech coal power plants and gas-fired power plants, with a rate of approximately
5 cents per kilowatt which, with state subsidies, becomes 2 cents per kilowatt.

China, India, and the United States host the world’s largest wind farms, mostly
onshore, while countries with limited shore capacity are investing in offshore
technologies like the UK or Japan. Gansu Wind Farm, located in China, is reaching
its initial goal set in 2012 to generate 20,000 MW by 2020. Besides, the UK owns the
largest offshore wind farm with a capacity of 660 MW [4]. According to studies on
wind farms in Europe, Europe can be able to power the entire planet by installing
about an additional 11 million onshore turbines over an area of 5 million square
kilometers across its terrain. Of course, this is an ambitious project, but the same
findings suggest that if accurate studies of the environmental conditions as well as
the wind atlas of lands are carried out, the potential for wind energy production is
both technically and economically high.

Environmental concerns about wind farms will be discussed in Sect. 1.5 but what
is obvious is that use of wind farms will eliminate the expenditure of fuel and will
decrease the total cost of the electricity generation. To analyze the economic benefits
of the wind farms, a comparison between it and a wind farm is shown in Table 1.2
[3]. Detailed shares of a wind power plant breakdown costs, from planning until the
operation, are also shown in Fig. 1.2.

1.2.1.3 Geothermal Energy-Based Technologies
Despite the high initial cost of investing in geothermal power plants, these plants

have very low operating costs and can be managed. Many factors contribute to the
initial investment costs, including drilling costs, thermal and boiler installations,
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Table 1.2 Financial information of wind and coal-fired power units

Fuel

Total overnight | cost Fixed O&M | Variable Life Total

cost (TOC) $/KW. cost $/KW. | O&M cost span BOM cost
Technology | $/KW yr yr $/MWh (yr) $/KW
Wind 1319 0 26.22 0 20 1843.4
onshore
Wind 5446 0 109.54 0 20 7636.8
offshore
Ultra-super- | 3661 154.52 40.41 4.48 15,208.46
critical coal

Generator
2.90%
Tranformer
2.40%
Power Converter
3.80%
Gearbox
6.90%

Rotor Blades

Wind Turbine 15.36%

[PERCENTAGE]

Tower
16.32%

Other
16.32%

Planning and Miscellanous
9.00%

= Planning and Miscellanous = Grid connection = Foundation - Generator = Tranformer = Power Converter

= Gearbox = Rotor Blades = Tower = Other

Fig. 1.2 Capital cost breakdown for a typical onshore wind power system and turbine [5]

disposal system, construction of underground and on-ground facilities, project
development costs, and network linking costs. A brief pie chart of the probable
percentages for each of the mentioned costs and further is available in Fig. 1.3.

In more realistic calculations, the costs of a geothermal plant will depend on the
technology which it uses, the capacity or quantity of wells it contains, and other
crucial geothermal circumstances. But after all, it is undeniable that these power
plants are invulnerable to price changes since they do not need fuel. An economic
comparison between a typical geothermal plant and a coal-fired plant is detailed in
Table 1.3 [3].

As it is obvious, the overall life span costs of a geothermal plant are much less
than those of the coal power plant, even in an equal time interval.
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Owner’s cost Project management and
1% Engineering supervision

%

Production Wells
15%
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_—Injection Wells
4%
Test Wells
1%

Fig. 1.3 Total probable cost breakdown for an installed geothermal power plant [6]

Table 1.3 Financial information of geothermal and coal-fired power unit

Fuel
Total overnight | cost Fixed O&M | Variable Life Total
cost (TOC) $/KW. cost $/KW. | O&M cost span | BOM cost
Technology | $/KW yr yr $/MWh (yr) $/KW
Geothermal | 2680 0 113.29 1.16 30 6358.492
Ultra-super- | 3661 154.52 40.41 4.48 50 15,208.46
critical coal

1.2.1.4 Biomass Energy-Based Technologies

Unlike wind, solar, and hydropower, biomass requires raw materials as fuel for its
power plant, which must be produced or collected, transported, and stored. The
economy of biomass power plants is heavily dependent on the fuel supply chain at an
economic cost, as well as the technology used in these power plants. The cost of the
equipment used in the power plant may depend on the area of construction of the
power plant, the type of power plant fuel, and the production capacity and storage of
fuel in the nature around the power plant. Fixed O&M costs include labor, scheduled
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Fig. 1.4 Capital cost breakdown for biomass power generation technologies [7]

maintenance, and replacement of power plant equipment and power plant compo-
nents (boilers, gas supply facilities, etc.) and, of course, power plant insurance costs.

The size of the plant is inversely related to the fixed O&M costs, meaning that the
larger the plant, the lower the fixed O&M costs per kilowatt. The reason for this is
the effect of the scale of the power plant unit on the economy and especially the
employed labor force index at that time. The variable costs of O&M depend on the
output of the power plant and are usually expressed in dollars per kilowatt-hour.
These costs include non-biomass fuel costs, ash disposal, unpredicted maintenance
operations, replacement of equipment and tools, as well as additional service costs.
In some studies, fixed and variable O&M costs are combined and expressed, so
accurate data on these costs may not be available separately. A comparison of total
breakdown costs between different biomass technologies is shown in Fig. 1.4.

To analyze the biomass technologies with coal-fired power units, data for differ-
ent cost groups are available in Table 1.4 [3]. As it is seen, prior three technology
groups of biomass will have higher total BOM costs in comparison with USC plant
per year. This surplus could be decreased or even be eliminated in stations which
have access to affordable fuel supply like India. What is obvious is that landfill gas
biomass plants are a great opportunity to generate electricity at a lower price and in a
slightly eco-friendly way.

1.2.2 Gas Power Units

The natural gas-fired power plant is a thermal power generation unit that uses natural
gas as its main fuel to generate steam and eventually electricity. Currently, gas power
units have almost 25% of generation share in the world which, with lower gas prices
in high oil and gas cases, could be almost about 51% in 2050 due to EIA annual
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Table 1.4 Financial information of biomass and coal-fired power units

Fuel

Total overnight | cost Fixed Variable Life Total

cost (TOC) $/KW. O&M cost | O&M cost span BOM cost
Technology | $/KW yr $/KW.yr $/MWh (yr) $/KW
Biomass 2800 45.007 | 126 4.2 25 7919.375
(BFB/CFB/
stoker)
Biomass 3250 43.415 | 146.25 3.7 25 8735.325
(gasifiers)
Biomass 1975 12547 |79 4.2 25 7930.95
(anaerobic
digestion)
Landfill gas 1557 69.433 |20.02 6.17 25 5728.794
Ultra-super- 3661 154.52 | 40.41 448 50 15,208.46
critical coal

Table 1.5 Annual total fuel consumption of gas-fired power units

Annual total consumption for electricity generation (million m®)
State share Private share Commercial share | Industrial share | Natural gas
Year | (million m®) (million m?) (million m?) (million m?) price ($/m>)
2008 |195,268.53 0.316
77,308.79  [102,286.02 | 945.87 114,727.85
2018 |306,721.2 0.124
157,191.96 | 132,031.53 | 1490.88 | 16,006.83

report of energy 2019. These power plants are also responsible for the significant
amount of global greenhouse gas emissions which ends with the known threat for
this planet, global warming. Gas power units could be used as a compensating
generation to bring the balance to network with variable renewable plants and higher
demands in the network.

In a study in 2018, the amount of natural gas which is consumed in the United
States for electricity generation was increased by about 57.1% and the price of gas
for this purpose was decreased by about 60.75% compared with 2008 data. Besides
the advances in technologies related to gas-fired power plants, low cost of fuel and
higher dispatch ability in critical situations make the presence of gas power plants in
energy network rational. This is why we have been seeing increases in the consump-
tion shares of different consumer groups in recent years (Fig. 1.8). Extended analysis
about the relation of gas consumption and gas price per unit is mentioned in
Figs. 1.5, 1.6, 1.7, and 1.8 (data driven from [1, 8]):

To understand the importance of gas-fired power plants’ presence in energy
networks, as mentioned in Eq. (2.1), there will be a comparison between gas-fired
generation technologies and coal power units. The results are in Table 1.6 [3]:
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Fig. 1.5 Average natural 0.35
gas price comparison in 0.316
2008 and 2018—eia.gov 0.3
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electricity generation in
2008 [8]
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1.2.3 Hydro Technologies

Hydropower plants have many positive points, including the following:

* As the fuel of these plants is water, it is accounted for as clean energy resources.
* Hydropower plants bring energy independence to any region with water
resources.
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2018 [1]

160
140
120

100

[o2]
o

Billion cubic meter
[o']
o

N
o

n
o

0

(2008
|-2018:

J. Fallah Ardashir and H. Vatankhah Ghadim

"\

= State = Private ® Commercial “ Industrial

Private Commercial ! Industrial
102.28602 0.94587 | 14.72785
13203153  1.49088 |  16.00683
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Fig. 1.8 Consumption of natural gas for electricity generation purpose divided by sector-year [1, 8]
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Table 1.6 Financial information of gas-fired and coal-fired power units

Total Fuel Fixed Variable

overnight cost O&M O&M Life |Emission |Total

cost (TOC) | $/KW. | cost cost span | costs® BOM cost
Technology | $/KW yr $/KW.yr | $/KWh (yr) | $/KW.yr |$/KW
Single-shaft | 1079 282.14 | 14.04 2.54 30 83.8773 |13,093.367
combined
cycle
Multi-shaft 954 282.14 | 12.15 1.86 30 12,747.651
combined
cycle
Internal 1746° 282.14 |35.01 5.67 30 15,144.423
combustion
turbine
Industrial 710 282.14 | 6.97 4.48 30 12,980.195
frame com-
bustion
turbine
Ultra-super- | 3661 154.52 | 40.41 4.48 50 201.4824 |25,282.58
critical coal

“Congressional Budget Office (CBO) regulated carbon tax at $25 per metric ton on most emissions
of greenhouse gases in the United States (H.R.6463, US 115th Congress 2017-2018/CBO-Budget
options 2018-54,821). The data for emission costs are calculated on this basis. For the gas-fired
technologies an average of 0.4173 kg per kilowatt hours is estimated (eia.gov)

"Due to TOC tolerance in different sizing of internal combustion engines, an average value is
calculated (eia.gov)

» Because of the water cycle driven by the sun, hydropower plants are considered
as renewable power plants which make them reputable and reasonable.

* In a specific kind of hydropower plant (impoundment plants), recreational ben-
efits are also available for the community.

e Their ability in instant power injection to network in critical situations like
disruptions, disturbances, and outages makes them a reliable backup power
choice.

Additionally, flood control and water supply for farms, cities, and ponds are the
other benefits of these power plants. To have a detailed image of the total costs of a
hydropower plant, a figure which represents the detailed costs with both percentages
and exact numbers of the 500 megawatt greenfield hydropower project is available in
Fig. 1.9.

To analyze the economic advantages of hydropower, there should be a compar-
ison between the costs of a hydropower plant and a coal power unit. The data for
each of the technologies are listed in Table 1.7 (data driven from [3, 9]):

As seen, the total BOM cost of hydropower plants is lower than a coal power
plant in a year interval. It is obvious that because of the higher life span of
hydropower plants—which are normally up to 100 years—the overall lifetime
total BOM cost of hydropower plants will be slightly more than a coal power unit
per kilowatt. Implementing these power plants to an energy network could decrease
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= Owner’s cost

= Engineering,procurement &
construction management

» Powerhouse equipment

« Powerhouse and shafts

u Tunnel

= Reservoir

Fig. 1.9 Cost breakdown of an indicative 500 mw greenfield hydropower project in the United
States (values in $/KW) [9]

Table 1.7 Financial information of hydro and coal-fired power units

Total overnight cost Fuel cost O&M cost Total BOM cost
Technology (TOC) $/KW $/KW.yr $/KW.yr $/KW.yr
Large-scale hydro- 2100 0 97.875 2197.875
power plant
Small-scale hydro- 3100 0 139.5 3197.875
power plant
Conventional hydro- |2752 0 52.805 2804.805
power plant
Ultra-supercritical 3661 154.52 76.43 3891.95
coal

the investment costs while the fuel costs have already been omitted from expendi-

tures, which results in significant economic benefits.

1.2.4 Innovative Technologies

Improvements in current technologies of generation units often resulted in intensity
reduction of adverse characteristics in them. In this section, a brief review of
innovative technologies for power stations is given and how the advances can help

to decrease overall operational costs is also explained.
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Table 1.8 Efficiency of different generation technologies

Technologies Efficiency (%)
Ultra-supercritical coal (USC) 39.5
USC with 30% carbon capture and sequestration (CCS) 35
USC with 90% CCS 27.3
Combined cycle—single shaft 53
Combined cycle—multi-shaft 53.5
Combined cycle with 90% CCS 47.9
Internal combustion engine 41.3
Combustion turbine—aeroderivative 374
Combustion turbine—industrial frame 34.5
Advanced nuclear 32.6
Ocean thermal energy 51
Biomass 25.3
Geothermal 37.3
Landfill gas 40

Coal- and gas-fired power plants have already taken the attention of researchers as
a great opportunity to increase the overall efficiency of the energy system. Nowa-
days, these power plant technologies are usually equipped with carbon capture and
sequestration (CCS) technology in order to reduce the CO, emission intensity in
them, which will cause the overall operational cost reduction. CCS includes three
main steps which are as below:

* Capturing CO, from fossil fuel power plants or industrial complexes

e Transportation of CO, in pipelines toward the facility

* Injection of CO, into deep underground layers of earth, which is an approach of
storing

The stored gas cannot climb up the way to surface because it is injected beneath
the nonporous rock layer, between the porous layer of earth. This technology is very
important because it can reduce a significant amount of greenhouse gases released by
power and industrial utilities and it can be accounted as a great approach toward
green energy. Just in the United States, 40% of annual CO, emission is by energy
section which can be decreased by up to 36% by deploying CCs on fossil fuel power
plants. Right now this technology can reduce up to 90% of emission gas, which for a
500 MW coal-fired power plant could be equal to 2,700,000 tons of CO, annually,
equivalent to 62 million trees planted and grown in 10 years.

Other technologies in renewable energy fields are also interesting. New
approaches on building PV panels can provide cheaper energy with higher efficiency
(like Sunrgi Xtreme which can provide solar energy with 5 cents per kWh—cheaper
than a gas power plant which can supply with 7-10 cents per KWh—and with 37.5%
efficiency, 1366 Technologies which can provide solar power with an unbelievable
price, 1 cent per KWh, nano-wired PV panels with 40% efficiency). In wind
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turbines, new technologies suggested increasing the length of blades in order to
improve the torque for more efficiency and making it eco-friendly by reducing the
risk of collision with birds due to lower speed of rotation. Although most of these
projects and innovations are not commercialized and some results may change in a
real operational environment, what is same in all of them is their goal to reduce the
production cost while increasing efficiency.

1.3 Energy Exchange and Demand-Side Technologies

Energy conversion is the process of converting energy from a form to another. In
fact, all of the power plants work with this principle. Fossil fuel plants transform the
potential energy of coal to electricity, renewable generators convert wind or sun
radiation to electricity, and even fuel cells use energy conversion to maintain
electricity from chemicals. The important point in considering energy conversion
is that if this conversion is cost effective or not. Effectiveness could be described by
many points of view like economic, social, or even environmental. Innovations in
electrical storage systems along with the appearance of improved power plant
facilities and clean energy infrastructure have made this subject more attractive for
researchers. As there is no ideal incident in the electricity generation, transmission,
distribution, and consumption, there will always be some losses with the converting
process which defines its efficiency. Increasing efficiency will result in more
converted energy, which, at here, means the increased capacity of electricity gener-
ation, transmission, distribution, and consumption. In this section, innovative solu-
tions for energy conversion and their effect on demand-side regulations are
discussed.

1.3.1 Heat Exchange

Heat exchange refers to the action of converting heat to electrical energy in terms of
electrical systems. The action is somehow known as steam energy in thermal power
stations, making the turbines rotate and produce power. Combustion engine power
plants, combined cycle plants (CC), combined heat and power (CHP) and combined
cooling, heat, and power plants (CCHP), ventilating technologies like absorbing
chillers and ocean thermal energy conversion (OTEC), and so on are all considered
as heat exchange technologies. In the previous section, the total costs of producing
energy from any available fuel have been analyzed and comparisons were made.
The issue will be interesting when we can also examine the thermal efficiency of
power plants. In this case, the best decision can be made by considering the costs and
thermal efficiency. However, in the following sections we will see that in addition to
these two characteristics, other parameters also play a role in the decision to optimize
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energy production in a multi-carrier energy network. At first, in order to understand
what is thermal efficiency, some definitions need to be mentioned.

Heat rate is an acceptable tool to determine the thermal efficiency of power plants
that use heat exchange technologies. It is actually the heat energy usage of any power
plant to generate kilowatt-hour electricity and it is indicated as British thermal unit
per kilowatt-hour (Btu/KWh). In order to get the efficiency percentage from the heat
rate, the value of kilowatt-hour electricity needs to be converted to an equal amount
of Btu (IKWh = 3412 Btu) and multiplied by 100. This number should be divided
by the heat rate value in order to find efficiency:

3412 (Btu)
Heat rate (Btu/KWh)

x 100 = Thermal efficiency (1.2)

According to the table given, it can be understood that the thermal efficiency of
combined cycle gas power plants, as well as OTEC, geothermal, and landfill, is
higher than the efficiency of improved coal power plants. This becomes more
tangible when compared to other traditional coal-fired power plants around the
world. The higher the thermal efficiency, the higher the power efficiency of the
plant, and the more energy it delivers compared to the same volume of fuel. This
generally increases the overall efficiency of the power plant complex and thus
increases the production capacity of the energy system.

CHP units are a practical solution for providing electrical and heat demand of
consumers [10]. These units can recover the heat waste during the process of the
generation which can increase their overall efficiency up to 90%. The emission of
CO, or other pollutant gases is decreased by a maximum of 18% using CHP units.
They are capable of providing a reliable and secure supply of energy in a system. The
heat generation cost of CHP units is much less than other generators, which makes it
a suitable option for heat production. In a study done by Nazari-Heris et al. (2018)
[11], short-term scheduling of heat and power integrated grid is analyzed. In the test
grid, a robust optimization method and scenario-based modeling approach were
implemented in order to confront the uncertainties of load demand and energy
market price. The result of this study shows that the increase in the robust budget
can cause more costs in the operation of the system while maintaining the robust
action of the system. On the other hand, the price deviation can also create a
difference in operational costs. The lower it comes, the lower the system will cost
to operate. A detailed diagram is shown in Fig. 1.10.

For CHP and CCHP power plants, however, the situation is slightly different. In
calculating the electrical efficiency of these power plants, other factors must be
considered, namely heat and cold. The technology used in these power plants can be
one of the gas technologies mentioned in the table given, or micro-turbines or even
fuel cells. What is important here is that even the heat output of this plant, which is
usually wasted in other power plants, can be used for heating homes and other
consumer groups. Of course, by installing absorption chillers in the air outlet of these
power plants, hot air can be considered as the inlet of the chiller to produce cold air
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without the need for electrical energy, providing desired air-conditioning for con-
sumers. As a result, in addition to 45% electrical efficiency, these power plants also
have a 40% efficiency in cooling and heating.

1.3.2 Power to Gas (P2G)

Conversion of power to gas is one of the solutions for energy grid to decrease costs,
although implementation of such systems is currently expensive. P2G facilities
permit electricity storage in a gas form (typically hydrogen) and maintain the fuel
for transportation or even household usages like cooking and heating. Power-to-gas
technology is based on the conversion of energy into hydrogen gas, which is
obtained from the process of water electrolysis [12]. Plenty of methods are intro-
duced for this technology to study the probable uncertainties that are included in
different case studies like information-gap decision theory and Monte Carlo simu-
lation [13, 14]. The resulting gas can be injected into the gas network or used for
transportation purposes. There are many examples of these systems around the
world. Germany is using the technology as part of its “Energiewende” project to
reduce its energy shortage in the winter. In Italy, hydrogen storage technology has
been used to supply the fuel needed for hydrogen vehicles as well as for maintaining
network balance.

The resulting hydrogen can be used in power plants and provides sufficient heat
to generate energy, so power plants can use existing equipment to generate energy
and save additional costs for optimizing the plant and developing it for low-emission
targets. Another purpose of this technology is to convert the power to methane. This
process is done by mixing the hydrogen gas outlet of power to hydrogen systems
with carbon dioxide. If the pressure of methane is maintained, it could be injected in
the gas distribution grid.

Methane from these processes is also known as carbon neutral due to the
consumption of carbon dioxide in the production of methane and the completion
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Fig. 1.12 Savings in excess electricity production and fuel consumption in comparison with the
base state

of the production cycle and consumption of this greenhouse gas, and in addition to
its use in gas power plants as fuel, it can also be used for urban heating to meet other
needs. In a study of economic benefits on the energy system of Germany [15], the
integration of renewable energy facilities and P2G storage facility is analyzed. The
result shows that integrating wind energy with P2G could bring a minimum of 3.84
million € and a maximum of 138.46 million € per year economic benefit (Fig. 1.11).

Besides, savings in energy production excess and fuel consumption is significant.
In a system with wind farms and P2G storage, the savings could be a minimum of
86.7 GWh and a maximum of 2.5 TWh in production excess and a minimum of
21.7 GWh and a maximum of 2.23 TWh in fuel consumption. The detailed chart for
different capacities is available in Fig. 1.12.
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Fig. 1.13 Economic effects of P2G + wind system on fuel and startup/shutdown costs of fossil fuel
plants

Also, the usage of P2G storage technology can prevent several undesired startups
or shutdowns of fossil fuel power plant system during the demand peak which results
in the decrease of the fuel costs and startup/shutdown costs of power plants
(Fig. 1.13).

Despite all the benefits mentioned above, these processes, and therefore the fuels
that result from them, can also have negative points. Every energy conversion has
energy losses. In this case, too, about 42—-58% of energy is wasted when converting
energy from electricity to hydrogen and during hydrogen gas methanation. Assum-
ing that the methane gas from this process is used in a combined cycle power plant
with 60% efficiency, the total efficiency of the power to gas technology (the total
efficiency of the electricity-to-electricity conversion cycle) will be about 30%. There
are some solutions to increase the efficiency of this conversion cycle like recovering
the heat of the water electrolysis process [16]. Accordingly, the power-to-gas
technology can be used along with biogas facilities which require the heat of the
P2G electrolysis process. The CO, emission of biogas plants could also be used in
the methanation process of P2G.

Also, the high cost of such an operation eliminates the competitiveness of this
technology with fossil fuel technologies in the current situation, and in the absence
of government subsidies and tax reliefs, this technology may be discarded. However,
despite losses and high construction and operation costs, converting electricity to gas
in the future may be cost effective because of increasing taxes on carbon emission as
well as the incremental trend of fossil fuel cost.
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1.3.3 Peer-to-Peer Technologies (P2P)

Peer-to-peer technology refers to the action of trading energy between the advanced
customers which are capable of generation and distribution of energy with next-door
neighbors or a neighborhood, technically called “prosumers.” There are studies
about the economic benefits of this technology. Generally, cost-saving features
could be divided into three parts which are explained below.

1.3.3.1 Energy Expenses

Peer to peer can effectively help the customers with the energy price. Two scenarios
are already analyzed in this issue. The first one is when the feed-in tariff of power-to-
grid injection is lower than the retail price of electricity. In this case, the prosumers
can trade the energy with customers via peer-to-peer technology with a price in the
range more than fixed tariffs and less than the energy retail rate, creating benefits for
prosumers and customers. In order for this business to survive, it is important to set
the right tariffs. If tariffs are too close to or equal to the retail price, there may be no
profit margin for prosumers and the business will be eventually out of order.

This could happen when the price of energy produced and transmitted to the
energy system is low due to the efficiency rate and scale economies. However, the
second scenario designed for this situation could be useful for prosumers. Price
fluctuations in the energy system under the time of use strategy can lead consumers
to consider the economically constant rate of energy purchases from distributed
generation resources and provide some of the energy they need in this way. This will
be profitable for distributed energy generators.

1.3.3.2 Network Costs

Local energy exchanges can eliminate imbalances between production and con-
sumption, one of the consequences of which is a reduction in the energy flow of the
line and thus a reduction in transmission and distribution network losses. In addition,
the connection points of local distribution networks with the main energy network
can assure consumers that their energy needs will continue to be met during local
blackouts or generation shortages.

Of course, this will be done with much less energy flow than before. All of the
mentioned advantages highlight the importance of setting fair tariffs based on better
estimates of network losses. However, it should be noted that not all network losses
can be eliminated by using local networks equipped with peer-to-peer technology, as
there may still be losses due to illegal grid connections in the network.
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1.3.3.3 Grid Services

Due to the increasing trend of distributed generation facilities in energy systems,
new challenges in flexibility issues will appear and as a result different flexibility
services can be offered to the transmission system (TSO) and distribution system
operators (DSO) which will eventually result in a new market for the service
providers. Frequency regulation and power balancing in the transmission system
and two-way power flows and several voltage problems in the distribution system
are the services that are expected to be available.

Because of the efficient, green, distributed energy resource implementations in
large scale and conventional fossil fuel power station shutdowns, there will be a need
for an optimized and more flexible transmission and distribution grid of which the
outcome will be the increased complexity and management issues. But it is clear that
eventually, the maintenance and operation costs of the grid will be decreased
significantly and there will be great opportunities for new markets.

1.3.3.4 Mobile Convertible Resources

Mobile convertible resources of an energy system, which here means the same as
electric vehicles (EVs), can be used as clean energy sources in different situations
under certain circumstances. One of the conditions that must be provided for the use
of electric vehicles as mobile resources in the energy network is that there should be
a complete connection between different parts of the network and all of its actors,
from car owners to network operators, which could get done by developed informa-
tion and communications infrastructure.

Flexibility is not an option but a necessity which means electric vehicle network
should be capable of optimized response to other renewable power resource fluctu-
ations in the energy system causing troubles with the energy production and demand
balance without having a negative effect on transportation needs. With approxi-
mately 85% efficiency of energy conversion in EVs, it is not a case to leave it
unattended.

To understand the differences which EV network can make in an energy system,
it is good to take a look at a comparison between a typical fossil fuel car and an
electric one. In this comparison, gasoline and an electric model of Hyundai Kona
2020 is used as the test case driven in the District of Columbia. The results are in
Table 1.9.

One of the initial advantages an EV can have is its green operation. With nine
times smaller amount of GHG emissions, this could prevent so many environmental
costs. But what is important in this section is its ability to store energy in order to
inject into the grid when it is necessary.

If this process is properly controlled and all the infrastructure required to run V2G
is provided, the capacity of an electric vehicle battery can be used for applications
such as peak load reduction, active and reactive power injection in the required
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Table 1.9 Comparison of an EV and typical gasoline vehicle

Annual Cost
Annual Annual fuel/ Annual per Annual GHG
fossil fuel | electricity electric operating | mile emissions
Vehicle use (Gal) use (KWh) | cost ($) cost ($) $) (Kgs COy)
2020 Hyundai |0 1744 226 2094 0.34 568
Kona Electric
EV
2020 Hyundai | 218 0 627 2573 0.42 5223
Kona AWD
Gasoline

buses, and network frequency control. Each of these applications will help the
system to operate optimally. Peak load reduction service can reduce the need for
generation in peak hours, decreasing the overall cost of generation in power plants.
In astudy in New York, it was estimated that if only 10% of EV owners participate in
the peak load reduction project, it will save about 383 MWs for the grid.

The most important issue in implementing the EV storage scenario in the energy
system is the owner costs of the vehicle. While charging and discharging, the battery
life span can dramatically decrease, causing additional costs of changing or repairing
battery. It should be considered that the electricity price and eventually the benefits
of vehicle owners should be more than the costs which the vehicle may face. This
needs a comprehensive study on the cost estimation of EV penetration in the grid.

1.4 Creation of Energy Hubs

An energy hub is a tool for connecting different types of energy carriers with
consumers. The inputs and outputs of an energy hub can consist of different types
of energy. Energy inlets such as electricity and natural gas may be delivered to
customers in the form of heat, light, or electricity at the outlet. In an energy hub, the
connection between energy suppliers and consumers can be one way (from gener-
ation to consumption) or two way.

Each energy hub has defined sectors which are connections and storages. For
some carriers, connections should be direct in order to transport the energy in its
initial form to the consumer without changing any quality specifications of it. For
others, the conversion is needed. Most of the converting processes in which some of
them are storage methods are usually used in energy hubs like P2G, pump storage,
and fuel cells. Like any controllable system, energy hubs are divided into four
classes of input/output forms. Single input-single output (SISO), single input-
multi-output (SIMO), multi-input-single output (MISO), and multi-input-multi-out-
put (MIMO) are the classes in which energy hub systems are categorized as in
Fig. 1.14 [17].
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Fig. 1.15 Schematic representation of a common structure of the energy hub [18]

Aggregating different energy carriers in order to create a comprehensive energy
system that is capable of meeting the different needs of customers is the first step in
economic savings. Prevention of huge investments in expanding infrastructure and
improving efficiency is one of the benefits of energy hubs. In this section, the optimal
operation of hubs along with the impact of different specifications on the cost-saving
trends of multi-carrier energy systems is discussed.

1.4.1 Optimal Operation

Optimal operation of an energy hub (Fig. 1.15) is a short-term analyzing issue in
which economic dispatch and unit commitment of previously implemented distrib-
uted generators are found out [19]. In the discussion of energy hubs, since the
installation costs of distributed power plants have already been paid and the energy
hub is to be implemented on them, they are not considered in the optimal operation
calculations. The only important factors in these calculations are the costs of fuel,
depreciation, and greenhouse gas (GHG) emissions. Even fixed O&M costs (the
costs which are set and fixed and will not change normally like operator salary, etc.)
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Fig. 1.16 Power market price after implementation of robust optimization method [20]

can be excluded from the objective function of optimization due to ineffectiveness in
the calculations.

Due to a study on optimal management of energy hub demands [18], usage of
different storage technologies can reduce the operational costs up to 20% in summer
and 16% in winter. Implementing CHP and absorbing chillers in the system can
provide the heat and cool demands of consumers while keeping the balance of heat
production and consumption due to the presence of uncontrollable heat demands.
The overall cost reduction percentages will be 34% for summer and 33% for winter.
In order to determine the economic benefit of an optimally operated energy hub, it is
necessary to consider the mentioned cost savings, in addition to the investment costs
of energy hub installations.

In another study on integrated power and gas systems [20], a robust operating
model in which the worst case of the system condition in purchasing energy from the
market is considered to do robust optimal scheduling is introduced. The model
consists of a 6-node gas network integrated with the 6-bus energy system. In this
study, the optimal operation of the system is analyzed during the uncertainties of
market prices. The results have shown that the CHP power plant which has the most
share of energy provided in the mentioned system can satisfy the heat demand of the
system equivalent to 40 MWth on average per hour. Besides the CHP and a gas-fired
power plant in this model, there is a wind turbine connected to the fifth bus of the
energy system which helps the operators to reach the optimal point. Although the
optimal daily operation cost of the system has increased by 6%, reaching 2,701,547
$, the robust operation of the system is obtained, causing the prevention of system
failure from price uncertainties in meeting the demand (Figs. 1.16 and 1.17).

However, in a realistic simulation of integration between gas and electricity
networks in order to get energy, heat, and cooling outputs in an office in Tehran
[21], operational risks of a smart energy hub were controlled with conditional value-
at-risk (CVaR) method, which resulted in a slight increase of operational costs by
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Table 1.10 Simulation results for Tehran case study

Test mode Base case CVaR included (optimal) Without CVaR
Cost ($) 1228.82 374.26 293.96
Cost saving (%) - 69.54 76.08
Reduction of electricity (%) - 126.97 137.57

6.54%. In this study, ten different scenarios were shortlisted from numerous scenar-
ios with assistance of Monte Carlo simulation in the presence of uncertainties in real-
time electricity price, gas price, and energy demand in the test case, wherein after
calculations the third configuration was detected as the most cost-saving and eco-
nomic approach. The simulation results for this study are available in Table 1.10.

In [22], a robust optimization is introduced for the day-ahead scheduling of a
hydrogen-based energy hub in which the total energy cost of this system is mini-
mized via this method with consideration of uncertainties in electricity prices. Due to
the outcomes of this study, the overall cost of energy hub has decreased by up to
7.8% while the robustness of the system against price uncertainties has increased by
up to 30%. Detailed approaches are being introduced for energy hubs to decrease
their overall cost while considering uncertainties.
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Fig. 1.18 Cost evaluation of different situations (per m.u.) [23]

1.4.2 Flexibility and Reliability

Flexibility in energy systems refers to the concept that expresses the system’s ability
to balance energy production with its consumption in the event of any imbalance at
any level. Flexibility is usually expressed in the form of available electric power to
create ascending and descending ramps in the system power flow. In an energy hub,
flexibility includes a wide range of energy applications including heat, transporta-
tion, storage, and direct consumption.

Reliability in an energy system also demonstrates the system’s ability to provide
sufficient power, implement demand response programs, and provide sufficient
capacity in the system to meet customer needs. To gain reliability in a system,
some necessities need to be considered. Incentives and motivating policies, accurate
forecasts of demand (99.998% of customer demand must be forecasted in order to
meet the standards), active energy markets managing energy price signals, reliable
infrastructure for transmission and distribution, secure operating, and being able to
recover system state while imbalances appear in the system are just some of the
specifications needed to state the system reliable.

Outages in the energy system can cost a lot in different consuming groups. Also if
the outage is not controlled by any means, it can cause cascade failures which might
end up to blackout. Due to a study [23], a model predictive control can reduce the
impact of outages in an energy hub significantly. Due to this study, as a result of
implementing the mentioned control on the system, outage costs have dropped by
about 73% at peak times in comparison with the normal outage costs (Fig. 1.18). The
interesting point in this comparison is that the cost of blackouts in the predictive
control method does not exceed a certain amount. In addition, other results of this
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study show that by implementing the same control method, the amount of energy
production in power plants and other generators of the studied distribution network
does not change much compared to normal (Fig. 1.19). However, in normal black-
outs, the level of generator output drops and intensifies the blackout, resulting in the
system’s inability to recover faster after a disturbance.

The implementation of different forms of energy with the ability to transform
them into each other provides a wide range of flexibility and reliability simulta-
neously. Conversion of energies in an energy hub can eliminate the risk of local or
wide-area outages while maintaining the demand response solutions like peak
demand reduction. Because of the higher reliability and lower need for the expansion
of facilities related to a specific energy form and also incentives set by governments,
the price of energy can get reduced significantly, providing higher opportunities for
the energy trading schemes to be executed in the system.

1.4.3 Resiliency and Stability

Resiliency in an energy hub is the ability to maintain reasonable energy demand
while anomalies affect the system. The higher speed of recovery in post-fault time
interval while having alternative ways to respond to the energy demand of con-
sumers is one of the resilience system’s specifications. There are plenty of things like
price fluctuations, shortage of energy source supplies, temporary failures in the grid,
and predicted anomalies in which an energy hub can be resilient against them. Lower
energy intensity which will eventually end up to lower demands and lower imports
of energy, variety of electrical energy supplies which can ensure the capacity of the
system for demand response, estimation of load losses while specifying energy
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capacity margins to maintain the reliability of the system, and persistent infrastruc-
ture to obtain the highest reliability ratio of the grid are the elements which will be
needed to consider a system resilient.

For an energy hub with different fuels and technologies supplying its power flow,
different scenarios should be considered and various market options should be noted
in order to gain resiliency. For example, if a multi-carrier energy hub loses its natural
gas supply, grid management should consider immediately importing necessary fuel
to eliminate the shortage of operating expensive power plants to meet the demand.
However, it is important to notice that resiliency can reduce emission costs while
preventing any unwanted costs of general blackouts or local outages. In a study done
by the UK Energy Research Centre (UK ERC) [24], the approximate savings in costs
of the system will be about £33 billion while there will be about £35 billion savings
in emission costs.

1.5 Environmental Issues

In an energy system with different carriers, one of the most important issues is the
environmental impacts of different fuels and technologies. While different conven-
tional and renewable energies are used to meet the demand, there are several positive
and negative points about the operation of the system. First of all, as renewables are
taking place to generate the majority of customer energy needs, there will be lower
environmental adverse impacts compared with the time when traditional energy
systems were operating.

Biomass and landfill stations can produce electricity with a lower amount of
greenhouse gas emissions in comparison with fossil fuels. Wind turbines are
improved and they are no more a threat to birds and bats flying around. Solar energy
harvesters are also accounted for as clean energy, with a probable slight impact on
water resources of dry ecosystems which are used for cooling and service affairs.
Hydropower plants are also a clean energy source but they may have some negative
impact on fish lives and their population, migration, and essential oxygen levels;
with improved systems, these impacts have been minimized. “Clean coal” technol-
ogy is now being implemented on coal power plants in order to increase the
efficiency and remove the harmful particles from their emissions.

Besides the most important factor in environmental issues of energy systems
which are air emissions, there are some other issues like greenhouse gases, cooling,
land use, and waste disposal. To understand the environmental aspects of an energy
system, it is necessary to consider both monetary and nonmonetary impacts of this
process. These numbers and definitions will also differ from a kind of fuel to another,
from a technology to another, and from a set of regulations to another [25]. All of
these actions are a sign of a positive effect of giving attention to the environmental
challenges which are also considered in the “Paris Agreement” Article 6, part 4. In
order to analyze multi-carrier energy systems from the environmental viewpoint,
there is a need for short-term and midterm/long-term detailed studies.
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Fig. 1.20 Emission equation calculation, data driven from epa.gov

1.5.1 Imminent Effects

To know the importance of eco-friendly technologies used in multi-carrier energy
systems, we should consider that due to studies that are done on this subject, the
average amount of monthly emission reduction for energy use is about 26,010.1
metric tons per billion Btu. It makes the annual amount to be something about 0.312
MMmt/BBtu. As it is shown in Fig. 1.20, this amount of emission reduction is
significant and will create many more opportunities to develop the energy system
toward green energy.

The UK has plans to shut down its coal-fired power plants and had already shut
down two of them in April 2020, with a plan to convert the old coal mines to
geothermal power plants. On the other side, Sweden is trying to use hydrogen as its
main fuel for heat sources in steel-melting facilities, which will decrease fossil fuel
consumption significantly, causing less pollution. Tidal turbines were installed in
China in order to harvest tidal energy. Austria is planning to shut its last coal-fired
power plant down due to their renewable energy plans. The Indian community is
showing attention to clean transportation and the sale of electric and hybrid cars has
raised over there during the second quarter of 2020. These and changes like this can
positively affect the environment, preserving what is necessary for future
generations.
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Fig. 1.21 Carbon dioxide intensity of energy use, data driven from eia.gov

1.5.2 Midterm and Long-Term Achievements

During the process of sustainable development in many countries, different road
maps were created and outlooks were predicted and published. All of these outlooks
share one main purpose, which is decreasing the greenhouse gas and polluting
emissions until a specific deadline. Long-term effects of applying such plans for
obtaining green energy will vary by region but what is obvious is that due to the
predictions of the Paris Agreement, if the effective trend of decarbonizing industrial
and commercial sections plus the energy utilities continue, the result will be very
promising. Due to PA, by implementing the regulations and policies in the energy
and industry section, the emissions could stop at a constant level, while applying
harsh rules and strict provisions will result in more than 50% decrease in
emissions [26].

The US energy information agency has predicted the average amount of carbon
emissions for the world in the energy section which shows that after 2017, all of the
predicted values are descending. The CO, emission values in 2017 will decrease
from 57.6 MMmt/BBtu to 47.3 MMmt/BBtu in 2050 (Fig. 1.21). Many factors can
be responsible to determine the slope of this diagram like economic growth, fuel
costs, and unpredicted global incidents. One good example is the coronavirus
pandemic that appeared in the last quarter of 2019. As per official reports, CO,
production has decreased by 8% per month in 2020, which will result in a faster
downward trend of the overall emission diagram. However, it is estimated that the
diagram will regain its normal trend in the upcoming years, by increasing the
emission 4% more, resulting in an overall 4% emission reduction in 2021.
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It is good to mention that one of the main concerns about the future of the earth is
its temperature. By the increasing trend of greenhouse gases in the following years,
this number has been increased to a dangerous threshold of 4-5°. This number must
be below 2° in order to prevent unwanted damages to the cities and enormous costs
of sea-level risings, food crop destruction, etc. A study done by the Stockholm
Resilience Center shows that even setting a threshold on 2° may not be enough as,
from one point onwards, the situation may get worse than before. Global warming
can trigger a process in which nature can intensify global warming itself, causing the
earth to be a “hothouse.” Due to this issue, some approaches are pointing to the 1.5°
of temperature rising besides developing emission reduction technologies to reduce
the greenhouse gas impact more (Fig. 1.22).

1.6 Demand Response Solutions

Generally, demand response refers to any change of customers and end users’ energy
consumption data in response to the price changes which could differ from time to
time. These programs can have cost-saving effects if they are implemented in an
energy system. They are usually divided into two categories, time-based and
incentive-based programs [27]. Different subsections of each group are available
in Fig. 1.23.

Time of use program refers to a pricing system in which three different prices are
calculated for the consumption of mostly residential customers due to the time of
energy use. Those prices are called peak, off-peak, and average. Due to the imple-
mentation of advanced metering technologies in smart grids, the consumption data
could be available remotely which makes the pricings accurate. Critical peak price is
also a system in which there are different prices during the peak times of grid energy
consumption in some days in a year. Real-time pricing refers to a method that defines
the price of energy for each hour of the day (prices for minutes and seconds can be
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Fig. 1.23 Demand response programs

available for smart grid infrastructure). RTP is strictly dependent on the energy
market.

In a study done by Electric Reliability Council of Texas (ERCOT) on its
restructured energy market [28], it is shown that a new approach of aggregated
demand response (AGG DR) was initiated in the energy market in which CPP was
implemented in their pricing system. With their 12,000 participants in the AGG DR
program of which 800 were industrial consumers, they had about 600 MW demand
reduction in their four summer coincident peak time intervals which were about
15 min in 4 months of June till September. This study also shows the importance of
incentives paid to parties in order to increase their participation in the program
wherein eventually they are planning to increase the price cap up to 3000$ per MWh.
Although there was not so much change in consumption patterns of participants
during the initial price spikes according to results, there were low but noticeable
changes in the spikes that occurred in 2007. Concerning different issues like
incentives, transmission line costs, and distributed energy generators, AGG DR is
accounted as a useful hybrid approach with CPP or even in some cases RTP, in order
to control the demand.

Direct load control management is a way to control energy consumption in
special occasions (like summer days) or peak times. In this program, incentives
will be paid to customers who can reduce their consumption in those days. Inter-
ruptible demand refers to a plan to control the peak value of grid consumption by
making the customers reduce their usage for a specific amount of time (30 min to
1 h). Participation in this program is only permitted for a fixed range of consumers
and failure in reduction is usually faced with penalties. The emergency demand
response program (EDRP) is also an incentive-based demand response method in
which customers choose to change their consumption patterns when system reliabil-
ity is at stake. There are incentives for participants in EDRP but no penalties for
refusals.
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Load reduction in some consumers up to 100 KW for example, in order to
increase the capacity of the grid on critical occasions, is also an incentive-based
program that has no fines for loads that have not participated. In demand bidding,
large-scale customers suggest the price for taking part in the load reduction program.
Ancillary services provide the same opportunity as demand bidding for a vast range
of customers with one condition that they should participate in the program within a
short amount of time (in minutes usually) when it is needed.

These programs have their specific effects on multi-carrier energy systems but
what is same for all of them is that they are implemented to achieve economic results
from the operating costs of the grid in which the participation of customers has a
great impact on defining the reduction of consumption and controlling the system
which ends up in reduced operational costs. In the below subsections, differences
each of the programs can create in the overall operating costs of the system are
analyzed and shown due to a study [29].

1.6.1 Time-Based Demand Response Programs

Time-based demand response programs have a significant effect on decreasing the
operating costs of energy systems. Due to studies, among different methods, CPP
can smoothly shave the load peak while changing the off-peak pattern slightly. This
approach has the least financial savings among other methods. The time of use
program can adjust the demand diagram smoothly for 24 h, not as smooth as CPP
obviously. RTP is also a bit successful in decreasing the demand during the peak
time and valley filling during the off-peak with the lowest operational cost among the
others. However, cost reduction alone is not the most important factor in deciding
which program to implement. The ratio between consumption and cost reduction is
needed to be analyzed in order to handle the accurate efficiency state to find the best
solution. Here, TOU has the best performance compared to RTP and CPP. The
comparison diagrams between the programs and the base approach are available in
Figs. 1.24 and 1.25.

1.6.2 Incentive-Based Demand Response Programs

Unlike the time-based demand response programs, some of the incentive-based
programs are presumed to have the best results among the other demand response
programs in optimizing the operational costs. EDRP has the most reduction in
demand, almost 70% for the peak time value. Interruptible load controlling is also
a suitable program to meet the cost reduction goals in energy hubs. Compared to
these two methods, DLC and CAP methods do not show the necessary efficiency to



1 Introduction and Literature Review of Cost-Saving Characteristics. . . 33

140
120
100

80

60

Demand (KWh)

40
20

0
12 383 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

Hour

~= Load == CPP == TOU -~ RTP
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Fig. 1.25 Operation cost comparison between base and demand response-included systems [29]

control the consumption in the necessary times and the program may fail in case of
need. Their demand diagram is somehow the same as the baseload diagram and
because of that they should be implemented in the system if social options and
technical infrastructure permit. The comparison diagrams between the programs and
the base approach are available in Figs. 1.26 and 1.27.
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1.7 Conclusion

After discussing new energy types and technologies and analyzing the possibility of
replacing them with traditional coal and other fossil fuel power plants, the possibility
of implementing energy conversion projects and finally creating an energy hub,
consideration of reliability and resiliency constraints in the system, execution of
demand response programs, and economical comparison of the environmental
effects of multi-carrier energy systems with the traditional energy systems in this
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chapter, it can be seen that the implementation of energy systems with several
carriers can reduce the cost of design and construction, operation and maintenance,
optimization, and environmental impacts as well as adjust rational and reasonable
energy prices for consumers. The importance of this is due to the fact that over time,
fossil energy resources will be depleted, and if they are used continuously, serious
climate change may occur on Earth, making the condition impossible to return to the
previous point. Given these circumstances, as well as the appearance of innovative
loads like EVs in the future, systems must be designed to reduce energy costs in
addition to meeting these needs.
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Chapter 2 ®)
Introduction and Literature Review e
of the Operation of Multi-carrier Energy
Networks

Mehrdad Ghahramani, Milad Sadat-Mohammadi, Morteza Nazari-Heris,
Somayeh Asadi, and Behnam Mohammadi-Ivatloo

2.1 Introduction

Energy supply has been one of the most important issues facing mankind in recent
decades [1]. All of the various fields of this issue, such as consumption by various
demands, switching between various resources, and providing from different energy
systems, are influential in human life [2]. Also, the ever-increasing population of the
world and the growing need for energy and reducing fossil fuels along with
environmental pollution have caused many problems for the international commu-
nity. Energy directly affects all aspects of a country, such as politics, internal
security, economy, and environment; consequently, energy policy in different coun-
tries seeks to provide sustainable energy supply [3]. In recent decades, most of the
energy production has been provided through thermal power plants using fossil
fuels, in which due to low productivity and high losses, most of the produced energy
is wasted [4]. Also, the produced energy is transferred through long transmission
lines from the place of production to the place of consumption and delivered to
consumers by sophisticated distribution systems. Utilizing thermal power plants due
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to the lack of fossil fuels and environmental pollution, along with the high invest-
ment cost of energy transmission and distribution, logically makes no sense. One of
the proposed models to solve these problems and achieve a sustainable energy model
is the use of multi-carrier energy systems (MCESs) where several different energy
carriers interact optimally with each other and are responsible for providing optimal
energy. MCES has various environmental, economic, and technical benefits such as
reducing energy costs, increasing reliability, and improving the performance of the
system [5].

2.2 Operation of Multi-carrier Energy Systems
with Different Objectives

In general, issues related to multi-carrier energy systems fall into several categories,
including the optimization objectives, energy flow constraints of multiple energy
carriers, uncertainty-handling methods in multi-carrier energy systems, etc. The
energy flow analysis has been investigated in recent publications by a narrative
focus on power, heat, and gas flow in networks. In [6], a power flow model has been
proposed based on a linear scheme while this problem is also solved for the
integration of electrical and heating networks in [7]. The authors of [8] have
proposed a power flow model for the combination of gas, power, and heat network.
The results of this study show that the power flow of multi-carrier systems cannot be
decoupled, and these carrier infrastructure are completely dependent. The
researchers of [9] have utilized a goal attainment scheme for an optimal power
flow problem where the presence of several interconnected multi-carrier energy
systems has been considered.

As mentioned, the other type of issues which the operator of multi-carrier systems
faces are optimization problems. In addition, in studies on optimization of integrated
multi-carrier systems the presence of other challenges has also been studied. For
instance, environmental and emission problems; regulation in power network infra-
structure; flexibility, reliability, and sustainability of supply [10]; quality of supplied
power [11]; complicacy of connections; power protection; and penetration of dis-
tributed and renewable energy resources have been considered in optimal operation
of such systems that a number of these studies are listed below. In [12], the optimal
operation of a smart multi-carrier system has been conducted where DR programs
are utilized for balancing supply and demand. The infrastructure of a multi-carrier
system including optimal sizing and design of it has been studied in [13] as a multi-
objective problem where one of the objectives is the optimal operation of such a
system. The researchers of [14] are seeking an optimization model that maximizes
the profit of a multi-carrier energy system. An optimal operation scheme has been
utilized in [15] which takes into account the constraints of real-time and dynamic
pricing. In [16], the affiliation of carriers at both load and supply side has been
considered for studying about the adequacy of a multi-carrier energy system. The
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authors of [17] proposed an optimal operation model where DR programs and
renewable energy resources are taken into account. In [18], the penetration of electric
vehicles has been considered in the optimal operation of a multi-carrier energy
system. The reliability of a multi-carrier energy system has been studied through
the optimal operation of such systems in [19, 20]. The combination of heat and
electrical carriers has been studied as an economic dispatch problem using a genetic
algorithm [21] while this problem has been solved by whale optimization algorithm
[22]. The penetration of renewable energy sources in the operation of a multi-carrier
energy system has been studied in [23]. The authors of [24] introduced a residential
multi-carrier heat and power energy system where electric vehicles have been
utilized. In [25] a hierarchical model has been presented for energy management
of a multi-carrier energy system where control layers including monitoring, opti-
mizing, and implementation have been considered in optimal operation. A new
algorithm based on a teaching-learning scheme has been conducted on the operation
of multi-carrier energy systems in [26]. In [27], the authors have studied both of the
optimization problem and power flow problem for a multi-carrier energy system
using TVAC-GSA method.

To summarize the objectives studied in the operation of multi-carrier energy
systems, Table 2.1 is given that concentrates on the type of interconnection in
multi-carrier energy networks, the main objective, and novelties of each study.

2.3 Various Energy Carriers in Multi-carrier Energy

In recent decades, most of the studies just focused on the utilization of one energy
carrier for supplying the required demand. The major part of these studies focused on
providing and challenges of electrical power supply [47, 48]. In addition, there are a
lot of studies where the authors have noticed other energy carriers such as natural gas
network [49, 50], and heating system [51, 52] networks. But recently, the integration
between various kinds of energy carriers has been taken into consideration.

2.3.1 Gas and Electricity Resourses

A huge part of the produced energy by power plants comes from fossil fuels such as
natural gas, coal, and oil. Recently, due to the increasing presence of gas generators,
microturbines, and power-to-gas storage systems, natural gas is increasingly playing
a role in providing electricity [53]. In the United States, the integration of gas in
producing electrical energy has increased by about 12% from 2005 to 2016. Also,
worldwide, the use of gas to generate electricity has risen from 15% in 2000 to 50%
in 2014 [54]. A simplified schematic of power and gas systems is demonstrated in
Fig. 2.1. In recent years, comprehensive studies have been conducted on the
integration of electrical and gas energy. A security-constrained model has been
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Fig. 2.1 Integrated power and gas systems

presented for integration of power and gas networks in [55], and all of the constraints
of both of the networks including transmission and pipelines have been taken into
account. A coordinated model for optimal operation of integrated power and gas
networks is presented in [56], in which the uncertainty of wind generation was
considered. In addition, a DR program is utilized for adjusting gas and power
demands. The authors of [57] utilized the Newton—Raphson method for the power
flow problem of an integrated gas and power network. A robust operation method is
utilized in [58] to investigate the role of considering the integration of gas and power
systems in adjusting demand. The researchers of [59] introduced a bi-level model for
optimal energy scheduling of integrated gas and electricity networks, where the
objectives are minimizing operational costs and maximizing the profit of the owner.
The authors of [60] presented another bi-level model for IGEN dealing with con-
straints of both of the energy carriers.

In [61], a different model of pervious bi-level schemes has been presented in
order to study the energy management of an IGEN that investigates optimal oper-
ation and expansion planning of such networks in the lower and upper levels,
respectively. In [62], the researchers have presented a competing model for two
objectives of the energy management problem of IGENs, where the objective
function of the problem is to minimize costs and pollution at the same time.

In [63], the authors proposed a robust operation model for IGENs, where a
bi-level scheme is utilized where the constraints of gas-fueled plants and power-to-
gas sites are considered. Stochastic optimal scheduling is proposed in [64], in order
to determine the optimal operation point of gas-fueled plants and power-to-gas
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technologies. A multi-objective scheme with competing objectives is proposed in
[65] where the objectives are decreasing emission and operation costs of IEGNs. The
authors of [66] proposed a unit commitment model for an IEGN, which considered
the possible losses of power plants and the outages of system lines based on security-
constrained schemes.

In [67] an energy management framework of IEGNs is presented for determining
optimal performance points of system carriers where the master problem is the
generation of the power network, and the subproblem is a mixed-integer linear
programming method for the natural gas system.

An IEGS operation model is proposed in [68], where the case study is European
gas and power network for studying the possible outages of the gas system. In [69]
the researchers have proposed a multi-objective model for solving optimal schedul-
ing problems of IEGS with lower operating costs. This reference utilized a genetic
algorithm for determining an economic emission dispatch optimally.

2.3.2 Electricity and Heat Resources

Recently, new technologies have been used in the energy supply of commercial
buildings, and large industrial and residential units. One of the most important forms
of energy required in these units is heat, which is provided by local units. CHP units,
which are shown in Fig. 2.2, play a key role in efficiently providing this energy so
that the supply of electric and heat load by these units has increased the efficiency by
90% and has led to a reduction in the cost of providing electricity and heat energy
[70]. The combination of electrical and heat systems (IEHS) has been studied in

=i
s -

Water
Hot Exhaust
Gases
(// |::>- & =

Fig. 2.2 The basic of CHP plants
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several studies and the results show the improvement of efficiency in providing the
required thermal and electrical loads. In [71], a unit commitment scheme has been
presented for IEHS where the constraints of CHP units and heating system are
considered. In addition, the authors of this study presented a heat storage system
in order to handle the uncertainties of wind turbines which have improved the
flexibility of the system. The researchers of [72] have analyzed the energy schedul-
ing of an IEHS where the uncertainties of wind turbines and energy prices are taken
into account. In [73, 74], the authors have presented a multi-objective model for the
management of an IEHS to minimize the emission and the system operation cost. In
[75] a bi-level power flow scheme has been introduced for [EHS where the objective
is maximizing the profit of system and CHP profits. The researchers of [76]
introduced a deterministic model for scheduling an IEHS while the uncertainties
of price, wind, and demand in energy scheduling of such a system have been
considered. In [77], the combination of heat and power systems is done by a
micro-CHP in order to supply the need for heat and power of a multi-apartment
housing. The researchers of [78, 79] have studied various aspects of the IEHS’s
presence in distribution networks. In distribution networks, IEHS can exchange
power with the upstream network while providing the required energy of local
demands. This exchange can help the operator to decrease the purchasing power
from the upstream grid in high-price hours. A stochastic model is presented in [80]
where a distributed energy aggregator and the effect of CHP and PV system have
been studied for reaching an optimal bidding strategy. In [81], an optimal multi-
objective scheme is studied for decreasing the emission and operation costs of
primary energy input. In this reference, the presented system is studied in two
modes of islanded and grid connected in order to achieve the best sizes of
technologies.

2.3.3 Water and Electricity Resources

Clean and potable water is one of the most basic human needs in industry, agricul-
ture, and daily life around the world [82]. A significant portion of the world’s
population suffers from a lack of access to clean water [83]. In the future, this
issue will be more problematic due to the growth rate of the world’s population and
the expansion of growing industries [84]. One way to supply the required water of
human life is to use the process of desalination of seawaters and oceans. Given that
more than 95% of the water on Earth is saltwater, desalination will provide huge
amounts of freshwater. Numerous items, including electricity prices, the volume of
salt that dissolved in the water unit, and the capacity of the technology, affect the cost
of desalination of water and the supply of freshwater [85]. Numerous methods have
been studied for the process of desalination of water, including membrane structures
and thermal technologies [86—88]. The issue that necessitates the integration of the
power with water carriers is the high consumption of electrical energy by desalina-
tion technologies. High energy consumption in the desalination process requires an
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adequate local supply of electricity. In addition to the connection of electricity and
water carriers in the field of desalination of brackish water, the relationship between
these two carriers through pumped hydro storage systems has been considered for
the past years, so that more than 95% of energy storage systems are pumped hydro
storage systems. Hydro storage technologies give the network operator the ability to
quickly enter the network in the event of a power outage and prevent network
frequency drops. The presence of this technology improves the performance of the
power systems and increases the flexibility of the system operator. The integration of
electrical and water carriers through desalination technologies and hydro pumped
storage systems has received much attention.

2.4 Uncertainty-Handling Methods in Operation
of Multi-carrier Energy Systems

There are various interspersions for the content of risk according to the context in
which it is used. Mostly, we define it as a possibility of an unintended situation
occurring, which is mainly due to the uncertainty in the process of decision-making.
This situation can be an undesirable environmental, technical, or economic event. In
the process of risk management, four important questions should be answered
including the happening events, the method of measuring risk, the output, and the
preventive proceedings [89].

There are various schemes for modeling the uncertainties [90], including fuzzy
schemes [91], scenario-based schemes [92], IGDT-based schemes [93], and robust
optimization [94]. In the scenario-based schemes, different models have been uti-
lized for addressing the uncertainties of the problem including variance [95], short-
fall probability [96], stochastic dominance [97], value-at-risk (VaR) [98], and
conditional value-at-risk (CVaR) [99].

Various studies have examined the uncertainty of different parameters in inte-
grated energy carriers. The uncertainty of load fluctuations is studied in [100], and
the indeterminacy of market prices which depend on the peak and nonpeak hours,
and different seasons of the year are taken into consideration in [101]. The uncer-
tainty of these parameters complicates the predetermined network planning and
creates challenges for the system operator. A stochastic programming model is
presented in [102] where the fluctuations of load, price, and wind have been
considered in optimal risk management of an integrated energy carrier system. The
authors of [103] have introduced a Monte Carlo model for the optimal operation of
an integrated energy carrier system where DR programs have been studied. In [104]
a stochastic management model has been utilized for uncertainty modeling of an
integrated energy carrier system where the thermal energy and DR are considered. A
robust model for optimization of an integrated energy carrier system is used for
uncertainty modeling in [105]. In [106, 107] a CVaR measure is utilized to address
optimal energy management of an integrated energy system in the presence of
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uncertainties. A scenario-based optimization scheme has been developed in [108],
where a CHP-based microgrid helped an integrated energy carrier system in han-
dling the uncertainties of load and energy price. A developed gravitational search
algorithm (GSA) based on the time-varying acceleration coefficient (TVAC) has
been utilized for an economic dispatch problem of integrated energy carriers in
[109]. An integrated energy carrier system has been scheduled based on fuzzy model
conceptions in [110]. A Monte Carlo model for a combination of a multi-energy
carrier system and a storage device is presented in [111, 112] where DR schemes are
considered. In this reference, the ability of the multi-carrier system in adjusting the
uncertainties of market prices is considered. In order to decrease the consequences of
load and price uncertainties on a multi-carrier energy system, the authors of [113]
have introduced a model predictive control. In addition, the presence of storage
technologies and renewable devices is taken into account.

The presence of various technologies and their effects on decreasing uncertainties
and improving the performance of multi-carrier energy systems have been studied in
different studies. Uncertainty modeling of multi-carrier energy systems utilizes CHP
[114, 115], boiler units [116], storage technologies [117], and renewable energy
sources [118] to ensure sustainable power supply. Finally, to summarize the appli-
cation of well-known uncertainty-handling methodologies for the operation of multi-
carrier energy systems, Table 2.2 is given.

2.5 Conclusions

The operation of multi-carrier energy networks considering the integration between
power and gas, heat and power, water, and power energy carriers is investigated in
this study. Firstly, the objective of operation models proposed for multi-carrier
energy systems is discussed that shows the main models considered for such systems
including the energy flow models and the objectives proposed for the operation of
multi-carrier systems. Also, the integration between energy carriers was investigated
which shows the main focus of the studies of integration between power and gas
carriers, power and heat carriers, and water and power carriers. Finally, the
uncertainty-handling methodologies proposed for the operation of multi-carrier
energy systems were studied that showed risk analysis, and robust models have
been discussed in a high portion of studies in the area of uncertain operation of multi-
carrier energy systems.
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Table 2.2 Implementation of various uncertainty-handling methods for optimal operation of multi-
carrier energy networks

Uncertainty-handling Publication
Reference | approach Uncertain parameter(s) date
[119] Probabilistic programming | The power output of renewable 2020
energy resource
[120] Robust optimization Power, gas, and heat loads, power 2020
price, and electric vehicles
[121] Robust optimization Renewable energy and power price 2020
[122] Interval prediction-based Power market price 2020
robust optimization
[123] Information-gap decision Load, wind, and photovoltaic power | 2019
theory
[124] Information-gap decision Power market price and wind power | 2019
theory
[125] Robust optimization Power and heat demands, power 2020
price, and solar irradiation
[126] Information-gap decision Power consumption of electric 2019
theory vehicles
[127] Information-gap decision Power market price 2019
theory
[128] Stochastic programming Power load, wind power, and power | 2019
price
[129] Fuzzy set method Energy loads, wind power, and power | 2020
market price
[130] Hybrid robust optimization | Power and gas loads 2019
and stochastic programming
[131] Stochastic programming Renewable power output, traveling 2020
time of electric vehicles, energy
prices, and power/heat demands
[132] Scenario-based stochastic Wind power and loads 2019
programming and condi-
tional value-at-risk
[133] Robust optimization Power market price 2019
[134] Stochastic programming Loads, renewable power output, and | 2017
power market
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Chapter 3 )
An Optimal Operation Model for Mullti- s
carrier Energy Grids

Mohammad Saadatmandi, Seyed Mehdi Hakimi, and Pegah Bahrevar

3.1 Introduction

In recent decades, electricity consumption in the world has been increasing signif-
icantly due to the development of technology, while electricity-generating compa-
nies faced many problems to meet the needs of consumers due to traditional and
consequent dependence on fossil fuels, losses in distribution lines, and need for high
initial investment for the establishment of power generation units. Accordingly, in
order to solve problems over the years, as well as to reduce dependence on fossil
fuels, which are considered as limited resources, electricity companies have been
using renewable energy resources (i.e., solar panels and wind turbines), small
production units, small-scale energy resources (SSERSs), storage systems, and opti-
mization of energy management programs on their agenda, but in this direction these
companies faced new challenges with some technical issues such as power quality,
reliability, optimal energy management, and especially maximum use of the avail-
able production resources [1].

To optimize energy management in a power grid with various producing sectors,
engineers and researchers designed a grid with telecommunication infrastructure and
the ability to connect us to equipment, including producing equipment and consumer
goods, which was introduced as the smart grid [2, 3]. However, a small area in the
grid that included several energy carriers and small producing sectors, including
renewable energy resources such as solar and wind panels and other resources such
as storage and controllable loads, is named microgrid [4]. The main idea of this
microgrid is to solve grid problems such as providing improvements in traditional
power supply and system performance problems.
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Considering the intelligent structure of this type of grid and the ability to modify
and optimize grid’s performance using automated management systems, experts
believe that these grids will significantly increase the control and performance of
systems; in recent years, this operation has also been approved [5]. In fact,
microgrids due to their electrical and communication infrastructure, including soft-
ware and hardware for monitoring and managing production, instantaneous control,
charge-level determination, instantly determining the state of charge of equipment,
and their energy consumption, significantly lead to reduced energy consumption and
cost as well as an increased grid reliability [6].

Meanwhile, microgrids, which include several sources of energy production, are
known as multi-carrier energy microgrids. The main challenge of exploiting such
grids is the optimal use of various energy resources and energy equipment. During
these years, lots of research has been done on the operation and scheduling of
various energy carrier infrastructure, which has led to some limitations in their
operation. However, the high penetration of SSERs with a significant reduction in
gasoline consumption has increased the enthusiasm of consumers and electricity
companies to use multi-energy grids [7]; accordingly, in scientific forums integrated
multi-carrier energy systems have been discussed in terms of capabilities and
increased productivity, some of which are briefly mentioned in [8, 9].

The concept of energy hub system has been introduced to define multi-carrier
systems [10]. The EH system includes a variety of energy carriers such as converters
and storages to meet the demand [11]; this system model has been studied according
to the problems of operation [12] and planning [13, 14].

Currently, the optimal performance of various energy carriers is done automati-
cally and autonomously, while most of the existing energy infrastructure are worn
out and have high losses. On the other hand, congestion on transmission lines and
increased demand were motivating factors for researchers to turn to research to find
solutions to ensure and improve the future of energy management systems. The
research results show that the effective use of the available MCMG infrastructure is
considered as an energy hub system and a reliable solution. This means that instead
of examining and inspecting different carriers in energy systems separately, different
energy infrastructure should examine and operate these energy carriers
simultaneously [15].

Energy optimization has made great strides after defining the concept of energy
hub [16]. This issue has been solved with optimization methods [17]. One of the
used methods is decentralized multi-agent method for economic dispatch (ED),
which is presented by Kai and colleagues [18, 19].

Optimal operation of several microgrids has been investigated by Nikmehr and
his colleagues in [20]. In this reference, while the uncertainty of distributed energy
resources (DER) is considered, the problem of economic dispatch of MGs is also
examined from different perspectives, so in this chapter, extensive problems are
shown [21]. In ref. [22], the optimization of microgrids has been studied by
considering the demand response mechanism and flexible loads that can be
connected to the grid.
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In order to reduce the cost of operation in reference [23], an economic dispatch
method has been studied for optimal operation and in accordance with the instanta-
neous energy optimization method [24]. The purpose of the reference [25] is the
issue of ED in the multifunctional operation problem, which not only considers the
cost of performance, but also extends it to the presence of electric vehicles. Simi-
larly, Zah et al. have optimized a multi-objective problem, in which the battery life of
the model is defined as an objective function [26].

The economic dispatch optimization problem in literature has been categorized
into different models as well as solvers [27, 28]; for example, in [20, 27] the particle
swarm optimization (PSO) algorithm, tabu search (TS), genetic algorithm (GA)
[11, 29], ant colony [30], and game theory are methods that are used in optimal
dispatching problem. Optimal management of existing resources to meet demands is
one of the main problems in the operation of MGs [31]. To achieve this aim, smart
grid infrastructure in order to distribute energy among small resources with the
lowest price is regarded in [32] and power balances between generation and loads
via existing infrastructure and responsive equipment are performed in [33-37].

The loads can be divided into two categories: (1) static and (2) flexible. Flexible
loads can be transferred to other hours of the day and night. Due to the influence of
various resources in future smart grids, the concept of demand-side management
DSM covers a wide range of loads [22]. The DSM program only includes loads that
can be controlled directly (controllable) or transferred to off-peak hours. Flexible
loads that can be moved to other hours have been discussed in previous studies:
[23, 24] and [30, 38]. Washing machines and dryers, dishwashers, vacuum cleaners,
etc. are examples of flexible loads [10].

In ref. [39], an innovative method for solving economic dispatch of CHP has been
proposed. Easy execution, better convergence, and ability to check multiple con-
straints in complex search spaces are the superiority of the proposed algorithm
compared to the recent and provided methods. The issue of energy planning for
CHP based on the uncertainty of loads in MGs, wind speed, and power market is
defined in reference [40]. In this paper, the responses to random programming have
been implemented in order to make the successful participation of CHP systems with
MBG:s in the electricity market, but the final energy tariff for the species has not been
modeled for different loads. A more complex model of the previous article has been
used according to the epsilon bond method with the fuel cell unit in addition to the
hydrogen tank [41].

In ref. [42], in order to reduce air pollution caused by gas emissions as well as
reduce costs, Jiang Lu and his colleagues have developed a multi-objective optimi-
zation model with combination of power and heat systems (CHP) provided for
microgrid. During this research, a microgrid with several energy carriers, including
CHP unit, wind turbine, photovoltaic system, fuel cell, electric boiler, and electric
and heat storage, has been considered. During this research, minimizing economic
and environmental costs has been considered as two simultaneous objectives.

In ref. [43], a mathematical function is presented to schedule the units in the grid
and the optimal power flow. In this paper, researchers have used mixed-integer linear
programming to implement their intended model. The researchers aim to minimize
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operating costs as well as make optimal use of energy storage equipment, renewable
energy resources, and CHP system in microgrids. The results of this study showed
that the simultaneous use of energy storage systems and CHP system in a microgrid
will greatly reduce operating costs.

Optimal energy management for microgrids connected to the main grid, which
includes several energy carriers, including renewable energy resources, combined
heat and power systems (CHP), and energy storage systems, has been studied in
[44]. The researchers’ aim in this paper was to reduce the cost of exploiting the
microgrid. Finally, the results of using random data to realize the amount of energy
stored in storages and renewable energy resources to manage real-time microgrid
management indicate a reduction in operating costs of a microgrid.

An IREMS has been proposed in [8, 45] for smart homes. Main purpose of this
system was to minimize costs while the most energy demand was limited to different
elements like operation of residential loads and solar/wind resources. Therewith, a
storage solution has been proposed to minimize the loss of power produced by solar/
wind resources.

Reference [46] presents sizing and sitting of different equipment in microgrids
containing renewable energy systems. Reference [47] presents new techniques for
demand-side management in order to deal with operative uncertainties within the
outline of an energy hub. In [48] a novel method is offered to calculate the influence
of energy storage on the operation of a microgrid.

Accordingly, the most important contribution of this research can be considered
as follows:

1. Proposing a novel energy management system to meet electric and heat loads so
that it is proportionate to the tariff of multi-carrier energy in the microgrid

2. Evaluating the simultaneous operation of multi-carrier energy in microgrid and its
impact on the final cost of consumers

3. Expanding a new formulation for smart appliances such as washing machines and
dryers’ loads and combined heat and power system

According to the proposed goal, the structure intended for this chapter will be as
follows: The structure of the desired microgrid will be introduced, and then the
economic model will be introduced for various parts of this microgrid, i.e., suppliers,
reservoirs, and loads. Moreover, for the optimal operation of the microgrid an
objective function is represented which shows the microgrid’s profit. Also, in
order to optimize this objective function, PSO algorithm has been used and at the
end of the chapter the results of the proposed model have been examined.

3.2 Suggested Microgrid Structure

The microgrids studied in this chapter include controllable/uncontrollable loads and
generators of less than 500 kW and storages; microgrids can be connected to the
national grid or operated independently, i.e., as an island. The structure of the studied
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Fig. 3.1 Suggested microgrid structure

microgrid is shown in Fig. 3.1. The grid includes wind turbines, photovoltaic
systems, fuel cell systems, storage devices (i.e., batteries), and loads located on an
AC bus. At the junction of the generators to the buses, a number of electronic power
converters have been used, which in this study are assumed to have zero losses. The
studied microgrid has the ability to exchange energy with the global grid and can
also be used as an island. In fact, what is presented in this dissertation is a smart
energy management system for the optimal use of this microgrid in the market
environment.

In this research, the microgrid manager is responsible for management and uses
the optimization methods of planning to formulate the microgrid operation in the
next 24 h. One of the parameters of optimal management in this program is to
determine the amount of energy exchange with the distribution grid (buying or
selling energy) at different hours of the next day. Therefore, predicting the energy
price of the distribution grid and the rate of renewable energy generation is
extremely important for greater profitability of the microgrid, because these param-
eters are very fundamental for deciding how to interact with the distribution grid.
Accordingly, the microgrid manager decides to behave as a load in a certain hour and
buy energy from distribution grid or sell to the grid, because the energy generated
and transferred to the grid by the microgrid is not high. In this chapter it is assumed
that all the energy transferred to the grid is purchased according to a guaranteed
contract between the microgrid and the distribution grid, and this has no effect on the
market price. In the proposed model, first the purchasing price of energy from the
microgrid is equal to the purchasing price of renewable generators in Iran, and then it
is assumed that the microgrid has a guaranteed contract with the distribution grid to
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buy all the energy generated, so the purchasing price is less than the selling price to
the grid. Simultaneously by determining how to interact with the distribution grid,
the decision about the number of generators of local units is made by the microgrid
manager. The profit or microgrid’s loss depends directly on the microgrid manager,
so optimal planning is very important for interacting with the distribution grid.

3.3 Considered Grid

In this section, the suppliers, storage devices, and types of loads available in the
microgrid (energy carriers) and used in a smart home are modeled, respectively.

3.3.1 Suppliers

In this chapter’s model, power generation resources include solar energy systems
(PV photovoltaics), wind turbines, and fuel cell systems.

3.3.2 Wind Production Unit

The output power of wind turbines in any location depends on the speed, height of
the hub, and speed-power diagram of different models of wind turbines. Therefore,
to obtain the wind speed at the hub height Eq. (3.1) is used [49]:

V=V, (hﬁ])b (3.1)

In Eq. (3.1) h and h, are the height of the hub and the height of the wind speed
reading, respectively, and V and V; are the wind speed at the height of the hub and
the speed of the wind reading at the height £, respectively. In fact, using this
equation and having the wind speed in that area, the wind speed at the hub height
can be calculated to generate electricity. In this regard, parameter b relies on the
environmental conditions shown in Table 3.1 for different environments.

After calculating the wind speed, the wind turbine’s output power can be obtained
through Eq. (3.2) [51]:
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Table 3.1 Index b for various conditions [50]

Friction factor (x)

Specification of the Earth type

0.06 Unstable air on the surface of open water
0.10 Natural air on the surface of open water
0.16 Natural air on the flat open beach

0.11 Unstable air on the flat open beach

0.27 Stable air on the surface of open water
0.27 Unstable air on the residential districts
0.34 Natural air on the residential districts
0.40 Stable air on the beach’s surface

0.60 Stable air on the residential districts

0 V< Vg

_ P.(A+BxV+CxV? Vi<V <V, (32)
P, V, <V < Ve
0 V>V,

In this regard, P, represents the nominal power of the turbine; V; and V,,
respectively, are the low and high cutoff speeds; and V is the speed related to the
nominal power of the turbine. Also, A, B, and C are coefficients that are calculated
from the following equations [51]:

3.3.21

3
1 Vv i + Vr
A= (‘/4‘/)2 {Vci(Vci + Vr) - 4VCin [CzT:| } (33)
ca— Vr '

B =

(Vci - Vr)

1 Vci + Vr

3
. {4(Vd +V,) {T] — (3Vq4 + v,)} (3.4)

) 3
C= Va VP _1 7 {2 —4 {Vc;rvr] } (3.5)

Wind Generation Cost

The price per Kwh of energy produced by wind turbines depends on parameters such
as initial investment costs, operating costs, maintenance, amount of electrical energy
produced per year, turbine life span, and interest rates. In wind units, the cost of fuel
is zero, but the cost of the initial investment (turbine, grid connection, and construc-
tion work) is high which is about 80% of wind unit’s investment, and the operating
and maintenance costs will be low [49].
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The initial investment cost is calculated using Eq. (3.6). Then, to calculate the
annual payment fee, you can add the maintenance cost of the system (m) to it, so we
have

A=A+ OMy, (3.6)

The energy produced in the whole year (E) for one wind unit is calculated from
Eq. 3.7):

E =P x CF x 8700 (3.7)

In Eq. (3.7), P is the nominal capacity (kW), and CF is the capacity factor.
Considering Eq. (3.7), the specific cost of generating electricity in this system is
calculated through the equation below:

c=% (3.8)

According to Egs. (3.7) and (3.8), the production cost of wind unit will be
modeled as Eq. (3.9):

/
AWt

Cw = Py X CFy, x 8700

(3.9)

In this regard, Py, is the nominal installed capacity of wind in terms of kilowatts,
CF,, is the capacity factor, and A/, is calculated using Eq. (3.6).

3.3.3 Solar Production Unit

Using the available sunlight intensity on the inclined plane, environmental temper-
ature, and constructive data for solar panel as inputs, output power Ppy of a solar unit
can be calculated as in Eq. (3.10):

PpV :NPVIIgAmGt (310)

in which Npy is the number of solar arrays, 1 is the efficiency of the solar unit, A, is
the area of each solar array in terms of m?, and G, is the intensity of sunlight on the
surface of the solar array in terms of W/m?>.

The instantaneous efficiency of the solar unit can be calculated according to
Eq. 3.11):
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Mg = NNy (1 = fi(Te = T1)] (3.11)

where 1, is the PV reference efficiency, B, is the thermal coefficient, T, is the cell
temperature, and 7, and PV reference temperature are both in Celsius. In Eq. (3.11),
Npe is the efficiency of the power adjustment equipment, and since we have omitted
to review and consider it in this dissertation, we assume its range to be 100%.

T, can be calculated from Eq. (3.12):

NOCT - 20

T.=T,+ G, 300

(3.12)

where T, is the ambient temperature per Celsius and NOCT is the nominal operating
temperature of the solar cell.

3.3.3.1 Cost of Photovoltaic Solar Power Plant Production

In general, based on mentioned points, the cost of production of solar units can be
divided into two parts: the cost of initial investment and the cost of operation and
maintenance (a fixed cost per year). Accordingly, the cost function can be provided
for these photovoltaic systems according to the following equation:

Al = Apy + OMpy (3.13)

In this regard, A is the initial investment cost and is calculated by Eq. (3.14).
OMpy is also a cost of operation and maintenance that is considered a fixed annual
amount. If the EPV is the approximate total annual energy production for solar cells,
the cost per kilowatt hour of energy produced by these units is calculated using the
following equation:

Apy  Apy + OMpy
Epy o PpyCFpy x 8700

Cpv = (3.14)

In this regard, Ppy is the nominal installed capacity of the solar panels and CFpy
is the capacity factor, which is determined by the annual operation of the panels.

3.3.4 Fuel Cell

According to [52], the power output and cost of the fuel cell system in the proposed
grid can be modeled as follows:
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P = Hy X g, X 37.8 (3.15)
In Eq. (3.15), 1y is the fuel cell efficiency and it is equal to 37.8 and H,, is the
amount of using hydrogen in kg.
The costs of the fuel cell system are also modeled as follows:
NPC¢. = NPCI(N¢..CCf. .RCy..OMy.. Ly .ir.R) (3.16)
In this regard, the parameters are defined in Nomenclature.

We know that 1 year is 365 days, and the main purpose of the dissertation is 24-h
exploitation, so we divide the final net cost by 365 to get the net cost in 1 day:

d= (361\511?20) (3.17)

3.3.4.1 Fuel Cell Capacity Limit
1. The output of each capacity must not exceed their design capacity:
0 SPfc<t) SPfcMax (318)

In this regard, Ps.max 1S the maximum power of the fuel cell.
2. Heating constraint:

PThermal(t) - Pspace(t) + Pwater(t) (319)

in which Py,(#) is hot water power and Pgp,..(f) is house heating power.

3.3.5 Storage Systems (Battery Modeling)

Batteries are usually considered as a constant voltage source. The life span of a
battery is directly related to various parameters such as the amount of charge and
discharge of the battery, so it is possible to model the operation of a storage system in
the grid as follows [53]:

Cyebat
Coe = e 3.20
YV Mba” Qlifetime * Noat (3.20)

In this regard, C,,. is the cost of erosion of the battery in terms of $/Kwh, Cyc. par
is the cost of replacement of the battery bank in terms of $, Ny, is the number of
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batteries in the battery bank, Qjiferime 1S calculated by Eq. (3.21), and 1, is also the
battery charge efficiency factor (discharge efficiency is considered to be 100%):

Qjifetime = CFD.DOD qul(‘)/% (3.21)

This equation is a laboratory relationship for determining the battery life, in which
the CTF represents the number of defective cycles, DOD is the percentage of
discharge depth, gn,.x is the maximum battery capacity in terms of Ah, and Vi,
nom 18 the nominal battery voltage [54]. Also, another cost for batteries is the cost of
repairs and maintenance, which is a fixed cost. Therefore, the total cost of the battery
bank is modeled as in Eq. (3.22):

Coat = Cratwe + Chatom (322)

In this case, Cy,, is the total cost of the battery, Cpy. wc 1S the cost of erosion of the
battery, and Cpa. om iS the maintenance cost. There will be limitations on the
operation of the battery bank in a small grid, which are modeled as follows:

Battery charge status at the specific time [55]:

SOC(1 + Af) = Soc(t) + Nyy [P ;}ag(t )]At (3.23)

In this regard, Pp.(¢) is the power charged or discharged by the battery bank
(positive charge and negative discharge), Uy,s is the bus voltage to which the battery
bank is connected, and At is the hourly time interval for which an hour is allotted in
this research.

The battery charge status is between the maximum and minimum nominal
capacity [54]:

SOChin < SOC < SOCax (3.24)
SOCwmin and SOCyy,x are usually linked by Eq. (3.25):

SOCpin = (1 — DOD).SOC (3.25)

3.3.6 Consumers

The proposed microgrid in this chapter has two types of consumers: (1) uncontrol-
lable loads and (2) controllable loads.



70 M. Saadatmandi et al.

3.3.6.1 Washing Machines and Dryers

One of the most expensive household loads is machines such as washing machines
and dishwashers. These devices have a high consumption in a short period of time
(1-2 h). Accordingly, by presenting the demand response program for this type of
equipment and transferring their consumption time to another time, the load curve
can be adjusted according to the small grid products.

According to the algorithm defined in each time interval, the difference between
the domestic production of the loads is calculated; if this amount is higher than the
load required by the washing machines, all these loads are provided; otherwise the
excess amount is transferred to the next time interval. The amount of power that is
transferred to the next time interval in each interval is calculated through Eq. (3.26):

Pwash.after,- = Pwash,- - (Pwt.i OR va.i OR Pfci) - Ploadu,wl_,- (326)

In this regard, Pyashafier; demonstrates the power transferred to the next time
period, Py, the requested power of the washing machines in the time interval i, Py,
; the wind turbine power production in the time interval i, P, _; the solar production
power in time intervals, and i and P, ; the power output of the fuel cell. Also,
Pioad,,; 1ndicates the amount of power requested by other loads. In order to
encourage consumers in this way, in exchange for transferring these devices to
another time, a percentage of the electricity price of the distribution grid (yasn) in
that period is considered as encouragement for the consumer.

3.3.6.2 Lighting Loads

Another major consumer of electricity is light loads. These loads are the largest
consumers of electrical energy, creating a peak in the electric load curve. Therefore,
by controlling the brightness and power consumption of these loads, it is possible to
save on electricity consumption.

To perform this method, an intelligent LMS lighting control system is needed,
which is used in smart homes. Of course, to have a smart control system in a
building, the building must not be a smart one. In other words, from the set of
electrical and mechanical installations, only the lighting part can be intelligently
controlled. With the implementation of this system, various capabilities are created,
one of the most important of which is to adjust the value of light shining from the
lamps in commensurate to the natural light of the environment and energy price. To
adjust the brightness of different lamps, we need electronic ballasts. For example, for
incandescent and halogen lamps, the light flux 2 of these lamps is proportional to the
voltage applied to both ends, so as the voltage applied to the two ends of the lamp
decreases, and the light flux emitted from the lamp also decreases. AC/AC con-
verters have been used to adjust the brightness of this group of lamps. Such circuits
are also called dimers. In these circuits, power electronics are used to transform the
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voltage wave applied to the two ends of the lamp. This reduces the effective voltage
across the lamp head and reduces the light emitted from the lamp. In fluorescent and
compact fluorescent lamps (low consumption), electronic ballasts must be used to
adjust the light intensity of the lamp. Because the fluorescent flux emitted by
fluorescent lamps is affected by the mercury vapor pressure inside the lamp, in this
case the ballasts, voltage, current, and frequency characteristics change so that the
fluorescent flux increases or decreases. However, because the human sensitivity
curve is altered by changes in logarithmic light, it is possible to change the light of
the bulb in the form of logarithmic changes to make the residents feel better.

In order to change the consumption of light loads with the energy price, a curve in
the form of Fig. 3.2 for the intensity of light and the price of electric energy can be
considered. In this curve, the horizontal axis represents the predicted deviation of the
predicted minimum price, which is calculated according to Eq. (3.27), and the
vertical axis shows the allowable light intensity range (according to the lighting
table) for the desired location. Due to this feature, the changes in light intensity and
the price of electricity are considered as a low concurrent contribution so that in low
price changes, the light intensity decreases slightly, but in higher price changes, light
intensity decreases more. Given the specified two points, (0, Eyfrer) and (6. max-
E.in), and the fact that the slope of the tangent line at the point, (0, Eq,), is equal to
zero, the equation of this contribution will be as Eq. (3.28):

Op.i = Purid.i — Pgrid. min (3.27)
E = — Bottr = Emn (2 + Eorter (3.28)
0}, max

InEq. (3.27) o, ; indicates the price deviation from the minimum price in the time
interval i, pgyiq. ; the grid price in the range i, and pgrig. min the minimum predicted
price in the next 24 h. In Eq. (3.28), Eyf, is the recommended brightness intensity
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Table 3.2 Room lighting loss coefficient

Cleanness of the room Good Medium Weak
LLF 0.75 0.70 0.65

for the desired location, E, indicates the minimum brightness intensity, and o}, max
is the maximum predicted price deviation from the predicted minimum price. In
Eq. (3.28), the amount of light intensity obtained is equal to the total amount of
illumination obtained from the lamps and the ambient natural light shown in
Eq. (3.29):

E = Elamp + DF x Eday (329)

In Eq. (3.29), Eq,y is related to the intensity of light in a given space due to
daylight. The daylight factor is usually used to indicate the effect of light on the
indoor environment. This coefficient is expressed as the ratio of the intensity of light
on a given internal surface and at the same time the intensity of light in the external
environment on a horizontal surface in an unobstructed place. Equation (3.30) shows
this coefficient, in which case E; indicates the light intensity of the indoor environ-
ment due to daylight and E, indicates the light intensity of the outdoor environment:

pF = £ 100 (3.30)
Ey

Now, using Egs. (3.28) and (3.31), the light flux required for the lamp can be
calculated:

_ Epp LW

¢ = CULLF (3:31)

In this regard, ¢ is the luminous flux; L and W are the length and width of the
room, respectively; CU is the coefficient of interest that is obtained from the lighting
tables; and LLF is the coefficient of light loss that is obtained according to Table 3.2.

Another quantity that is considered for lamps is the coefficient of the luminous
efficiency of the lamp, which shows the ratio of the luminous flux to the electrical
power of the lamp. Therefore, according to the light efficiency factor of the lamp and
Egs. (3.28) and (3.31), the electrical power of the lamp can be obtained:

LW

Piigne = [E - EdaY] CU.LLF.n

(3.32)

In this regard, n also represents the luminous efficiency coefficient of the lamp.
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3.4 Objective Function

The main purpose of this study is to maximize profits, provided that all operating
constraints are met. Through the defined function, the level of participation of
generators, storage devices, and energy exchange with the distribution grid is
determined with the aim of increasing the profit of the microgrid. However, due to
the nature of the renewable units, it is not possible to consider the status of these
generators (on/off) and their instantaneous production is continuously injected into
the grid; in this regard, the time interval is 24 h a day.

As it is clear from Eq. (3.33), this objective function has two parts, income and
cost, which are listed below in the form of a collection of small grid income and
expenses.

Small grid income:

* Selling power to the regional distribution grid

* Selling power to the uncontrollable loads

* Selling power to the typical loads

» Selling power to the washing and dryer’s machines
* Selling power for lighting

Small grid costs:

* The cost of purchasing energy from the distribution grid

e Solar unit production cost

* Price of wind’s generators

¢ Production cost of fuel cell unit

* Price of stored energy in the battery

* Pay penalty for typical loads if they are cut

e Pay money as bonus, due to the time movement of loads of household washing
appliances

Considering what is mentioned above, the microgrid administrator should pro-
vide a plan for the operation of the microgrid, which aims to increase the microgrid’s
profit. According to the set of incomes and costs, there is a need for a range of
information such as load forecasting, solar and wind forecast, fuel cell electric and
thermal power generation, upstream energy price forecasting, temperature forecast-
ing, lighting level forecasting, and technical specifications of small production unit
grids including the cost of selling energy to loads, the amount of fines for cutting
regular loads, and the amount of rewards for transporting loads from house appli-
ances. According to the mentioned expenses and incomes, the amount of expenses
and incomes are modeled as follows:
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24
OF = Z { [Pgl’id (t) X /)grid(t) + PLO&CLe (t) X /)Loade(t) + +Pnormal (t) X Pnormal
=1

+Pyash (1) X Pyasn () + Pright (£) X plight] — [Cre(1) + Cpv (1)

+Cw(t) + Cbat (Pbat(t)) + Cshed (Pnormal.curtail(t)) + penaltYWash (t)]} (333)

This objective function indicates incomes minus grid costs for the next 24 h.

In this regard, the first phrase is the incomes from the selling of power to the grid
or purchasing from the grid, respectively (positive indicates selling and negative
indicates purchasing); other phrases represent income from the selling of power to
different loads. In the second phrase, first the costs of solar, wind, and fuel cell
production are given, then the cost of energy storage in the battery, the amount of
fine due to disconnection of normal loads, and finally the incentive due to transfer of
loads of household washing appliances to other time intervals. Therefore, for optimal
operation of this microgrid, the OF objective function must be maximized according
to its constraints. Also, in this chapter, PSO algorithm has been used to optimize the
operation of the desired microgrid.

3.4.1 Power Balance

The most important precondition for solving the optimization problem is to meet the
balance between production, purchase, or sale to the grid and consumption for a
period of 1 h, which is equal to the moment of Eq. (3.34):

[Pload.e(t) + Pnormal(t) + Pwash(t) + Plight(t) + Pgrid(t)]
= [Pout(t) + Pui(t) + Ppy (1) + Pre(1)] (3.34)

In this regard, the positive/negative sign of Py,(f) indicates the battery charge/
discharge mode.

3.4.2 Limitation in Energy Exchange with Distribution Grid

Due to the technical constraints such as capacity of transmission grid, capacity of
transformers and breakers, and other related instruments, it is essential to consider a
maximum amount for the maximum exchanging power between microgrid and
upstream distribution grid that is shown in Eq. (3.35):
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Peria () < Pyrig
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(3.35)

In this regard, Pgyq is the exchange power with the upstream distribution grid and
mat is the maximum power that can be exchanged with the grid.

grid

3.5 Specification of the Intended Microgrid
3.5.1 Solar and Wind Units

In this simulation, the capacity of the solar unit is 250 kW and the capacity of the
wind unit is assumed to be 100 kW for two turbines. This solar unit consists of
250 W modules whose specifications are according to Table 3.3 [56, 57].

3.5.2 Specifications of Fuel Cell Units

Features of the CHP system and fuel cell technology used in the chapter are

presented as Table 3.4.

Table 3.3 Technical specifications [56, 57]

Description Specification

(a) PV module

Model SUNTECH

Maximum power 250 W

Optimum operating voltage 31.1V

Module efficiency 16.6%

(b) Wind turbine

Model Aeolos-H

Max power (wind only) 50 KW
Rated speed 10 m/s
Cut-in speed <6.7 mph (3 m/s)

Table 3.4 Main specification of 150 kW technology [58]

Capital cost Maintenance cost Electrical efficiency Heating efficiency
($/kW) ($/Kwh) (nge) (ngn)
1100 0.015 44% 46%
900 0.015 39% 43%
700 0.015 35% 40%




76 M. Saadatmandi et al.

3.5.3 Battery Bank

In this microgrid, a battery bank is used to store energy. The battery bank includes
Surrelte 4KS25P batteries, which are described in Table 3.5 [59]. In order to have a
reservation in the operation of the microgrid, the lowest battery charge level is
80 kWh.

3.5.4 Energy Exchange Between Microgrid
and Distribution Grid

In this chapter, the exchange with the upstream distribution grid is bidirectional and
the installed transformer has a capacity of 300 KW with 90% efficiency:

Pgiq =300 x 0.9 =270 KW

It is assumed that the price of the upstream distribution grid is constant. For this
purpose, the electricity tariffs of Iran’s electricity network have been used in
accordance with [60], according to which for the residential customers with a
power of more than 30 kW and less than 30 kW, the energy price is according to
Table 3.6. Also, the purchasing price of energy from the microgrid has been
considered based on the purchasing of energy from renewable generations in
off-peak load and peak load in accordance with Iranian tariffs. It should be noted
that due to the difference in exchange rates between the Iranian currency and the US
dollar, the final profit has been converted into US dollars by a specific factor.

Table 3.5 Battery specifications of battery banks [59]

Nominal Nominal Round trip Crep,

capacity voltage efficiency Qlifetime | Energy | DOD bat
Type (Ah) V) (%) (kWh) | (kWh) | (%) | Nga |($)
Surrelte | 1900 4 80 10,569 |7.6 90 40 900
4Ks25P

Table 3.6 The tariff of energy exchange between microgrid and distribution grid [60]
Time 7-19 19-23 23-7

Energy tariff for more than 30 kW (kWh/$) 0.034 0.068 0.017
Energy tariff for less than 30 kW (kWh/$) 0.044 0.088 0.022
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3.5.5 Initial Conditions of Microgrid

In this simulation, the initial conditions (time before the first time period) for the
battery charge level are equal to the minimum value and for the solar unit it is
assumed that it was on before the first time period.

3.6 Outputs of the Program, Review, and Analysis
of Scenarios

According to the information provided in the previous section, in this section, the
output of various designs and scenarios for the simulated microgrid are given and the
obtained results have been analyzed.

3.6.1 Simulation of the First Scenario

In this scenario, there is no demand response program. The results of the scheduling,
including the production of solar, wind, and fuel units; power stored in the battery;
and the amount of energy exchange with the global electricity grid over the next
24 h, are presented in Fig. 3.3. In this scenario, the microgrid’s profit will be
$785,694.1.
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Fig. 3.3 Energy balance in the whole microgrid in the first design
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As it is shown in Fig. 3.3 at a time when renewable energy production is higher
than the demand of consumers, the microgrid acts as a supplier for the distribution
grid and sells energy to it. On the other hand, when the amount of renewable
production does not meet the demands of customers, the fuel cell and battery system
will enter the circuit and respond to part of the required load of the microgrid, which
will reduce the purchase of power from the global grid, and in some cases, the excess
production capacity is injected into the national grid, which in turn increases the
profitability of the grid.

3.6.2 Simulation of the Second Scenario
3.6.2.1 Loads of Household Washing Appliances

As mentioned in the previous sections, in the proposed microgrid model, the time of
consumption of washing appliances’ loads is coordinated with wind and solar
production, and for the transfer of consumption time, the reward is paid to the
consumers. Figure 3.4 shows the time of consumption of these loads after and before
the implementation of the control program. As shown in Fig. 3.4, only 12 and
13 loads have been transferred, and the reason for this is that the control program
has not found it cost effective to transfer other loads due to the amount of incentives
paid.
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Fig. 3.4 Power consumption diagram of household appliance’s loads with the implementation of
the control program
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3.6.2.2 Lighting Loads

In order to control the light loads, the brightness of these loads and consequently
their energy consumption are calculated through the equations of the Sect. 3.3.6.2
and matched to the energy price of the global electricity grid. Figure 3.4 shows the
power consumption diagram of these loads after and before the implementation of
the control program. According to Fig. 3.5 it has been shown that by implementing
this control program, there is a coordination between the consumption of lighting
loads and the price of the energy market, so that, for example, during peak hours,
their consumption has been reduced. Also, in this control method, it is suggested to
reduce the brightness level of the lights in the midnight hours, when the amount of
traffic is very low, and the result of simulating this proposal is shown from 1 to 5 in
Fig. 3.5.

3.6.2.3 Optimization of Production in Microgrid According
to the Second Scenario

After implementing the demand response program and the control program for
washing appliances and lighting loads, the cost of the proposed microgrid will be
significantly reduced, and as a result, the profitability of the grid will increase and
will reach $930,708.8. The flowchart of this plan and the production curve of the
microgrid and energy exchanges with the power grid are shown in Figs. 3.6 and 3.7.

Comparing the second scenario with the first scenario, it can be concluded that the
amount of microgrid production has decreased. In this chapter’s microgrid model,
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Fig. 3.6 Energy balance in the whole microgrid in the second design [52]
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which aims to increase profits, it would be better if controllable loads be sensitive to
the prices of the global electricity grid. Because in this way, if the network’s price is
high, the amount of power consumption will be reduced, and as a result, the income
of the microgrid will increase, and if the price of the network is low, the cost of the
microgrid will decrease; both of these will result in increasing network profitability.

Also, due to the fact that according to the policy of electricity networks the
purchasing rate of power for the electricity network is higher than the selling rate
(due to reducing dependence on traditional power generation systems), accordingly,
demand response programs in the microgrid to further profitability means selling
electricity to the global grid and responding to network loads by purchasing from the
traditional power grid; therefore, to address such a problem and to create load-
bearing structures and demand response programs by microgrids, existing free
energy markets should be infrastructural.

3.7 Conclusion

In order to make the best use of the mentioned microgrid, different scenarios were
simulated and then checked; the following are the results of this research:

Implementing control programs in a way that can cover changes in unmanageable
energy resources or changes in energy market prices can reduce costs or increase the
profitability of microgrid utilization. Implementing load control programs can
reduce the probability of loss of microgrid utilization.

In structures where the microgrid has no load and the purpose is only to increase
profitability, it makes improve if controllable loads be sensitive to prices. But in
structures where the loads are owned by the microgrid itself and the purpose is to
reduce costs, controllability of loads will often be appropriate with changes in energy
resources.

Virtual energy storage is available in electric water heaters as well as refrigera-
tors, taking into account the level of comfort of consumers and the allowable
temperature range.

Some house loads, like washing and dryer’s loads, need a lot of power in a short
time. Therefore, it is possible to reduce operating costs and increase the profitability
of the microgrid by transferring their consumption time to periods when the rate of
renewable energy production is high or the cost of purchasing energy from the
distribution grid is low. Lighting loads are one of the major consumers of electrical
energy. Therefore, as the results of this study have showed, using the proposed
method of this study in order to sensitize these loads to price changes in the permitted
lighting range can significantly increase the profitability of microgrid utilization and
reduce the cost of electricity consumption.
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3.8 Suggestions

It is recommended that the various components of the microgrid, i.e., the wind and
solar generator, battery, as well as multiple loads, be placed on different buses to
check the voltage and transmission limitations in the microgrid structure during
operation.

One of the new loads that have received a lot of attention today is electric cars. It
is suggested that one or two parking lots be provided in the microgrid structure for
charging these vehicles and that the uncertainty in their operation be modeled.

It is suggested that other optimization methods (similar to the bird community
algorithm) be used to optimize the operation of the microgrid.

Acknowledgments Special thanks is given to the department of research and technology of the
Islamic Azad University, Damavand Branch, for their valuable support throughout all the phases of
this research.

Nomenclature

Abbreviation

CHP Combined heat and power
DER Distributed energy resources
DSM Demand-side management
ED Economic dispatch

EH Energy hub system

IREMS Intelligent residential energy management system
MCE Multi-carrier energy

MCMG  Multi-carrier microgrid

SEMS Smart energy management system

SSER Small-scale energy resources

Indexes

N Number of solar panels

t Time

Variables

Pgriq (1) Power exchanged between microgrid and network [kW] [kW]
Peria(?) Predicted electrical power price in grid [$/kW] [$/kW]

Pioad. ()  Sold power for uncontrollable loads [kW] [kW]
Phorma (1) Sold power for typical loads [kW] [kW]

Pyash (1) Sold power for washing and drying loads [kW] [kW]
Piign¢ (1) Sold power for lighting [kW] [kW]

Py Power of wind unit
Py, Power of solar unit
Py Power of fuel cell

g Efficiency of solar unit
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CCy Initial investment cost of a fuel cell [$/kW]

OM;. Repairing and maintaining cost of a fuel cell [$/kW]

RCy. Replacement costs of fuel cell equipment [$/kW]

Ly Fuel cell’s life span

Constants

Pload. (D) Price of power sold for uncontrollable loads [$/kW] [$/kW]
Prormal(?) Price of power sold for typical loads [$/kW] [$/kW]

Pwash(?) Price of power sold for washing and drying machines [$/kW] [$/kW]
Piight(t) Price of power sold for lighting [$/kW] [$/kW]

Cpy Solar unit generation costs

Cre The cost of producing a unit of fuel cell

Cy Wind unit generation costs

Chat Charge and discharge energy costs

Cihed The amount of refund for cut typical loads

penaltyy.sn(f)  The courage to shift the washing loads
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Chapter 4 )
Energy Markets of Multi-carrier Energy s
Networks

Seyed Mahdi Kazemi-Razi and Hamed Nafisi

4.1 Introduction

Electricity is a commodity capable of being traded through long-term and short-term
trading. An electricity market is a mechanism enabling long-term trades by contracts,
which are considered as private bilateral transactions between counterparties. The
short-term trades allow purchase through bids and sales through the offers, generally
in the form of financial or obligation swaps [1, 2]. The multi-carrier energy network
(MCEN) power is managed by MCEN operator (MCENO) which is a unit to
optimize the MCEN operation economically (tries to maximize MCEN revenue
through its power management). Moreover, it must take into account the technical
constraints of MCEN performance. To this end, it can participate in different markets
to purchase/sell energy for providing energy consumption of MCEN consumers and
maximize its revenue by optimized energy purchased/sold in these markets. As a
result, MCENO is one of the actors participating in the markets, which determines
the amount of energy that wants to be purchased/sold in any market according to
received price signals [1]. Also, the market actor can be each of the producers (such
as generators or distributed energy resources) and consumers (such as electrical
loads or electrical heat pumps), which participates in different markets to purchase/
sell energy or provides the ancillary services. The market players can also be divided
into the following groups [3]:
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. System operator

. Actors under the supervision of the system operator including generation com-
panies (GENCOs), transmission companies (TRANSCOs), distribution compa-
nies (DISCOs), retailer companies, aggregators (such as MCENOs), brokers, and
consumers

The system operator is a unit that controls the markets’ operation and their
contracts.

Since the MCEN includes multi-carrier energy vectors (e.g., electricity, fuel,
heat), MCENO needs to participate in electricity markets. Besides, it must partici-
pate in a fuel market to purchase it for substituting fuel with electricity. In most
MCEN, gas is the typical fuel for substituting and there are appliances to consume
gas as an input. Also, MCENO must consider the grid charges due to using the
power system (transmission and distribution system) facilities. Figure 4.1 shows all
different markets where MCENO can participate in supplying energy consumption
and maximizing the MCEN revenue.

These markets are divided into three categories which are entitled electricity
markets, fuel markets, and other markets/charges. Each of these markets includes
subsections that are described in more detail in the next sections. The electricity
markets and fuel markets provide electricity and gas to MCEN that are required to
supply MCEN consumers. But the last (named other markets/incentives) includes
some charges which affect MCEN operation. These charges often are set by super-
visory bodies (e.g., government) for the implementation of specific policies such as
less damage to the environment. The MCENO participation in the electricity and gas
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market is modeled in [4-8]. Reference [9] models the MCENO participation in the
electricity market, but does not consider the gas market. Participation in reserve
provision services is investigated in [5, 6, 9]. In addition, the balancing services
resulting from scheduling of plug-in electric vehicle aggregator are reviewed in ref.
[10]. The reserve provision includes three types of primary reserve, secondary
reserve, and tertiary reserve, which are modeled in ref. [11]. Reserve participation
by MCENO helps the system operator to balance the energy in the power system.
Use of system charges and tax are modeled in ref. [6, 12] by considering them on the
purchase price of electricity. The authors in ref. [13, 14] pay attention to the
low-carbon systems. One of the heat-generating equipment that reduce CO, emis-
sions is electric heat pump (EHP), which models have been proposed to integrate the
EHPs into the power system [5]. Many references are presented for clearing the
market price by considering the bids/offers of aggregators. For example, a joint
energy and reserve market clearing model is presented that minimizes the payment
cost while maximizing voltage stability.

It is noted that these markets have a determined time step (typically, it is an hour,
half an hour such as the UK, or a quarter of an hour depending on the country/region)
and operation calculations are processed based on this time step.

It should be noted that the current MCENS are classified as follows [15]:

1. Integrated electricity and gas sources (some of their advantages compared to
networks with only electricity carrier are quick response to uncertainties, less
harmful gas emissions, and cost saving as a result of more flexibility)

2. Integrated electricity and water sources (their advantages include less harmful gas
emissions by using the renewable energy for water desalination, compared to
thermal desalination and economic, social, and ecological development, in addi-
tion to hydro storage technology response to power shortage, which is effective in
increasing network resiliency and stability)

3. Integrated electricity, gas, and water sources (their advantages include reduced
CO, emissions in the water desalination process with renewable electricity,
improved operation cost, reduced pollutant gas emissions, improved resiliency
and efficiency, lower fuel cost, quick response to probabilities resulting from
more flexibility, producing usable water by desalination systems, as well as
producing electricity by hydroelectric generation units)

Due to the fact that MCENSs include electrothermal equipment (e.g., combined
heat and power (CHP)), boiler, hydropower plant, power-to-gas technology, heat
storage, as well as gas storage, they have more flexibility for optimized performance
in the market, compared to networks with only electricity carrier.

1. The presence of storage equipment can lead to energy storage at low-energy-price
moments and consumption of stored energy at high-energy-price moments.
Therefore, the ability to shift the time of energy consumption and also respond
to energy shortage/surplus creates optimized performance (lower cost and
increased flexibility) for the MCEN.
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2. Electrothermal equipment allows the MCENO to be able to supply loads with
energy carrier at a lower price by comparing the prices of different carriers. As a
result, the energy carrier/appliance substitution helps the optimized performance.

There are studies that investigate the impact of different equipment on MCEN
performance and cost [12, 16] (reference [16] investigates the power management of
MCENs with power, gas, water, and heating carriers alongside the storages such as
pumped hydro energy storage, gas storage, and thermal energy storage). Reference
[17] analyzes the impact of using storage equipment on the cost of MCEN
performance.

4.2 Electricity Markets

Electricity as a commodity is traded between producers and consumers via deter-
mined contracts through the wholesale trading market. These contracts are con-
cluded and at the time of energy delivery determined in the contract the consumer
receives the energy. Given the need to balance the electricity production and
consumption moment by moment, the purchase/sell contracts can only be concluded
up until the significant time (gate closure) which is determined by the system
operator and the actors that participated in the market must declare the amount of
electricity they want to generate/consume according to their contracts. Therefore, the
system operator specifies which contracts can be implemented without causing
problems in the system performance technically and energy balance. After this
time, the electricity can only be traded through a balancing market to compensate
for the shortage/surplus of energy (imbalance market) [2]. Producers and consumers
determine the entire energy generated and consumed in the system by concluding the
contracts in the wholesale trading market. However, the expected balance of gener-
ation and consumption may be lost due to the producers and load uncertainties (such
as solar and wind generations) and the occurrence of unforeseen outages (such as
damage to generators and lines and other facilities of transmission system). At this
state, the producer or consumer needs to trade its energy shortage/surplus in the
imbalance market.

Moreover, the violators must pay penalties associated with the deviation from
their contracted generation/consumption through a pre-planned process [2]. It is
notable that in addition to the imbalance market, the system operator can procure
other balancing services to provide the balance of generation and consumption in the
system. These services are explained in Sect. 4.3 in detail. The energy balancing is
necessary for providing the security and quality of power supply and this can
increase the system reliability. The system operator determines the relevant price
of balancing services. Because MCENSs integrate with power supply resources, they
can participate in the mentioned markets as a load and purchase the energy, when
their power generation is less than their load. But, at the hours when the amount of
generation is more than their load, MCENs can sell their energy surplus in the
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markets as a producer. In case of a violation from the contract amount, MCENO
must pay the penalty and is required to compensate its shortage/surplus in the
imbalance market [18].

Wholesale markets are divided into several categories, which are described in
detail in Sects. 4.2.1-4.2.3. Day-ahead markets are commonly used in the MCEN
power management, which are described in Sect. 4.2.4.

4.2.1 Bilateral Trading Markets

In this type of market, producers and customers enter into contracts directly without
the intervention of a third party. These types of contracts are made in one of the
following three ways [2]:

1. Long-term contracts
2. Trading over the counter
3. Electronic trading

In this type of market, the producer accepts purchase bids in which the bid price is
greater than/equal to the cost of generating energy by its generators and the con-
sumer accepts offers of sale at a lower than/equal to its acceptable price.

4.2.2 Electricity Pools

In this type of market, producers offer their sales including price and amount of
energy, which are arranged upwards based on their price. Consumers bid their
purchases (including price and amount of energy), which are also arranged down-
wards, resulting in a curve as shown in Fig. 4.2. From the intersection of these two
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Table 4.1 The status of purchases/sales in a pool market

Identifier Price (€/kWh) The amount of energy (kWh) Status

Offers 0Ol 21 50 %}
02 22.36 100 ]
03 24 70 |
04 252 150 M (Some of its en-
ergy is supplied)
05 27.5 50 -
06 30.47 85 -
o7 31.1 40 -
Bids Bl 32 65 |
B2 30 130 ]
B3 26 30 ]
B4 24 200 -
B5 23 50 -

curves, the market settlement price (i.e., system marginal price (SMP)) is obtained.
Producers with an offer of less than or equal to SMP, as well as consumers with a bid
of more than or equal to SMP, are accepted in this market.

For example, consider the sale offers and purchase bids offered in this market for
a specific period (during 14:00-15:00 on June 1, 2020), which are listed in Table 4.1
and also shown in Fig. 4.2 [2].

Here, SMP is equal to 25.2 (€/kWh). As can be seen, only the producers O1, O2,
03, and O4, with an offer price of less than or equal to 25.2, are accepted in this
market. Also, the consumers B1, B2, and B3, which have a bid price more than 25.2,
are accepted.

4.2.3 Hybrid Model

This market is a combination of the characteristics of the previous two markets, and
any actor who does not want to have a bilateral contract participates in the pool
market. Participation in the pool market is not mandatory here [3].
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4.2.4 Day-Ahead Market

Most of the energy consumption is provided through contracts in the day-ahead
market. These contracts are concluded between producer and consumer for energy
delivery in the next 24 h and the producer must provide the contracted energy at a
scheduled time. The cost of delivered energy is paid to the producer through a
planned process by the consumer [2]. The connection diagram of the actors in this
market is shown in Fig. 4.3.

According to the contract concluded by the producer and consumer in the past, at
the time of energy delivery, a scheduled amount of energy must be transmitted from
producer to consumer. As Fig. 4.3 shows, this energy reaches the consumer by the
transmission system. The transmission system operates under the supervision of the
system operator. Now, according to the contract, a certain cost is directly paid from
the consumer to the producer for energy production, which is shown in blue. Also,
due to the use of the transmission system, both parties of the contract should pay the
system operator the use-of-system cost (USC), which is shown in green. This
process is the same for each of the 1 to n contracts (Fig. 4.3) [2]. Two examples of

Cost flow (actor-system operator)

Cost flow (actor-actor) System

— Electricity energy operator
Transmission

network
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Producer #n b »| Consumer #n

Fig. 4.3 The connection diagram of the actors in the day-ahead market
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these markets, used in the UK, are detailed in [12]. The most important feature of this
market is that the price is known before the time of energy delivery. As a result, the
prices are suitable and reliable for wholesale electricity (proper to schedule the
amount of purchase/sale of energy based on price signals).

Integration of power generation, with any kind, to MCEN such as CHP, photo-
voltaic (PV), and wind turbine (WT) increases the operational cost of MCENO. The
MCENO compares the cost of power generation by these sources with the purchase
price of energy from the day-ahead market, and based on that, it is decided whether
to buy or produce the needed energy. Also, if the selling price of energy is high
enough, MCENO may decide to produce the energy as a generator and sell it in this
market. As a result, MCEN can enter into a contract with other actors.

4.2.5 Imbalance Market

A part of the energy balance, as described in Sect. 4.2, is provided by the imbalance
market. In this way, the actors bid/offer in the imbalance market. In some references,
the imbalance market is named balancing mechanism [12] or spot market [2]. This is
a managed market because the bids/offers are chosen by a third party (system
operator), not bilaterally. The reason this market is named spot market is that it
determines the price of energy imbalance. Another part of the energy balance
provision is implemented by ancillary services, which are explained in Sect. 4.3 in
detail. The diagram of the position of different actors in this market is in the form of
Fig. 4.4.
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The imbalance market allows all actors to submit their offers for selling the
energy to the system (which is shown in Fig. 4.4 in green) and bids to purchase
energy from the system (which is shown in Fig. 4.4 in green), with the prices that the
actors choose. According to the actor’s contracts and power system load forecasting,
the system operator agrees to bid/offer in such a way to balance electricity on the
transmission system. The accepted bids/offers of actors are reported on balancing
mechanism reporting services (e.g., in the UK, Elexon reports the bids/offers [19]).
The red lines in Fig. 4.3 show the path of electricity flow if the system operator
accepts the bid/offer of that actor. It is noteworthy that only actors that have a
shortage/surplus in their production/consumption participate in this market. The
system operator chooses these bids/offers based on the announced prices so that
the energy of the entire system is balanced [1]. The system operator uses this market
as a tool to balance the production with consumption and minimize the system stress
caused by imbalance after the gate closure [20]. The input and output data of the
system operator in this market are shown in Fig. 4.5.

Therefore, the system operator can ensure the stability of the power system. In the
first stage, for each imbalance market participant (IMP), the value of its contract is
compared to its metered volume to determine its imbalance. Then, each of the IMPs
has to buy or sell energy to cover their imbalance. Energy is purchased/sold at the
system purchase/sale price. These prices are set based on the main pricing method or
reserve pricing method. The main pricing method reflects the cost of balancing the
system (i.e., the cost of bids/offers accepted in the imbalance market and adjustments
made for the imbalance market). The reserve pricing method reflects the market price
of electricity for that time step. If the system is short of generation (generation <
consumption), system buy price is calculated according to the main pricing method
and system sell price is calculated based on the reserve pricing method. But if the
system is long (generation > consumption), the system sell price is calculated based
on the main pricing method and system buy price is calculated according to the
reserve pricing method. As a result, the actors who have participated in the
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Fig. 4.6 The day-ahead and 0.12
imbalance market prices, on
a weekday winter day, for
2014 [1]
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imbalance market will pay the increments. Also, those who have helped to increase
the balance of the system will not be penalized.

Each bid/offer is accompanied by an offer/bid, respectively, to ensure that each of
the accepted bids/offers can be canceled if required. The system operator prefers
more time between gate closure and delivering energy to have more opportunities for
balance calculations. In contrast, the producers and consumers prefer the gate
closure to be closer to energy delivery to reduce their pricing risk in the imbalance
market [2]. The bids/offers can be accepted at any time between the gate closure and
the end of the time step. In addition to using for energy balancing directly, the
imbalance market can be used for other reasons as follows:

1. Ensuring the capacity of actors to provide operating reserve or negative reserve

2. Frequency reserve provision to set the frequency in the standard range

3. Short-term operating reserve provision (fast reserve) to reduce rapidly the stresses
caused by imbalances

The most bids/offers accepted in the imbalance market can be implemented in
2 min or less [12]. The bids/offers presented by participated actors in this market
create an average marginal imbalance market bid and average marginal imbalance
market offer, which determines the buy/sell energy price in the imbalance market at
each time step of day. The average buy/sell energy price of this market alongside the
day-ahead market price is shown for a weekday winter day in Fig. 4.6 (extracted
from Elexon and Office of Gas and Electricity Markets (Ofgem) in the UK [19, 21]).

The day-ahead import price, day-ahead export price, imbalance import price, as
well as imbalance export price are shown by DIP, DEP, IIP, and IEP in Fig. 4.6,
respectively. As can be seen, there is a peak in prices in the evening (17:00-20:00).
As a result, the MCEN shifts the energy consumption to the off-peak hours
(02:00-06:00) to increase its revenue using energy storage systems. Given that the
imbalance market price in not known before the time of energy delivery, in the
presentation of system power management algorithms, the price of previous years
that show the general pattern of price is used. Then, due to a large number of
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samples, using the scenario reduction algorithms [22], the desired number of sam-
ples is obtained. Another way to consider the price of this market is to use proba-
bilistic models to predict the price [1]. MCENSs are also forced to participate in these
markets in the event of equipment failure or overproduction. As a result, the
MCENO should try to determine a more appropriate bid/offer according to the
conditions of the system.

In this market, the bid value is usually lower than the marginal price and the offer
value is higher than the marginal cost [2], according to Eqs. (4.1)—(4.4):

AT — A Vi (4.1)
a>0 (4.2)
B =B, +p Vi (4.3)
p>0 (4.4)

where A; and A?ffer are the marginal cost and offer of producer i, respectively. Also,
B; is the marginal price of electricity from the point of view of consumer i. The
purchase bid of consumer i submitted to the imbalance market is B?id. a and f are
positive fixed values that are determined by the producer and the consumer,
respectively.

As a result, MCENO needs to accurately estimate the load of MCEN consumers.
Because if there is an error in the predicted value and the actual value of the load,
MCENO is forced to participate in the imbalance market and as a result its income
decreases. As mentioned in the previous sections, MCENO needs to make a better
purchase/sale price based on market forecasted price, in order to participate more
optimally in the imbalance market. When MCENO needs to sell energy in the
market, given that power generation with MCEN resources (e.g., CHP) is costly,
the value of PPN, which is the MCEN profit, in Eq. (4.5) must be positive in order
for the energy sale to be beneficial:

PrMCEN — pmarket s p, — costMCEN (P;) (4.5)
where P; is the generated power of MCEN in a considered time step. p™*" and
costMCEN(P,-) are the market price and cost of MCEN for generating the power P;,

respectively. Deriving from Eq. (4.5) results in Egs. (4.6) and (4.7):

MCEN d costMCEN(p.
dPCrliPi _ pmarkel _ COSTl() =0 (46)
dCOStl\;;fN(Pi) _ pmarket (47)

In other words, the sale price of energy in the market should be equal to the
marginal cost of MCEN, which was also obtained in Egs. (4.1) and (4.2) [2].
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Because MCEN has a high storage capacity, as a hybrid participant who is both
productive and consumable, MCENO may decide to buy electricity during the hours
when the market price is low and store it in its storage facilities. Then, in the hours
when the price of energy sales is high, it sells energy back in the market. This
increases MCENO revenue. MCENO, of course, must also consider the cost of
storing energy in the storage process and make a decision accordingly. In addition,
the feeder between the MCEN and the upstream network also has a limited capacity,
and the voltage and current constraints within the MCEN create some limitations.
Also, storing energy in the storage and then delivering it have a definite efficiency.
As a result, Eq. ((4.8) must be considered:

urchase storage storage sell
_Ppurchase X /’p — cost™ " (Ppurchase) + Ppurchase xXn 8¢ x 14
> ﬂ_threshold ( 4 8)
urchase storage storage sell threshold
where Ppurchase» pp , cost & (Ppurchase), n & s P and 7 are the

power purchased from market, purchase price of the market, cost of storing energy
in the storage, storage efficiency, sale price of energy to the market, and accepted
value between revenue and cost of MCEN, respectively.

4.3 Electricity Ancillary Services

These services are presented to balance the energy (separately from the imbalance
market) and solve the other issues. Ancillary services can sometimes be mandatory
(e.g., the conditions of connection to the system) and sometimes be commercial
(providing the services to increase revenue). The system operator lists commercial
ancillary services. The use of ancillary services occurs when one of the following
two conditions exists [12]:

1. If the result of service cannot be obtained using the imbalance market (for
example, if the response time needs to be faster than what the imbalance market
can provide, or if there is a demand for reactive power)

2. When the system operator believes that maintaining energy balance can be more
economical through some of the services (such as reserve services to avoid price
risk of the imbalance market)

Some of the most ancillary services are described through Sects. 4.3.1-4.3.4 [23].

4.3.1 Black Start

There may be a general or partial shutdown in the transmission system. In these
events, it is needed to make sure that there is contingency equipment in the system so
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that the power supply can be restored at the appropriate time. The black start is a
system recovery service from a shutdown. This service is provided from the power
plant, which can start the main blocks of generation on-site without depending on the
external generations. During a black start event, the service provider must start up its
main generators and energize the parts of the transmission system and the distribu-
tion network. It must support a sufficient amount of load to control the unstable
system. The generator providing the black start service may be needed to provide the
start-up supplies for other plants to develop system recovery. Not all plants need to
be able to provide black start service.

4.3.1.1 Technical Requirements

1. Ability to start up the generator (at least one unit of the plant) from the shutdown
state without using the external power supplies and be able to energize a part of
the system within 2 h

2. Ability to quickly accept loading of demand blocks, in a range of 35-50 MW, as
well as control the frequency and voltage levels in a standard range (the standard
range of frequency is 47.5-52 Hz) during the block loading process

3. Capability to supply at least three consecutive black starts to be able to eliminate
possible tripping during recovery

4. Backup fuel supplies, ideally in the range of 3—7 days

5. Necessary equipment to ensure that all generation units can be turned off to stay
in a state of readiness for a subsequent start-up

6. Ability to maintain the high service availability on both the main and auxiliary
generating plant (the required availability is 90%)

7. The reactive capability to charge the transmission system and distribution net-
work according to the standard (in the 400 kV or 275 kV, at least 100 Mvar is
needed)

4.3.1.2 Participation
Participants can provide other ancillary services, as long as the implementation of

additional services has no impact on black start delivery. Each actor can participate
in this service with the technical requirements, which is an annual service.

4.3.1.3 Service Payments

1. Availability payment: for being available to provide this service (£/MW/h)
2. Exercise price: an agreed amount paid for this service test (£/MWh)
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4.3.2 Enhanced Frequency Response (EFR)

It is a service to provide frequency response in 1 s or less. This service tries to
maintain system frequency closer to 50 Hz. An example of a frequency violation
curve for July 8, 2012, is shown in Fig. 4.7, which attempts to keep the frequency
close to 50 using frequency response services.

1. Low-frequency static: a static service, which is triggered at 49.6 Hz with a
minimum power 1 MW and must be able to deliver the entire output within 1 s

2. Dynamic low-high: a dynamic service, which delivers the equivalent volumes of
primary, secondary, and high-frequency response

4.3.2.1 Technical Requirements

1. Low-frequency static: The trigger level is 49.6 Hz with full response within 1 s
and the duration is 30 min.

2. Dynamic low-high: There must be equal-volume delivery of the primary, sec-
ondary, and high response. In addition, this service needs the technical require-
ments of FFR service.

4.3.2.2 Participation

Having the conditions in technical requirements (Sect. 4.3.2.1), the actor must
submit its request to the system operator for providing the service.
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Fig. 4.7 The frequency violation curve on July 8, 2020, in the UK [19]
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4.3.2.3 Service Payments

The availability payment is paid monthly. Each unavailability needs to be reported to
the system operator.

4.3.3 Enhanced Reactive Power Service (ERPS)

It is a service to provide voltage support, which exceeds the minimum technical
requirement. This service is appropriate for generators which can provide or absorb
the reactive power. Also, this service can be provided alongside other services.
Wherever there is a plant or device that can generate/absorb reactive power, it can
provide this service, whether it is a synchronized plant or anywhere else that can
generate/absorb reactive power.

4.3.3.1 Technical Requirements

When this service is provided by a generator, as a condition of its application to the
transmission system, the ability of reactive power must exceed the minimum tech-
nical requirement of obligatory reactive power service (ORPS). The service provi-
sion needs to be consistent with the commercial service agreement. The generators
are generally instructed to provide a determined Mvar, which must be provided
within 2 min. The duration of the contracts is 6 months. To participate in this service,
the generator must be accepted in pre-defined tests and then the contract will be
concluded.

4.3.3.2 Participation

It is announced via tenders, which is held every 6 months. The actor must then take
the predetermined tests.

4.3.3.3 Service Payments

1. Availability price (£/Mvar/h)
2. Synchronized capability price (£/Mvar/h)
3. Utilization price (£/Mvarh)
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4.3.4 Fast Reserve

Fast delivery of active power in fast reserve service is implemented by increasing
generation and reducing consumption. This service is used to manage frequency
violations, which may occur suddenly. Sometimes changes in production or demand
are unpredictable. The generators, storages, and aggregated demand-side responses
are among those which can provide this service. Moreover, providers can participate
in other services at the same time. The fast reserve is required at all hours. However,
there is a greater need for it during the daytime (usually between 06:00 and 23:00).
The use of these units in this service changes depending on the system conditions,
demand profile, and plants. However, providers are utilized for 5 min, ten times a
day. Providers are expected to be able to provide a reserve for 15 min.

When providing a service reserve, it should be noted that there are the following
constraints for the reserve service provider [2]:

Power; + Reserve; < P™ Vi (4.9)
Power; > PM™" Vi (4.10)
Reserve; > R™" Vi (4.11)
Reserve; < R™ Vi (4.12)
RMX < pinax _ pmin (4.13)

where Power;, Reserve;, ™", and P]"™* are the power, reserve, minimum power, and
maximum power of service provider i, respectively. Also, R™" /R indicate the
minimum/maximum amount of reserve of service provider i.

4.3.4.1 Technical Requirements

The necessary technical requirements in fast reserve service are as follows:

1. The power delivery must be completed within 2 min from dispatch instruction.
2. The minimum value of the delivery rate must be 25 MW/min.

3. Reserve energy must be available for at least 15 min.

4. Must be able to deliver a minimum of 25 MW.

4.3.4.2 Participation

If the provider meets the conditions declared in technical requirements, it could be
accepted in a pre-qualification assessment. The tender of this service is held on a
monthly competitive basis and the providers can request for 1 month or multiple
months. Then the suppliers participating in the tender are selected based on the fact
that they have created a lower cost compared to the others.
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4.3.4.3 Service Payments

There are three types of payment fees for this service.

1. Availability price (£/h): It is for hours when a provider makes a fast reserve
available.

2. Nomination price (£/h): It is for being called upon to provide the service.

3. Utilization (£/MWh): It is paid for delivered energy.

In addition to the presented services, there are also other services that the actors
can provide. The details of the requirements and different prices of these services are
explained in [23]. These services include:

. Firm frequency response (FFR)

. Short-term operating reserve (STOR)
. Balancing market start-up

. Demand-side response

. Demand turnup

. Intertrips

. Mandatory response services

. Obligatory reactive power service

. Super SEL

. System operator to system operator

. Transmission constraint management

— O O 0NN kW~

—_—

Therefore, the stated ancillary services can be divided into four categories,
according to Fig. 4.8, which are reserve provision, power system security, frequency
response, and reactive power. MCEN first notifies the system operator of each of the
services it wants to provide, along with its offer price, which is indicated in Fig. 4.8
with the phrase MCEN offer price for service provision. By reviewing the require-
ments of that service for the actor, the system operator allows the actor to participate
in the tender of that service if the actor meets those requirements. Actors who
provide the equivalent amount of service at the lowest cost are selected. MCEN
then provides the service within the period specified in the contract and receives its
revenue from the system operator for the service provision specified in Fig. 4.8 with
the phrase MCEN revenue from service provision. The operator must manage the
MCEN power in such a way that it is able to provide the services contracted in the
desired period.

4.4 Other Electricity Markets and Charges

In addition to mentioned markets in Sects. 4.2.4 and 4.2.5, as well as energy-
balancing services in Sect. 4.3, there are other markets/services which are designated
to improve the MCEN operation and also the entire power system. Notably, some of
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Fig. 4.8 A variety of ancillary services provided by MCEN

these markets will be complete and implemented in the next years. One of these
markets/services is the capacity market which is created to ensure generation
adequacy. Due to the significant load peak growth (from electric vehicles and
electric heat pumps), the other services entitled local balancing services must be
designed to limit the imbalances in MCEN power management.

Because the producers and consumers use the transmission system and distribu-
tion networks for delivering and receiving the energy, it is needed to pay the USC for
the maintenance and expansion of these markets. These usage rates are generally
regulated and announced to users each year [1]. For example, in the UK, the
contributions of generators and end users to transmission system costs are, respec-
tively, 27% and 73%, while all distribution network costs are supplied by end
users [12].

4.4.1 Capacity Market

The capacity market procures the capacity, which is needed to be available when
there is a capacity call. The actors who do not provide the required capacity during a
call must pay the penalty. The actors with overproduction during a call will be paid
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for overproduction (only the providers who announce until the contracts are closed
or the providers who respond to requests from the system operator). The payments
are implemented through a special framework (such as Elexon in the UK [19]). By
introducing a new suitable market for repaying fixed costs, day-ahead market prices
are expected to be decreased. All the actors can participate in this market, except for
the actors who contract for renewable payment obligations or feed-in tariffs, as well
as the power plant with carbon capture and storage technology. The actors in this
market are classified as follows [12]:

1. The actors as price takers (existing capacity)
2. The actors as price makers (e.g., demand response and new capacity)

The price makers set the price of capacity. Based on the National Grid Company
[23], the contribution of demand response in this market is very low and it is needed
to encourage them to increase their contribution. One of these incentives is to
consider a lower penalty for failing to deliver energy. The providers of capacity
receive an availability fee to be available, as well as a utilization fee [23].

4.4.2 Local Balancing Services

Demand for electricity is continuously growing (especially with the advent of
electric heating and electric vehicles) and can create imbalance stress for the
power system. As a result, it is necessary to provide these added loads in such a
way that special attention is paid to the price. Some of the services can be provided
by the distribution network operator (DNO) on nearby feeders to balance the system
locally. The value of these services is very much associated with their conditions. It
is also related to the price of factors such as network characteristics (e.g., network
type), as well as a lack of capacity in the distribution network. The greater the
shortage, the lower the value of the service [12]. By solving the problem of lack of
capacity locally, this balancing stress, which had caused concern for the system
operator in the system, is solved by DNO. One of the major benefits of this service is
less loss compared to other types of energy-balance services. DNOs must notify the
system operator of their request for this service.

4.4.3 Use of System Charges

As stated, after concluding the contract between the producer and the consumer, both
of them need to use the transmission system and distribution network for receiving
the energy by consumers. Also, for participating in other markets/services (such as
reserve provision), they must use the transmission system and distribution network.
As a result, tariffs need to be paid for the use of these two networks, which will be
spent on repairing, expanding, and continuing the operation of these two networks
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[1]. Typically, there are several types of charges for using the transmission system
and distribution network. Distribution network use-of-system (DNUoS) charges,
which are paid by consumers, are levied by DNOs. Also, transmission system use-
of-system (TSUoS) charges, which are paid by consumers and generators, are
received by the system operator. The balancing service use-of-system (BSUoS)
charges are received by the system operator. BSUoS is paid by generators and
consumers to be used for maintaining the system balance.

4.4.3.1 DNUoS Charges

DNUoS charges are determined by DNO and its amount is variable. Also, it may be
different for each type of consumer based on their meter types and connection levels.
Here, the consumers are classified into two groups, wherein their payments are
separate:

1. Non-half-hourly end users are usually charged a flat rate alongside a fixed charge.

2. Half-hourly end users are usually charged according to a time-varying energy
tariff (£/kWh), in addition to a fixed charge (£/day), a capacity charge (£/kVA/
day), as well as a reactive power charge (£/kvarh).

The consumers try to reduce DNUO0S costs by shifting consumption to times with
lower energy charge and decreasing the required energy capacity [12].

4.4.3.2 TSUoS Charges

TSUoS charges are paid by non-half-hourly end users according to their consump-
tion in the period 16:00-19:00. For half-hourly end users, TSUoS charges are
calculated based on the end-user average consumption on three specified time
steps of the year, which are related to maximum consumption time. As a result,
half-hourly end users are trying to reduce the TSUoS costs by minimizing the
consumption at these three time steps. These three time steps are also used to reduce
the peak of the system and the required investment of generation and transmission
system. Therefore, the management of these three time steps can be a service to the
system operator. The generators are charged according to transmission entry capac-
ity (TEC) [24].

TSUoS charges vary for consumers in different parts of the country for the
following reasons:

1. Differences in operating, maintaining, and expanding costs in various areas
2. Distance between production and consumption
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4.4.3.3 BSUoS Charges

BSUoS charges vary by casts of balancing the system and are paid by consumers at
each time step. The consumers try to reduce the BSUoS cost by shifting the
consumption to the time with lower BSUoS charges. The BSUoS shows the flexi-
bility of generation. BSU0S charges depend on the balancing actions that are taken
each day [25].

44.4 Tax

Taxes are related to consumption, which need to be considered as a payment by
actors. The MCENO commonly considers this payment and another use-of-system
charges (Sect. 4.4.3) in the energy purchase price from the market. Therefore, the
impact of the tax is investigated in power management and investment issues
[1, 5]. The tax rates for domestic and commercial loads are 5% and 20%,
respectively.

4.4.5 Environmental and Social Obligations

A set of obligations may be applied to consumers by regulatory bodies, which
include the following two categories:

1. Environmental obligations
2. Social obligations

The consumers must pay these obligations to the government. The obligations for
domestic loads include the following [12]:

. Energy company obligation (ECO)

. Renewable obligation certificates (ROCs)
. Feed-in tariffs (FiT)

. Warm home discount (WHD)

There is a climate change levy (CCL) for commercial loads. CCL (£/kWh) is a
single-stage nondeductible tax with environmental goals that are a part of the climate
change program. CCL is applied to industrial and commercial actors for supplying
energy. It is applied to natural gas, coal, and coke, as well as liquefied petroleum gas
in addition to electricity. There are three supplies, where the CCL is not fully applied
[26]:

AWM =

1. Excluded (such as domestic loads)
2. Exemption (for example, in some forms of transport, export)
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3. Reduced rate (such as a 65% reduction for intensive facilities, which sign the
climate change agreement (CCA))

The relationship of CCL with other taxes is detailed in [26]. In addition to CCA,
there are other programs such as carbon management, where large commercial
consumers have to pay costs according to carbon management program if they do
not participate in the CCA [27]. Given that retailers determine end-user payments,
environmental and social obligations may be shifted to end-user payments based on
retailers’ decisions.

The contributions of ECO, ROCs, as well as WHD on energy bills are estimated
using a parameter named supply market indicator (SMI), which is explained in
[21]. CCL costs are usually publicly available for any type of load. In [28], one of
their values is stated.

In MCEN power management, these obligations, like the use-of-system charges
(Sect. 4.4.3) and tax (Sect. 4.4.4), can be considered in the energy purchase price
from the markets.

4.5 Fuel Markets

In this section, the fuel sales market is addressed to supply the fuel required for
MCEN equipment. Since most MCENSs use gas as fuel for substitution with elec-
tricity, in the next section, we will look at the gas sales market and other related
services.

4.5.1 Wholesale Daily Trading

In the gas wholesale market, MCEN purchases gas for uses such as input for
equipment (e.g., gas boiler (GB) and CHP) to supply its thermal loads. It should
be noted that several special fuels can be used in MCENSs, but due to the more use of
gas in MCENS, in different types of fuels used, this chapter investigates the gas. Gas
price is constant throughout the day due to the presence of gas storage in the network
[6]. Because of the presence of gas storage (gas stored in pipes), there is no gas
balance issue, unlike the electricity network. Therefore, as the energy balance issue
has been raised in electricity networks, several services have been created. However,
in gas networks, this issue does not need attention. The balance issue in gas networks
is discussed in Sect. 4.5.2. There are two types of markets for wholesale trading of
gas:

1. Bilateral contracts in which energy delivery will take place at a determined time
in the future.

2. The exchanges which provide an on-the-day market: In the exchanges, the
contract is concluded the day before the energy delivery day, which is concluded
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Fig. 4.9 The monthly average price of gas in the UK [29]

for the next day based on the specified and flat price of gas. This model is often
used in MCEN power management issue and the gas cost in the next day is
calculated according to its fixed and flat price [1, 4, 5].

As mentioned, gas price changes daily. The monthly average price of gas in
day-ahead contracts for 2010-2019 is shown in Fig. 4.9.

4.5.2 Imbalance Charges

Imbalance charges are charged if the amount of gas delivered is more or less than the
amount of the contract. The system marginal price is used to calculate the imbalance
charges. If the actor delivers more gas compared to the contract, it must pay the
marginal sell price for this imbalance. But if the actor delivers less gas, it must pay
the marginal buy price to the system [12].

As other factors/services are associated with gas imbalance, it is noteworthy that
in the gas market, like the electricity market, there is risk management and solutions
have been provided for it in [30]. There are also gas storage services sold that allow
actors to inject/withdraw gas into/from virtual storage [31].

4.5.3 Use-of-System Charges

In the gas network, there are two networks entitled transmission system and distri-
bution network, which are used to transfer the gas from sellers to consumers. These
network charges are detailed in Sects. 4.5.3.1 and 4.5.3.2.
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4.5.3.1 Transmission System Charges

Due to the use of the electricity network to transmit electrical power, the system
usage charges had to be paid for maintaining, expanding, as well as operating the
electricity network (Sect. 4.4.3). Similar to the electricity, the gas transmission
system is used to deliver the contracted gas. As a result, the charges set for using
the gas transmission system must be paid. The gas transmission system charges
include four parts as follows:

. Commodity charges (£/kWh)
. Exit capacity (£/kWh/day)

. Entry capacity (£/kWh/day)

. Fixed charges (£/day)

AW N =

Some actors may buy the right to transfer gas using the transmission system, but
they may not use it and do not transfer any amount of gas. In these conditions, the
entry/exit capacity is applied [12]. Entry capacity gives the daily right for transfer-
ring the gas up to the allowed limit. Exit capacity gives the right for absorbing gas
from the system up to the considered limit [32]. A more detailed definition, as well as
values of these rates, is given in [33]. Gas transmission agents usually purchase the
entry/exit capacity. The transmission charges vary according to their location on the
system and gas transmission agent, while the commodity charges are usually a flat
rate. The fixed charges depend on several factors [34].

4.5.3.2 Distribution Network Charges

Like the distribution network charges mentioned in Sect. 4.4.3, called DNUoS
charges, the gas distribution network charges are applied to consumers and vary
by the distribution company in each part of the gas distribution network. The
components of gas distribution network charges are as follows [12]:

1. System charges (consist of commodity charges and capacity charges)
2. Customer charges (it is a fixed charge that consists of a size-dependent capacity
charge)

4.5.4 Tax

Gas consumption, like electricity consumption, adds some tax to costs. This tax is
paid by consumers and is important in MCEN power management calculation. The
tax rates are 5% and 20% for domestic and commercial gas consumption,
respectively [35].
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4.5.5 Environmental and Social Obligations

In gas consumption, environmental and social obligations only include ECO and
WHD. The commercial gas consumption must also pay the CCL costs. They can
reduce these costs by participating in CCA. As a result, the considered rules for
climate change levy are almost the same for both electricity and gas networks. As
stated in Sect. 4.4.5 for the electricity network, in the gas networks, SMI can also be
used to estimate the ECO and WHD impacts on energy bills [33].

4.6 Other Markets/Incentives

In addition to the electricity and gas markets which the MCENO communicates with
to meet the needs of its consumers, some other markets/services are set up by
regulatory bodies to control the actors’ performance and help reduce environmental
pollution. They can also be used to implement policies such as reducing the need for
new investment. These markets/services are explained through Sects. 4.6.1-4.6.4.

4.6.1 CO;, Emissions Market

Some generators, such as thermal power plants, produce more CO, than renewable
sources such as PV and WT. CO, emissions market by setting appropriate prices for
CO, encourages producers to supply energy in ways that bring less CO, into the
atmosphere. The mechanism of the application of this market for generators is clear.
But for demand-side resources (e.g., demand response or small resources such as GB
and CHP), the use of this market needs further investigations. It should be noted that
CO; prices usually affect the offers of generators. One of the impacts of CO, prices
is a change in the amount of demand response or substitution of equipment/energy
vectors. Because by applying these prices, the cost of operation of each type of
generator has changed. These prices should be adjusted in general so that the cost of
low-carbon resources is lower than that of other generators such as gas power plants.
Reducing CO, emissions can be achieved by using any of the following [36]:

. Power sector

. Buildings

. Industry

. Transportation

. Agriculture

. Waste and F-gases

NN AW

The contribution of each of these to CO, emissions in 2013 is shown in Fig. 4.10.
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Fig. 4.10 The CO,
emissions by each of its
sources [36]

Power sector = Buildings = Industry
Transport = Agriculture = waste and F-Gases

Table 4.2 CO, prices in the UK [36]

Year CO, price (€/t CO,)
2008 21.12
2009 7.59
2010 12.54
2011 14.39
2012 8.09
2013 5.17
2014 5.02

Figure 4.10 shows that the parts related to industry, agriculture, and transportation
have the most contribution in CO, emissions. Table 4.2 gives CO, prices in the UK
from 2008 to 2014 in February.

Due to the high penetration of renewable resources in MCEN, its ability to
produce low-carbon power is high, which helps to avoid high costs for carbon
production.

4.6.2 Energy Efficiency Market

Since the load growth requires the creation of new resources and investment, it is
preferable to increase energy efficiency as much as possible first. A similar level of
electricity services can be obtained from inefficient energy conversion technologies
with higher power consumption or an efficient energy conversion technology with
lower power consumption. Therefore, the efficiency of these equipment creates a
market entitled energy efficiency market [37]. These markets are still in the design
stage and have not been implemented. In addition, these markets can be coupled with
other markets, and MCENs are able to participate in them. Also, the energy
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Fig. 4.11 The mechanism A
of energy efficiency market
[37]

Demand

Price of energy efficiency
market (€/kWh)

F
Electricity saved (kWh)

efficiency markets can use price signals to encourage actors to prioritize their energy
efficiency. Creating the mechanism of this market can be different in supply and
demand sides. On the supply side, it has been suggested that conditions be created
for producers with higher energy efficiency to be the main players in the market. But
another solution is to enable energy efficiency products and services. On the demand
side, it has been suggested that using price signals creates conditions for actors to
prioritize energy efficiency or offer new methods for financing energy efficiency
[38]. Figure 4.11 shows the mechanism of the type of market that changes the
amount of consumption (demand side). In this diagram, each unit on the horizontal
axis represents 1 kWh/year that the consumer saves.

The demand curve shows the marginal willingness that the consumer is willing to
pay to participate in the market. Also, the supply curve shows the price that energy
efficiency producers need to pay to participate in this market. In this case, the cost is
based on €/kWh saved and shows the current value of capital, installation, operating,
and maintenance cost of energy efficiency market for an additional kWh saved. In
this market, consumers purchase a quantity of F1 from the energy efficiency market
at price PF. There are schemes such as tradable white certificate (TWC) that in the
energy efficiency market specify a target in terms of the total saving required in
electricity consumption (Q), which is required from the investment in individual
electricity saving projects. Using the formulation of this TWC scheme, Q is related
to F2 as in Eq. (4.14), which is shown in Fig. 4.12:

F,=F +0 (414)

According to Fig. 4.12, this scheme creates a shift to the right in the demand curve
in such a way that there is more demand at a certain price. This is an expected result
based on Eq. (4.14). It is noteworthy that the consideration of supply and demand
curves can be done in the following two ways [37]:
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Fig. 4.12 The effect of a A
TWC scheme on the energy
efficiency market [37]

F2

Fl
P*
F Demand without TWC

Price of energy efficiency
market (€/kWh)
=]

F] E,

Electricity saved (kWh)

1. Static baselines which use linear supply and demand curves
2. Dynamic baselines updated based on regulations to consider changes in various
factors that affect energy consumption

Reference [37] provides more detailed information on how the TWC is priced, as
well as the amount of consumption reduction by the energy efficiency market in
different situations.

4.6.3 Feed-In Tariff Rates

Sometimes incentives are paid to produce using specific resources. For example,
there are tariffs for electricity generation with renewable sources to produce less
carbon. Tariffs are also set to use electricity instead of fuel to generate heat, because
electricity is cleaner compared to fuel (Table 4.7). Of course, the goal of incentives is
not always to use low-carbon technologies, and other goals (such as the use of small-
scale renewables) may be considered. The Ofgem announces the feed-in tariff (FIT)
rates that are set by the Department for Business, Energy and Industrial Strategy
(BEIS) [39]. The FIT rates are shown in Tables 4.3—4.6, from January 1, 2019, to
March 31, 2019. Also, Table 4.7 shows the renewable heat incentives (RHIs) for
heat generated by EHP, which uses electricity as input. It is observed that the FIT
rates are different for each size, which shows the effect of economies of scale.

4.6.4 Diesel Market

The diesel price change is based on the global oil price. Table 4.8 gives the diesel
price in European countries, excluding tax and duty, for the three consecutive years
2018, 2019, and 2020, in May. The diesel price increased in 2019 compared to 2018,
and in 2020 it has decreased in most countries. For example, in the UK, the diesel
price is 35.1 p/l in 2020.
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Table 4.3 The FIT rates set for PV [39]
Total capacity of PV (kW) Tariff (p/kWh)
0-10 3.49
10-50 371
50-250 1.55
Table 4.4 The FIT rates set for large PV [39]
Total capacity of PV (kW) Tariff (p/kWh)
250-1000 1.36
1000-5000 0.15
Table 4.5 The FIT rates set for CHP [39]
Total capacity of CHP (kW) Tariff (p/kWh)
0-2 14.84
Table 4.6 The FIT rates set for WT [39]
Total capacity of WT (kW) Tariff (p/kWh)
0-50 8.42
50-100 4.98
100-1500 1.58
1500-5000 0.48

Table 4.7 The renewable heat incentives (RHI) set for EHP [12]

Type of EHP (—)

Incentive (p/kWh)

Domestic (ASHP)

7.3

Domestic (GSHP) 18.8
Commercial (ASHP) 2.5
Commercial (GSHP) 2.6

In addition, the diesel price in the UK over the years has been compared in
Fig. 4.13. Figure 4.13 shows that the current price of diesel is almost equal to its
average price in previous years. Diesel consumption also includes tax and duty, the
amounts of which can be obtained from [28, 35]. MCENOs can supply input fuel for

equipment such as diesel generators at these prices.
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Table 4.8 European diesel price excluding tax and duty, at mid-May [28]
Year
Country 2018 2019 2020
Austria 53.1 54.1 36.1
Belgium 524 53.8 32.8
Denmark 61.0 61.5 40.0
Finland 55.8 59.3 42.7
France 52.0 54.0 31.7
Germany 51.9 53.1 36.5
Greece 60.6 62.0 41.3
Ireland 50.6 51.7 36.6
Italy 52.8 54.2 36.1
Luxembourg 54.1 554 34.0
Netherlands 55.0 554 42.1
Portugal 55.1 55.8 36.9
Spain 55.6 57.0 38.8
Sweden 68.1 67.7 50.2
UK 49.0 54.8 35.1
Bulgaria 50.8 53.5 30.7
Croatia 55.0 58.4 38.0
Cyprus 55.3 56.4 37.0
Czech Republic 50.8 52.8 334
Estonia 50.6 54.1 40.9
Hungary 539 56.3 37.6
Latvia 50.7 56.0 28.3
Lithuania 53.5 544 31.7
Malta 46.6 49.2 54.6
Poland 53.7 54.8 354
Romania 55.9 56.2 38.4
Slovakia 544 57.2 39.6
Slovenia 48.0 50.3 243

4.7 Conclusions

In this chapter, the markets/services where MCENs can participate, as well as the
charges they face are presented. It includes three categories of markets/services/
charges related to electricity, gas, and other charges/incentives. As mentioned, the
MCENO objective is to maximize revenue. As a result, MCENO can maximize its
revenue by optimally participating in various energy markets while meeting the
energy demand of MCEN consumers and avoiding the constraints. Because MCEN
equipment requires electricity and gas to operate, MCENO must purchase energy
from these two markets. Also, if the power generation of the MCEN’s internal
resources increases compared to the amount of load, MCENO will sell the surplus
electricity in the market and increase its revenue. Given the probabilities of load and
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energy resources of MCEN and the successive variations in the direction of imbal-
ance, MCENO can use the imbalance market. To maintain the security and power
quality of the network, the system operator must consider services (e.g., EFR, FFR,
fast reserve, STOR, as well as ERPS in Sect. 4.3) to keep the frequency and voltage
levels within the standard range. As a result, if the equipment inside the MCEN has
the necessary conditions for these services, MCENO can provide these services and
increase its revenues. Because MCEN uses the transmission system and distribution
network of electricity and gas to purchase/sell energy and provide services, they
have to pay USC charges (DNUoS, TSUoS, as well as BSUoS in Sect. 4.4.3). They
should also consider the taxes and obligations (Sects. 4.4.4 and 4.4.5) set by
regulatory bodies for attending these networks. Due to the importance of reducing
environmental pollution, MCENO should consider low-carbon performance (Sects.
4.6.1 and 4.6.3). Also, because of the extensive presence of renewable sources such
as PV and WT, it is suitable in MCENSs to pay attention to low-carbon performance.
It is concluded that MCENO should pay attention to the following steps:
1. Know the technical specifications of MCEN’s interior equipment accurately and
know how much power and how much of each service MCEN can produce in

total at any given time.
2. Predict the electrical and thermal load consumption in MCEN with high accuracy.
3. Decide which services it can participate in depending on MCEN conditions to
maximize revenue.
4. Predict market prices.
5. Use the appropriate power management algorithm to determine the optimal
purchase/sale value and the appropriate offer prices for energy sales and service

delivery.
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Therefore, MCENO’s revenue is maximized by participating in available mar-
kets. It should be noted that USC charges, taxes, and different obligations must be
considered by MCENO and as mentioned before they can be considered in the
energy purchase price. Due to the instantaneous amount of USC charges, MCEN
power management shifts the use of the transmission system and distribution
network to the times with lower USC charges. Another result is that due to the
nonuniformity of electricity prices during the day and the existence of peak prices in
the evening, it is necessary to use energy storage to shift purchasing energy from
peak hours to off-peak hours. The most important results of this chapter, which are
used by MCEN, can be listed as follows:

1. Maximizing the revenue by selling energy in the market and transferring energy
purchase to times with lower prices
2. Using the imbalance market due to the uncertainties of loads and renewable
energy resources
. Performance with low carbon production
. Providing ancillary services due to the high flexibility of MCENs
5. Transferring system usage time to hours with lower USC charges

W
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Chapter 5 )
Optimal Operation of Multi-carrier Energy <
Networks Considering Demand Response
Programs

Mehrdad Setayesh Nazar and Alireza Heidari

5.1 Introduction

The smart energy hub (SEH) concept is widely used in power system literature based
on the fact that the smart grid (SG) infrastructure utilizes multi-carrier distributed
energy resources (DERs) that are controlled in a decentralized manner [1]. The SEH
can generate, store, and convert electrical, heating, and cooling energy and utilizes a
different form of energy conversion technologies [2].

The main facilities of SEHs are combined cool, heat, and power (CCHP), boilers,
absorption chiller (ACH), compression chiller (CCH), electrical storage system
(ESS), cooling energy storage system (CSS), and thermal energy storage system
(TSS) [1]. Further, the demand response programs (DRPs), plug-in hybrid electric
vehicles (PHEVs), and intermittent electricity generation facilities such as wind
turbines (WTs) and photovoltaic arrays (PVAs) can be utilized in a smart distribution
system. These energy resources have stochastic behavior and the integration of these
resources into the smart distribution system may complicate the operational
paradigms [3].

An active multi-carrier energy distribution system (AEDS) may utilize SEH
facilities, WTs, PVAs, and PHEV parking lots as DERs and supply its electrical,
heating, and cooling loads through the multi-carrier energy transmission networks.
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The optimal day-ahead operational planning (ODAOP) consists of the commit-
ment of distributed energy resource facilities considering uncertainties of variables,
security criteria, economic evaluations, and environmental aspects.

The ODAOP problem has been explored over recent years and multiple types of
research were carried out to assess different aspects of this complicated problem.

Reference [1] introduced a two-level optimization framework for DA scheduling
of distribution system that transacted electricity with energy hubs. The energy hubs
proposed their contribution bids and the distribution system explored the optimality
of submitted bids. The algorithm adopted linear optimization process and the 33-bus
IEEE test system was utilized to assess the method. The operational costs of the
system were reduced by 82% with respect to the base case. Reference [2] introduced
an energy flow model to determine the capacity of energy-generating units. The TSS
and CSS were modeled and the environmental, energetic, and economic variables
were presented in the formulation. The particle swarm optimization (PSO) algorithm
was utilized and the cost of system, environmental emission, and energy consump-
tion were reduced by 11.2%, 25.9%, and 12.2%, respectively. Reference [3] pro-
posed the optimal scheduling of energy centers, gas network, and electric system.
Emission, voltage deviations, energy loss, operation costs, and pressure deviation of
natural gas were considered and the analytic hierarchy process was utilized. The
proposed method reduced the operating costs and energy consumptions by 21.77%
and 39.12%, respectively. Reference [4] introduced the optimal scheduling of
intelligent park MicroGrid (MG) in China and the genetic algorithm was utilized
to optimize the problem. The proposed method reduced operation costs by 1.68%.
Reference [5] proposed a stochastic optimization algorithm for energy hub DA
scheduling that utilized conditional value-at-risk method. The risk mitigation
method was used and operation cost was reduced by 1.37%. Reference [6] presented
an energy hub model for optimal scheduling of DERs and mixed-integer linear
programming (MILP) approach was utilized to minimize the operation costs. The
results showed that the optimization algorithm reduced the operation costs by about
23%. Reference [7] introduced an iterative two-stage framework for optimization of
interactions of the electric distribution system and SEHs. The stochastic optimization
process was utilized to model the uncertainties of the wind electricity generations.
Reference [8] proposed a mixed-integer nonlinear programming (MINLP) approach
to scheduling of CCHP-based systems. The energy and cost-saving ratios were
utilized to model the problem and the results compared the conventional systems
with the CCHP-based systems. Reference [9] described the integrated model of
CCHP-based energy hub wherein the emission pollution and operation costs were
minimized. The algorithm successfully reduced emission pollution and operation
costs by 2.3% and 4%, respectively. Reference [10] utilized an MINLP algorithm to
schedule an energy hub. The efficiencies of electrical system for a cold day and hot
day were improved by 59% and 47%, respectively. Further, the efficiencies of the
heating load system for a cold day and hot day were improved by 15% and 29%,
respectively. Reference [11] introduced an energy consumption model for a
decentralized energy system that reduces energy consumption and peak load. The
algorithm reduced the emission pollutant by about 46% that utilized DERs for
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energy generation. Reference [12] utilized a two-stage framework that carried out
the stochastic optimization for scheduling of energy and reserve. The method
considered intermittent electricity generation and heating loads. The DRP procedure
was utilized to minimize the operation costs and the results showed that the method
reduced the system costs by about 15%. Reference [13] explored the effectiveness of
DRP alternatives for modifying the heating and electrical loads. The model mini-
mized the procurement costs; meanwhile, it maximized the system’s profits. The
consumption cost of the multi-carrier energy system was reduced and the peak load
of energy carriers was modified. Reference [14] introduced a framework for energy
management of multi-energy hubs and the model considered power quality, regula-
tion costs, and voltage deviation variables in the goal programming. Reference [15]
presented an algorithm for minimizing operation costs and emission pollution of
energy hubs and modeled the PHEVs, DRPs, and ESSs as control variables. The
procedure considered the revenue of energy sold to the upward network and the
process increased the energy hub revenue by about 105% with respect to the base
case. Reference [16] introduced a two-stage optimization algorithm for the DA and
RT operation horizons. The optimization process was performed for electrical and
thermal systems and results showed that the algorithm successfully reduced the
system costs. Reference [17] proposed a multi-objective optimization process that
considered the emission pollution, energy consumption, and system costs. The
introduced method reduced operation costs by 24%. Reference [18] modeled an
energy hub that utilized CCHP facilities and DRP alternatives. The operation costs
of the energy hub and distribution system were reduced by 14% and 10%, respec-
tively. Reference [19] introduced the responsive load model applications in a multi-
carrier energy system and the procedure modeled different alternatives for respon-
sive loads. The case study was carried out for a home and its costs were reduced by
4%. Reference [20] introduced a six-level optimization algorithm for optimal oper-
ation of a distribution system in DA and RT horizons considering risk-averse
strategy. The DRP alternatives were utilized by the system. The 123-bus IEEE test
system was utilized to assess the proposed method and the results showed that the
revenue of the system was increased by 324% risk-averse conditions with respect to
the base case. Reference [21] utilized an information-gap decision theory to model
the stochastic behavior of the electricity and natural gas networks. The model
minimized total costs of operation and encountered the uncertainties of electrical
load, wind electricity generation, and gas load demands. Reference [22] presented a
hydrogen-based smart micro-energy hub model that considered demand response
alternatives and fuel cell-based hydrogen storage systems. The proposed model
minimized the DA operational costs using the robust optimization process. Refer-
ence [23] introduced a two-stage unit commitment process for optimal operation of
gas and electricity networks considering DRPs. The optimization procedure utilized
e-constraint technique to find the best solutions. Reference [24] proposed a
two-stage stochastic network-constrained unit commitment for coordinated power
and gas networks considering air energy storage and wind turbines. The effect of the
participation of gas-fueled power plant in the energy and reserve markets has been
investigated. Reference [25] introduced a value-at-risk-based stochastic model to
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determine the optimal DA scheduling of energy hubs. The model considered the
power-to-gas storage and compressed air energy storage systems. The model utilized
the load shifting procedure for multiple electrical loads and reduced the operational
costs by 4.5%.

The described references do not consider the locational marginal price (LMP)
optimization on their operational scheduling optimization. Further, the introduced
algorithm simultaneously optimizes DA and RT energy transactions in different
multi-carrier energy resources.

5.2 Problem Modeling and Formulation

The AEDS operator (AEDSO) transacts energy with the upward electricity market
and supplies the electrical, heating, and cooling load of downward customers. The
AEDSO can sell active and reactive power to the upward electricity market. Further,
it can transact electricity with PHEV parking lots. As shown in Fig. 5.1, the AEDS is
equipped with the CCHPs, PVAs, SWTs, gas-fueled distributed generation (DGs),

Upward
Network

Thermal Storage 1
System "
Wind turbine

Distributed
Generations

o

Electric Storage
System

Non-utility
Energy Hubs

Cool Storage  Combined Heat and
System Power Unit

Fig. 5.1 The schematic diagram of AEDS energy interactions
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TSSs, CSSs, and ESSs. The customers may have different energy generation,
storage, and conversion facilities that can be modeled as energy hubs [26-28].

The AEDSO utilizes the DRP alternatives that consist of direct load control
(DLC), time of use (TOU), and involuntary load shedding (ILS) alternatives and it
schedules the distributed energy resources to maximize its revenues. The energy hub
of customer that is named as the nonutility energy hub (NUEH) can sell its surplus
active and reactive electrical energy to the upward system and participate in DRPs in
DA and RT markets.

The optimization process of AEDSO has two-time horizons: DA market and RT
market. Thus, the objective functions of ODAOP can be decomposed into DA and
RT market horizons.

For the DA horizon, the AEDSO should optimize the scheduling of its distributed
energy resources in DA horizon considering the uncertainties. The uncertainties of
the problem in DA horizon are upward electricity market price, multi-carrier energy
demands, intermittent DERs, PHEV contribution scenarios, and NUEH commitment
strategies.

The AEDSO distributed energy resources are CCHPs, TSSs, CSSs, intermittent
power generations (IPGs), and ESSs. Further, the PHEVs, NUEHs, and DRPs can be
utilized as energy resources.

Thus, the objective function of optimal scheduling of system resource problem
for the DA horizon can be proposed as Eq. (5.1):

Wi(CRipsoVagpso + 2. Prob.Cofey Whiey

NPHEVS
Cgﬁchdse + Z prObCBﬁP+
Min A = Z prob. DRPS (5.1)
NWMS > prob. CIPG > prob. CNUEH
NIPGS NNUEHS

—revenueP?) + W, (3" LMP)

The objective function is decomposed into eight groups: (1) the commitment
costs of DERSs that consist of CCHPs, PVAs, SWTs, gas-fueled DGs, TSSs, CSSs,
and ESSs; (2) the energy purchased from the PHEVs costs; (3) the energy purchased
from wholesale market costs; (4) the DRP costs; (5) the IPG costs; (6) the energy
purchased from NUEH costs; (7) the revenue of AEDSO; and (8) the sum of LMPs.

The AEDSO can sell active, reactive, and spinning reserve to the upward
wholesale market. Thus, the revenue of AEDSO can be written as Eq. (5.2):

DA __ DA DA __upward DA_upward
revenue - = E prOb(§ Xactive P active + § :ﬂ active* aclive
NWMS (5.2)

DA_upward
+§ :}/spmmng spinning )

The revenue of AEDSO consists of three terms: (1) the revenue of active energy,
(2) the revenue of reactive energy, and (3) the revenue of spinning reserve.
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Equation (5.1) has the following groups of constraints of which some are not
presented due to the lack of space:

1. The maximum discharge and charge constraints of ESS, TSS, and CSS [29].

2. The maximum discharge and charge constraints of PHEVs [1].

3. The energy storage facilities cannot discharge and charge at the same time
constraints [29].

4. The DRP constraints [1].

5. The AEDS device loading constraints, electrical load flow constraints, and mass
balance equations.

For the RT horizon, the AEDSO should minimize the deviations of its scheduling
from the optimal values of DA horizon. Thus, the objective function of optimal
scheduling of system resource problem for the RT horizon can be proposed as
Eq. (5.3):

Min 9 = W, (ACIXI{;DSO + AC}EIEEV + ACEIE‘Chase + AC§£P+

5.3
ACRE 4 ACRUgy — ArevenueR™) + W, (Z LMP) (53)

The objective function is decomposed into eight groups: (1) the mismatch values
of commitment costs of DERs; (2) the mismatch values of energy purchased from
the PHEV costs; (3) the mismatch values of energy purchased from wholesale
market costs; (4) the mismatch values of DRP costs; (5) the mismatch values of
IPG costs; (6) the mismatch values of energy purchased from NUEH costs; (7) the
mismatch values of revenue of AEDSO; and (8) the sum of LMPs.

The mismatch values of revenue of AEDSO in RT horizon can be written as
Eq. (5.4):

RT __ T RT_upward RT RT__upward
Arevenue - (E :ai:tive'APactive + E :ﬂaclive'AQactive (54)

The revenue of AEDSO in RT horizon consists of two terms: (1) the mismatch
values of revenue of active energy and (2) the mismatch values of revenue of reactive
energy.

Equation (5.3) has the same constraints as in Eq. (5.1) in the RT scheduling
horizon.

5.3 Solution Algorithm

For the optimization algorithm, the following assumptions are considered:

1. The alternating current (AC) load flow is linearized [1].
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Fig. 5.2 Flowchart of the proposed algorithm

2.

Scenario generation and reduction procedures are performed for modeling of
uncertainties using the proposed procedure in [1].

. All of the bids/offers of the distribution system are accepted by the wholesale

market operator.

. The DA load and price forecasting procedures are performed using the introduced

method in [30].

. The LMPs are calculated based on the introduced models of References [31-33].

The linear optimization of the two-staged problem was carried out using the

CPLEX solver of GAMS. The flowchart of the algorithm is presented in Fig. 5.2.
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5.4 Simulation Results

An industrial district 125-bus test system was used to assess the proposed algorithm.
The NUEHSs are presented in Fig. 5.3. Tables 5.1 and 5.2 present the optimization
input data for the 125-bus system and NUEHS, respectively. The 125-bus industrial
district system consists of multiple NUEHs, parking LOTs (PLOTs), CCHs, ACHs,
CHPs, DGs, TSSs, CSSs, ESSs, and IPGs.

Figure 5.4 presents the wholesale electricity market price for three reduced
scenarios. Figure 5.5 shows the hourly cooling, heating, and electrical load of the
NUEHSs for one of the reduced scenarios. Figure 5.6 presents the PVA and SWT
electricity generation for energy hub for one of the reduced scenarios. Multiple
scenario generation and reduction procedures were carried out.

The two-staged optimization procedure was carried out for DA and RT opera-
tional horizons. Figure 5.7 presents the estimated stacked column PLOT electricity
generation/consumption for DA horizon. The estimated net transacted energy of
PLOTs for DA was about 1233.40 kWh and its mean value was about 2.447 kWh.
The estimated maximum values of DA PLOTs’ charge and discharge were
20.7895 kWh and 11.1845 kWh, respectively. The optimization procedure updated
the input data using the described process and the estimated PLOT electricity
generation/consumption for RT horizon was determined.

Figure 5.8 shows the estimated stacked column PLOT electricity generation/
consumption for RT horizon. The estimated net transacted energy of PLOTSs for
RT was about 1326.69 kWh and its mean value was about 2.632 kWh. The estimated
maximum values of RT PLOTs’ charge and discharge were 23.5473 kWh and
10.8208 kWh, respectively.

Figure 5.9 depicts the estimated CCH and ACH cooling energy generation, CSS
cooling energy charge and discharge, and cooling energy loss for DA horizon. The
aggregated cooling energy generations of CCHs and ACHs in DA horizon were
about 81.111 MWh and 23.371 MWh, respectively. Further, the mean values of
cooling energy generations of CCHs and ACHs in DA horizon were about
3.379 MWh and 0.973 MWh, respectively.

Figure 5.10 shows the estimated CCH and ACH cooling energy generation, CSS
cooling energy charge and discharge, and cooling energy loss for RT horizon. The
aggregated cooling energy generations of CCHs and ACHs in RT horizon were
about 59.843 MWh and 18.112 MWh, respectively. Further, the mean values of
cooling energy generation of CCHs and ACHs in RT horizon were about
2.493 MWh and 0.754 MWh, respectively.

Figure 5.11 presents the estimated stacked column NUEH electricity generation/
consumption for DA horizon. The estimated net transacted energy of NUEHs for DA
was about 24.229 MWh and its mean value was about 72.11 kWh. The estimated
maximum values of DA NUEHSs’ electricity consumptions/generations were
2357.33 kWh and 2538.12 kWh, respectively.

Figure 5.12 depicts the estimated stacked column of NUEH electricity generation/
consumption for RT horizon. The estimated net transacted energy of NUEHs for RT
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Fig. 5.3 The 125-bus industrial district distribution system
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Table 5.1 The optimization input data for the 125-bus system

Distribution system parameters Value
Number of solar irradiation scenarios 5000
Number of SWT power generation scenarios 5000
Number of upward market price scenarios 150
Number of PHEV contribution scenarios 5000
Number of DRP commitment scenarios 3000
Number of solar irradiation reduced scenarios 20
Number of SWT power generation reduced scenarios 20
Number of upward market price reduced scenarios 3
Number of PHEV contribution reduced scenarios 20
Number of DRP commitment reduced scenarios 20

Table 5.2 The optimization input data for the NUEHs

NUEH parameters Value
Number of solar irradiation scenarios 5000
Number of SWT power generation scenarios 5000
Number of proposed DSO TOU price and DLC fee scenarios 15
Number of PHEV contribution scenarios 1000
Number of solar irradiation reduced scenarios 5
Number of SWT power generation reduced scenarios 5
Number of TOU price and DLC fee reduced scenarios 3
Number of PHEV contribution reduced scenarios 4
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Fig. 5.4 The wholesale electricity market price for three reduced scenarios

was about 20.206 MWh and its mean value was about 60.13 kWh. The estimated
maximum values of RT NUEHs’ electricity consumptions/generations were
1497.23 kWh and 1381.83 kWh, respectively.

Figure 5.13 shows the estimated NUEH electricity generation/consumption, IPG
electricity generation, CHP and DG electricity generation, and import/export of
electricity for the DA horizon. The aggregated electricity generation of IPGs and
CHPs and DGs were about 117.848 MWh and 123.432 MWh, respectively.
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Fig. 5.7 The stacked column of PLOT electricity generation/consumption for DA horizon

The net transacted energy of the system with the upward market was about
228.447 MWh for the DA horizon.

Figure 5.14 presents the estimated NUEH electricity generation/consumption,
IPG electricity generation, CHP and DG electricity generation, and import/export of
electricity for RT horizon. The aggregated electricity generation of IPGs and CHPs
and DGs were about 140.132 MWh and 136.187 MWh, respectively.

The net transacted energy of the system with the upward market was about
189.349 MWh for the RT horizon.
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Figure 5.15 depicts the estimated CHP and boiler heating energy generation, TSS
heating energy charge and discharge, and heating energy loss for DA horizon.

The aggregated heating energy generation of CHPs and boilers in DA horizon
were about 178.358 MWh and 183.102 MWh, respectively. Further, the mean values
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Fig.5.16 The estimated CHP and boiler heating energy generation, TSS heating energy charge and
discharge, and heating energy loss for RT horizon

of heating energy generation of CHPs and boilers in DA horizon were about
7.431 MWh and 7.629 MWh, respectively.

Figure 5.16 shows the estimated CHP and boiler heating energy generation, TSS
heating energy charge and discharge, and heating energy loss for RT horizon.
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Fig. 5.18 The estimated electrical load after DRP and the base electrical load for RT horizon

The aggregated heating energy generation of CHPs and boilers in RT horizon
were about 178.698 MWh and 183.732 MWHh, respectively. Further, the mean values
of heating energy generation of CHPs and boilers in RT horizon were about
7.659 MWh and 7.425 MWh, respectively.

Figure 5.17 presents the estimated electrical load after DRP and the base electrical
load for DA horizon. The aggregated electrical energy consumptions before and after
DRP implementation in DA horizon were about 443 MWh and 455 MWh, respec-
tively. Further, the mean values of electrical energy consumptions before and after
DRP implementation in DA horizon were about 18.52 MWh and 19.01 MWh,
respectively.

Figure 5.18 shows the estimated electrical load after DRP and the base electrical
load for RT horizon. The aggregated electrical energy consumptions before and after
DRP implementation in RT horizon were about 461 MWh and 442 MWh, respec-
tively. Further, the mean values of electrical energy consumptions before and after
DRP implementation in RT horizon were about 19.21 MWh and 18.40 MWh,
respectively.

Figure 5.19 depicts the estimated cost/benefit of NUEHs and distribution system
for DA horizon. The estimated aggregated revenues of NUEHs for purchasing of
active and reactive power to the distribution system in DA horizon were about
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Fig. 5.20 The estimated cost/benefit of NUEHSs and distribution system for RT horizon

1.37 MMU and 0.116 MMU, respectively. The aggregated revenues of AEDSO for
purchasing of active and reactive power to its customers in DA horizon were about
37.8 MMU and 4.15 MMU, respectively. The aggregated cost of electricity gener-
ation of CHPs and DGs was about 9.37 MMU s. Finally, the aggregated costs of
active and reactive energy purchased from DA upward market were about
14.1 MMU and 1.28 MMU, respectively.

Figure 5.20 shows the estimated cost/benefit of NUEHs and distribution system
for RT horizon. The aggregated revenues of NUEHs for purchasing of active and
reactive power to the distribution system in RT horizon were about 1.3664 MMU
and 0.11559 MMU, respectively. The aggregated revenues of AEDSO for purchas-
ing of active and reactive power to its customers in RT horizon were about
37.73 MMU and 4.1492 MMU, respectively. The aggregated cost of electricity
generation of CHPs and DGs was about 10.29 MMUs. Finally, the aggregated
costs of active and reactive energy purchased from RT upward market were about
10.76 MMU and 0.9037 MMU, respectively.
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Figure 5.21 presents the estimated maximum and mean values of LMPs for DA
horizon. The maximum values of LMP,,,,, and LMP,,.., were about 276.8 MU/h and
200.94 MU/h, respectively. Further, the average values of LMP,,,, and LMP e,
were about 210.7 MU/h and 143.61 MU/h, respectively

Figure 5.22 shows the estimated maximum and mean values of LMPs for RT
horizon. The maximum values of LMP,,,, and LMP,,.., were about 269.08 MU/h
and 198.32 MU/, respectively. The average values of LMP,,,, and LMP,,.., were
about 210.26 MU/h and 144.71 MU/h, respectively

The proposed algorithm successfully reduced the maximum values of LMP .,
and LMP,;c.n.

5.5 Conclusion

This chapter presented an optimal operational scheduling algorithm for active
distribution system that utilized multiple-energy resources to supply the electrical,
cooling, and heating loads. The nonutility energy hubs transacted with the system
and participated in the demand response programs. Further, the absorption chillers,
compression chillers, boilers, thermal and cooling energy storages, electrical storage
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systems, plug-in hybrid vehicle parking lots, and intermittent energy generation
facilities were considered in the model and optimization process. The introduced
algorithm optimized the multi-carrier energy system operational scheduling in
day-ahead and real-time horizons.

The costs of operation and energy purchased from active and reactive upward
markets were considered in the optimization process. Further, the locational mar-
ginal prices of system buses were formulated in the introduced optimization proce-
dure. The objective functions and constraints were linearized and the CPLEX solver
was utilized to optimize the problem.

An industrial district multiple-energy carrier system was used to assess the
introduced method. The optimization process was carried out and the operational
scheduling of system in day-head and real-time horizons was determined. The
optimization algorithm successfully minimized the operational costs and locational
marginal prices of the system and encountered the nonutility energy hub contribu-
tions in the operational scheduling of multi-carrier energy system. The optimization
procedure successfully reduced the locational marginal prices by about 2.78%.

Nomenclature

Abbreviations

AC Alternating current

AEDS Active multi-carrier energy distribution system
AEDSO  AEDS operator

ACH Absorption chiller

CCH Compression chiller

CCHP Combined cool, heat, and power
CSS Cooling energy storage system
DA Day-ahead

DER Distributed energy resource

DLC Direct load control

DRP Demand response program

ESS Electrical storage system

ILS Involuntary load shedding

LMP Locational marginal price

MG Microgrid

MILP Mixed-integer linear programming

MINLP  Mixed-integer nonlinear programming
NUEH Nonutility energy hub

ODAOP  Optimal day-ahead operational planning
PHEV Plug-in hybrid electric vehicle

PLOT Parking LOT

PSO Particle swarm optimization
PVA Photovoltaic arrays

SEH Smart energy hub

SG Smart grid

TSS Thermal energy storage system
TOU Time of use

WT Wind turbine
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Variables
CRoso The day-ahead cost of operation of AEDSO
Coiey The day-ahead cost of operation of PHEV
CRA The day-ahead cost of electricity purchased from upward market
Cgﬁp The day-ahead cost of DRP
CR,% The day-ahead cost of IPG
CRA e The day-ahead cost of electricity purchased from NUEHs
W The binary decision variable of resource commitment
revenue* The revenue of active and reactive sold to the DA upward market
Prob Probability of scenario
w Weighting factor
abh The price of active energy sold to DA electricity market
ﬁaDCﬁve The price of reactive energy sold to DA electricity market
NWMS Number of wholesale market price scenarios
AC&EDSO The mismatch of real-time cost of operation of AEDSO
ACE{EEV The mismatch of real-time cost of operation of PHEV
Acﬁgmhasc The mismatch of real-time cost of electricity purchased from upward market
ACRT, The mismatch of real-time cost of DRP
ACE,TG The mismatch of real-time cost of IPG
AC‘I\‘IITJEH The mismatch of real-time cost of electricity purchased from NUEHs
Arevenue®T  The mismatch of revenue of active and reactive sold to the RT upward market
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Chapter 6 )
Optimal Scheduling of Hybrid Energy s
Storage Technologies in the Multi-carrier
Energy Networks

Morteza Zare Oskouei, Hadi Nahani, Behnam Mohammadi-Ivatloo,
and Mehdi Abapour

6.1 Introduction

Recently, the use of electricity, natural gas, and district heat networks in the form of
multi-carrier energy networks has attracted more attention to deal with some con-
cerns regarding environmental issues [1]. The interdependent energy conversion
facilities in multi-carrier energy networks prepare the flexible operation [2] and
boost the supply reliability [3] and efficiency of the multiple energy systems
[4]. In order for optimum exploitation of interconnected energy networks, the
utilization of up-to-date energy storage technologies like power-to-gas (P2G) stor-
age, compressed air energy storage (CAES) unit, and power-to-heat (P2H) storage
has grown in worldwide [5]. The energy storage systems play an indispensable role
in the sustainable transformation of multiple energy networks by storing and gener-
ating environmental energy. However, the decentralized and distributed deployment
of energy storage systems into multi-carrier energy networks poses crucial chal-
lenges for decision makers to economically and safely use storage technologies.
Over recent years, various day-ahead scheduling processes have been introduced to
utilize the energy storage technologies in optimal coordination with multi-carrier
energy networks.

Authors of ref. [6] have presented an energy management framework for inte-
grated electricity and natural gas networks with respect to the cost-benefit
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optimization problem. The strategy considered the interactions of the P2G storage
for optimal scheduling and improving the performance of the integrated energy
systems. The adaptation of coordination between thermal energy storage and natural
gas storage to maintain steady energy generation in various layers of energy systems
under different dynamic characteristics has been investigated in ref. [7]. In ref. [§],
the CAES unit and energy conversion facilities have been simultaneously used in the
framework of multi-carrier energy systems to reduce the total operational cost of the
integrated system by relying on distributed generation. Authors of [9] have presented
a two-stage unit commitment scheduling method that considered electricity and
natural gas networks, CAES unit, and different energy centers. Three important
indices have been considered to characterize the total operating cost of the integrated
energy system, carbon emission, and pressure of pipelines in the gas network. In
[10], an efficient energy system has been developed consisting of P2G storage to
examine the optimal scheduling of energy systems and achieve optimal exergy and
heat recovery. Simulation results showed that the proposed method increased energy
efficiency by up to 56%. Authors of ref. [11] have evaluated the performance of the
P2G technology to demonstrate its feasibility and applicability for reducing the
curtailment of wind. The main goal of this study was to maximize the use of wind
farms in the presence of multi-carrier energy networks as well as to minimize
undesirable load shedding during contingency situations. Furthermore, authors of
ref. [12] have presented a risk-constrained strategy for the CAES unit to participate
in the electricity market with regard to the uncertainty of the electricity market price.

In terms of economic analysis of energy storage technologies, several studies
have been accomplished to investigate the barriers and facilitators in achieving the
intended economic goals [13—15]. Authors of [16] have introduced a developed
deterministic strategy to achieve sustainable exploitation of regional integrated
energy systems. The principal goal of [16] is to decrease the total operating cost of
the regional energy system by optimal scheduling of energy storage systems. The
simulation results indicated that the total operating cost of the regional integrated
energy system was reduced by 8.45% by using the proposed scheduling strategy. In
ref. [17], an optimal coordinated operation scheme of various energy storage systems
and conversion facilities has been introduced to reach the overall optimum solution
for multi-carrier energy systems. In ref. [18], a comprehensive analysis from the
perspective of energy and exergy has been done to determine the key requirements
for modeling integrated cooling/heating/power systems in the presence of the CAES
unit. The presented strategy was implemented in a large-scale integrated energy
system to study the various aspects of the energy management algorithm. Authors of
ref. [19] have provided optimal energy management strategy in net-zero energy
district systems for interconnected distributed energy storage that have been solved
by Pareto-optimal solutions. The main concern of the mentioned study is to cover the
various energy demands in a reliable manner as well as minimize the total annualized
cost. In ref. [20], the energy flow analysis of the P2G storage has been presented
based on the scenario-based stochastic model. The optimal capacity and operation
scheduling of P2G storage have been investigated to minimize the operational cost
of the multi-carrier energy system.
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This chapter aims to analyze the economic participation mechanism of a hybrid
storage unit in the framework of multi-carrier energy networks using an optimal
energy management strategy. The proposed optimization problem is deployed from
the perspective of the hybrid energy storage unit owner, and the main goal is to
maximize the profit of the hybrid energy storage unit through maximum participa-
tion in the various layers of the day-ahead energy markets. In this regard, the hybrid
storage unit is composed of three well-known technologies of energy storage
systems, including P2G storage, CAES unit, and P2H storage.

The remainder of this chapter can be organized as follows: Section 6.2 presents an
explanation of each energy storage technology and mathematical formulation. Illus-
trative examples and result discussions are presented in Sect. 6.3. Finally, the
concluded remarks are in Sect. 6.4.

6.2 Mathematical Formulation and Structure of Hybrid
Storage Unit

The technical explanations and mathematical formulation of the optimal offering
strategy for the economic participation of the hybrid energy storage unit in the multi-
carrier energy networks have been presented in the following subsections. The
hybrid energy storage unit for this study consists of three significant components
which are P2G storage, CAES unit, and P2H storage. The overview of the hybrid
energy storage unit is demonstrated in Fig. 6.1.

Fig. 6.1 Schematic of
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Heat trading
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Heat
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6.2.1 Objective Function

This chapter presents a mechanism for the optimal participation of the hybrid energy
storage unit in pool electricity, gas, and district heat markets. It is assumed that the
hybrid energy storage unit submits its offers to the various energy markets during the
day-ahead market. The profit function for the participation of hybrid energy storage
unit in multiple energy markets can be formulated as follows:

max :
Vv

6.1
Z (/IfE?A + A8GPA + At HPA — Z [VE(P?, + P, + VC (P, + Pf,)}) &0

teNT ieNI

In (6.1), the profit of the hybrid energy storage unit is maximized with regard to
the specified set of decision variable V = {EP*, GP*, HP* }. The objective function,
given in (6.1), is composed of four mathematical expressions. The first three terms
represent the revenue obtained or the cost incurred from trading energy with the day-
ahead energy markets. The last term demonstrates the variable maintenance and
operation costs of the CAES unit in various modes (i.e., charging, discharging, and
simple cycle modes). It is worth noting that EPA, GPA, and H ?A may take positive or
negative value in each time interval. Positive values express the delivered energy to
the energy markets and negative values represent the purchased energy from the
energy markets.

Equations (6.2)—(6.4) indicate the energy limits of the hybrid unit to guarantee
that the various energy storage technologies’ offers in the energy markets do not
exceed the energy limit of the system:

EPA =P, +P0) =D D Y (Pt Pus+PG), EENT  (62)

ieNI leNLmeNMieNI
HPA = N~ (HP,, + H>,), Vt €NT (6.3)
meNM
GP* = 3 (GP, + GPy,) )= Gl V1 ¢ (6.4)
ieNL et

6.2.2 CAES Unit

In recent years, CAES units have become one of the most widely used electrical
energy storage systems. The reason for this widespread acceptance is that the CAES
units allow energy system operators to use electricity and gas networks



6 Optimal Scheduling of Hybrid Energy Storage Technologies in the Multi-carrier. . . 147

Exhaust
Off-Peak T
ea 1] «— Waste heat

Period

Motor  Compressor Recuperator Turbines Generator

Compressed ;\ir.

Fig. 6.2 Operation mechanism of the CAES unit

simultaneously. In the context of this storage, the energy system operator can store
electrical energy and/or gas energy in the form of high-pressure compressed air in an
underground cavern or container as a reservoir during the valley and off-peak
periods. On the other hand, the stored compressed air can be converted to electricity
by means of an expander as well as a turbine generator during peak demand periods
[21]. Figure 6.2 shows the schematic of a CAES unit. According to this figure, the
compression and expansion processes are performed in two separate stages to
increase the efficiency of the system compared to conventional gas turbine systems.
Air reservoirs are divided into two operation modes based on the thermodynamic
conditions [22]: (1) sliding-pressure operation with a constant volume such as
underground rock caverns, salt caverns, and aquifers and (2) constant-pressure
operation such as pumped hydro compressed air storage and underwater pressure
vessels. Currently, much research has focused on the advanced adiabatic compressed
air energy storage (AA-CAES), liquid air energy storage (LAES), supercritical
compressed air energy storage (SC-CAES), and small-scale CAES unit to improve
energy efficiency, achieve energy sustainability, and reduce greenhouse gas
emissions.

The mathematical model of operation of the CAES unit can be expressed by
(6.5)—(6.12). Based on (6.5), the energy level of the CAES unit at time 7 is a function
of the energy levels at time ¢ — 1 and the amount of charging or discharging rates at
time 7. Equation (6.6) guarantees that the performance of the CAES unit’s reservoir
does not exceed the allowable capacity. Equation (6.7) indicates that the capacity of
the CAES reservoir at the initial and final scheduling intervals must be equal.
Inequalities (6.8)—(6.10) limit the lower and upper rates of charging, discharging,
and simple cycle modes of the CAES unit. According to (6.11) the CAES unit should
be utilized in one of the three available modes, i.e., charging, discharging, and
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simple cycle. Finally, (6.12) shows the amount of injected natural gas into the CAES
unit in simple cycle and discharging modes:

D

A=A CpC _i i

i = A1 1 P o vVt € NT,i e NI (6.5)
AMN <A, <AY™, Wt €NT,i€NI (6.6)
Aijo =AinT, VieNI (6.7)
POMRIC < PE < POM™IC . Yt € NT,i € NI (6.8)
pPMingD < pP < pPME D Yt € NT,i € NI (6.9)
PN < PS, < PPMIY, Wi € NT,i € NI (6.10)
IS+ 10+, <1, Vt eNT,ieNI (6.11)

b P
Gl =—3+—3, Vt eNT,ieNI (6.12)

ni Uh

6.2.3 P2G Storage

P2G storage is a long-term chemical storage that can convert electrical energy into
gaseous energy carriers such as hydrogen, methane, or synthetic natural gas (SNG).
In this type of storage, the hydrogen is produced directly via water electrolysis and
then it may be converted into methane or synthetic natural gas using a methanation
reaction. Alkaline, proton exchange membrane (PEM), and solid oxide electrolysis
cell (SOEC) are the most common technologies to perform the process of water
electrolysis [23]. The performed chemical reaction in this storage can be described
by the following equations:

Electrical energy

2H,0 ST oH, 40, (6.13)

The produced hydrogen can be used as fuel for hydrogen energy vehicles
(mobility) or industrial raw materials. In addition, according to the methanation
Eq. (6.14), the existing hydrogen can be reacted with carbon dioxide (CO,) to
produce methane (CH,). The generated methane can be stored by geological reser-
voirs, gas cylinders, or natural gas pipelines for further use. The equivalent mathe-
matical model of the P2G storage is presented in the following.
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The level of gas reservoir in the P2G storage at each time interval is expressed by
Eq. (6.15). In Egs. (6.16) and (6.17) the energy constraint of the P2G storage is
stated. Inequalities (6.18) and (6.19) ensure that the amounts of charging and
discharging of P2G storage do not exceed their allowable ranges. Based on (6.20),
generated natural gas by the P2G storage can be stored in the reservoir or traded in
the gas market. Finally, the rate of input power into the P2G storage is limited as
presented in (6.21):

A=Ay +Gf,— G}, VteNT,leNL (6.15)
AMIN <A <AM™ Yt € NT,1 € NL (6.16)
Ao =Ant, VIENL (6.17)

0< Gy, <G/M™™, Vvt eNT,l€NL (6.18)
0< G <GPM™, Vvt eNT,IeNL (6.19)
Gf, + GP,, =P, Vt €NT,l€NL (6.20)
0< P, <P™, VtecNT,lcNL (6.21)

6.2.4 P2H Storage

P2H technology refers to converting electrical energy into heat energy through
various thermal reactions. P2H systems can be operated in centralized and
decentralized modes [24]. In the centralized system approach, the existing infra-
structure such as large-scale electric boilers and heat pumps are located far away
from various consumers. In these systems, the generated heat energy is transmitted to
consumers through district networks [25]. On the contrary, the decentralized systems
are designed on the small scale and placed very close to the consumption location
[26]. In both centralized and decentralized heating systems, thermal energy storage
systems play an important role in storing heat energy.

Similar to the P2G storage, the equivalent mathematical model of the P2H storage
can be described by Egs. (6.22)—(6.28). The heat reservoir balance and reservoir
capacity limit are specified by Egs. (6.22) and (6.23). Also, Eq. (6.24) states that the
level of the heat reservoir at the first and last intervals must be equal. The maximum
rates of charged and discharged heat by the P2H storage are specified by Egs. (6.25)
and (6.26). According to Eq. (6.27) the produced heat by the P2H system can be
delivered to the district heat market or charged in the heat reservoir. Moreover, based
on Eq. (6.28), the injected power into the P2H storage should be lower than the
permissible capacity:
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AmJ = (1 - ﬂm)Am,H + H;E;,t - HZJ - ﬂlossSUm,t + ﬂgainSDm,l s

Yt € NT,m € NM (622)
AMin <4 <AV Y € NT,m € NM (6.23)

Ao = Anxt, Vm€NM (6.24)

0<HS, <HM*, VieNT,meNM (6.25)

0<H), <HYM*, Vi eNT,meNM (6.26)

HS,, +HP,,, = cop,,Py,, VYt €NT,meNM (6.27)

0< P, <PM™ VYt ecNT,meNM (6.28)

6.3 Simulation Results

In this section, the presented structure is used for the operation scheduling of a
hybrid energy storage unit in coordination with various layers of energy markets.
The proposed model is mixed-integer programming (MIP) and solved using CPLEX
solver in GAMS [27].

6.3.1 Input Data

To evaluate the proposed structure, the considered hybrid energy storage unit
includes a CAES unit, a P2G storage, and a P2H storage to participate in the day-
ahead electricity, natural gas, and district heat markets. The specifications of the
hybrid energy storage unit are given in Table 6.1. The prices of the electricity,
natural gas, and district heat energy markets are depicted in Fig. 6.3 [28]. It should be
noted that in order to perform the simulation, the units of the electricity, gas, and heat
markets were presented in an equivalent framework.

Table 6.1 Characteristics of the hybrid storage unit

Parameter Value Parameter Value
A{W", A{.W‘dx (MWh) 50, 350 VE, VC ($/MWh) 0.87
Ps_),Min’ P;.),Max (MW) 5,50 My N 0.75,0.4
nt, nP,on} 0.9,0.9, 0.4 COpm 1.5
AMin - AMaX (NWh) 50, 180 AMin | AM> (MWh) 0, 60
G]CvMax’ G?Max (MW) 40, 40 HEMax pDMax (\fw) 20, 20
P (MW) 50 Py (MW) 20
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Fig. 6.3 Predicted hourly prices of electricity, gas, and heat

6.3.2 Results

The hourly optimal trading of the hybrid energy storage unit in the day-ahead
electricity, gas, and district heat markets is shown in Fig. 6.4. Due to the high
price of electrical power, most transactions had taken place in the electricity market.
According to this figure, the absolute value of traded energy in the electricity market
is equal to 873.47 MW. On the other hand, this amount for the gas and heat markets
is equal to 722.5 MW and 99.68 MW, respectively. In addition, the total profit of the
hybrid storage unit is equal to $10,499.79.

Figures 6.5-6.7 show the hourly optimal scheduling of the CAES unit, P2G
storage, and P2H storage. As it is shown in Fig. 6.5, the hybrid storage unit owner
purchases electrical power and natural gas from the day-ahead electricity and gas
markets to utilize the capabilities of the CAES storage in times when the gas and
electricity prices are low. On the contrary, when the electricity and natural gas
markets prices are high, this facility is used in discharging mode. Moreover, to
gain more profits through activity between various layers of energy networks, the
CAES system is exploited in the simple cycle mode from 19 to 21. According to
Figs. 6.6 and 6.7, when the gas and heat markets are in high-price periods, the hybrid
storage unit owner uses the ability of P2G and P2H facilities to increase its profit.
The energy level of reservoirs in each energy storage technology is shown in
Fig. 6.8.
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Table 6.2 The effect of various units on hybrid storage unit’s profit

Case no. Available storage units Total profit ($) Profit changes (%)
Base case CAES + P2G + P2H 10,499.791 -

Cl CAES+P2G 9274.722 —11.66

C2 CAES+P2H 9022.291 —14.07

C3 P2G + P2H 2702.569 —74.26

It should be noted that the presented results are related to the situation that the
CAES unit, P2G storage, and P2H storage have been used simultaneously to make
more profit in multi-carrier energy markets. In Table 6.2, the total profit of the hybrid
storage unit in different operation modes is compared with the initial mode (i.e., the
integrated participation of all three units). As can be seen, the highest profit margins
are related to the situation in which all three storage units are operated simulta-
neously. In the meantime, the role of the CAES unit is undeniable.

6.4 Conclusions

This chapter solved a self-scheduling problem for short-term scheduling of the
hybrid energy storage unit in joint day-ahead electricity, gas, and district heat
markets. The proposed approach is evaluated using a realistic case study from the
hybrid storage unit owner’s perspective in which the profit of the CAES unit, P2G
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storage, and P2H storage operation is maximized. The introduced scheme enables
the hybrid storage unit owner to adjust its activity procedure to maximize the hybrid
system’s profit in the multi-carrier energy networks. According to the simulation
results, the hybrid storage unit’s profit is increased up to $10,499.791 with the
simultaneous use of the CAES unit, P2G storage, and P2H storage.

Nomenclature

Indices (sets)

i (NI) CAES unit

[ (NL) P2G storage

m (NM)  P2H storage

t (NT) Scheduling time interval

Parameters

A{‘f[)i“, Al(\f[)ax Minimum and maximum energy limit

GEMax GPMax Maximum stored/supplied natural gas by P2G storage
HEMax gDMax Maximum stored/supplied heat by P2H storage
pEMin pC:Max Min/max charge capacity of the CAES unit

pPMin pbMax Min/max discharge capacity of the CAES unit

pSMin_ pSMax Min/max capacity of CAES unit in simple cycle mode

PMax Maximum allowable power consumption by P2G storage
an’[ax Maximum allowable power consumption by P2H storage
VC, VE Operating/maintenance costs of compressor and expander
08, ,111 Day-ahead wholesale electricity, gas, and heat prices

cop, Coefficient of P2H storage performance

}76, ;7(?) Charge/discharge efficiency of various facilities
Variables

Aoyt The energy level of various storage technologies

EPA Bidding/offering capacity of the day-ahead electricity market
GPA Bidding/offering capacity of the day-ahead gas market

Gft, Gﬁ Stored/supplied natural gas in charge/discharge modes by P2G storage
GI; ; Consumed natural gas by the CAES unit

GP, , Produced natural gas by P2G storage

HPA Bidding/offering capacity of the day-ahead heat market

Hﬁ,n HZ,: Stored/supplied heat in charge/discharge modes by P2H storage
HP,, , Produced heat by P2H storage

Pft, Pl{’t Stored/supplied power in charge/discharge modes by CAES unit
Pf . Generated power in simple cycle mode by CAES unit

P, Consumed power by P2G storage

P, . Consumed power by P2H storage

1€, 1P II.SJ Binary variables to show on/off status of facilities

Lt it?
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Chapter 7 ®)
A Decomposition-Based Efficient Method e
for Short-Term Operation Scheduling

of Hydrothermal Problem with Valve-Point
Loading Effects

Elnaz Davoodi and Behnam Mohammadi-Ivatloo

7.1 Introduction

Any country or state does not contain large reserves of the coal or the nuclear fuels.
In order to decrease pollution of the environment, the generation of thermal plants
should be cut down as much as possible. Thus, a combination of hydro and thermal
power generation is essential. The economic dispatch of a thermal generation system
is usually much simpler than the economic dispatch of a hydrothermal system. Due
to the natural differences in the watersheds, man-made storage and discharge parts
are applied to control the water flows. On the other hand, in virtue of the other natural
or man-made restrictions imposed on the operation of hydroelectric structures, all
hydro plants look different. The arrangement of water release is necessary for the
coordination of the operation of hydroelectric plants. In accordance with the sched-
uling range, the hydro system process can be split up into a long-term and a short-
term scheduling problem. The long-term hydro scheduling problem entails a long-
term forecast of water availability and the arrangement of reservoir water discharge
over a long period of time that relies on the capacity of the reservoirs. Usual long-
time scheduling includes 1 week to 1 year or a number of years, in which hydro
structures with a capacity of sustained water over numerous seasons usually require
climatological and statistics study. Short-range hydro scheduling describes a lapse of
1 day to 1 week. It means the minimum cost is attained by the hour-by-hour
scheduling of the total generations on hydrothermal systems. The run of river
hydro plants can provide the whole lot or a part of the base load and the peak of
remaining load is fulfilled by a suitable mixture of thermal plants and reservoir-type
hydro plants. Choosing the most cost-effective operating state of a hydro-thermal
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plant should be determined in a proper way. The optimal scheduling problem in
hydrothermal systems can be regarded as optimizing the total fuel cost of thermal
plants considering the constraint of hydro production over a pre-specified time
interval [1]. It should be mentioned that in the deregulated energy systems, the
objective function of hydrothermal scheduling would be minimizing total profit
instead of minimizing the cost [2]. This chapter studies the classic version of the
hydrothermal scheduling that considers cost minimization objective function. A
number of the mathematical optimization methods like dynamic programming [3],
decomposition techniques [4, 5], Lagrangian relaxation [6, 7], linear programming
[8, 9], nonlinear programming [10], and net flow programming [11] are suggested
for the solution of SHGS problem. In addition, in recent years, a great deal of
artificial intelligence algorithms, such as genetic algorithm (GA) [12, 13], differen-
tial evolution [14], harmony search algorithm [15], particle swarm optimization
(PSO) [16, 17], cuckoo search algorithm [18, 19], and gravitational search algorithm
[20] are applied for solving SHGS problem. The heuristic optimization approaches
are created to be effective in handling the problems without any limitation on the
shape or kind of the optimization curve. On the other hand, these stochastic methods
do not always assure to finding the global solution; in general, they give a reasonable
solution, which is suboptimal. Furthermore, premature convergence is also the main
shortcoming of these methods. A review of solving the SHGS problem by different
approaches is presented in [33]. The classical Benders decomposition (generalized
Benders decomposition (GBD)) [21], Dantzig-Wolfe decomposition [22], and opti-
mality condition decomposition (OCD) [23] are among the most important methods
to handle the numerous large structured optimization problems. These methods
decompose the problems by relaxing the constraints or fixing the variables. How-
ever, the frame of the problem has a great impact on the success of such approaches.
In some cases, these procedures are resourceful and they are not competitive with
other methods. However, the simple elegance but robust performance of these
approaches enables many researchers to not only utilize those methods, but also
aim at improving the efficiency of the methods and develop their applicability.

Thanks to the innate mathematical form of SHGS problems containing compli-
cated variables, in this chapter a dependable Benders decomposition based on
distinct Benders cut framework is proposed. The presented method is inspired by
Amjady et al.’s work [5] for addressing a short range of cost-effective generation
scheduling of cascaded hydrothermal arrangements regarding numerous equality
and inequality constraints of thermal and also hydroelectric plants. The modified
Benders decomposition method enhances the deficiencies of the GBD approach and
decreases the duality gap between the upper and lower bounds. Moreover, the
proposed strong cuts are a very efficient technique for some large problems that
require decomposition principles.

The remnant of this chapter is prepared as follows: First, the formulation of a
hydrothermal generation system is represented. In the second section, the framework
of the proposed Benders decomposition algorithm and its utilization in the SHGS
problem are expounded. Then the performance of the proposed approach on a
system including four hydro plants and one thermal generation is investigated, and
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the results of other methods and different solvers are compared with the outputs of
the proposed BD. Eventually, the chapter concludes in the last section.

7.2 Problem Description

The prime purpose of the optimal scheduling of power plant production is generally
decreasing the full amount of generation cost while meeting all the equality and
inequality constraints. However, since the marginal costs of the hydro plants are not
notable, the SHGD problem basically deals with optimizing the fuel cost of thermal
plants by considering the generating constraints, energy balance condition, and
available water at the time stated as well. Most importantly, besides determination
of the thermal and hydro plant power generation during a short-term scheduling
horizon, the SHGD problem finds out the start-up and shutdown arrangement of
thermal plants. On the contrary, thorough operating costs should be decreased so
much so that customer demand is fulfilled with proper levels of security. Figure 7.1
shows a simple hydrothermal system referred to as the fundamental system which
comprises one hydro and one thermal plant supplying power to load connected at the
center of plants.

7.2.1 Objective Function

The fuel cost functions of the hydrothermal power units usually are in a quadratic
form as follows:

Water inflow, /

l Reservoir
h (or)
P/} Py storage
| L)
! NG
Thermal-plant Hydro-plant
P, Water discharge, Q

Fig. 7.1 Fundamental hydrothermal system
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T N,
min Feoq = Z Z c¢i +biPj, + a (P;?’t)z (7.1)
=1 i=1

Equation (7.1) shows the production cost of the SHGD problem that just relies on
the thermal plant variables, because hydroelectric plants do not have a significant
cost in the power production step. In a real turbine generator system, separate nozzle
groups in a valve system control the steam inflowing the turbine. Best efficiency of
this system can be obtained when operating (presumably) at maximum output. So,
valves are opened in sequence when increasing the output to obtain the maximum
possible efficiency for a given output. The final outcome is a rippled efficiency curve
which is known as valve-point effects, and this case can be added to fuel cost
function in the form of a sinusoidal component as follows:

T
min Foog = E

x et biPy + ai(PL) 4 [di- sin (e (P = PL))]] (72)

7.2.2 Constraints

A number of equality and inequality constraints associated with the thermal and
hydro plants must be fulfilled while objective cost function is minimized:

A. Equality constraints

* Real power balance constraint: Finally, the entire hydro and thermal plants
must produce the power in a way that the demand is to be met exactly for a
scheduled period. Equation (7.3) represents this concept:

N.x' Nh
P+ P —Pp,=0, t=12,....T (7.3)
i=1 j=1

Water release rate and reservoir water head are the fundamental variables in
the hydroelectric generation, which can be stated as follows:

2 2
Plo=hy- (Vi) +hy-(Q) +h3-Vie-Qju+ha-Vji+hsi-Q, + he,
j=1,2,...,Ny, t=1,2,...,T
(7.4)
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* Hydraulic continuity constraints: The storage reservoir volume relies on the
previous reservoir capacity, water discharge, and inflow rate in the deter-
mined interval along with water discharge and spillage of the upstream units
with the delay time between reservoir i and its upstream in the specified
horizon as follows:

N,
Vv gt = Vv Jit—1 + Ij,t - Qj,z - Sj,t + Z (Qk,l—‘rk,- + Sk,lf‘tkj) , (7 5)
k=1 :
j=1 ... ,Nyt=1,...,T

* Initial and final reservoir storage capacity limits:

Vie=VrE V=V j=1,....N, (7.6)

B. Inequality constraints

¢ Generation limit constraints: The decision variable bounds are described as
constraints (7.7)—(7.10):

Piv,min SP‘iv,tgp‘z?,max’ i:l, ""NS (77)
Phj,min S Pth S Phﬂmax’ ]: 1’ o "Nh (78)

* Hydroelectric plant discharge limits:
Qj,min SQj,ISQj,max’ J=1....Ny (79)
» Reservoir storage capacity limits:

Vj,min Svj,tgvj,max’ jzlv---,Nh (710)

7.3 Proposed Solution Methodology

7.3.1 Benders Decomposition

Benders decomposition is one of the classical solution approaches in mathematical
programming that let us to solve the large optimization problems with complicating
variables in a decomposed way at the cost of iteration. In 1972, Geoffrin [22]
generalized the approach proposed by Benders for developing the structure of the
method to the class of optimization problems. Indeed, Benders splits problems into
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two parts, and thereby simplifies the solution process by (repeatedly) solving (a) a
relaxed form of the original problem denominated as the master problem, and (b) the
other one is denominated the subproblem so that it can be decomposed by blocks in
subproblems, or it achieves such a flexible structure that it is much simpler than
dealing with the initial problem. If the first-stage results are infeasible so that
convergence is not achieved, then additional constraint or constraints are produced
and added to the master problem, which is then resolved till no cuts can be produced.
The generated cut is denominated as an “optimality cut” if obtained results of
handling the master problem are a part of a complete feasible solution, or is called
a “feasibility cut” if the fixing of the master problem partial solution leads to an
infeasible subproblem. It is noteworthy that a subproblem is a specific case of the
original problem that is further restricted to the original problem and so gives upper
bound of the objective function. On the other hand, since the master problem
estimates the primary problem, the obtained result of this problem gives a lower
bound of the main problem. As iterations rise, the master problem and subproblems
exchange the obtained information and render the solution more and more accu-
rately. This process continues until the gap between the dual and primal bounds is
closed.

The Benders cut of the suggested decomposition is a bit different version of the
standard GBD method. In the current study, sturdy Benders cuts are utilized in the
master problem, which eliminates the weaknesses of the Benders framework and
helps to find the exact solutions. However, all techniques based on GBD comprise
the main three steps below:

Step 1. To solve the subproblems and obtain the Lagrange multipliers

Step 2. To solve the master problem and generate Benders cuts

Step 3. To precisely decide how much output should be scheduled from plants that
have been committed

7.3.1.1 Subproblem

Given the cost function of the composite thermal plant in a quadratic form, the
subproblem can be expressed as in Eq. (7.11) or (7.12):

T [N,
Z, = min {Z (Zb,-P‘Z, +ai(P}?,r)2> } (7.11)
=1 \i=1

On the other hand, by superimposing the valve-point loading effects as a sinu-
soidal term onto the fuel cost, the subproblem is changed as follows:
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T N;s
Z; = min {Z (Zbip}?,z +ai(P}?,t)2 + |di' sin (ei' (P;Lmin _IJZI))|> }
i=1

t=1

(7.12)

Notice that the real power balance (7.3) and the maximum active power output of
thermal units (7.7) are considered as the subproblem’s constraints. In addition, in this

problem, dispatch decision variables of Pth are assumed to be fixed at the values

obtained from solving the master problem. In this step by fixing a set of complicating
variables, their dual values can be attained once the solution of the subproblems and
then the optimal dual variables of the subproblem are used to construct Benders cut
added to the master problem which is solved again. Benders cut helps to improve the
problem-solving process. Accordingly, considering the fixed value for variable Phj‘t
for a scheduled horizon, the supplementary constraint that should be considered to
the subproblem would be

—h
Pl =P, dp (7.13)
where I_thl is the preceding value of P’fm achieved from the master problem and 4 piis
the dual value associated with this additional constraint. This dual value provides a

linear approximation of the change rate of the subproblem costs which is produced
by the unitary change of Phj’t.

7.3.1.2 Master Problem

The master problem minimizes fixed terms of the cost curve whereas it must satisfy
the total constraints of the hydroelectric power plants as follows:

Z, = min {Z (2(@) +a,> } (7.14)

t=1 i=1

The objective function (7.14) is subject to hydraulic continuity (7.5), initial and
ultimate reservoir storage capacity restrictions (7.6), upper and lower limits of active
power outputs on hydraulic units (7.8), hydroelectric plant discharge bounds (7.9),
reservoir storage capacity restrictions (7.10), and also Benders cut. The solution of
the master problem supplies «;, and Phj’t. The upper limits of the Benders cuts are

determined by @, as follows:
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a > Zo+ > - (Phj,, _ F”j,,) (7.15)
JENK

P, ,is the fixed value connected to the variable which is calculated in the previous
iteration in the master problem. Ap: is the dual variable corresponding to the

constraints (7.13) of the subproblem. Note that the conduct of the master problem
above relies upon the iterative development of «; and if @, can yield a convex
envelope, the master problem would suitably duplicate the original problem; hence
this method can meet the solution of the main problem. In addition, since the master
problem is a relaxed framework of the original problem, it provides the lower bound
of the problem. Under certain conditions, the computational efficiency of the
traditional Benders decomposition is not acceptable, and this method may fail to
converge or cannot obtain the accurate results. To overwhelm this drawback,
different tactics for improving Benders decomposition have been employed
[24, 25]. Magnanti and Wong [26] proposed a new methodology for enhancing
the GBD algorithm when it is faced with the mixed-integer problems. This strategy
is based on generating well-organized Benders or Pareto-optimal cuts. This tech-
nique helps to speed up the convergence of the algorithm as well as a theory for
differentiating “good” model formulations of a problem. On the other hand, due to
the great efficiency of the proposed technique, it can handle a broad set of optimi-
zation algorithms such as Dantzig-Wolfe decomposition and cutting plane methods.
But when Benders subproblem is difficult, Magnanti-Wong does not allow quick
suboptimal solutions. Furthermore, generating the cuts requires to solve the sub-
problem firstly and this issue is problematic for mixed-integer programs with the
convex hull formulation that need one Benders cut. Although Magnanti-Wong
algorithm is proposed to solve the master problem and subproblem to produce a
unique Benders cut, a main drawback of this algorithm is that one cannot always
straightforwardly find a Benders master problem core point. Hence, Papadakos in
[27] presents some models that subproblem does not have to be solved to generate
Benders cuts and this technique helps in the master problem that would be closer one
step to find the best point. Additionally, since in many cases of problems finding a
core point for Benders master problems is very difficult, this reference raises the
different Magnanti—-Wong points to create Pareto-optimal cuts for a specific type of
problems. The other type of Benders cut is entitled maximum feasible subsystem
(MFS) that results in the development of the efficiency of original GBD for some
types of problems. This strategy generates additional Benders cuts in every iteration
and hence the number of the optimality cuts increases. In this way, this acceleration
technique leads to a considerable reduction of CPU time. However, the obtained
results of the proposed strategy by Saharidis and Ierapetritou are not very different
when the number of the feasibility cuts is not high during the iterations. Furthermore,
computational complexity might gratuitously be stepped up owing to the devoting
time for solving the extra problems for the generation of MFS cuts.
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A new way to generate cuts and use two sets of subproblems which are proposed
in the current study solves a short-term hydrothermal generation scheduling problem
via an algorithm-based BD.

The master problem makes use of integer programming method for solving a part
of objective function including integer variables while subproblems utilize nonlinear
programming solution method to shape the continuous part of the objective function
related to the constraints. In addition, in case of infeasible first-set subproblem, the
equivalent second subproblem set is regarded. Owing to violation of constraints, the
first-set subproblems become infeasible; for this reason, the penalty terms are
applied for penalizing these violated constraints in the second-set subproblems.
Next, strong Benders cuts are generated to bring down the CPU time. The strong
Benders cuts are originated from Pareto-optimal cuts considering that strong cut can
take over from other cuts among the earlier iterations. The following presents the
mathematical details of the suggested Benders cut generation.

7.3.1.3 Benders Cut Generation

If an hourly first-set subproblem becomes practicable, the subsequent Benders cut
would count up to the master problem in the next generations:

—h
at,g 2 Z.v,t,g + Zﬂpfx . (Phj’t’g - Pj,z,g) (716)

JEN),

where

Z‘y’t’g + ZAP?@

JENK

h "
(P jrg —F j,t,g)

—h
v 24 50 (- 7) |
JEN
=1, ..., current time-1

(7.17)

To put in another way, the subscript g indicates iteration with the maximum value

—h .. . . .
of Zss+ > Api - (Phjt —P jt) among all earlier iterations. It is noticeable that the
jen, ! ’ ’

“Max” operator in (7.17) does not contain the latest iteration.
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7.4 Benders Decomposition-Based Method for SHGS
Problem

The procedural steps have been depicted in this section for applying the proposed
approach to the problem described above. In the SHGS problem, the real power
outputs of the thermal units are used as decision variables to form the objective
function of the problem. To implement the proposed BD method to deal with the
variable-head hydrothermal scheduling problem, the detailed stepwise producer is as
follows:

Step 0: Initialization: Input the necessary data and load the initial parameters:
At this point, the data is introduced for handling the SHGS problem and the
other required parameters such as iteration (iter = 0), upper bound (UB = + c0),
and lower bound (LB = — o0) are initialized.
Update the iteration counter, iter = iter + 1.
Solve the master problem not including the Benders cuts:

Indeed, the main result of this stage is obtaining the value of Phj’l that is acquired

by solving the objective function Z,, , (Eq. (7.14)) accompanied with con-
straints (7.4-7.6) and (7.8-7.10).

Step 1: Subproblem solution: Solve the subproblem (7.12).
When the master problem computed the primary variables, the obtained
solution must be taken as a constraint explicitly in subproblem. Accordingly,
the objective function (7.12) is subject to restrictions (7.3), (7.7), and (7.13) and is
solved and the values of Z; , and 1 pi_are procured.
Step 2: Convergence verification. Update upper and lower bounds:
T T
UB=Z,+> Z;;— > a and LB = Z,,. UB contains the cost function of
=1 =1
the SHGS without considering the Benders cuts, and LB includes a part of the
cost function with the strong cuts.

If the convergence standard does not hold, continue to step 3; otherwise, stop.
The convergence criterion relies on the existing gap between the updating of
upper and lower bounds. If the duality gap is smaller than the specified tolerance

(w < e), stop and display the optimal solution; otherwise, go to the next

step.
Step 3: Master problem solution: Update the iteration counter, iter = iter + 1.
Solve the master problem (7.14)—(7.17): The master problem with feasibility
cuts is solved for gaining Phj’t. In this step, the strong generated cuts force the
master problem to fulfill the associated constraints. Once the solution of this
problem is specified, the algorithm continues in Step 1.
The authors deduced from analyzing several scenarios that whenever the
fix-cost puts into the master problem instead of the subproblem, the presented
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decomposition indicates faster convergence, hence this type of decomposition is
opted for obtaining the output results in all of the scenarios.

7.5 Computational Results

Test system: The presented Benders decomposition sketch is investigated on the
system counting an equivalent thermal unit and a multi-chain cascade of four hydro
units. It should be noted that firstly, it is supposed that the problem involves only
solving the dispatch problem, and the unit commitment problem has not been
regarded, and secondly, the cost functions of several committed thermal units are
embodied by a compound fuel cost function [28]. The hydraulic test system
according to Fig. 7.6 is as follows: (I) a multi-chain cascade flow network in
which all the plants are sited on one stream; (II) river transport delay between
consecutive reservoirs has been considered; (III) owing to the small capacity of
reservoirs, the head of reservoirs is variable; (IV) natural inflow rates and load
demand are considered variable during the scheduling period; (V) total scheduling
period is assumed to be 1 day and it is split up into 24 one-hour sessions (7' = 24);
(VD) all the spillages are assumed zero; and in addition, (VII) the valve-point loading
effects of the thermal plants are also regarded. Moreover, in cascade hydroelectric
systems, the hydro plants are located on the same streams and plant relies on the
immediate upstream plant. The upstream plant inputs discharge to the immediate
downstream plant. It should be stated that a thermal unit is representative of the
equivalent thermal plant that possibly comprises numerous units. So, the presented
characteristic is for a virtual equivalent thermal unit. The non-smooth operating cost
of thermal power station is given by @; = 0.002, b; = 19.2, ¢; = 5000, ¢; = 5000, and
h; = 0.085 which are presented in Eq. (7.2). The minimum and maximum generation
bounds of the thermal plants are 500 MW and 2500 MW, respectively. The details
about hydropower plant production coefficients, load demands, reservoir restric-
tions, generation restrictions, and reservoir inflows of the test system are provided in
Tables 7.4-7.7, respectively, in Appendix. The proposed Benders method imple-
ments the Generalized Algebraic Modeling System (GAMS) software package [29]
to handle the hydrothermal scheduling problem. The solver of the subproblem is
SNOPT-NLP and CONOPT-DNLP solver is considered for solving the master
problem.

The obtained results by the proposed approach are given in Table 7.1, and
different methods such as MDNLPSO [17], MAPSO [31], RCGA-AFSA [32], and
also CONOPT and SNOPT solvers that are two well-known DNLP optimization
solvers in GAMS software, used for solving complex NLP and DNLP problems, are
applied for comparing the results. In addition, the obtained CPU times of multifar-
ious methods are displayed in Table 7.1 and are compared with each other. Figure 7.2
illustrates the procedure of decreasing the gap between UB and LB with
incrementing the iteration number. In other words, how to optimize the total cost
of thermal plants and hydroelectric power plants can be inferred from the figure.
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Table 7.1 Comparison of the scheduling results provided by different algorithms for the test case

Method Cost ($) CPU time (s)
MDNLPSO [17] 923,961 119

DE [30] 928,662.84 8.70
MAPSO [31] 924,636.88 -

DRQEA [30] 925,485.21 7.50

TLBO [31] 924,550.78 -
RCGA-AFSA [32] 927,899.872 13
CONOPT 941,205.70 6.00

SNOPT 946,026.66 1.74
Proposed BD 888,690.13 7.45

After the sixth iteration, required powers are distributed optimally in the specified
time stages among the plants and the gap tends to be zero. Thermal and hydropower
plants divide the hourly demand between themselves in a way that results in the
lowest cost; besides, those plants satisfy demand. Hence, for each time span, the
corresponding power balance equation is obtained. For instance, in the third time
period, the load level is 1360 MW, and the outputs are Phyaro1 = 99.5 MW,
Phyaroz = 87.13 MW, Phygroz3 = 57.66 MW, Prygros = 199.72 MW, and
Piermar = 915.98 MW. The obtained optimum powers have put in their specific
limits and also meet the third interval demand. These results have been indicated
precisely in Table 7.2. In addition, the arrangement and the constraints of the hydro
unit system such as reservoir storage capacity restriction, water transport delay
among cascaded reservoirs, and availability of water influence on the output of a
certain hydro unit over a determined time interval are completely fulfilled. Finally,
other detailed outputs (water discharge and storage volume during 24 h) of the hydro
units have been presented in Table 7.3. According to this table, the output charac-
teristics of the hydro plants have not exceeded their limits and have followed the
defined (7.3)—(7.6).

Statistical outcomes of the simulations and extra technical data of the hydrother-
mal coordination problem can be observed in Figs. 7.3-7.5. The power generated
and load demand by the hydro and thermal plants have been drawn in Figs. 7.2 and
7.3 and Figs. 7.4 and 7.5 display the hourly capacity of the reservoirs and the release
of hydro plants, respectively.

According to Table 7.1, the average convergence time of the suggested method to
the optimum is 7.45 s, and the optimal cost is $888,690.13. By comparison with the
other methodologies and solvers, it is clear that the proposed approach produces
comparable final outcomes with regard to minimum cost and execution time. It
should be noted that improvement of 3.88% of optimal cost in comparison with the
best cost achieved until now ($924,550.78) was obtained in reasonable computing
CPU time, while satisfying all the problem constraints, indicating the superiority and
reliability of the proposed approach in handling the real SHGS problems.



7 A Decomposition-Based Efficient Method for Short-Term Operation Scheduling. . . 171

Table 7.2 Generation schedule of hydro and thermal generators

Hour | Hydro plant Thermal plant Total
Generation (MW) Generation (MW) Generation (MW)
Plant 1 Plant 2 Plant 3 Plant 4
1 95.85 73.65 58.04 200.09 942.37 1370
2 974 84.88 57.03 209.36 941.33 1390
3 99.5 87.13 57.66 199.72 915.98 1360
4 95.34 82.37 50.89 156.79 904.61 1290
5 95.73 84.11 57.96 202.85 849.40 1290
6 95.64 84.02 58.98 210.46 960.9 1410
7 94.4 79.56 62.46 215.12 1198.47 1650
8 91.55 73.94 61.50 207.00 1566.02 2000
9 94.5 79.45 64.43 246.11 1755.51 2240
10 95.42 81.78 62.81 255.54 1824.46 2320
11 100.94 77.67 59.39 260.13 1731.88 2230
12 99.45 80.84 59.23 281.34 1789.14 2310
13 95.63 77.78 62.60 282.65 1711.34 2230
14 104.49 75.98 60.30 296.17 1663.06 2200
15 98.13 79.82 58.85 295.38 1597.82 2130
16 107.94 90.76 59.38 323.53 1488.39 2070
17 106.22 84.95 59.18 322.80 1556.85 2130
18 104.03 75.87 57.89 301.72 1600.50 2140
19 105.14 82.39 56.15 325.36 1670.96 2240
20 105.58 77.09 53.17 308.10 1736.05 2280
21 55.00 65.71 57.74 276.67 1784.87 2240
22 103.60 72.33 57.49 310.85 1575.73 2120
23 94.29 62.58 58.00 295.51 1339.61 1850
24 102.94 75.9 56.47 303.55 1051.14 1590

7.6 Conclusions

This chapter has addressed short-term hydrothermal scheduling problem based on an
improved Benders decomposition method. The major contribution in this study
consists of proposing strong Benders cuts to ameliorate the computational charac-
teristic of the general BD method for solving the SHGS problem. The provided
decomposition framework is simple, clean, and effective, even for dominant real
power system problems. The practicability and efficiency of the proposed approach
are confirmed by an electric energy system that comprises several hydro and thermal
plants with valve point effect for 24-h time horizon, and the outcomes are reported.
The optimal cost of the considered case study achieved by proposed BD is
$888,690.13, which can save $35,860.65 daily compared to the best reported results.
This considerable reduction in generation cost provides the superior quality solution
with great accuracy and prime convergence properties. Moreover, the obtained
results illustrate a reasonable computation time in comparison with the other
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Table 7.3 Hourly discharge and storage volume of hydro plants

Hour | Hydro plants Hydro plants
Discharge (x 10* m%) Storage volume (X 10* m%)

1 Plant 1 Plant 2 Plant 3 Plant 4 Plant 1 Plant 2 Plant 3 Plant 4
2 5.00 6.00 26.26 13.00 105.00 82.00 151.84 109.80
3 5.00 6.00 25.29 13.00 109.00 84.00 134.75 99.20
4 14.62 15.00 10.00 17.80 102.38 78.00 133.75 83.00
5 5.00 6.00 24.49 13.00 104.38 81.00 122.26 70.00
6 13.79 15.00 10.00 16.77 96.59 74.00 135.88 79.49
7 13.96 15.00 12.38 18.70 89.63 66.00 147.50 86.07
8 5.00 6.00 25.85 13.00 92.63 66.00 144.43 83.07
9 5.00 6.00 10.00 13.00 96.63 67.00 165.39 94.56
10 5.00 6.00 26.67 13.00 101.63 69.00 159.73 91.56
11 5.00 6.00 25.93 13.00 107.63 72.00 145.8 90.95
12 14.80 15.00 11.79 19.89 104.83 66.00 146.01 96.92
13 5.00 6.00 10.00 13.00 109.83 68.00 149.01 93.92
14 5.00 6.00 26.04 13.00 115.83 70.00 147.77 107.58
15 14.87 13.95 12.96 16.49 112.96 65.05 157.81 117.02
16 5.00 6.00 25.94 13.00 118.96 68.05 145.87 115.82
17 5.00 6.00 25.77 13.00 123.96 70.05 142.97 112.82
18 12.96 6.00 12.69 13.00 120.00 71.05 151.23 125.86
19 5.00 6.00 25.53 13.00 123.00 71.05 138.71 125.81
20 5.00 6.00 10.00 13.00 125.00 72.05 148.67 138.75
21 15.00 13.49 10.00 18.86 116.00 66.56 150.67 145.66
22 5.00 6.00 10.00 13.00 118.00 69.56 153.67 145.35
23 15.00 12.56 10.00 24.88 111.00 66.00 166.67 146.00
24 5.00 6.00 10.00 13.00 115.00 68.00 176.16 143.00

methods for this application. Therefore, considering all the results of the case study
with the SHGS problem, it can lead to the conclusion that the proposed approach,
using new Benders cuts ,outperforms previous algorithms and demonstrates excel-
lent performance in dealing with practical hydrothermal scheduling.

Nomenclature

Indices

i Thermal plant index

j  Hydro plant index

k  Upstream hydro unit (directly above the jth hydroelectric plant) index
t  Time period (hour) index

Variables
P, Power production of the ith thermal unit at period ¢ (MW)
Phj Power production of the jth hydro unit at period t (MW)

ot
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Ny, Number of hydroelectric plants

N,; Number of upstream units directly above the jth hydroelectric plant
T The whole time periods over scheduling horizon

Ty Water transport delay from reservoir & to j

V';egi“ Initial storage reservoir capacity of the jth reservoir

Vj.“d Ultimate storage reservoir capacity of the jth reservoir
Appendix

Figure 7.6 illustrates the hydraulic configuration of the test system. Table 7.4 pre-
sents the power generation coefficients of hydro units and the hourly load demand
has been indicated in Table 7.5. The technical properties of the hydro units are
shown in Table 7.6. The water inflow of the reservoirs has been displayed in
Table 7.7 and finally Table 7.8 shows the time delay between the reservoirs and
the number of upstream reservoirs.

Fig 7.6 Hydraulic system
test network

Reservoir 1 — — Reservoir 2

Reservoir 3 —

__— | Reservoir4
04 l
Table 7.4 Hydro power generation coefficients
Plant hl hz h3 h4 hs h6
1 —0.0042 —0.42 0.030 0.90 10.0 —50
2 —0.0040 —0.30 0.015 1.14 9.5 —70
3 —0.0016 —0.30 0.014 0.55 5.5 —40
4 —0.0030 —0.31 0.027 1.44 14.0 -90
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Table 7.5 Load demand for 24 h

Hour Pp(MW) Hour Pp(MW) Hour Pp(MW) Hour Pp(MW)
1 1370 7 1650 13 2230 19 2240

2 1390 8 2000 14 2200 20 2280

3 1360 9 2240 15 2130 21 2240

4 1290 10 2320 16 2070 22 2120

5 1290 11 2230 17 2130 23 1850

6 1410 12 2310 18 2140 24 1590

Table 7.6 Hydropower plant reservoir storage capacity limits, reservoir initial and end conditions,
plant discharge limits (x 10* m?), and plant generation limits (MW)

Plant | Viwin  |[Vimeo | VE™ VP 1Qimin | Qi | Pl | Pl
1 80 150 100 120 5 15 0 500
2 60 120 80 70 6 15 0 500
3 100 240 170 170 10 30 0 500
4 70 160 120 140 6 20 0 500
Table 7.7 Hydropower plant reservoir inflows (x 10* m?)

Hour | Reservoir Hour | Reservoir Hour | Reservoir

1 2 |3 4 1 2 |3 |4 1 2 |3 |4
1 10 |8 (81 |28 |9 10 |8 |1 |0 |17 9 7 12 |0
2 9 8 |82 |24 |10 1 (9 |1 (0 |18 8 6 |2 |0
3 8 9 |4 1.6 |11 2 (9 |1 [0 |19 7 7 |1 |0
4 7 9 |2 0 12 10 (8 |2 [0 |20 6 8 |1 |0
5 6 8 |3 0 13 11 |8 |4 |0 |21 7 9 |2 |0
6 7 7 |4 0 14 12 (9 |3 [0 |22 8 9 |2 |0
7 8 6 |3 0 15 11 (9 |3 (0 |23 9 8§ |1 |0
8 9 7 |2 0 16 10 (8 (2 |0 |24 10 (8 |0 |0

Table 7.8 Time delay between the reservoirs and number of upstream reservoirs

Reservoir 1 2 3 4
N, 0 0 2 1
Ty 2 3 4 0
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Chapter 8 )
Optimal Scheduling of Electricity-Gas e
Networks Considering Gas Storage

and Power-to-Gas Technology

Amir Talebi and Ahmad Sadeghi-Yazdankhah

8.1 Introduction

Owing to growing concerns about the energy crisis in the world, deployment of wind
energy in power grids has increased. By the end of 2019, the total capacity of all
wind plants installed in the world was 651 GW which has increased by 10%
compared to 2018 [1]. Alongside the benefits of wind energy, its intermittent and
uncertain characteristic causes the operation of power grids more complex. On the
contrary, gas-fired power units (GFPUs) can cope with wind intermittency since they
have high flexibility. With the installation of GFPUs in power grid, the
interdependency of electricity and gas networks must be considered in the schedul-
ing of two networks.

The interdependency of electricity and gas networks has been investigated in
various studies. The effect of gas network on the security-constrained scheduling of
generation units has been addressed in ref. [2-4]. In reference [5], using piecewise
linear approximation, the optimal power and gas flow problem has been structured as
mixed-integer linear programming. Alternating direction method of multiplier algo-
rithm has been suggested in ref. [6] to decrease the computational complexity of gas
and power system optimization. In [7] it has been demonstrated that pressure drops
or gas outages decrease the reliability of power grid because GFPUs go to off-line
mode. In reference [8] augmented relaxation approach has been applied to optimize
electricity and gas network operation. The authors in ref. [9] have shown that the
reliability of electricity and gas networks can be affected by each other. Day-ahead
scheduling of gas and power systems has been addressed in ref. [10]. In this paper,
nonconvex gas flow constraints are relaxed to convex constraints by second-order
cone programming. References [11-18] have addressed the interdependency
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between electricity and gas networks with uncertainties. Reference [11] has used the
information-gap decision theory method to incorporate the uncertainty of electricity
price in the coordination of electricity and gas systems. References [12, 13] have
incorporated wind uncertainty, load forecast error, and random outage of power
units/lines in the stochastic scheduling of electricity and gas networks. Optimal
scheduling of electricity and gas networks has been addressed in references
[14, 15]. In ref. [14] wind uncertainty has been incorporated in a distributionally
robust optimal scheduling model. Uncertainties of loads and wind have been con-
sidered in the optimal scheduling of electricity-gas networks in ref. [15]. A two-stage
robust approach has been proposed in ref. [16] for the coordination of electricity and
gas networks with wind uncertainty. The impact of gas delivery uncertainty and gas
price variability on the scheduling of power units has been investigated in ref.
[17]. The authors in reference [18] have introduced an interval method to optimize
the operation of electricity and gas networks under wind uncertainty. However, gas
transmission constraints may restrict gas supply to GFPUs and influence their
operation in power grid. This issue becomes more apparent during high-demand
hours. Gas storage can alleviate the impact of gas delivery restrictions on the
operation of GFPUs by storing/releasing gas in low/high-demand hours. References
[19, 20] have shown that power production of GFPUs is increased by using gas
storage. The effect of gas storage in the robust scheduling of electricity and gas
systems has been evaluated in ref. [21].

Recently, by introducing power to gas (PtG) as a promising technology, the
interdependency between power grid and gas network has gotten deeper. PtG
increases the interdependency of electricity and gas networks by converting extra
wind energy to synthetic natural gas, thereby preventing wind energy curtailment.
Two processes are carried out in PtG [22]:

1. Electrolysis (to convert wind energy into hydrogen)
2. Methanization (to convert hydrogen into methane)

The produced natural gas can be used by gas consumers in gas network or stored
by gas storage for later use. The economic benefits of using PtG in the operation of
electricity and gas networks have been evaluated in [23]. Reference [24] has
presented a robust model that incorporates PtG technology and uncertainties of
wind/electrical load in the co-optimization of electricity and gas networks. The
authors in [25] have provided a probabilistic energy flow model for power network
and gas system integrated with PtG technology. In reference [26] it has been shown
that PtG can be useful in reducing emissions and costs. The authors have introduced
the IGDT stochastic method in [27], which evaluates the effect of PtG and demand
response on the optimization of two systems.

This chapter introduces a stochastic model to achieve optimal scheduling of
electricity and gas networks with the integration of gas storage and PtG technology.
This chapter creates the following contributions:
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e The influence of gas transmission restrictions on the operation of GFPUs in
power grid is investigated.

* Gas storage is used to improve the operation of electricity and gas networks,
which reduces the impact of gas transmission restrictions on power grid.

* PtG technology is applied to accommodate all wind energy, which converts
curtailed wind energy to natural gas.

The remainder of this chapter is as follows: Sect. 8.2 provides the problem
formulation of the proposed stochastic model. Simulation results on a test system
are shown in Sect. 8.3, and Sect. 8.4 provides the conclusions of this study.

8.2 Problem Formulation

The purpose of the proposed model is to achieve an optimal solution in operation of
electricity and gas systems taking into account corresponding constraints. Wind
uncertainty is addressed through stochastic optimization. In this optimization
method, uncertain parameters are represented by scenarios and their probabilities.
Formulation of the stochastic model is provided in the following:

8.2.1 Objective Function

Operation costs (startup/shutdown and production) of non-GFPUs, production cost
of gas wells, operation cost of gas storage, and costs of wind curtailment and load
shedding are considered as the system costs in this study. The objective function
(8.1), which includes these costs, is as follows:

min » Pb, zt: ; (STUNSF + SHDYGF 4 P, (P;..,))
s i¢GF

D CowsVplas + Y _LuGSER (8.1)

spl 8t
ZCCH' (Pe»fv,t,s - PeW»lv“) + Z§Shed'Pd;/}t,s>‘|
w d

Operational constraints of this optimization model are as follows:
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8.2.2 Electricity System Constraints

The production capacity of each power unit is bounded by (8.2):
P;nmri,t,s S Pi,t,s S P;naxri,t,s (82)

For successive periods, each power unit can increase/decrease its output to a
certain value, which is called a ramp-up/down limit. These limitations are presented
by (8.3) and (8.4):

Pis— Piy—1, < URM; (8.3)
P15 — Piss < DRM; (8.4)

Startup and shutdown costs of non-GFPUs are presented by (8.5) and (8.6):

STUNGF — Stu?g(ri,t,s —Trig-15) ¢GF (8.5)

it,s

SHDT&F = shd®(ris—15 — rizs) ¢GF (8.6)
Gas consumption of GFPUs during startup/shutdown is determined by (8.7) and
(8.8):

SUPSP = stg8(riss — ris1s) i € GF (8.7)

it,s

SDNSP

it,s

= shgf(ris-15 — riss) i€ GF (8.8)
Minimum up/down time of power units is stated in (8.9) and (8.10):
(sz,l,s - T?p) (ri,z—l,s - ri,t,s) >0 (8.9)

(L o = T (rigs = Tig15) > 0 (8.10)

The amount of power transmitted from one bus to another bus at each hour is

determined by (8.11) and is bounded by (8.12). Also, the power balance must be
satisfied in each bus which is formulated in Eq. (8.13):

em,t,s - gn,z,s
an
W S W s < Sl (8.12)

mn

(8.11)

ﬂwmn,l,s -
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Z Pips + Z Pey,s — Z Pt‘;ﬁ‘fs — Z Pd g+

iecGMM weWMB q€PGM deDM
) (8.13)
§ S _ 2 :
Pdd,t,s - .ﬂwmn,t,s
deDM neBM

The limitations of load shedding and wind output are specified through (8.14) and
(8.15):

0 < Pey, < Pel,,, (8.14)

0 < Pdy,, < Pdy, (8.15)

8.2.3 Gas Network Constraints

In the gas network, pipelines have a key role and it can be said that they are the most
important part of the gas network. Gas pipelines are responsible for transporting fuel
from wells to gas loads (such as GFPUs and residential consumers). Gas flow in
pipelines depends on pressure difference between two nodes, type of gas, and
pipeline characteristic (diameter, length, and roughness). Gas flow in pipeline is
modeled through Eq. (8.16), in which I" represents gas flow direction:

&We, g5 = F(Psg,,,,t,s’Psgmt,s)'nggn\/’ (Psgm,t,S)z - (Psgn,t,S)z‘ (8.16)

1 Psg 15> Psg s

(8.17)
—1 Psg s < Psg 1

F(Psgm’f,s’PSgn,t,s) = {

Capacity of gas wells and pressure of nodes are bounded by (8.18) and (8.19):

Vv‘;;,” < Wgprrs < Wl (8.18)
Psg:;“ < Psg 15 < Psg™ (8.19)

Similar to the power balance in the electricity grid, the gas balance must be
satisfied in each gas node which is modeled by Eq. (8.20):
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Z Woptas + Z (ngzc,}zl,s _GSZI};,:,J - Z G8iss — Z Gdg,+

spleSPN gteGSN ieGUN gleERGN

pes _
§ : Htps = § :gfwggla

q€PGN 8,€RN

(8.20)

The interdependency between the two networks is created by GFPU and PtG. The
amount of gas consumption/production of GFPU/PtG is determined by (8.21) and
(8.22):

Ggiyy = (Fs% + SUPS? + SDNSP ) /HHV i € GF (8.21)
Hi = ¢ P [HHV (8.22)

8.2.4 Gas Storage Constraints

When gas consumption in the gas network is low/high, gas storage acts as load/
supplier. Technical limitations in the operation of gas storage are given in (8.23)-
(8.26). Constraints (8.23)—(8.25) are related to charge/discharge and capacity of
storage. The quantity of gas in the storage at time t and scenario s is determined
by (8.26):

0< ng;,,,s < Gs;‘;max (8.23)
0 < GSih < GSuhm (8.24)
GTj" < GTy, < GTJ™ (8.25)
dch
GTy s = GTyrs 1,5+ nGSSH,  — —5000 (8.26)

8t 8Lt.s dch
ngt

8.3 Simulation Results

In this section, simulation results of applying the proposed framework on a case
study (6-bus power system with the 6-node gas network [13]) are presented. This test
system is depicted in Fig. 8.1. Power system has six buses, three loads, two GFPUs,
one non-GFPU, and seven power lines. Gas network has six nodes, two residential
consumers, five pipelines, and two wells. The electricity system and gas network are
coupled through two GFPUs and one PtG unit. GFPUs are placed in nodes 1 and 3 of
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Fig. 8.1 Test system
Table 8.1 Technical data of units
Min Int. § Y
Ramp Min down status o MBtw/ | MBtw/ (MBw/
Unit | (MW/h) |Pmax |Pmin |up (h) |(h) (h) MW?h) MWh) h)
Gl |55 220 100 |4 4 4 0.0004 13.5 176.9
G2 |50 100 10 2 3 -3 0.001 32.6 129.9
G3 |20 20 10 1 1 -1 0.005 17.7 137.4

the gas system and buses 1 and 6 of the electricity system. Also, the PtG unit is
placed in node 5 of the gas network and bus 5 of the electricity system. GAMS/
DICOPT solver is used for solving this model [28]. The data of power units, power
lines, electrical loads, gas wells, gas transmission system, residential gas loads, and
gas storage are provided in Tables 8.1-8.8. The costs of load shedding and wind
spillage are 100$/MW and 1000$/MW.

The following cases will be analyzed in the scheduling of electricity and gas
networks.
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Table 8.2 Parameters of power lines

Line From bus To bus X Capacity (MW)
1 1 2 0.17 200
2 1 4 0.258 100
3 2 3 0.197 100
4 2 4 0.14 100
5 3 6 0.37 100
6 4 5 0.37 100
7 5 6 0.018 100

Table 8.3 Data of electricity loads

Time Load Time Load Time Load Time Load

(h) (MW) (h) (MW) (h) (MW) (h) MW)
1 175.1 7 173.3 13 242.1 19 245.9
2 165.1 8 190.4 14 243.6 20 237.3
3 158.6 9 205.5 15 248.8 21 237.3
4 154.7 10 217.2 16 255.7 22 227.1

5 155 11 228.6 17 256 23 201.5
6 160.4 12 236.1 18 246.7 24 196.7

Table 8.4 Parameters of wells

Well Node Min (kcf/h) Max (kcf/h) Cost ($/kcf)
1 4 1500 5000 1
2 6 2000 6000 1

Table 8.5 Parameters of pipelines

Pipeline From node To node J (ket/Psig)
1 1 2 50.6
2 2 4 50.1
3 2 5 37.5
4 3 5 435
5 5 6 453

Table 8.6 Node pressure data

Node Min (Psig) Max (Psig)
1 105 120
2 120 135
3 125 140
4 130 155
5 140 155
6 150 175
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Table 8.7 Gas storage data

Min capacity Max capacity Max charge Max discharge Cost
Node | (kcf) (kcf) (kct/h) (kcf/h) ($/kcth)
1 500 3000 500 500 0.5

Table 8.8 Data of residential gas loads

Time (h) | Load (kcf) | Time (h) |Load (kcf) | Time (h) | Load (kcf) | Time (h) | Load (kcf)
1 3000.7 7 3127.6 13 3363 19 3665.6
2 2937.5 8 3396.6 14 3194.7 20 3800
3 2922.9 9 3463.9 15 32284 21 3732.8
4 2939.8 10 3553.5 16 3295.7 22 3665.6
5 2998 11 3430.2 17 3396.6 23 3396.6
6 3160.7 12 3430.2 18 3497.5 24 3094.02
s (G| e (G2 G3
250
200
g . \_/v/\/
=
5]
E 100
? /m
0 _/ \_
1 2 3 4 5 6 7 8 9 10111213 14 1516 17 18 19 20 21 22 23 24

Time [h]

Fig. 8.2 Hourly scheduling of power units

8.3.1 Case I: Deterministic Scheduling

Hourly dispatch of power units in 24 h is presented in Fig. 8.2. Power unit 1 has the
smallest fuel coefficient between power units in this system. So, it is dispatched in all
hours. In high-demand hours production of the power unit 1 is impacted by the gas
transmission system; therefore, power units 2 and 3 are dispatched to meet the
electrical load. The daily cost of the system is $16,6581.1. It is worth mentioning
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that the total production of power units 1 and 2, without gas transmission limitations,
is 4552.5 MW and 265.1 MW, respectively. However these values are changed to
4211 MW (unit 1) and 535.1 MW (unit 2), taking into account the limitations of gas
transmission system.

8.3.2 Case 2: Incorporating Gas Storage in Case 1

Gas storage by storing/releasing gas in low/high-demand hours reduces the effect of
gas network on the operation of GFPUs. As shown in Fig. 8.3 (comparison between
this case and previous case), production of the power unit 1 (cheapest unit) has been
increased in high-demand hours. In contrast, production of the power unit 2 (expen-
sive unit) has been decreased. Table 8.9 gives a summary of these results. According
to this table, it can be seen that the total production of power unit 1 has increased by
186.9 MW and the total production of power unit 2 has decreased by 193.8 MW. The
daily cost of the system is $164,202.3.

Gl casel === (Gl case?2 G2 case 1 G2 case 2
250
200 « — D e C— / z
= 150
=
B
£ 100
(=
50
0
1 2 3 4 5 6 7 8 9 1011 1213 14 1516 17 18 19 20 21 22 23 24

Time [h]

Fig. 8.3 Hourly scheduling of units 1 and 2 in cases 1-2

Table 8.9 Comparison of the total production of units 1 and 2 in cases 1-2

Case Total production of unit 1 (MW) Total production of unit 2 (MW)
1 4211 535.1
2 4397.9 341.3
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8.3.3 Case 3: Incorporating PtG Unit in Case 2

Figure 8.4 shows the role of the PtG unit in raising the integration of wind energy in
electricity and gas networks. As illustrated in this figure, without PtG unit,
360.4 MW of wind energy is curtailed in = 1 to r = 8. However with the integration
of PtG unit into the model, all curtailed wind energy is converted to natural gas. The
produced gas is transferred to the gas system and consumed by gas loads. The total
gas production of two gas wells, without the use of PtG unit, is 127,441 kcf.
However, using PtG unit, this value is decreased to 126,267.1 kcf. According to
this, the daily cost of the system is decreased to $127,576.8, compared to case 2.

8.3.4 Case 4: Stochastic Scheduling of Case 3

In case 4, wind uncertainty is considered in the scheduling of electricity and gas
networks. The normal distribution function with standard deviation of 10% is
applied to show the wind forecast error. Wind scenarios are generated by the
Monte Carlo method (1000 scenarios with equal probability) [26]. Then, by applying
fast backward method in the SCENRED tool, the number of scenarios is decreased to
5 [29]. The daily cost of the system in each scenario is shown in Table 8.10. As
represented in this table, in scenarios 3 and 4, the daily cost of the network is more
than case 3. This is due to a wind forecast error. Also, power production of power

mmmm Captured wind without PtG  msss= Captured wind with PtG Available wind
160
140 \

120

100

80

60

40

| I
o % 1

2 345 6 7 8 91011121314 1516 17 18 19 20 21 22 23 24
Time [h]

Wind Power [MW]

(=)

Fig. 8.4 Captured wind power with/without PtG
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Table 8.10 Daily cost in each scenario

Scenario S1 S2 S3 S4 S5
Daily cost 125,477.9 126,981.7 127,829.9 129,315.7 126,369.4

unit 1 and gas production of gas wells in each scenario are presented in Tables 8.11
and 8.12.

8.4 Conclusions

This chapter has presented an approach for scheduling of electricity and gas net-
works taking into account PtG technology and gas storage. A stochastic program-
ming method has been applied to address the uncertainty pertaining to wind energy.
The suggested model determines the cost-effective scheduling of two networks
within 24 h while meeting the operational limitations of the two systems. Four
different case studies are considered and the corresponding results discussed. Sim-
ulation results indicate that gas pipelines limit the transportation of gas to GFPUs.
So, to meet the electrical loads, expensive units are committed to compensating for
the deficiency of generation. In addition, gas storage can relieve the impact of
pipelines in the operation of GFPUs and lead to lower daily costs. Moreover, PtG
unit not only absorbs the excess amount of wind energy (which is wasted in the
power system) but also acts as a supplement for gas suppliers. In this way, the daily
cost of the network is further reduced.

Nomenclature

Indices

> &n Gas nodes

m, n Electricity system buses

d, gl Electrical and gas loads

spl, g, t, gt, i, w  Gas supplier, PtG, time, gas storage, power unit, and wind farm
s Scenario

Sets

GF Gas-fuel units

SPN, GSN Gas wells and storages

PGN Set of PtGs in gas network
DM, RGN Set of electrical and gas loads
BM, RN Set of buses and gas nodes

GMM, WMB, BM  Set of power units, wind farm, and buses
PGM Set of PtGs in electricity system
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Table 8.12 Gas production of gas wells in each scenario

Scenario

Hour 1 2 3 4 5
1 4635.5 4654.4 4664.5 4681.1 4647.1
2 4319.3 4347.6 4362.7 4529.1 4336.6
3 4201.3 4236.1 4254.8 4285.4 4222.7
4 4147.2 4185.7 4206.3 4240.1 4170.8
5 4263.1 4295.2 4312.4 4340.6 4282.7
6 4494 4 4520.8 4535.1 4558.3 4510.6
7 4411.2 44445 4462.3 4491.6 4431.6
8 4837.2 4863.1 4876.9 4929.6 4853.1
9 5320.9 5397.2 5438.1 5505 5367.6
10 5603.4 5677 5716.3 5780.9 5648.5
11 5460.3 5546.4 5592.5 5668.1 5513.1
12 4921.6 5049.5 5120.8 5237.9 4997.9
13 4845.7 4956.2 5032.1 5156.5 4901.4
14 5081.1 51924 5251.9 5349.7 5149.3
15 5069.3 5189.1 5253.2 5358.4 5142.7
16 5101.6 5230.7 5299.8 5413.2 5180.7
17 5909.6 5557.5 5617.2 5715.2 5514.4
18 53934 5061.1 5140.7 5413.1 5345.6
19 52574 5732.1 5630.7 5935.9 5203.4
20 6674.4 6589.8 6668.4 6674.4 6571.1
21 6640.9 6640.9 6640.9 6640.9 6640.9
22 6126.3 6607.2 6607.2 6126.3 6607.2
23 5991.8 5991.8 5991.8 5991.8 5991.8
24 5416.2 5711.1 5840.5 5840.5 5840.5

Parameters

URM;, DRM; Ramp-up/down of unit i

T}‘P R T?W“ Minimum up/down time of unit i

st shd}® Startup/shutdown cost of non-GFPU

Pdy,, Gy, Peva s Predicted value of electrical and gas loads and wind energy

pmax, P;“i“ Max/min value of unit i

sigs, shg? Startup/shutdown gas usage of GFPU

S, X Capacity and reactance of power line

Jg,5n Pipeline constant

Vv;‘"j", val“ Max/min value of gas well

Caass Cor Production/operation cost of gas well/storage

Pshax | pgmin Max/min value of pressure

Cm,m gehed ' Wind curtailment/load shedding cost

GS?;’ max ngfh’ max [ imitation of charge/discharge of storage
Pb, Probability of scenario s

GT;“;‘X, GT;‘}“‘ Max/min value of storage
’7?:1’ '12?“ Coefficients of gas storage
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Variables
Tins Commitment variable
Ptgfg,‘fs, HtZ‘?,‘iY Power consumption/gas production of PtG
Wy o 155/ Wmnys  Gas/power flow in pipeline/power line
GT, 1, s Amount of gas in storage
Pi o VWit s Power/gas production of power unit/gas well
STU{.‘IthF, SHD{.‘EF Startup/shutdown cost of non-GFPU at hour t
LP L Up/down time of power unit i
Psg 15 Pressure of node
Ggi 1 s Gas usage of GFPU at time t
GS?’"W ngi‘t‘vs Gas storage charge/discharge at hour t
SUP?th, SDNgPS Startup/shutdown gas of GFPU
Pe,, ; s Power production of wind farm at hour t
Pd:lh” Electrical load shedding at hour t
O, 1. s Voltage angle of bus m
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Chapter 9 )
Uncertainty Modeling in Operation e
of Multi-carrier Energy Networks

Manijeh Alipour, Mehdi Jalali, Mehdi Abapour, and Sajjad Tohidi

9.1 Introduction

The progress in the technological innovations of distributed generation in the last
decades has led to establishment of the smart grid. This development serves as an
aegis for distributed energy resources comprising energy storage, wind, and com-
bined heat and power units in response to reliability, emission, efficiency, and
economic enhancement of future energy requirement (biofuel, heat, electricity,
hydrogen, cooling, etc. [1]). The energy resource incorporation to the distribution
network may not only be helpful for customers in terms of participating in the energy
management and energy production in order to lessen their costs; it will be fruitful in
peak time intervals to diminish the generators’ starting costs and to foil transmission
line expansion costs. The smart grid concept, which is portrayed in [2], presents a
picture to realize the aims of optimal operation of the energy resources.

Recently, integrated energy systems are considered as “microgrid [3]” and
“energy hub [4].” An energy hub (EH) is defined as a multi-carrier energy system
consisting of multiple energy conversion, storage, and/or network technologies. An
EH is characterized by some degree of local control and exists on various spatial
scales, from the level of a single building to a larger geographic region. Combined
with energy storage, conversions between various energy carriers in an EH facilitate
greater flexibility in the energy supply [5]. Multi-carrier energy systems (MESs)
provide various types of energy to customers like the natural gas, electricity, cool,
and heat. The interdependency among natural gas, heating, and power systems is
rising due to the extensive growth of electrically powered heating facilities and
cogeneration systems. The EH performs as a transitional agent amid consumers and
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suppliers. Therefore, multi-energy incorporation is a prevailing tendency and the EH
is supposed to perform a pivotal role in allotting energy sources more effectively. In
addition, energy hubs are especially beneficial for enabling the integration of
intermittent renewable energy resources like solar and wind. Regarding the charac-
teristics of combined cooling, heating, and power (CCHP)-based MESs, various
operation strategies are established to improve the environmental and economic
benefits [6]. Moreover, uncertainties deriving from renewable energy sources and
energy demand are challenging the operation of MESs and could threaten the system
efficacy.

The literature contains several studies on the scheduling of energy hubs and
microgrids considering the uncertainty sources. A few works are described here
briefly. The optimal probabilistic scheduling of EHs is addressed in [7]. Load and
price uncertainties as the most ambiguous parameters are modeled using a 2 m + 1
point estimation method. In order to evaluate the coordinated operation of MESs a
robust optimization is presented in [8]. The main objective of established model is to
minimize the overall cost of the MES, by employing natural gas structure dynamics
and power system uncertainties. A management structure for the smart island
comprising water hub and smart energy and microgrid is provided in ref. [8]. The
main aim of the model in ref. [8] is to minimize the total operation and investment
costs in addition to the environmental pollutant costs. Due to the uncertainties in the
proposed management framework, scenario-based approach is presented to model
the uncertainty factors. An optimal load dispatch model is proposed in ref. [9] for a
community energy hub. The aim of ref. [9] is to lessen the total cost of community
energy hub, comprising CO2 emission cost and operation cost. The uncertainties
associated with electric vehicles are developed utilizing the Monte Carlo simulation,
and also a robust optimization method is implemented to handle the power market’s
price uncertainty.

The interval optimization [10, 11] minimizes the overall cost interval rather than
the worst-case scenarios’ cost in the robust optimization. Moreover, it operates
mathematically better than stochastic optimization. An interval optimization-based
scheduling framework for gas- and -electricity-embedded energy systems is
presented in ref. [12] considering wind uncertainty.

This chapter mainly focuses on the CCHP-based MES scheduling under various
uncertainties. The interval optimization is presented in the chapter to tackle energy
hub uncertainties. The EH uncertainties include wind power and electricity demand
that are described as interval numbers. In addition, the stochastic optimization and
interval optimization methods are being conducted for evaluation.
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9.2 Arithmetic and Pessimistic Preference Order Relation
of Interval Numbers

An interval number characterizes the domain of a random variable. It takes its left
and right boundaries, where the right limit of the interval number represents the
greatest possible quantity of a random variable, and the left limit represents the
lowest possible quantity. Further, interval numbers could be symbolized by their
width and mean value. Bear in mind that C and D are two interval cost quantities in a
minimization problem. The interval numbers’ expanded addition, scalar multiplica-
tion, and subtraction are described in the following [13]:

C = [CL,CR] z{c: CLSCSCR} (9.1)

C= <m(6)w<€‘>> = {b|m(€') - W(Z') <c< m(&) +W(E>} (9.2)
m(Z‘) =(F+5)2 (9.3)

w(E’) = (-2 (9.4)

- [/‘LCL,ACR} ifA>0
2.C =2a[c" "] = (9.5)
[Ac®,Act] if 2 <0

C+D = [c"+d" *+d¥ (9.6)
C—D=[c"—ak k- d (9.7)

m(E +i)) - m(E) + m(f)) 9.8)

(€ D) = m(€) (D) 99
w<6+5) :W(E—Z)) :W(E) +w(i)) (9.10)

A predilection ordering procedure for interval numbers is suggested in [14], from
a pessimistic operator’s viewpoint. In this respect, fuzzy function, the predilection
level between C and l~) is delineated for a decision maker’s tendency on C over D
(9.11). In addition, a pessimism degree, i.e., &, has been assigned in the range [0, 1]
to describe the decision maker’s risk acceptance. Then, the EH’s pessimism degree
would be compared with fuzzy value to decide which interval is desirable: If

P (E’) < ¢, Cis superior to 5; if Py (E‘) =&, Dis preferable than C:
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PD/(E') = W ifm<6> gm(f)) gcR—w(ﬁ) (9.11)
0 otherwise

Model (9.12) introduces the creation of interval optimization. The interval num-
bers’ tendency to order from a pessimistic operator’s viewpoint could be streamlined
[15]. So, C>D isin conformity with (9.13). Put it another way, Eq. (9.13) is a
satisfactory and crucial requirement for evaluating that D is preferred to C. The
interval optimization can be converted to (9.14):

min U = f(x,¥)
h(x,3) =0 (9.12)
8(xy) =0

m(é) F(1-¢) xw(é) >m<13) T (1-¢8) xw(f)) (9.13)
min m(fJ) +( = & x W(ﬁ)

G =g(x.y) (9.14)

/2 9.15)

m(Z‘) = (*+c")/2 (9.16)

9.3 Energy Hub Description

The EH configuration is a usual hybrid design of several energy sources as illustrated
in Fig. 9.1. Regarding the disparity of the production of energy flow, the structure
can be split into three function components. The first component is the trigeneration
unit that includes an absorption chiller, a waste heat recovery device, and a
microturbine. The second component is the electricity unit that is composed of
batteries, photovoltaics, and power grid. Ultimately, the heating unit as the third
unit is a ground source heat pump. The inputs of the EH are gas, solar, and
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Natural Gas Mi
JCL0 Heat Recovery |—
Turbine
» Heating
Wind Wind Absorption L,
Turbine Chiller
» Cooling
Geothermal Energy
. Ground Source
Batteries [« Heat Pump
Grid Power Electricity

Fig. 9.1 Structure of the CCHP-based energy hub

geothermal energies, and electrical energy from the grid. Moreover, the outputs are
electrical, cooling, and thermal energies which will satisfy the electric, cooling, and
heat demands.

9.4 Optimal Scheduling of Energy Hub

The chapter aims to achieve the optimal schedules of EH by considering uncer-
tainties in the real-world situation. The interval-based optimization is implemented
to model the uncertainties related to the hub’s wind power generation and energy
hub’s load.

9.4.1 Objective Function

The hub’s objective function could be written as (9.17):
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Ny
: id id id fuel ~MT D pD ) v
min {Z (PgBrLlly,t - P‘gl;le,t) 'an + c h 'Gt + (CcurPCur,t + Cgurpéur,t)
t=1
—|—(CMT.P§VIT + CHP. fIP) + CBat'E?at +pem'(’7grjdptgrid + rlMTGi\/IT) } (917)

The first term of objective function denotes the net purchased cost from upper
grid. The second and third terms state the fuel cost, and interrupted electrical load
and curtailed wind generation costs, respectively. The microturbines and heat
pumps’ maintenance costs are presented in the fourth term. Besides, the batteries’
depreciation cost and the carbon emission influenced by power exchange with the
upper grid and microturbine output power are represented in the fifth and the last
terms, respectively.

9.4.2 Constraints

In this section equal and unequal constraints of components and proposed system are
presented.

94.2.1 Microturbine

Integrating heat recovery causes recycling of thermal energy which is used to supply
thermal loads besides absorption chiller. In (9.18)—(9.19), the conversion relation
among the electricity, heat, and natural gas is presented:

MT PMT

_ 13

" = o (9.18)
M= GMTh (1 — ™M — ™) (9.19)

where parameters 7°MT, A", and ¢"" are generation efficiency, heat value of 1 m3
natural gas, and coefficient of thermal loss, respectively. In order to model the
performance of microturbine in different loading conditions, the fitted value of

generation efficiency is formulated as follows:

pMT pMT 2 pMT 3
GMT t t t
n =a+ﬂ< )-H’(—) +g< ) (9.20)
t C;VIT C;VIT C;\/IT

parameters @, f3, y, and ¢ are constant coefficients, and CltvIT denotes maximum power
output of microturbine. The trigeneration unit’s generated heating and cooling
capacity can be determined based on microturbines’ heat output as follows:
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IIVIT (Qhedtmgt + Qu)ohng> t) (921)
Qcoo]mg t AC (922)

It is noteworthy that devices should be operated considering capacity limits. The
pertaining constraints are as follows:

P < pMT < pMT (9.23)
Onin < 0PC < 00, (9.24)

9.4.2.2 Energy Storage Unit

The current energy storage charging state can be written as

PChI’] 15 Pdls
E,=E_(1-6)+ AT< o — dmch) (9.25)
Cycle of charging and discharging and state of charge should be limited due to
material properties and excessive price. By introducing x and xd” as binary
variables of charging and discharging, i.e., x", x% € {0, 1} the charging and
discharging process can be written as follows:

Xt <1 (9.26)
Poin X X" < PR <P g (9:27)
0 < Pois < pais 5 xdis (9.28)

t
Dbt -ty < N (9.29)
D[ — i | < N (9.30)
Emin S Et S Emax (931)

Due to the grid limitation, the exchanged electricity with the grid in peak and
valley hours should be limited as follows:

PC < PY<PC (9.32)

min — max
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9.4.2.3 Heating Unit

The efficiency of ground source heat pump is formulated in (9.33) to model different
values of heat pump, regarding the state of cooling and heating:

HP
HP_Qt
~ pHP
PI

(9.33)

9.4.2.4 Energy Balance Constraints

The constraints corresponding to the equality of supply and demand in terms of
electricity, heating, and cooling can be stated as follows:

PY_PKur+P?AT+P?+P?iS:PtD_P?cur+P§{P+PtCh (934)
QEIR + Q?P = feating,l (935)

AC HP D
t + Ql = Qcooling,z (936)

9.5 Interval Optimization Model of Hub in the Day-Ahead
Stage

To handle the uncertainties, the grid exchange, interrupted electrical load, and
curtailed wind power are allowed to alter surrounded by a restricted range. The
objective function value considering the interval optimization, involving the interval
variables, can be written as

Ny
: grid _ grid grid fuel ~MT
o) . .
m1n{ E ([m(PEY) + (1 ff)w(Pt V]84 LG)

=1
(B () ()] e I (F) (1w (7)])
P4 Q) BB () + (1w ()] TGN )
(9.37)
The constraints in Sect. 9.4 will be adjusted to incorporate the uncertainty of

electrical load and wind power in terms of interval numbers. Therefore, the interval-
based EH operation can be resolved regarding the procedure outlined in Sect. 9.2.
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9.6 Simulation Studies

The proposed interval-based scheduling is applied on the energy hub configuration
which is a usual hybrid design of several energy sources as illustrated in Fig. 9.1. The
interval and stochastic simulations are conducted to compare two methods. The
system data are adopted from [16] and the CNY is converted to USD. The gas price
and the carbon emission tax are 0.6 $m> and 0.87 $kg, respectively. The grid power
price is set to 0.16 $kWh. The system parameters are presented in Table 9.1.
Moreover, the cooling and heat demands of the hub in a typical day of summer are
demonstrated in Fig. 9.2 [17].

Up to 20% of the electrical load is supposed to be curtailable in emergencies. The
penalty factors for interrupted electrical load and curtailed wind power are supposed
to be 1 $/kWh and 0.5 $/kWh [18]. In order to assess the model, two case studies,
i.e., the interval-based and stochastic-based optimization models, are designed.

Table 9.1 System data

Parameter Value Parameter Value
™ 0.26 ™M 1.96 kg/m®
7P 4.09 yEd 0.872 kg/kWh
s 0.95/0.96 B 0.014 $/kW
M 0.011 $/kW noMT 0.3
M 0.0011 5 0.04
h 9.7 kW h/m® o™ 1.1
400 T T T T T T T T T T T T
I Heat
350 |HEE Cooling B
300 —
§ 250 -
4
2 2001
£
A 150
100
50
0
2 4 6 8 10 12 14 16 18 20 22 24
Time (h)

Fig. 9.2 The cooling and heat demands of the hub
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9.6.1 Case Study 1: Interval-Based Scheduling of CCHP
Systems

The interval optimization method is employed as an uncertainty modeling approach.
The pessimism degree of hub’s total cost is set to be 0.3. Further, the pessimism
degree for the DG’s output is assumed to be O to prevent the contravention of the
constraints. The ARIMA model is utilized to forecast the wind generation and load
intervals [19, 20]. The wind power and electrical demand intervals are presented in
Fig. 9.3. As it was mentioned, the grid power exchange, the unserved load, and the
curtailed wind power are assumed to be flexible in a specific range to handle the
wind power and load uncertainties.

The power production of units as well as the energy exchanges with the grid are
depicted in Fig. 9.4. According to Fig. 9.5, the hub will sell in 12:00-16:00. In
12:00-16:00 the wind generation is in a high level and the electrical load is in low
level. Therefore, the hub will sell the energy to the grid and charge the battery.
Moreover, it will buy electrical energy in 1:00—11:00 since the wind generation is in
low level. The lower level of exchanged energy with the grid is zero to minimize the
cost interval. The curtailed load interval is illustrated in Fig. 9.5. Regarding Fig. 9.5,
there is no curtailed load in 12:00-16:00 which is in the same direction of the results
of energy production in the hub. It should be mentioned that indicating the simula-
tion outputs, the wind generation curtailment is determined to be zero and not shown
in Fig. 9.4. Table 9.2 represents the sensitivity analysis of the pessimism degree for
the cost. By increasing the pessimism degree, the EH is apt to more uncertainty level
to lessen the cost midpoint. The model will turn out to be a worst-case optimization,
once the pessimism degree of the cost is set to zero. These outputs can provide
notification of the cost intervals for the hub’s decision maker to select optimal
preferred pessimism degree of cost values.
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Fig. 9.3 Wind power and electrical load intervals
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Table 9.2 The energy hub’s degree of pessimism effects for cost

Pessimism degree &

Cost interval ($)

Cost midpoint ($)

0

(27,791.1, 30,785.7)

29,288.4

0.2 (27,770.2, 30,791.2) 29,280.7
0.4 (27,763.4, 30,796.5) 29,279.9
0.6 (27,750.3, 30,802.9) 29,276.6
0.8 (27,719.5, 30,820.2) 29,269.8
1 (27,675.1, 30,825.1) 29,250.1
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Table 9.3 Simulation result comparison

Uncertain parameter Cost for interval optimization | Cost for stochastic optimization
interval S ®

10 29,275.4 29,274.7

20 29,278.6 29,276.5

30 29,282.2 29,280.1

9.6.2 Case Study 2: Stochastic-Based Scheduling of CCHP
Systems

For the stochastic optimization, the scenario generation and reduction procedures
[19, 20] are implemented to acquire the scenario set including 20 wind power and
20 electrical load scenarios. The total costs of EH operation for the interval and
stochastic optimization methods are provided in Table 9.3. The pessimism degree of
hub’s total cost is set to 0.5. Regarding Table 9.3, it can be noticed that by
considering a certain interval for uncertain parameters, the operation cost for the
stochastic optimization is less than interval optimization’s cost. This observation is
due to the stochastic optimization endeavor to minimize the expected operation costs
for the scenario sets. Although the computing time complexity of stochastic optimi-
zation can be significantly reduced by using the scenario reduction procedure, the
rare extreme occurrences will be omitted. As a conclusion, the reliability of stochas-
tic optimization is undesirable in the real-world scheduling.

9.7 Conclusions

This chapter introduces an interval-based optimization model for the scheduling of
CCHP-based EHs. The authors employ interval optimization for considering elec-
trical load and wind power uncertainties. The interval optimization only requires the
upper and lower bounds of uncertain parameter prediction to resolve the hub’s
scheduling problem. According to the simulation results, the cost interval increases
by increasing the pessimism degree. The results of interval optimization can assist
the EH’s decision maker to decide on the optimal preferred values for the pessimism
degree. In addition, the stochastic optimization is carried out for comparison.
Regarding the comparison results, interval optimization is an appropriate and prac-
ticable method to handle uncertain parameters without knowing the probability
distribution supposition. In addition, the proposed interval optimization offers both
reliability and economy advantages, in comparison with the stochastic optimization
method.
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Chapter 10 )
Optimal Planning and Design ekl
of Multi-carrier Energy Networks

Hamid HassanzadehFard, Arezoo Hasankhani, and Seyed Mehdi Hakimi

10.1 Introduction

Nowadays, considering the serious fossil fuel lacks and environmental issues,
efficient and optimal planning of different resources has become one of the critical
subjects. The conventional power system, gas, and thermal network are mostly
managed and planned separately, which is not useful considering the efficient and
economical operation of the overall system. The energy hub has been developed as a
novel idea for optimization of multi-energy systems’ flexibility and efficiency [1].
The most important advantage of energy hub is the efficient use of distributed
generation (DG) units in rural and remote applications to overcome the need for
installing new lines and environmental issues. According to the World Bank, more
than 2 billion persons live in rural regions which are located far from the utility
network [2]. The mentioned regions are the main potential market of energy hub
implementing renewable energy resources in order to satisfy their demands.
References [3, 4] present the profits of microgrid (MG), such as efficiency and
reliability enhancement, system loss reduction, voltage sag improvement, and so
on. It is recognized that application of combined cooling, heating, and power
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(CCHP) has positive effects on energy saving. However, CCHP is not a suitable
option when either there is little need for heat or cooling loads are more than heating
loads. This study considers the extension of cogeneration with heat-driven cooling,
i.e., trigeneration, which may offer a good possibility for application of CCHP in
abovementioned circumstances and may lead to a better application of energy hub
system.

10.1.1 Literature Review
10.1.1.1 Microgrid Optimization

The allocation of DG units in MG systems is one of the most important approaches
to provide the efficient operation and planning of microgrid. Furthermore, gas
network and electricity network have been simultaneously studied in some
researches. Different studies have followed this trend to find the optimal planning,
while various loads have been considered.

Reference [5] proposes a novel method of the day-ahead scheduling problem for a
general microgrid system. Reference [6] presents an innovative optimization model
for planning the plug-in hybrid electric vehicle equipment in a microgrid. Reference
[7] determines the optimum power that is produced via the renewable energy
resources in a microgrid in order to minimize the overall cos. In Ref. [8], authors
present modeling and optimization of a municipal microgrid located in a city area.
This microgrid consists of large residential complexes, hospitals, and universities.
Furthermore, HOMER software is used to optimize the size of microgrid modules.
Reference [9] investigates different scenarios for the design of a multi-energy
system. The objective is to define the optimal sizes of the components. In Reference
[10], a novel method considering several stakeholders is presented to improve a
framework for community microgrids. The proposed two-stage optimization policy
produces chances for several stakeholders to finance the design of microgrids.

Reference [11] investigates different scenarios for energy management systems
via hierarchical genetic algorithm to maximize the revenue produced by the energy
exchange with the grid. In Ref. [12], a demand response algorithm based on
economic linear programming is established to minimize the operating cost of a
combined heat and power microgrid system. Reference [13] presents a new profes-
sional fuzzy system-based smart meta-heuristic technique for sizing and energy
management. The proposed energy management operation is facilitated to set the
membership functions and rules of the fuzzy logic expert system. Reference [14]
discusses the energy management in the presence of renewable energy systems in
virtual power plants. In Ref. [15], the optimal energy planning of MG is done
considering the integration of renewable energy systems instead of fossil fuel-
based power plants.

Reference [16] presents planning of stand-alone microgrids for rural and urban
uses. This study provides a detailed evaluation between the different cost modules.
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The purposes of Ref. [17] are offering a complete analysis on novel organizations of
AC and DC microgrid, and then defining the size and optimum strategy with hybrid
renewable energy resources in a MG to increase the reliability and decrease
microgrid costs. Reference [18] presents a new two-stage microgrid scheduling
procedure to select optimum sitting and sizing of microgrid components. Reference
[19] presents a three-layer multi-agent system considering the energy storage system
and power-heat load demand-side management based on the real condition of China
to determine the problems of microgrid energy management. The PSO algorithm is
very effective in the optimal planning of different renewable energy systems in MGs
[20-21].

Reference [22] analyzes a novel technique for planning of microgrid, while
renewable energy penetration is considered high. Moreover, an innovative planning
algorithm for smart electrical appliances is proposed. Reference [23] studies an
energy interchange scheme between smart buildings including renewable energy
resources, and thermal and electrical loads. Reference [24] presents sizing and sitting
of different equipment in MGs containing renewable energy systems. Reference [25]
proposes a new methodology to evaluate the effect of energy storages on the
optimum capacity of DG units and cost of an off-grid microgrid. A novel energy
management methodology for renewable resource operation in the smart MG is
proposed [26] in order to address the operation of MG in the electricity market.
Reference [27] proposes a stochastic mixed-integer programming methodology to
determine the optimal sizes of various DGs, considering both economic benefits and
resilience performance. A novel hybrid optimization method based on differential
evolution and chaos theory is proposed in ref. [28] for the optimum operation of a
microgrid, including renewable and nonrenewable energy resources.

10.1.1.2 Energy Hub Optimization

Many studies have attempted to determine the optimal design and optimum opera-
tion strategy of the energy hub system. Energy hub is usually analyzed and modeled
as a multi-carrier system.

Reference [29] proposed a multi-follower bi-level optimization method to find the
optimum interaction between distribution network and energy hubs in order to
reduce the total operation cost. An optimal operation model is developed in ref.
[1] to manage the multiple energy hubs considering electricity and thermal loads in
order to reduce the total cost of energy hubs. In ref. [30], a particle swarm optimi-
zation (PSO) algorithm is used for optimization of an energy hub system, which aims
to improve the overall energy expense and reduce the pollution. Reference [31]
develops an optimal load dispatch methodology for a community energy hub to
minimize the operation and emission cost of the system. A hybrid interval stochastic
framework is proposed in ref. [32] for optimum operation of energy hub system
considering electrical and thermal demand response program and thermal energy
market in order to minimize the operation cost. Reference [33] investigates the
energy production of energy hubs in Canadian community to reduce the emissions
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of greenhouse gas and energy cost. A systematic methodology is proposed in ref.
[34] to optimally design the hybrid energy hub systems for sustainable building
expansion.

10.1.2 Motivation and Contributions

Innovations of the present work can be listed as follows:

1. Developing optimal planning in order to supply simultaneously thermal loads and
electrical loads in energy hub, while two types of thermal loads including space
heating and home heat water are considered

2. Considering reliability indices for optimal planning of the components in the
energy hub

3. Implementing the urban waste of the energy hub for generating the required
thermal energy

In this chapter, a new methodology is proposed for optimal planning of an energy
hub including electrical, heating, and cooling loads using PSO algorithm. Also, the
reliability parameters of the system are considered. In this work, three scenarios are
considered for supplying the electrical loads of energy hub: (a) total generated power
of energy hub can satisfy demands; (b) total generated power of energy hub is more
than demand; and (c) total generated power of energy hub cannot meet demand.

The remaining parts of this chapter are categorized as follows. Section 10.2
introduces the energy hub concept. Then, system optimal planning is presented in
Sect. 10.3. System cost and objective function are modeled in Sect. 10.4. The
numerical simulation and obtained results are presented in Sect. 10.5. Finally,
conclusion is presented in Sect. 10.6.

The proposed methodology is applied on Ganje site located in north-west of Iran.
Two scenarios are assessed in this chapter. Firstly, the waste is used to supply the
cooling and heating loads of energy hub, while the waste is not used in the second
scenario.

10.2 Energy Hub Concept

Energy hub concept was firstly presented in 2007 [35], which is used to introduce an
integrated methodology for interaction between different energy carriers. Energy
hub is considered as a unit where different energy carriers can be altered, stored, and
distributed. The inputs of the system including natural gas, electricity, and produced
power of DG units are optimized in energy hub system to satisfy the electrical,
thermal, and cooling loads.

Different types of components exist in energy hub such as energy conversion
devices, energy transmission, and energy storage devices. The energy conversion
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Fig. 10.1 Input-output I Fi1
model for energy hub [31] I L
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devices are used to realize the coupling and conversion among different types of
distributed energy resources. The energy transmission devices including gas net-
work pipelines, heat network pipelines, and so on are used for transferring the input
energy to the output side without energy conversation [31]. The energy storage
devices include electrical and thermal storages. Figure 10.1 depicts the input-output
model for the mentioned system.

Energy hub defines the conversion correlation between input carriers and outputs
in a multi-carrier system. This correlation can be defined as a matrix:

Fi Ci Cip ... Ciwu|[h
F C C 0 Cop I
o A o)
F, Ci Cp o Cu I,

where C is the coupling matrix and each component of this matrix introduces the
energy efficiency, I denotes the input energy carriers, and F determines the output
energy flows. The components of energy hub are modeled as follows.

10.2.1 Wind Turbine

The produced power of a turbine is obtained according to its speed-power curve as
depicted in Fig. 10.2.

The produced power of the wind turbine is obtained by the following formula
[36]:

0 V< Vc_in, V> Vc_off
3
PWGfmax X ((V - chin)/(vr - chin)) Vciin < V< Vr (102)
P;—P,
Pwr maxx‘—X(V—Vr) Vi, <V < Ve o
- Vcioff -V, -
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Fig. 10.2 Produced power of a turbine vs. wind speed
where Vi, [2] is cut-in wind speed; V. of [2] is cutout wind speed; V [2] is wind
speed; V. [2] is rated wind speed; Pwr _ max[kW] is maximum power of wind
turbine; and P¢[kW] is power of wind turbine in cutout wind speed.

The rated capacity of the wind turbine is considered equal to 7.5 kW. Capital cost,
replacement cost, and maintenance cost of the turbine are equal to 19,400$, 15,0008,

and $75/year, respectively. Lifetime of a wind turbine is considered equal to
20 years [36].

10.2.2 Fuel Cell

Fuel cell (FC) combines oxygen with hydrogen to generate electricity. The heating
value of hydrogen and its density are equal to 3.4 [kmigh} and 0.09 [%] , respectively.

Accordingly, the quantity of energy produced by 1 kg hydrogen can be defined as

3.4 (59 kWh
m L 378 (- 10.3
0.09 (X%) < kg > (103)

So, the produced energy of FC (kWh) is determined by hydrogen requirement
(kg) x ng x 37.8, while 5. is the efficacy of the FC.

The lifetime of the FC and its efficacy are considered equal to 5 years and 50%,
respectively [36]. The capital cost, replacement costs, and operational cost are
considered as 30008, 25008, and $0.02/h for a 1 kW system, respectively.
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10.2.3 Electrolyzer

An electrolyzer is an electrochemical system, which converts water and electricity to
oxygen and hydrogen. The capital, replacement, and maintenance costs of the
electrolyzer are considered equal to 2000$, 15008, and $20/year, respectively
[36]. The produced hydrogen can be stored and used in fuel cell units. The amount
of required energy to generate 1 kg hydrogen is calculated as follows (efficiency of
electrolyzer is considered equal to 90%):

34 (22)
ke
Eep (kklgh) = 0‘099(()‘“%) x 100 = 41.97 (10.4)

The amount of hydrogen generated at each hour is obtained by dividing the
surplus power of wind turbine to 41.97:

1 X Py o(kWh)

Hydrogen produced (kg) =
41.97 ()

(10.5)

10.2.4 Other Components

The other components of studied energy hub include anaerobic reactors, hydrogen
tank, power converter, and absorption chiller, which are described as follows.

The anaerobic process is a natural process that occurs in the lack of oxygen. In the
mentioned energy hub, the urban waste is collected every day and utilized in the
anaerobic reactor to generate methane.

There are different techniques to store hydrogen in storage tank for later use.
Capital cost, replacement cost, and operational cost of a tank with 1 kg capacity are
considered equal to 1300$, 1200$, and $15/year, respectively. In addition, the
lifetime of a hydrogen tank is taken to be 20 years [36].

In this chapter, the power electronic circuit, known as the inverter, is implemented
to convert DC into AC. In the mentioned energy hub, the output power of the
following sources is considered as the DC input to the inverter:

1. DC-generated power of the fuel cell units
2. DC-generated power of the variable speed wind turbines

The life span of a power converter is taken as 15 years with an efficacy of 90%
[36]. The capital and replacement costs of a 1 kW system are considered as 800$ and
7508, respectively.
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The absorption chiller with the efficacy of 80% is considered to supply the
cooling demand in the energy hub. Absorption chillers are widely implemented in
refrigeration using low-grade heat.

10.3 Energy Hub Optimal Planning

As it is mentioned in previous section, different components are considered in the
studied energy hub. The energy hub contains FCs, wind turbines, electrolyzers,
hydrogen and thermal storage tanks, absorption chiller, reformer, and anaerobic
reactor.

The main objective of this work is determining the optimal planning for each
component in order to minimize the total energy hub costs. We consider three
different conditions for energy hub:

1. The energy resources in energy hub can supply both electrical and thermal
demand.

2. The produced energy by resources in energy hub is lower than total demand.

3. The produced energy by resources in energy hub is higher than total demand.

The considered reliability index in this study is equivalent load factor (ELF),
which can be obtained as follows [37-38]:

ELF = % ; Qgg (10.6)

>

where Q(?) is the interrupted loads at each hour and D(f) denotes the electrical loads
at each hour.

When the total generated energy in energy hub cannot provide the required
demand of the system, 10% electrical demand can be interrupted as the ELF
reliability is less than 0.01. In this study, the penalty is considered for interrupting
the loads, which is equal to 0.482$/kWh.

Figure 10.3 illustrates the studied energy hub system.

The following scenarios are considered for supplying cooling and heating
demands in energy hub.

1. Heat produced by FC is supplying thermal loads.

2. Generated natural gas by the urban waste is supplying thermal loads in
energy hub.

3. Purchased methane is supplying thermal loads in energy hub.

In fact, at first we use the heat produced by FC for supplying heating and cooling
loads in energy hub; then if it is not enough, the produced methane by waste will be
implemented for supplying cooling and heating demands in energy hub. Finally, if
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Fig. 10.3 A schematic of studied energy hub

the total produced heat in energy hub cannot meet demands, the purchased natural
gas will be used.

We suppose that produced waste in the energy hub is about 20 kg at each hour. In
this study, we suppose that the heat produced by FC is equal to 1.04 of its generated
electricity. The density of methane is equal to 0.55 (kg/m>), so 27.642 kWh of
energy will be added to waste each time.

Figure 10.4 shows the planning algorithm for providing the thermal demand in
energy hub.

The following three approaches are considered in planning algorithm in order to
provide the thermal demand in the system.

First condition: Heat supplied by FC is more than the thermal demands in the
studied energy hub, which is formulated as follows:

P ooling (£
Prcl)  1.04 = Pria(1) + Pra() + <00 (10.7
Estorage(t + 1) = Eslorage(t)
Pcooline (£
+ (PFC(I) x 1.04 — PHeat(t) - Pwater(t) - %Sg(v PFC—Heal(t)
Pcooline (1
= PHeat(t) + Pwater(t) + %8‘%“
NG(t) =0

Nyaste (f + 1) = Nyagie (£) + 27.642
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where Prc(t) is the produced electricity of FC, and Pcooling(?) is the cooling demand
of the system. Py, (f) denotes space heating demand, and Py, (f) is water heating
demand. Prc _ pear(?) shows the produced heat of FC, Ng,,(#) determines the bought
methane, and Ny, (?) specifies the produced energy of waste at each hour. Egorage(f)
is the stored energy in battery storages at each hour.

In this condition, the surplus produced heat of fuel cell is stored in the thermal
storage and the produced thermal energy of waste is stored.

Second condition: The generated heat of FC is equivalent to thermal demand in
energy hub, which is formulated as follows:

PCoo]ing (t)

Prc(t) x 1.04 = Prea(t) + Puaer(t) +—(

(10.8)

E storage (t + ) slorage( )
Ng(1) =
Nyaste(t + 1) = Nyasee (1) + 27.642
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PCooling (t)

PFcfHeat(t) = PHeal(t) + Pwaler(t> + 0.8

Third condition: The heat produced by FC cannot satisfy thermal demand in energy
hub, which is formulated as follows:

P Cooling (l )

PFC(t) x 1.04 < PHeat(t) +Pwater(t) + 0.8

(10.9)

If the heat produced by FC cannot supply all thermal loads, the following cases
are considered:

* The available heat in thermal storage can supply the remaining thermal demands
in energy hub, so
Prc_ea(t) = Prc(t) x 1.04 (10.10)

PCooling (t)

0.8 7ppc([) X 104>

Estorage(t + 1) = Estorage(t) - <Pwater(t) + PHeat(t) +

Nyaste (T + 1) = Nyagte (2) + 27.642
Ng (Z‘ ) =0

e The total available heat in thermal storage with heat generated by FC cannot
provide the thermal demand in energy hub, so two approaches can be considered.
Firstly, the total generated heat in energy hub can provide the heating and cooling

demands of the system, which is formulated as follows:
PFcfHeat(t) :Ppc(l) x 1.04 (1011)

Eslorage(l + 1) =0
Nwaste(t + 1) = Nwaste(t) - (Pwaler(t) + PHeal(t)"’

P Cooling (t )

o~ Pre(t) X 1.04 — Eqonge(1)) +27.642

N, G(l) =0
Secondly, total generated heat in energy hub cannot provide the cooling and

heating demand of energy hub. Then, the remaining demand is provided by the
purchased natural gas:

Prc_pea(t) = Prc(t) x 1.04 (10.12)
Estorage(t + 1) =0
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Nuaste(t + 1) = 27.642

P Cooling (t )

NG (1) = (Pwater () + Preac(?) + 08

_Nwaste(t) - Eslorage(t))/l-og?’

- PFC—Heat (t)

10.4 Modeling Cost of Energy Hub

Net present value (NPV) is introduced by computing the costs and benefits for each
period of a finance. In this study, the NPV is chosen to calculate the total cost of each
component including installation (CC), replacement (RC), and operating (OMC)
costs.

10.4.1 Net Present Value

The NPV of each component can be calculated as follows:

1

NPV = N x (CC+RCXK+OMCXW> (10.13)

ir(1 +ir)®

(I+ir)"-1

1
K= —_— 10.15
,; (1+in™" HO-12)
Y = [’—ﬂ -1if Ris dividable to L (10.16)
Ry. . ..

Y = [ﬂ is R is not dividable to L (10.17)

N is the optimum amount of each element. L is the lifetime of each DG unit, ir is
the interest rate, and R is the project lifetime.

10.4.2 The Objective Function

In this section, an efficient objective function is proposed according to the economic
consideration in order to optimally manage our proposed energy hub to provide the
electricity, thermal, and cooling demands.
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The main purpose of this study is determining the optimum design of energy hub
in order to minimize the following objective function:

OF = NPCywrt + NPCg| + NPCrypx + NPCge + NPCr+

10.18
NPCConv + NPCGaS + NPCTS + NPCChil + NPCpi ( )
where NPCp; is the total cost of penalty for interruption of the electrical demand, and
NPCg,s shows the total cost of consumed natural gas in energy hub. NPCp; and
NPCg,s can be obtained by the following formula:

8760
NPCpi = )~ Q(t) X Chenany/CRF(ir, R) (10.19)
=1
_ CGas X NG
NPCGas - CRF(i—I’, R) (1020)

where Cpepary and Cg,s show the penalty factor for load interruptions and cost of
purchased gas, respectively.

10.5 Simulation Results and Discussion

In this chapter, MATLAB software is used to develop a complex optimization model
[39] and to investigate the optimization of DG units in order to minimize the energy
economics and environmental impacts in the proposed energy hub system. Further-
more, PSO algorithm is implemented as the optimization methodology to solve the
optimization problem. In this section, the presented optimal planning is tested in a
sample residential sector. The studied energy hub includes four types of loads:
electricity, home water heating, space heating, and cooling demand. Hence, different
thermal loads and electrical demand should be supplied in the studied system, which
highlights the need for developing energy hub. The annual load profiles of the
abovementioned loads are illustrated in Figs. 10.5-10.8. As it can be seen in
Fig. 10.5, residential loads fluctuate between 150 and 500 kW.

The water heating load profile is shown in Fig. 10.6. From this figure, it can be
seen that the water heating load decreases between 4000 and 6800, which is related
to hot seasons. Furthermore, the heating demand decreases to almost zero through-
out this period. However, space cooling load increases over this period.

According to Fig. 10.6, the water heater demand is required throughout a year.
However, this type of demand is less during hot seasons.

In hot seasons, the space heating demand is equal to zero (Fig. 10.7). In addition,
space cooling demand is not seen during cold seasons (Fig. 10.8). In this study, the
annual wind speed and load curve data are determined based on the Ganje site. The
annual wind speed is illustrated in Fig. 10.9.
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Table 10.1 Installation cost of all used components ($)

Wind turbine Electrolyzer Hydrogen tank Fuel cell Converter
19,400 (7.5 kW) 2000 1300 3000 800

The installation cost of each component is also considered in the simulation
procedure as the input data, which are depicted in Table 10.1.

The generated power of wind turbine can be obtained by Eq. (10.2) according to
the wind speed curve. Two scenarios are considered to provide the cooling and
heating demands:

1. Waste is utilized to supply the thermal demands of energy hub.
2. Waste is not used to supply thermal loads in energy hub.

10.5.1 Generated Heat of Waste Is Utilized to Provide
the Cooling and Heating Demands

In this section we consider that waste is utilized to generate heat for thermal
demands. Table 10.2 depicts the optimum capacity of each component after utilizing
the optimal planning on the studied energy hub.
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Table 10.2 Optimum capacity of each component in the energy hub (kW)

Wind turbine Electrolyzer Hydrogen tank Fuel cell Energy hub cost
572 2007 4915 491 27.5778

Tfaple 10.3 (;F:le Zmount Interrupted loads (kWh) Penalty ELF
of Interruptec foads 1.2146 * 10° 57479 % 10° 2959 * 10°9
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Fig. 10.10 The annual amount of interrupted loads

The total consumed natural gas is equivalent to 2.5738 M°. Table 10.3 shows the
quantity of interrupted loads.

It can be seen from Table 10.3 that the ELF is at its permissible limit which is less
than 0.01. Figure 10.10 depicts the hourly amount of interrupted loads. As it can be
seen in this figure, the most interruption occurs between 6000 and 6600, which is
caused by less production throughout this period. In other words, if the produced
power of renewable energy systems cannot meet loads, interrupting some loads is
inevitable. However, there is no interruption between 3100 and 5000, which verifies
the high production of renewable energy systems over this period.
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Fig. 10.11 Convergence of the objective function in terms of iterations

Figure 10.11 illustrates the convergence of objective function in terms of itera-
tions. As it can be seen in this figure, total cost minimizes over iterations, which
almost converges at 140th iteration. In this study, PSO algorithm is used to minimize
objective function, and its efficiency is verified in previous works. Moreover,
Fig. 10.12 shows the load profile and transferred power from converters to load.
As it can be seen from this figure, total demand is precisely supplied with transferred
power from converter. Furthermore, Fig. 10.13 shows the produced power of wind
turbine at each hour, transferred power from wind units to electrolyzer, and power
that the wind turbine transfers to the converters. In addition, Fig. 10.14 shows hourly
produced power of FC. As it can be seen in this figure, produced power mostly
fluctuates between 350 kW and 500 kW.

Figure 10.15 shows the hydrogen stored in the hydrogen storage during a year.
We can see from this figure that high amount of hydrogen is stored throughout a
year, which highlights the importance of hydrogen storage.

As shown in Fig. 10.15, peak load happens at time = 6500. At this time, the total
produced power of energy hub cannot satisfy demand. Therefore, the demand of
energy hub is interrupted according to the reliability index constraint. The reason is
that the total energy generated in energy hub cannot provide demand in the studied
system. Figure 10.16 depicts the produced heat of FC. Moreover, Fig. 10.17 shows
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the variations of energy stored in thermal storage. From this figure, it can be seen that
the thermal energy is mostly stored between 2200 and 3500 due to high thermal
energy production over this period. Furthermore, Fig. 10.18 depicts the produced
heat of waste to supply the thermal demand, which increases between 2200 and 5800
due to lower thermal energy production over this period. In fact, FC cannot meet
thermal loads over this period, so thermal loads are supplied with waste. Finally, the
amount of consumed gas at each hour is shown in Fig. 10.19, which decreases from
initial consumption of 1180 m? to the amount of 380 m® at time = 2200. It is also
seen from this figure that the natural gas consumption is equal to zero from
time = 6500 to time = 6700. Furthermore, it can be concluded from Fig. 10.19
that at the times between 500 and 700 the amount of consumed gas is more than
other times.

10.6 Conclusion

In this study, a novel planning methodology is proposed to determine the optimal
operation of all components in energy hub. The studied energy hub includes wind
turbine, FC, and electrolyzer, while producing heat from waste is also considered as
an option for supplying thermal loads. In this study, two scenarios were analyzed,
which include supplying thermal loads with or without considering thermal energy
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produced by waste. It was shown that if the waste is not used, the total purchased gas
will be increased. In the studied energy hub, four types of loads including electrical
loads, space heating loads, water heating loads, and space cooling loads were
considered. Since FCs are considered as a backup for wind turbines, the studied
energy hub shows high reliability.

Besides, the surplus produced hydrogen of electrolyzer and reformer is utilized to
charge the hydrogen tank, which causes increasing of reliability and satisfying of the
demand. The output power of renewable energy resources is mainly dependent on
environmental conditions. Therefore, these types of DG units cannot completely
supply the demand. Applying energy storage devices solves this problem consider-
ably. In the studied energy hub, hydrogen storage is implemented to supply the
demand. It was verified that the proposed energy hub scheme and optimal planning
are appropriate for Ganje due to some reasons. Firstly, a high amount of agricultural
waste is available. Secondly, the wind speed is appropriate for installing wind
turbine and supplying electrical loads. Finally, high costs of gas transmissions and
its negative environmental impacts can be solved using energy hub. In addition, the
simulation results depict that the thermal storage is mostly storing the thermal energy
between 2200 and 3500 h due to high thermal energy production by FC units over
this period. Furthermore, the natural gas consumption is equal to zero from 6500 to
6700 h. Hence, during this period, the generated energy of FC units and the stored
energy in the thermal storage can satisfy the total thermal demand of the energy hub,
and our proposed planning methodology operates successfully in meeting all thermal
demand.
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Nomenclature

List of Symbols

C Coupling matrix

Input energy carriers
The output energy flows

1

F

Ve in Cut-in wind speed

Ve off Cutout wind speed

Vv Wind speed

v, Rated wind speed

Pwr  max Maximum power of wind turbine

Py Power of wind turbine in cutout wind speed

Nte Efficacy of fuel cell

E.. Amount of required energy to generate 1 kg hydrogen
Qi Interrupted loads at each hour

D(t) Electrical loads at each hour

Prc(?) Produced electricity of fuel cell

Pcooting(?) Cooling demand of energy hub

Prea(?) Space heating demand of energy hub

Pyaier(?) Water heating demand of energy hub

Prc — pea()  Produced heat of fuel cell units

Ng(t) Purchased methane from gas network

Nyaste(t) Produced energy of waste

Egorage(t) Stored energy in battery storages

L Lifetime of DG unit

Npg Optimal number of DG units

Ir Interest rate

R Project lifetime

NPCp; Total cost of penalty for interruption of electrical demand
NPCgas Total cost of consumed natural gas in energy hub
Cpenaity Penalty factor for load interruptions

Caas Cost of purchased gas

Abbreviation

DG Distributed generation

MG Microgrid

CCHP Combined cooling, heating, and power
PSO Particle swarm optimization
FC Fuel cell

ELF Equivalent load factor

NPV Net present value

CC Installation cost

RC Replacement cost

OMC  Operating costs

CRF Capital rate factor

NPC Net present cost
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Chapter 11 ®)
Risk-Constrained Generation and Network <
Expansion Planning of Multi-carrier

Energy Systems

Mehrdad Setayesh Nazar and Alireza Heidari

11.1 Introduction

The distributed energy resource (DER) commitment strategies have changed the
operational and planning exercises and increased the interdependency of multi-
energy carrier systems [1]. The traditional methods of expansion planning of electric
distribution system have widely changed because the electrical DERs are injecting
electricity into the main grid and some of the electrical system users are prosumers.

The multi-carrier energy supplier (MCES) supplies the energy of downward
customers and active microgrids (AMGs) and transacts energy with the upward
market. The AMG may participate in the upward utility demand response programs
(DRPs).

The optimal generation and network expansion planning (OGNEP) problem is a
complex multidimensional problem that consists of analyzing economic, environ-
mental, and technical aspects. Over recent years, different methods of OGNEP have
been studied and various aspects of the problem are explored.

Reference [1] proposed an algorithm for multi-energy DER expansion planning.
The bi-level optimization algorithm was used to minimize the aggregated costs and
maximize reliability. The method was applied to a building complex and assessed
the impact of different energy supply configurations on the costs. The algorithm
reduced the aggregated costs of the system by about 54.7%. Reference [2] proposed
the district energy system planning method that models emission, input exergy, and
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input energy as decision variables. The optimal solution reduced the values of input
variables by about 6%, 24%, and 14.7%, respectively. Reference [3] utilized the
mixed-integer linear programming (MILP) optimization algorithm to optimize the
planning of combined heat and power (CHP)-based units. Reference [4] presented an
optimal planning method for the heating system that minimized total aggregated
investment and running costs. The algorithm results revealed that the system costs
and emissions reduced by 25% and 5%, respectively. Reference [5] proposed a linear
optimization procedure for the planning of electrical and district heating systems that
minimized the costs. Reference [6] introduced a multi-indicator of system perfor-
mance for the CHP-based system planning. The heating system was planned based
on the minimization of system costs. Reference [7] introduced a planning procedure
for the electric and heating energy subsystems that utilized the heuristic optimization
algorithm to minimize costs and voltage deviations. Two case studies assessed the
proposed algorithm. Reference [8] proposed the optimal topology and facility
characteristics of an energy system that minimized the system’s costs using mixed-
integer programming. Reference [9] utilized the MILP algorithm to determine the
district heating planning topology that the method minimized emissions and maxi-
mized savings. The cost of the test system was reduced by 30%. Reference [10]
utilized the dynamic optimization procedure for the planning of a heating system, the
process maximized the revenue of the system, and the environmental and economic
constraints were modeled.

Reference [11] introduced the mixed-integer nonlinear programming (MINLP)
model for planning of heating system that considered the renewable DERs and the
detailed model of facilities. The algorithm reduced the system’s costs by about 15%.
Reference [12] planned the heating system to minimize the aggregated costs. The
method was assessed for a real system and the costs reduced by 33%. Reference [13]
considered the uncertainties of stochastic variables in the planning of the electrical
system and utilized a heuristic optimization procedure. Reference [14] proposed a
planning procedure for a hybrid energy system that consisted electrical, gas, hydro-
gen storage, and district heating systems. The method used a multilevel optimization
method that utilized genetic algorithm (GA) for optimizing the planning problem
and MILP process for scheduling of system resources. Reference [15] introduced a
MILP model of planning that minimized the cost of system and emissions. Reference
[16] utilized the linear programming for determining the optimal characteristics of
real system facilities and the algorithm minimized the emissions and system costs.
Reference [17] proposed a two-level optimization process that modeled the uncer-
tainties of DERs. The model was optimized using a column and constraint genera-
tion algorithm. Reference [18] utilized a heuristic optimization algorithm for the
planning of energy system and considered the risk-averse strategy of planning. A
risk index was used to evaluate the planning alternatives using Monte Carlo simu-
lation process. Reference [19] presented a framework for considering the impact of
coordinated bidding of participants on the planning problem. A multistage optimi-
zation process was proposed. Reference [20] addressed a hierarchical framework for
integrated planning of electrical and district heating networks that considered the
electricity transactions with AMGs. A three-stage optimization process was
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proposed that determined the expansion planning decision variables, AMG trans-
actions, and system’s contingency. Reference [21] presented an optimization algo-
rithm for hybrid electric and thermal energy systems that considered the seasonal
difference of electrical loads of system. The proposed algorithm allocated the energy
storage facilities to perform demand-side management alternatives. Reference [22]
addressed a constrained unit-commitment optimization framework for multi-carrier
energy systems that minimized the operation costs. The proposed method reduced
the operation costs by 20%.

The introduced references did not consider the impact of marginal pricing on the
multi-energy carriers’ expansion planning problem. This book chapter is about the
expansion planning of multi-carrier energy system algorithm that considers the
locational pricing impact on the planning exercise.

11.2 Problem Modeling and Formulation

As shown in Fig. 11.1, the MCES operator (MCESO) utilizes boilers, CHP units,
thermal energy storages (TESs), and electrical storage systems (ESSs).

Boiler

Thermal Storage 1
System ! -

Wind turbine

Electric Storage

Distributed
System

Generations

Combined Heat Responsive
and Power Unit Electrical Loads
And AMGs

Non-Responsive
Electrical Loads

Fig. 11.1 The diagram of MCESO energy interactions
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The OGNEP problem has four sources of uncertainty: the customers’ energy
consumption (CEC), electricity market price, AMG bidding scenarios and power
transactions with MCES, and intermittent power generation (IPG).

Thus, the uncertainties of OGNEP can be modeled as a four-level stochastic
problem. At the first stage, the CEC scenarios (CECSs) are generated. At the second
stage, the electricity market scenarios are generated. At the third stage, the AMG
bidding and power transaction with MCES are calculated. Finally, the IPG scenarios
(IPGSs) are determined.

The AMGs can change the value of locational marginal prices (LMPs) by
increasing their bidding price [23-25]. The MCESO should consider the LMP
values in its expansion planning exercises based on the fact that the higher values
of LMPs may increase the planning costs.

The optimal OGNEP should maximize the MCES revenues and minimize the
aggregated system costs. Thus, the objective function of OGNEP can be proposed as
in Eq. (11.1):

Wi(Cymces-Pumces+ 2, Prob.Camcs-®amas
NAMGS

i = Cpurchase + Z prob.Cipg +ENSC
MinZ = prob. prob | TCPurchase

—revenue) + W,>_ (LMP — —LMP)
NB

+p (g-lTla Z prob. Z prob.n>

NWMS NCECS
(11.1)

The objective function components are (1) the aggregated costs of MCES facil-
ities, (2) the costs of AMG contributions, (3) the energy purchased costs, (4) the IPG
costs, (5) the energy sold benefits, and (6) the conditional value-at-risk multiplied by
the factor f.

Equation (11.1) is constrained by multiple economic and technical constraints
that are categorized into the following groups [1]:

. Budget constraint

. Device loading constraints

. Charge and discharge of energy storage constraints
. Demand response program constraints

. Electrical load flow constraints

. Mass balance equation constraints

AN AW =
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11.3 Solution Algorithm

The model is a non-convex MINLP problem. Figure 11.2 shows the optimization
process that utilizes a four-stage uncertainty modeling. The confidence level is
a=0.95.

For optimization procedure, the hybrid elitist non-dominated sorting GA
(HNSGA-II) is used and adaptive genetic algorithm (AGA) and non-dominated
sorting genetic algorithm (NSGA) results are compared. The NSGA-II creates a
parent population and GA operators are used to create a child population. The
solutions of the last accepted front are sorted and a set of points are selected based
on their fitness value [26]. The HNSGA-II uses a weighted objective of Chebyshev
metric that converts multiple objective functions to a single objective function. The
proposed HNSGA-II can be presented as follows:

1. Create a random parent population that its fitness equals to non-dominated level.

2. Binary selection, recombination, and mutation operators create child population.

3. The combined population is formed and parent and child population solutions are
compared.

4. The values of objective functions are logged.

5. The following weight factor is assigned as in Eq. (11.2):

(ObFM* — ObF;)/(ObFM*™ — ObFM")
3" (ObFM™ — ObF,)/(ObFM* — ObFM)

i

Weight ObF; =

(11.2)

ObF = Objective functions of Eq. (11.1).

6. A search around the existing solution is performed for optimizing the objective
function. The weights produce a Pareto-optimal solution for convex regions. If
non-convex regions, there are no weight factors, Chebyshev metric must be used,
and non-domination check must be performed to ensure elitism [26].

7. A clustering technique is used to reduce the size of the optimal set [27].

To assess the performance of proposed algorithms the inverted generational
distance (IGD) [27] is used. It is presented as in Eq. (11.3):

\V Sordis?
IGD = Y= (11.3)

where n is the number of true PF components, and dis is the Euclidean distance
between the calculated and the nearest set member of non-dominated solutions [27].
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Fig. 11.2 Flowchart of proposed OGNEP algorithm
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11.4 Simulation Results

A 14-bus system was used for case study and Fig. 11.3 shows the system topology.
Tables 11.1-11.6 present system data. This network was a part of an industrial park
district energy.

Multiple scenario generation and reduction procedures were performed for deter-
mining system uncertainties. Tables 11.1 and 11.2 present the CHP and district
heating network parameters, respectively. Tables 11.3 and 11.4 show the district
heating facility parameters and electrical network device parameters, respectively.
Table 11.5 shows the distributed generation facility parameters.

Figure 11.4 presents one of the reduced scenarios of the electricity generation of
wind turbine and solar photovoltaic of MCES.

Four reduced scenarios of AMG electricity transaction are considered that can be
decomposed into the following types:

y 315 KW
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2] @ (9
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-~ T3km | DS
W12/ $ogiw oo [’3] /45 kw Y 10km ’(m Skm\
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Fig. 11.3 Optimal topology of MCES for the final year of the planning horizon and different
scenarios

Table 11.1 The CHP characteristics

CHP Investment cost a+ bp + cp” (MU/h) Yearly
capacity (kW) (billion MUs) a b c maintenance cost
1060 935 6.2864 29.1 1.1256 85,195
1131 1180 6.9821 31.2 1.0566 0.2498
1415 1381 8.2467 333 1.0542 0.2361
1820 1792 9.8780 32.8 0.9861 0.2312
2433 2399 12.1865 32.5 0.9953 0.2334
3041 3020 14.6500 31.8 0.9930 0.2366
3888 3200 18.7012 31.5 1.0246 0.2240
5327 4690 24.6373 31.2 1.0298 0.2186
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Table 11.2 The district heating network parameters

Pipe type Investment costs (MU/m) Yearly maintenance cost (MU/m)
— 850 95
_— 730 82
——— 680 73
I—————"] 560 62

Table 11.3 The district heating facility parameters

Boiler

capacity Investment costs | Yearly maintenance TES capacity | Investment costs
(kW) (MMUs) costs (1000*Mus) (kWh) (MMUs)

400 1256 982 1500 9800

500 1698 1246 2000 12,980

600 2350 1678 2500 14,500

700 2980 1992 4000 16,900

800 3245 2250 5000 23,250

900 3892 2680 5500 25,700

1000 4600 2850 6000 27,600

Type 1: The bidding price of AMGs and their electricity transactions with the
MCESO were at their maximum value.

Type 2: The variables of the first type multiplied by 75%.

Type 3: The variables of the first type multiplied by 50%.

Type 4: The variables of the first type multiplied by 25%.

Further, six scenarios were considered:

Scenario 1: The optimal EDN and DHN expansion planning were separately
performed for f = 0. In this procedure, the heating system weight factors for
the planning of the electrical system were assumed to be zero for the entire
planning horizon.

Scenario 2: The OGNEP was performed and only DERSs of the system were allocated
for f = 0.

Scenario 3: The OGNEP was performed and DERs of the system were allocated. The
first type of scenario of AMG electricity transactions was considered for f = 1.

Scenario 4: The OGNEP was performed and DERs of the system were allocated. The
second type of scenario of AMG electricity transactions was considered for
S =0.67.

Scenario 5: The OGNEP was performed and DERs of the system were allocated. The
third type of scenario of AMG electricity transactions was considered for
p=0.33.

Scenario 6: The OGNEP was performed and DERs of the system were allocated. The
first type of scenario of AMG electricity transactions was considered for § = 0.
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Table 11.5 The distributed generation facility parameters

DG capacity Investment cost a+bp + cp® (MU/h) Yearly maintenance
kW) (1000*MMUs) a b c cost

330 2.26 39.7 | 1.0852 |0.2887 |132,941.176

625 4.04 37.8 | 1.09 0.2503 | 237,647.058

749 4.75 36.7 | 1.1042 |0.2484 |279,411.764

850 5.26 35.4 | 1.055 [0.2438 |309,411.765

1130 6.6 33.8 | 1.0566 |0.2361 |388,235.294

1415 7.76 33.5 | 1.1012 |0.2413 |465,470.588

Table 11.6 The optimal location and capacity of MCES facilities

Scenario 1
#Bus CHP (kW) #Bus Boiler (kW) #Bus TES (kW)
6 1131 4 400 4 1500
9 540 6 700 9 1500
12 1131 9 400 11 1500
13 1060 11 400 13 2500
14 848 12 600 14 2500
13 900
14 800
Scenario 2
#Bus CHP (kW) #Bus Boiler (kW) #Bus TES (kW)
6 1131 4 400 4 1500
12 1131 6 700 9 1500
13 1060 9 400 11 1500
14 1415 11 400 13 2500
12 600
13 900
14 800
Scenario 3 AMGs
#Bus CHP (kW) #Bus Boiler (kW) #Bus TES (kW) #Bus DG (kW)
6 1415 4 400 4 1500 3 625
12 1131 6 700 9 1500 8 540
13 1060 9 400 11 1500 10 540
14 1415 11 400 13 2500
12 600
13 900
14 800
Scenario 4 AMGs
#Bus CHP (kW) #Bus Boiler (kW) #Bus TES (kW) #Bus DG (kW)
6 1415 4 400 4 1500 3 633
12 1131 6 700 9 1500 10 633
13 1060 9 400 11 1500

(continued)
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Table 11.6 (continued)

14 1415 11 400 13 2500
12 600
13 900
14 800
Scenario 5 AMGs
#Bus CHP (kW) #Bus Boiler (kW) #Bus TES (kW) #Bus DG (kW)
6 1415 4 400 4 1500 3 540
12 1131 6 700 9 2000 8 435
13 1060 9 400 11 1500 10 330
14 1415 11 400 13 2500
#Bus DG (kW) 12 600
3 625 13 900
14 800
Scenario 6 AMGs
#Bus CHP (kW) #Bus Boiler (kW) #Bus TES (kW) #Bus DG (kW)
6 1415 4 400 4 1500 8 435
12 1131 6 700 9 2000 10 330
13 1060 9 400 11 1500
14 1415 11 400 13 2500
12 600
13 900
14 800
1.0
0.9
0.8
0.7
= 0.6
0.5
= 0.4
0.3
0.2
0.1
Ov— NOOWUENDAD=N OV NOOL NN TN E=TNODD =—NMOA-N DD — I VDL
T RBEN BRI C S o R R RS N bR SR P8R PRBh BRSNABN O NY ®
FFFFFF ANANNANNDDOONET T ITITOO OO O©OO OONNPNMNNDNMN 000000
Hour
== MCES solar photovoltaic MCES wind turbine

Fig. 11.4 The electricity generation of wind turbine and solar photovoltaic of MCES

Figure 11.5 presents the optimal topology of MCES. Further, Table 11.6 presents
the optimal location and capacity of MCES facilities. As shown in Fig. 11.5 and
Table 11.6, the OGNEP allocated more system DER for the third scenario. Further,
the OGNEP costs were highly increased when the risk-averse strategy of planning
was selected.
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Fig. 11.5 Optimal topology of MCES
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Fig. 11.5 (continued)

Figure 11.6 presents the IGD index for objective functions of AGA, NSGA, and
HNSGA-II algorithms versus the number of generations. As shown in Fig. 11.6, the
HNSGA-II was much more efficient than other optimization algorithms for reducing
the IGD index.

Figure 11.7 presents the Pareto front of the second, third, and fourth objective
functions of OGNEP versus the fifth objective function. The final solutions obtained
by HNSGA-II had better spread and convergence than those by NSGA and AGA.

Figure 11.8 presents the maximum and average values of LMPs of MCES for the
sixth scenario and the final planning year. As shown in Fig. 11.8, the OGNEP
reduced the maximum and average values of LMPs for the sixth scenario. Figure 11.9
presents the heat dispatch of heating facilities for the peak day of the sixth scenario
and the final planning year.
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Fig. 11.6 The IGD index for objective functions of AGA, NSGA, and HNSGA-II algorithms

Figure 11.10 depicts the total system costs for different planning scenarios. The
proposed HNSGA-II algorithm successfully found the optimal values of the MINLP
objective functions

11.5 Conclusion

This chapter introduced the risk-averse optimal expansion planning algorithm for
multi-carrier energy supplier system that utilized distributed energy resources to
supply the electrical and heating loads. The multi-carrier energy system transacted
electricity with the downward active microgrids and the optimization process



11 Risk-Constrained Generation and Network Expansion Planning of Multi-carrier. . . 249

Sy~
R AGA
e
H i
o= -1 T s
= 9 10 —
- 0
=1
[T
$3
L] NSGA
s =
g
t e
g5 ¢
zH 10
b -
© NSGA-II
=
0 800 1600 2400 3200 4000
Number of Generations
(©)
©
&
=
L :l
L7
53
O e
=
g
] c
> B
=]
v O
=
=

0 800 1600 2400 3200 4000
Number of Generations
(d)

Fig. 11.6 (continued)

optimized the contribution of microgrids in the expansion planning horizon. The
costs consisted of investment, operation, and energy purchased from active
microgrids. Further, the energy-not-supplied costs and the locational marginal prices
of system buses were formulated in the introduced model. The algorithm was
optimized using different optimization processes and their results were compared.
The hybrid elitist non-dominated sorting genetic algorithm, adaptive genetic algo-
rithm, and non-dominated sorting genetic algorithm were used to optimize the
formulated problem.



250 M. Setayesh Nazar and A. Heidari

- .
L w 10
®3
g
$3
O c
gy
§ 5 10
2%
=]
= NSGA-II
0 800 1600 2400 3200 4000
Number of Generations
(e)

©
§=
= bl 10
3
5=

=
g3
Qg
S
o @
te
$5 .3
g% 10
T =
= NSGA-II
™=

0 800 1600 2400 3200 4000

Number of Generations
(f)

Fig. 11.6 (continued)



251

Risk-Constrained Generation and Network Expansion Planning of Multi-carrier. . .

11

F2 (Perunit]

0.4
0.3
0.2
0.1

0.2

0.1

[Perunit]

F5

(a)

F3 (Perunit]

F5 [perunit]

(b)
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An industrial district multiple-energy carrier system was used to assess the
introduced method, the optimization process was carried out, and the expansion
planning outputs were determined. The optimization algorithm successfully mini-
mized the total investment, operational costs, and locational marginal prices of the
system. The process encountered the active microgrid contributions in the planning
of the multi-carrier energy system.

Nomenclature

Abbreviations

AGA Adaptive genetic algorithm

AMG Active microgrids

CEC Customers’ energy consumption

CECSs CEC scenarios

CHP Combined heat and power

ESS Electrical storage systems

DER Distributed energy resource

DRP Demand response program

GA Genetic algorithm

HNSGA-II  Hybrid elitist non-dominated sorting GA
IGD Inverted generational distance

IPG Intermittent power generation

IPGSs IPG scenarios

LMP Locational marginal price

MCES Multi-carrier energy supplier

MCESO MCES operator

MILP Mixed-integer linear programming
MINLP Mixed-integer nonlinear programming
NSGA Non-dominated sorting genetic algorithm
OGNEP Optimal generation and network expansion planning
PF Pareto front

TES Thermal energy storages

Variables

CMcCES The investment and operational costs of MCES facilities

CaAMGs The costs of AMG contributions

Cpurchase ~ The electricity purchased from upward market costs
Cipg The costs of IPGs

ENSC Energy-not-supplied cost

revenue  The revenue of energy sold

PdMCES Binary decision variable of MCES facility installation
PDAMGs Binary decision variable of AMG commitment

o Confidence level

p Weighting parameter

s n Auxiliary variables used to compute the CVaR
NYear Number of planning horizon

NWMS  Wholesale market scenarios
NCECS  Customers’ energy consumption scenarios
NIPGS Intermittent power generation scenarios
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Chapter 12 ®)
Uncertainty Modeling in Operation e
of Multi-carrier Energy Networks

Mohammad Salehimaleh, Adel Akbarimajd, Khalil Valipour,
and Abdolmajid Dejamkhooy

12.1 Introduction

As you know, the concept of energy hub (EH) refers to the simultaneous and
integrated planning and management of different energy infrastructure in order to
meet the demand on the consumer side. Input energy carriers can be supplied by
using the bilateral contracts in the EH, through the upstream networks or energy
production equipment. Then, by optimal management, the input energies are deliv-
ered to the outputs by the generation, transmission, distribution, conversion, and
storage devices in the EH, to meet various demands in consumer side such as
electricity, heating, and cooling.

In the last decade, the penetration of the concept of EH has increased as a viable
solution to supply various energy demands in an affordable, adequate, and secure
way for consumers and sustainable energy development, too. Therefore, we have
been facing an increasing expansion of research in modeling the short-term,
medium-term, and long-term planning of multi-carrier energy systems in recent
years. From this aspect, we discuss about short-term planning (operation) of EH in
this chapter.

The optimal operation problem in EH is actually determining the optimal oper-
ating point of energy generation, conversion, and storage devices by considering the
flexibility and dynamics of EH, in order to supply different loads with the
lowest cost.

Input data in optimization problems can be certain or uncertain. In certain
optimization problems, it is assumed that the inputs of the problem have known
values. Therefore, the output decision variables will be valid for a period of time. But
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if the descriptive input data of a system are uncertain, then the prediction of the
performance ahead is definitely uncertain.

In fact, uncertainty is originated from the difference between the input data to the
problem and the actual data that exists. It happens due to various reasons such as
inaccessibility of accurate data when solving the problem (that leads to prediction
error), incorrect data measurement (that leads to measurement error), and approxi-
mations and simplification of data in the implementation process (that leads to
implementation error). Like many engineering problems, optimal operation of EH
is uncertain. For various reasons multi-carrier energy systems in the concept of EH
are faced with uncertainty too. These reasons include the random nature of renew-
able energy sources connected to the EH, errors in forecasting the price of energy
carriers, changes in the proposed price of upstream networks and energy market
rules, forecasting of the electrical vehicle owners’ behaviors, consumer demand
prediction errors, measurement and reporting of errors, and implementation and
simplifications errors. Therefore, the optimal operation of the EH requires exact
modeling, and accurate and close-to-reality modeling will be possible by considering
the uncertainties in these systems. Because in real-world problems, a sudden change
in one data imposes a lot of cost on the system and makes the solution impossible
and inefficient. So, managers and decision makers have to decide while they are
facing various uncertainties.

Therefore, to reduce the challenge for EH owners and decision makers, it is
necessary to consider these uncertainties in order to determine the correct strategy for
optimal operation and also to increase the usefulness of these systems. Different
methods are introduced to model the uncertainty; each has different advantages and
disadvantages, including computational accuracy, computational load, and response
speed. Therefore, in this chapter, we intend to review the historical data of these
parameters and their modeling methods comprehensively.

Accordingly, in this study, in addition to considering the types of uncertainties
and their modeling methods in the optimal operation of EHs, we will review the
researches which are done in this field. Finally, we intend to help reader to find
appropriate idea for modeling and optimization in this field that leads to more close-
to-real decision and avoiding more extra costs by addressing the research gaps in
previous research and studies.

The parts of this chapter are as follows.

In the second and third sections, we represent the types of uncertainty and their
modeling methods in this field, respectively. In the fourth section, we review
previous articles and researches in this regard. Finally, in the fifth section, we
announce research gap and propose suggestions for future research.
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12.2 Types of Uncertainty

Uncertainty is the difference between the known (or predicted) data and their actual
values [1]. The possibility to achieve certain information is approximately zero.
Also, the smallest change of input information can change the optimality signifi-
cantly. Various variables in modeling an issue can have a random behavior along
with exact unpredictable changes of their own. Each of these variables, which should
be considered as uncertain data in an issue, affects the results. Thus, by appropriate
modeling of these uncertain data, their effect on the results’ exactness, accuracy, and
optimality will be more visible. These uncertain variables have various sources and
different reasons, and they are related to the parameters of different parts. Consid-
ering these issues can classify different types of uncertainties.

At the sequel, review of uncertainty in different articles and different classifica-
tions is pointed briefly.

In 1989, Ho considered two types of uncertainties. The first type was an envi-
ronmental uncertainty that is originated from the environment (such as the rate of
customer demand or the price of electricity market), and the second type was the
system uncertainty that is related to the structure and equipment of system (such as
the equipment’s forced outage rate because of their failure).

In [2], uncertainty is divided into two categories, including parametric uncertainty
that is originated from lack of knowledge about the amounts of model parameters,
and structural uncertainty that is originated from uncertainty of model equation.
Authors in [3] divided the types of uncertainty into six categories based on their
sources.

1. Inherent randomness that random uncertainty is presented in essence and nature
and one can consider it easily in probabilistic models.

2. Measurement error that leads to uncertainty in the measured quantity amount: If
several measurements are done, this error can be estimated by statistical methods
and easily captured in the related probabilistic models.

3. Systematic errors in the results of the measurements that originate from human
errors due to difficulty or ignoring.

4. Natural variation that originates from natural system changes in different times
and places and consistently is uncertain towards various natural conditions.

5. Model uncertainty that is originated from the nature of the system and insufficient
knowledge about its processes, the outline of functions, and the number of
parameters.

6. Subjective judgment uncertainty due to interpretation, especially when the data
are few and have an error.

In refs. [4, 5], different types of uncertainties are divided into five categories:

1. Knowledge or epistemic uncertainty is because of lack or limitation of knowledge
in planning and decision-making about the system. The subcategories of this type
of uncertainty include the following items:
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Context and framing uncertainty: This is because of decision makers and
planners’ understanding or knowledge about the content of planning and assess-
ment and setting boundary conditions of realities and uncertainties and it is more
available in conceptual models.

Model uncertainty: Due to features of models, knowledge uncertainty can be
created that is divided into other subcategories (model uncertainty) by itself:

Model input and output data: Input data can be divided into two internal system
data (model system data), and different features of system parameters. Output
data (external driving forces) describe the uncertainties in system environment
that can be based on lack of knowledge or changes of data.

Data uncertainty can possibly originate from measurement errors including
used instrumentations, quality and calibration frequency of instrumentations,
data reading, user error, sampling method, or data recovery. The uncertainty of
exact and fixed parameters (as an example, e or ) is that the exact amount of
these parameters can be ignored in analyses. This uncertainty is the intentional
or unintentional faulty knowledge of parameters. Parameters can be divided
into two categories: priory chosen parameters that will be fixed in the begin-
ning of the study and calibrated parameters that are unknown at the beginning
of modeling and should be determined through calibration:

Model structure uncertainty that is because of misunderstanding or interpretation
of real system processes, such as economic and physical processes, and also
because of the simplification of complex dynamical system for a model
presentation from the theory point of view

Model technical uncertainties that are created by software and hardware errors

Model output uncertainty, from the collection of other uncertainties (data, param-
eters, structure, and so on)

Besides the above categories, we can recognize one more category:

The uncertainty of models with different time and place criteria can also be one
subcategory of this category.

2. Linguistic uncertainty, which is originated from the stated information by a
human that is based on natural language: This type of uncertainty includes
three subcategories:

— Vagueness uncertainty is originated from scientific and natural limitations of
language in the correct presentation of some parameters.

— Ambiguity, in the words that have several meanings and their exact meaning,
is not evident.

— Under specificity that is not in definition or development of some information
or concepts or sufficient cognition will be achieved.

3. Variability/aleatory/random/stochastic uncertainty, originated from natural muta-
bility (that in our idea includes time and place changes of phenomena and is not
reducible), human behavioral pattern changes, changes in technology and
organizations.
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4.

Decision uncertainty that is because of ambiguity in definitions, amounts, and
comparison of goals or function indices. This uncertainty includes incapability in
the prediction of other organizations’ decisions in the future, and incapability in
predicting a set of goals in future, and each rational index. Of course, we believe
that we can consider the error in the algorithm-solving model as a part of the
decision-making uncertainty.

. Procedural uncertainty that is originated from the available time and sources: It

means that extra time and sources (unplanned) are required to achieve new data or
information. Also, uncertainty is essential in the relation between results and
models that can lead to delay in an attempt, choice of amounts in limited range,
and dangerous management decisions. This type of uncertainty depends on the
method of information presentation and its correct understanding.

According to the mentioned sources and to sum up the discussion about different

types of uncertainty, in Fig. 12.1, we present uncertainty types and their
subcategories.

Understanding of this diversity in uncertainty sources and distinguishing among

them specify the rate of effectiveness, and the improvement of modeling perfor-

m
m
m

ance and decision-making. However, functionally preparation of decision-making
odels and management of systems are remarkably related to the approach of
odeling and its appropriateness to the type of uncertainty.
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12.3 Existing Methods for Uncertainty Modeling

Uncertain data modeling leads to accurate, optimal, and close-to-real response.
These uncertainties are modeled by different methods (Fig. 12.2). Although these
methods are different in modeling and explanation of uncertain parameters, all of
them try to reduce the undesirable effects arising from ignoring the uncertain
parameters. In the following, we introduce several methods of uncertainty modeling.

Considering uncertainties at the planning and management stage of systems is
more critical and crucial in multiple energy systems and EHs, due to the number of
different devices and energy carriers used in them. Thus, we are interested in
reviewing the existing methods for modeling and considering uncertainties in such
systems. Although these methods have differences in the modeling and inclusion of
uncertain parameters, their common purpose is reducing of the adverse effects of
uncertainties’ ignoration.

In the following, we introduce some uncertainty modeling methods. These
methods have been introduced and categorized in different fields and different
publications. Our purpose in this section is to summarize and review these methods
as well as address papers that deal with multiple-energy systems and EHs, using
existing methods for considering uncertainties. The categorization of these methods
is summarized in ref. [4, 6-8]. We have summed up all of them in Fig. 12.2 and we
have also added branches to this tree and updated it. We will detail them in the
following subsections.

Sequential MCS
Simulation based(Mumerical approach) Monte Carlo Simulation{MCS) MNon-sequential MCS
Pesudo-sequential MCS
Convolution method
Cumulants method

Probabilistic Based on linearization
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Fig. 12.2 Type of uncertainty modeling methods



12 Uncertainty Modeling in Operation of Multi-carrier Energy Networks 263
12.3.1 Probabilistic Methods

Nowadays, many probabilistic techniques are applied to modeling uncertainty
parameters in engineering system problems. Often when we have sufficient histor-
ical data in uncertain situation, or when the probability density functions (PDFs) of
input parameters are available, the probabilistic methods are used. These approaches
usually use PDF for describing uncertainty parameters, because some uncertain
input parameters follow the PDF, such as normal or log-normal distribution for
load demand, beta distribution for solar radiation, and Weibull distribution for wind
speed variations, to describe uncertainties. Then the aim of this approach is to
provide PDF of output variable, and in order to obtain it several methods are
suggested in some literature for the probabilistic approach. The most frequently
used techniques for uncertainty modeling use the idea of probability methods. We
can classify these techniques into two categories: simulation-based approaches and
analytical ones.

12.3.1.1 Simulation-Based Probabilistic Analysis
Monte Carlo Simulation (MCS)

MCS is one of the most usual stochastic techniques. It is suitable for modeling of
uncertainty parameters and is a broad practical numerical method. The reason is that
MCS does not depend on a system size and it can be used when we have highly
nonlinear systems or are faced with a complicated system with many uncertain
variables [9]. This method is flexible, simple to be implemented, and applicable
for convex and non-convex problems and all types of the distribution function.
However, a large number of required simulations to get accurate solutions and
thus high computational burden are some of the disadvantages of the MCS tech-
nique. In the implementation of MCS as an iterative method, usually the following
steps in the flowchart of Fig. 12.3 are required [7, 10, 11]:

It is noteworthy that by evaluating the PDF for the model output, the mean value,
standard deviation, and other specifications of the output PDF can be extracted.

Three types of MCS methods which are used for probabilistic uncertainty anal-
ysis of engineering systems are sequential MCS, pseudo-sequential MCs, and
nonsequential MCS [7]. The sequential Monte Carlo (SMC) techniques are a set
of simulation-based approaches that obtain an easy and pleasant method to compute
the posterior distribution. The SMC is simple to run, very flexible, and applicable in
a typical adjustment. The nonsequential MCS provides comparable precision to
sequential MCS with less computational burden [12]. A system state is a combina-
tion of all component states; likewise each component state can be determined by
sampling the probability of the component appearing in that state, so nonsequential
MCS is sometimes called “state sampling approach” [7]. In pseudo-sequential MCS,
pseudorandom samples of model inputs are generated according to the PDFs
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Fig. 12.3 A general flowchart of MCS method

specified for each input. In general, Monte Carlo technique needs a large number of
random values. So it is necessary to develop pseudo-sequential Monte Carlo simu-
lation to be faster than former Monte Carlo [13]. Also, there are some techniques
such as Latin hypercube sampling (LHS) [14], sample-splitting approach [15], and
fission and roulette method [16] that are used to reduce the computational burden of
MCS. High efficiency in the face of non-differential and non-convex problems,
support of all PDF types, nonrequirement for accurate recognition transfer function
to calculate, and convenience of implementation are some of the advantages of MCS
method. However, in contrast, heavy computation burden usually because of itera-
tion and a large number of simulations by increasing the degrees of freedom of the
solution space can be some of the disadvantages of MCS.
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12.3.1.2 Analytical Approaches Based on Probabilistic Analysis

The analytical methods are usually explained by mathematical expressions, approx-
imation, and simplifications, and have more complex algorithms [17]. These
methods express system’s input and output in terms of mathematical expressions.
The analytical approaches can be classified into two different categories, including
the methods based on (1) linearization and (2) PDF approximation.

Linearization-Based Methods

The first analytical methods are based on linearization and Taylor series expansion,
and their objective is to create output PDF from input PDF. They try to linearize the
nonlinear transformation function. In these methods, mathematical operations such
as convolution, calculating the coefficients of expansions, and other mathematic
processes are applied to calculate PDFs of output parameters from the PDFs of input
parameters. Some of these methods such as convolution, cumulants and moments,
first-order second moment, Gram—Charlier series, Edgeworth expansion, Taylor
series, and Cornish—Fisher expansion are in this category.

Convolution method: The main drawbacks of this technique are heavy computation
burden and a long time to determine the output PDFs. In order to solve this problem
Allan et al. [18] have used the discrete Fourier transform (DFT) for reducing the
computation load. Later, the concept of cumulant method is introduced to improve
this condition.

Cumulant method: This method uses lightweight calculations to determine the PDF
for a linear combination of different stochastic variables instead of convolution.

However, the drawback of the cumulant-based algorithm is the inaccuracy related
to limitation due to using of the cumulants. By using the moments or cumulants of
the distribution we can calculate the expansion coefficients. Three different approx-
imation expansions are represented below [7]:

1. Gram—Charlier series: This lets many PDFs to be shown as a series composed of a
standard normal distribution and its derivatives [7, 19].

2. Edgeworth expansion: This is used when a stochastic variable is normalized
[7, 20, 21].

3. Cornish—Fisher expansion: This expansion is based on the cumulants of the
variable and the quantiles of the standard normal probability distribution. This
method is used to approximate the inverse function of the CDF (variable’s
quantile) [7, 22].

Taylor series: It is used for approximating a function by using a finite number of
terms of its Taylor series.

First-order second method (FOSM): This method is used to determine stochastic
moments of a linearized function with random input variables, based on a first-order
Taylor series approximation and the first and second moments of the input variables.
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In order to obtain output parameters’ mean value and standard deviation by this
technique we just need the mean value and the standard deviations of the input
parameters and not the detailed PDFs [7, 23, 24].

All of these mentioned methods in this category are reliable on linearization
(by variant difficulty and errors), while the increasing of error is estimated by using a
suitable linear function. These hardness and inexactitude in linearization trend cause
the introduction of other types of methods, which do not need the linearization
process. Therefore, new methods based on PDF approximation have been introduced
that we review in the following [7, 25].

PDF Approximation-Based Methods

The analytical method’s goal is to prepare the appropriate samples of input variables,
which can keep adequate data about the PDF of input variables. Indeed, a PDF
approximation is easier than an approximation of a nonlinear transformation func-
tion [8]. Second group of analytical approaches is based on PDFs of input parameter
approximation by using the suitable samples. Approximate-based techniques pre-
pare a brief explanation of the statistical attributes of output stochastic variables.
Scenario-based decision-making method, point estimation method (PEM), and
unscented transformation (UT) method are in this group, which are clarified in the
following.

Point Estimation Method (PEM)

This method acts based on the concept of moments of uncertain input parameters. In
a problem with n uncertain parameters, the significant steps are as follows [6, 26]:

Step 1: Set E(Y) = 0, E(Y*) = 0 and k = 1.
Step 2: Specify the locations and probabilities of concentrations, 9;, ; and Py ;,
respectively, as follows:

_ IM3(z) i+1 1 (M;(z) 2
s = o o () g (5 (12.1)
i 9 —i
Py =(-1) = (12.2)

Notice that M3(z;) is the third moment of parameter z;.
Step 3: Estimate the concentration points z;_; as given below:

Z](’,‘ = Mz + 19in X Uzi,i = 1,2 (123)

Hz and o,; are the mean and the standard deviation of g ;, respectively.
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Step 4: Calculate the f for both z; ;, as

Z:[ZI,ZZ, "-azk,i’~-'-7zn]7i:172 (124)

Step 5: Calculate E(Y) and E(Y?) using

2
E(Y)=E(Y) + ZPK,if(Zl,Zz, c s This -2 Zn) (12.5)
i=1
2
E(Y2) = E(Yz) + ZPK,ifz(ZhZL ey Zhis e Zn) (12.6)
i=1

Step 6: Set k = k + 1 if k < n and then go to step 2; otherwise continue.
Step 7: Calculate the mean and the standard deviation as

uy = E(Y) (12.7)

oy =\/E(Y?) — E*(Y) (12.8)

By concentration we mean the first few central moments of a stochastic variable
on i points for each variable and this method is focused on the statistical information
presented by this concentration [7].

PEM method is simple and easy to implement. It is a non-iterative and compu-
tationally efficient technique so it does not pose any difficulty in convergence
problem. However, this method has some disadvantages as follows [7, 27]:

— It provides more reliable answers for non-skewed PDFs.

— It just gives the mean and standard deviation of the uncertain outputs.

— There is not any data about the shape of the output’s PDF.

— It can be applied for problem just when we have its PDF.

— If the number of random variables is large, the accuracy would become low.

— Basic method of 2PEM cannot consider the correlation between random
variables.

Nevertheless, the modified version of 2PEM applies to problems with spatial
correlation among multiple uncertain input parameters. However, PEM does not
give information about the precise shape of the output variable’s PDF and presents
the mean value and standard deviation of PDF. Similar to other probabilistic
approaches, PEM also requires PDF of uncertain parameters and gives a better
performance for non-skewed PDFs.

More information on these methods is available in ref. [28]. It is significant that
probabilistic approaches can run in appropriate condition with enough historical data
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about uncertain parameters to make PDF of these variables. When such historical
data do not exist, the possibilistic uncertainty modeling approach may be useful [8].

Unscented Transformation (UT) Method

In order to prevail over the weaknesses of traditional probabilistic techniques such as
linearization process used in these methods, unscented transformation (UT) method
was expanded. This method is a reliable method for computation of the statistics of
an output stochastic variable under a set of nonlinear transformation and is known as
a reliable technique in the evaluation of stochastic problems with/without correlated
uncertain variables. Indeed, approximating a probability distribution is easier than an
arbitrary nonlinear function [8, 17, 29]. Compared with the MCS method, UT
approach has a higher accuracy level and is quicker. In summary, some of the
essential properties of the UT technique are efficient computation, being highly
functional, being easy to implement, acceptable precision without reduction by
increasing the number of random variables, and capability of handling correlated
variables. The UT method is easy to run, time efficient, and reliable to obtain the
uncertain variable output by a set of nonlinear transformations, and it is highly
functional in order to solve problems with correlation among multiple uncertain
input parameters, but it must be mentioned that this method is only applicable in
problems wherein their PDFs of input variable exist, and it is also noticeable that
more uncertain variable needs more time for running the program. In order to study
all steps and mathematical formulation of UT method and for more details, interested
readers are referred to [8, 30]. An advisable trade-off must be regarded between the
lack of information and reducing of the computational burden [8].

Scenario-Based Decision-Making

It is evident that, because of the uncountable occurrences of uncertain parameters,
investigation of all of the realizations of them is not impossible. Instead, we are
interested in considering them as much as possible. Indeed, the realization space is
divided into countable finite parts (scenarios) with a determined heaviness (proba-
bility). Therefore, one of the ways to consider these parameters could be converting
them into several limited and countable discrete scenarios with associated probabil-
ities. This process was the beginning of the formation of the scenario-based method.
By scenario we mean a likely realization of an uncertain set of parameters that are
generated by using the PDF of each uncertain parameter. Z; is the set of scenarios.
The expected value of output variable, y, is calculated as follows [6]:

y=Y 7z xf(Z) (12.9)

SEQ
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where Y 7y = 1 and z, are the probability of s™ scenario. For selecting a small set,
SEQ

Q;, with the cardinality of Nq, from the original set, ;, we should select a small set
of scenarios when the number of scenarios is large [6, 31].

The scenario-based decision-making method is an approximate method that is
easy to run and computationally efficient, and needs the statistical information of
input parameters to convert the continuous space of uncertain ambiance into limited
number of discrete scenarios with related probability. For more details of scenario-
based decision-making method and scenario reduction techniques, readers can refer
to ref. [32, 33].

A comprehensive two-stage multi-objective decision-making model in the opti-
mal operation problem of EH to minimize both energy costs and related level of risk
is presented in [34] which obtains the ability to make decisions under uncertainty by
creating a trade-off between cost and reliability of the system. A scenario-based
approach is applied to the model of uncertainties in electricity demand, electricity
price, and wind power generation by consideration of normal PDF, Rayleigh PDF,
and Weibull PDF, respectively. Authors in [35] have evaluated the effect of RES on
multi-energy system planning by an optimization model under uncertainties. They
have modeled various uncertainty parameters by the usage of related distributions,
such as binominal distribution for solar and wind power generation, normal distri-
bution for demand, and Bernoulli distribution function for unavailability of gener-
ation units. Modeling of the uncertainties of demand, wind, and solar generation
power, in isolated microgrid, is proposed in ref. [36] in order to investigate real-time
dispatching problem and unit commitment in it. For this purpose, different scenarios
by consideration of the probability of each state have been presented by usage of the
discrete statistical distribution. An optimal operational model of multi-carrier energy
system, in the presence of the electrical demand, heat demand, and natural gas
demand; electrical and thermal energy market prices; and wind farm output power
as uncertainty parameters, has been provided by using scenario-based stochastic
method in [37] taking into account thermal demand response program (TDRP) and
electrical demand response program (EDRP). The Monte Carlo simulation (MCS)
has been applied to generate scenarios by using normal PDF for demands and prices
and Weibull PDF for wind speed. A scenario-based approach has been used in [33]
for modeling of uncertainties in the solar and wind output generation. Other
researches that have provided model uncertainties by using probabilistic approaches
are presented in Table 12.2 in more detail.

12.3.2 Possibilistic Method

There are a bunch of variables with access to their PDF not being possible due to the
lack of proper and accurate historical information, and therefore they could not be
modeled with probabilistic methods. These variables are called possibilistic vari-
ables and fuzzy representation is used to model the conventional spatial variables.
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Fig. 12.4 A sample for membership function and a-cut [28]

In engineering and especially in power systems, any external factor may influence
the power system’s parameters, so they are not closed systems. On the other hand,
picking out the suitable PDF for uncertain variables is not simple and it is not
feasible in most conditions especially when the existing data is insufficient or
imprecise. So, using classical probability theory in the power systems meets some
problems. In such cases it is suggested to use the possibility theory and fuzzy logic
could be the best alternative [7, 28].

12.3.2.1 Fuzzy Type 1

The idea of possibilistic logic or fuzzy logic was first proposed by Lotfi Zadeh,
which suggested that the membership value to a set is the key to decision-making
when faced with uncertainty [38].

Assume that y = fixy, x5, . . ., x,,) where:

X: Is a vector containing uncertain input parameter of the system such as wind’s
speed/hourly electricity price

£ Is the system model for the specific uncertainty such as hub’s scheduling in all the
year/in the electricity market

y: Is the output variable such as the optimum ordering of hub’s element to having
minimum cost investment or maximum profit

Type of membership function employed to formulate the specific uncertain
parameter depends on expert’s opinion and trapezoidal membership function is a
common one (Fig. 12.4).
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The most substantial subject beyond the shape of the membership function
(MF) is finding the MF for output (y) with the known MF for input (x). To find
this, two steps should be done:

1. a-Cut Method
If we know the possibility distributions of the uncertain input variable, the
output’s one can be determined by using a-cut method. (In some literature such as
[38] “a-cut” is named as “A-cut” method.)

For a given input variable X the a-cut of X is defined as

A“:{xe U|nf;(x)2(x,0§0c§1} (12.10)
A" = [A", A" (12.11)

A% and A% are upper and lower limits of A%, respectively, that can be found
with optimization methods [7].
2. Defuzzification
This step is used to convert the fuzzy number to crisp one. Based on [38] there
are seven methods for defuzzification, but the most common method which is
introduced in [6-8] is “centroid method” that is also called “center of area or
center of gravity”:

B J 7(x)xdx

X = J m(x)dx

(12.12)

12.3.2.2 Fuzzy Type 2 (T2) Set Approach

Determining the exact degree of membership for a fuzzy set is difficult. Fuzzy
systems have a limited ability to reduce the effects of uncertainty in fuzzy rules
due to their membership functions with precise membership degrees. In real world
we are faced with many sources of uncertainty even when we are using the fuzzy
logic.

For example the meanings of the words that are used with different people are
different; for instance when a man says “He is tall” he means over than 2 m but when
a woman says ‘“He is tall” she means more than 170 cm mostly. Furthermore, the
knowledge gained through experts is uncertain because in many cases experts do not
agree with each other. Add to that the error of measurements that are done in
gathering process of the primary data in fuzzy systems, etc. These all have the
uncertainty concept and uncertainty in fuzzy modeling, which doubles the fuzziness
and makes the new definition and that is fuzzy-fuzzy modeling or fuzzy type 2. Type
1 has a 2-dimensional MF but type 2 has 3-D ones (you can see this in Fig. 12.5).
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Fig. 12.5 The concept of an interval-valued type 2 fuzzy set [39]

Type 2 fuzzy systems are always used in a hybrid format with robust [40] or
stochastic methods [41] and it is similar to Z-numbers (will be mentioned below) to
some extent, but it is not able to show the level of reliability in the form of sentences,
despite its wide usages in decision-making, such as solving fuzzy relation equations,
survey processing, prediction of time series, function estimation, time-varying
channel equalization, and control mobile robots. It is not used in the field of energy
hub system uncertainty modeling because of this lack of reliability.

12.3.3 Hybrid Approaches

In the EHs there are different devices and agents that it is desirable to model the
uncertainty associated with each of them. In this regard, it is worth to remember the
following:

Although the power output from the transformer is often regarded as stable, there
are two specific influential factors that introduce instability into its operation. These
factors are the fluctuations of the grid power [42], and the mechanical degradation/
failure/repair of transformer hardware [43].

The grid power is represented by a distribution function [42] and the mechanical
degradation/failure/repair process is represented by a Markov model [44]. To model
the dynamic behavior of loads, many multistate probabilistic models have been
proposed ranging from a single load-aggregated representation up to more complex
individual load modeling [45].

Due to privacy issues, gathering the operational data of each EV (electrical
vehicle) might not be so easy and the model parameter’s estimation relies on expert
judgments and knowledge of driver behavior so the possibilistic distribution is
chosen to model the uncertainties in EV power.
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Table 12.1 Uncertainties in the multi-energy systems

Type of
Source of information Uncertainty
Component | Parameter uncertainty available representation
Solar Solar irradiation Irradiation Historical Probabilistic (e.g.,
generator variability data beta)
Operation parameters Incomplete Experts’ Possibilistic
knowledge judgments,
users’
experiences
Wind Wind speed Speed Historical Probabilistic (e.g.,
turbine variability data Weibull)
Operation parameters Incomplete Experts’ Possibilistic
knowledge judgments,
users’
experiences
PHEV Power output owners’ | Incomplete Experts’ Possibilistic
aggregation | behavior pattern knowledge, judgments,
subjective users’
decisions experiences
Market Energy prices Variability of Historical Probabilistic (e.g.,
prices price data normal and
Log-normal
distribution)
Hub Input power from grid | Power Historical Probabilistic
components fluctuations data
Random failure of Mechanical Historical Probabilistic [e.g.,
equipment degradation/ data gamma (AC, EHP)
failure date and Weibull (CHP,
B)]
Demands Load value Consumption Historical Probabilistic (e.g.,
Customer’s behavior variability data normal)
on carrier-based
demand response
programs

Most of the time, historical solar irradiation data and wind speed data are
sufficient and accessible. So, both of them use probabilistic distribution such as
beta distribution in solar field [46, 47] and Weibull distribution for wind speed
uncertainty [48, 49].

On the contrary, the operation parameters of the renewable generators (e.g., cut-in
speed of wind turbine, ambient temperature of solar panel) may be modeled by
possibilistic distributions, because renewable generators are end users and it depends
on them [48, 49]. Even if these data are available, the detailed factory data sheet
information is not provided by their manufacturer due to commercial reasons
[50]. The reader can see the summary of these uncertainties in Table 12.1.

In the hub systems with the existence of many devices, and where different kinds
of uncertainties are possible, the decision maker is sometimes faced with a
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multivariate objective function that probabilistic and possibilistic methods cannot
solely model their uncertainties and these approaches should be combined to model
uncertainties in them.

Assume y = fiX, Z), and that X and Z are the vector of uncertain input parameters.
X has a possibilistic nature such as electricity price, Z is such an electrical load that its
PDF is available, and y is the output variable.

To model the uncertainties in such systems, we need to use a hybrid approach that
covers probabilistic and possibilistic uncertainties simultaneously.

1. Possibilistic Monte Carlo approach
The mixed possibilistic Monte Carlo approach has the following steps [28]:

Step 1: For each z; € Z, generate a value using its PDF, Z¢.
Step 2: Calculate (y*)¢ and (X“) as follows:

()¢ = minf(Z°, X*) (12.13)
(z”)e = maxf(Z°,X") (12.14)
X* = (X" X" (12.15)

To gain the statistical data for estimating the output’s PDF or its expected
value these steps are repeated several times.

2. Possibilistic scenario-based approach
Below steps are done for this method [51]:

Step 1: Generate the scenario set describing the behavior of Z, Q.
Step 2: Reduce the original scenario set and make a small set, €2,.

Step 3: Calculate (%) and (X”) as follows:

(7]1) = min Z”s Xf(Zs:Xa)

s€Qq

(X“) = max ¥ 7, x f(Z,,X) (12.16)
sEQ

X* = (X%, X") (12.17)

Step 4: Deffuzzity y.

Despite the accuracy and reality of hybrid approach, it is not used to model the
uncertainties in EH because of its complexity.
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12.3.4 Z-Numbers

As we said before the data in EHs are often imperfect because of their unreliability
and nature. The aspects of the defective information are uncertainty and imprecision.
Uncertainty characterizes the degree of truth, and imprecision characterizes the
content of the data.

Fuzzy set theory and Z-number, introduced by Zadeh (2011), can be used to deal
with these factors in the modeling of such systems especially for multi-criteria
decision-making (MCDM) [51].

A Z-number is an ordered pair of fuzzy numbers denoted as Z = (A, B) where the
first component, A, represents the fuzzy value of the uncertain variable, X, and the
second parameter, B, shows the reliability of A and both are described in natural
language [52]. Compared with the classical fuzzy number, Z-number has more
ability to describe the knowledge of human and the results have less security risk
level and can describe both restraint and reliability. This concept represents the
reliability of input data that can be used in many areas such as decision-making,
forecasting, risk assessment, economics, and engineering.

Since the EH is directly faced with the uncertainties of the input data, the use of Z-
numbers for more realistic EH models is inevitable and by developing and improv-
ing the arithmetic of Z-numbers its applications in EH models can contribute
significantly to realization of these models [4].

For example, let us consider the prediction of the energy market. As it is known
this parameter depends on the number of factors. If we say “Electricity price will be
something higher in this year” it is considered as a more possible event with the
reliability of 100%. This event can be expressed more exactly as “Electricity price
will be something higher in this year, very likely.” So the event can be described by a
Z-number in the form of Z = (A, B) in the second condition, where X is a price of the
energy (includes gas, electricity, and so on) market, A is the constraint which is
“something higher,” and B is the reliability of A which is “very likely.”

12.3.5 Robust Optimization (RO)

Before proceeding with a robust optimization method and related papers, we first
give a brief definition of a robust model and a robust response. A robust model is a
model that represents the space in which, for all scenarios that determine the input
data, it is always in an open or near-accessible position. The robust answer is also the
answer that is relevant or acceptable in all scenarios that are determined for the
input data.

Resilient optimization: In robust optimization, probabilities are uncertain, and
uncertain parameters are estimated through discrete scenarios or interval boundaries.
In a discrete state, for each parameter, based on past experiences and studies and
feasibility studies, several different numbers are proposed; each of them is referred to
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as “scenario.” In the continuous state, each deterministic parameter is determined
with a specified interval.

In a “robust” approach, the ultimate goal is to minimize the worst cost or regret. It
means that, in this method, the problem is optimized in the worst case, and the
answer to the optimization problem is feasible for all scenarios. Indeed, in the robust
optimization, the best answer is chosen from the answers that are justifiable for all
scenarios. It can be said that robust theory of optimization is a risk-averse approach
to dealing with optimization problems under uncertainty.

In other words, the principle of robust optimization is “immunizing a solution
against adverse realizations of uncertain parameters within a given uncertainty
set” [11].

One of the applications of this method is solving the optimization problems with
inadequate information about the nature of the uncertain parameters and the impos-
sibility of extracting PDFs [53]. The concept of robust optimization was first
proposed in 1973 by Soyster [54], who developed a pessimistic robust programming
approach for dealing with certain linear programming problems. A few years later,
Ben-Tal, Nemirovski, and EL-Ghaoui (1998-2000) developed Soyster’s method to
deal with uncertain linear programming problems with various convex uncertainties
which was an essential step in the development of this theory.

Afterwards, Bertsimas and Sim (2004) in [55] and Inuiguchi and Sakawa (1998)
introduced the “soft worst case approach” in robust optimization. A more flexible
version of a pessimistic robust approach tries to minimize the worst value of the
objective function, but it does not seek to satisfy all constraints in the worst
possible case.

In ref. [56, 57], a robust optimization method was used to optimize the short-term
energy efficiency of EH to minimize the cost of energy where the uncertainty of
equipment output efficiency deviation from their nominal values exists. In [58], the
uncertainty of demand and price of electricity and gas in the planning of the hybrid
energy system was considered to be based on a robust optimization method and is
modeled for a commercial building. A two-stage day-ahead robust model was
suggested to consider wind speed variations for a multi-energy system (MES) in
two modified networks, namely 6-bus networks with three nodes of gas and
118 buses of IEEE network with 10 nodes of gas, which increases the flexibility of
power systems in the presence of variable wind power [59]. The robust scheduling of
multi-carrier energy hub system (MCHES) under market price uncertainty has been
modeled in ref. [60], by applying robust optimization approach (ROA).

According to these papers, it can be concluded that a robust optimization method
as a conservative approach can reduce the adverse effects of uncertain parameters to
some extent although it will not always have an optimal solution.

The formulation of a robust optimization method may take several forms. For
more information about the details of various robust optimization methods and its
various forms, the reader can refer to papers such as [6, 7, 54, 55, 61, 62].

More details about these researches are provided in Sect. 12.4.
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12.3.6 Information-Gap Decision Theory Method

This method was first proposed by Yakov Ben-Haim [1]. It does not need PDF or
membership function. It determines the differences (errors) between parameter
values and their estimated ones. In other words this method measures the deviation
of errors, but not the probability of outcomes, regarding the lack of information in
the decision-making process.

The IGDT approach is proposed for evaluating and modeling unknown random
variables, and in this method, the uncertain values are approximated via variation
intervals. Also, IGDT-based model does not require any probabilistic estimation of
uncertain parameters. Thus, it is not sensitive to the random variable forecast [62].

In the following, the mathematical description of this method is expressed in the
form of a brief optimization problem [6, 7, 102]:

f=min( f(X.7)) (12.18)
Hi(X,7) < 0,Vi € Queq (12.19)
G,(X,7) = 0,Vj € Qg (12.20)

yer (12.21)

In the above equations, y is the vector of input uncertain parameters, I" is the set of
uncertainties that describes the behavior of y, and X is the set of decision-making
variables in the problem. In general, the objective function of (X, y) depends on both
uncertain parameters y and the decision-making variable X. The mathematical
expression of uncertainty set is expressed as follows:

Vy eI(—y.¢) = {7: ’%’ < cj} (12.22)

in which —y is the predicted value for the uncertain input parameter. ¢ is the
maximum possible deviation of actual value of the uncertain parameter from its
predicted value, which is also called the uncertainty radius, which is usually uncer-
tain for the decision maker.

Assuming that in Eqgs. (12.18)—(12.21) there is no deviation from the uncertain
parameter of its predicted value, the base case model is defined as
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fyp = min( f(X.7)) (12.23)
Hi(X,7) < 0,Vi € Quneq (12.24)
G;(X.7) =0,V € Qgq (12.25)

The output obtained from Egs. (12.23)-(12.25) gives the base value of the
objective function. In other words, the value of the objective function is assumed
to be obtained by assuming that the uncertainty parameter is the same as its predicted
(or estimated) value. If the actual value of the uncertain parameter varies with its
predicted value, decision makers are faced with two different strategies as below.

12.3.6.1 Risk-Averse Strategy

The risk-averse strategy is usually adopted by conservative decision makers. In this
strategy, the real realization of the uncertain parameter leads to an increase in the
objective function from its base value, and the parameter uncertainty harms the
objective function of the problem. The decision maker in this strategy intends to
make robust decisions about the probable risks of predicting uncertain input
parameters.

Therefore, this strategy tends to determine the optimal value of the decision
variables in such a way that the maximum possible uncertainty radius for uncertain
parameters is obtained for a certain value of the increase in the objective function. In
other words, the objective function is robust against the possibility of error in
prediction of the uncertain input parameter.

The mathematical formulation describing this strategy is as follows [1, 7, 27]:

max (Z) (12.26)
H,'(X, }’) <0,Vie aneq (1227)

Gj(X,y) =0,V] € Qgq (12.28)
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¢= max¢
max FX,y) < Ac (12.29)
Ac=fpX,y) x (14+p),r €Tl
’%‘ <¢ (12.30)
0<p<1 (12.31)

In these equations, ¢ is the maximum radius of the uncertainty (positive param-
eter) that is determined in such a way that, for the change of the uncertain parameter
v, the value of the objective function does not exceed the permissible range. A is the
critical value of the objective function (or the maximum allowable in increasing of
the objective function’s value from its base value), in which the objective function
must be secured against it. It usually is determined by the decision maker as tolerable
threshold of objective function and is a function of the base value of the objective
function. Ac is defined as f§ percent of increase in value of base objective function
(f»). Indeed, g is the positive parameter determined by the decision maker, which
indicates the degree of acceptable tolerance in the increasing of objective function’s
value from the base objective function (f;) due to possible undesirable uncertainties.

In this strategy, the decision maker will be sure about the value of the objective
function for the uncertain parameter variations within the range of determined
uncertainty radius and it is not more than the practical limit for determining the
uncertainty radius of the uncertain parameter.

12.3.6.2 Risk-Seeker Strategy

The uncertainty of the uncertainty parameter does not always lead to a worsening of
the objective function of the problem. In this strategy, the actual realization of the
uncertain parameter does not adversely affect the value of the objective function.
Meanwhile, the actual value of the uncertain parameter reduces the objective
function from its base value.

In this strategy, the decision makers try to make robust decisions against possible
errors in predicting uncertain input parameters and seek to achieve an objective
function with a value lower than the base value, due to the positive changes of the
uncertain parameter. In other words, the decision maker decides for the worst
prediction.

In this approach, the decision variables are adjusted so that the minimum uncer-
tainty radius occurs in the prediction of uncertain parameters. The mathematical
formulation for describing this strategy is as follows [103]:
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min (Z) (12.32)
Hi(X.7) < 0.Vi € Quneq (12.33)
Gi(X.7) = 0.Y) € Qe (12.34)

= ming
FX.7) < Ao (12.35)

Ao = f(X,7) +¢ol fr(X.y)|.y €T

In these equations, ¢ is the minimum radius of the uncertainty (positive param-
eter). Ao is the value of the opportunity that the objective function should be less
than it. ¢o is determined by the decision maker and is a positive parameter. This
parameter determines the greediness degree in a decrease over the base objective
function (f;,) due to possible uncertainties.

An information-gap decision theory (IGDT) is proposed to suggest a robust
optimization model for optimal management of the EH in the optimal short-time
management of EH under the uncertainty in electrical load [76]. In [91], risk-based
robust energy management for intelligent building in the existence of the uncertainty
in electricity’s market price (real time) was modeled by using IGDT with the goal to
minimize the operational cost by limit-risk programming. This method was also
suggested as a risk management tool to control the adverse effects of uncertainties in
wind power, and electrical and thermal loads in a comprehensive risk-based model,
with the economic objective to managing an EH as a mixed-integer linear program-
ming (MILP) problem [68]. These papers show the effectiveness of the IGDT
method in uncertainty modeling.

More details about the researches which model uncertainty by using IGDT
approach in EH concept are also provided in Table 12.2.

12.3.7 Analysis Interval

Interval method is usually used when the interval of variations of uncertain input
parameters is available. We suppose that the values of uncertain parameters are
chosen from a known interval. It is similar to the probabilistic modeling with a
uniform PDF. Thus, this method uses the upper and lower bounds for each uncertain
input parameter and it can show uncertainty with them by an interval. By defining
the range of input variables the upper and lower bounds of output variables will be
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12 Uncertainty Modeling in Operation of Multi-carrier Energy Networks 327

found. It was first proposed by Ramon E. Moore [104, 105]. That is, according to
[6, 7], assume a multivariate function in the form of f= (xy, . . ., x,,) and Ib; < x; < ub;
where Ib; and ub; are the lower and upper bounds for uncertain parameter x;
respectively. The goal is finding the lower and upper bounds of the objective
function f:

d

1 —(=p)?
Prob = / A e 22
! oV2orx

a

b c d
1 X —a -t=w? —(—p)? x—d -t=w?
= {Tz 20'2 (52
> /b_aez —|—/e —|—/c_dez (12.36)
z b c
G(Prob) = up, (Prob) (12.37)

In order to consider the uncertainty of wind in the problem of optimal operation of
an interconnected gas-electricity energy system, an interval analysis method has
been used in [106] according to DR programs. In [79], an automated and linearized
modeling method based on an interval optimization model was suggested to reduce
the effect of the uncertainty aggregated in flexibility (which shows the uncertainty of
the ability of an EH to provide variable and uncertain loads in the outlet without
change in power flow in the input ports) in order for optimal operation of hub
energies. The value of two indicators that indicates the flexibility of the EH, named
as load-carrying capability and uncertainty-accommodating flexibility, is determined
by the degree of freedom of the connection matrices and the area of operation based
on the proposed model. The method of functional interval in urban energy system
planning with various primary energy sources in [107] has been used to determine
suitable alternatives for energy sources in order to model the price of electrical
energy under the uncertainty. Considering the lower and upper bounds as a function
of useful parameters as functional intervals shows more realistic effect of changes in
uncertainty parameters on system performance than the intervals with constant
intervals. An interval method is generally used as a hybrid model with other methods
for uncertainty modeling.

12.4 Review of Previous Articles

In order to give readers access to more details about researches done in the modeling
of uncertainty in hybrid energy system or EH concept and also to know a brief
history of them to achieve an idea for more future studies in this field, a summary is
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presented in Table 12.2. These details include uncertain parameters, modeling
methods, solver, objective function, etc.

This table is designed in 11 columns that are useful for readers. The first column
and the last column show the reference number and year of publication of the article,
respectively. It is possible to follow the changes in the research process over the
years through the last column, and for this reason, we attempt to show the sequence
of years in the table. The second column shows the uncertain parameters which are
considered in the article. The third column describes how to model these parameters.
The objective function of the article is expressed in the fourth column, if mentioned
in it. The objective function, together with the constraints presented in the article,
forms the basic model of the problem. Although the expression of tools and software
was not a necessity, but due to the greater knowledge and readiness of researchers,
this information was added in the fifth column. Also, in order to know more about
the EH that was studied in these researches and design of tests and comparative
research, another information such as type of converter and storage devices, and type
of input and output energy carriers in the EH and case studies, is provided in the sixth
and seventh columns.

You can see that a change in the base model can lead to the development of the
model and thus it is more useful for future work, which will be possible through the
fourth, sixth, and seventh columns. The eighth and ninth columns provide informa-
tion on the type of problem in terms of programming and time horizon, respectively.
For example, if there is a problem with the energy flow or MINLP, it is clear from
here. In the tenth column, an attempt has been done to provide the extra details for
readers such as the considered PDF, methods of generation and reduction of
scenarios, and type of demand response program.

In the next section, we will look at how to use this table for future studies. In order
for quick access, the historical information of the uncertain parameters and their
modeling methods are presented in Table 12.3, which clearly shows the research gap
related to the second and third columns of the previous table.

12.5 Conclusion and Discussion

Simultaneous planning and management of transmission, distribution, conversion,
storage, and generation of various energy carriers is known as the EH concept.
Nowadays, due to the benefits of EHs such as affordable supplying of loads, safe and
adequate supply of consumer demand, and using it as a solution in the development
of sustainable energy, these systems have received significant attention from
researchers and investors. In order to maximize the benefits of the EH, we need to
manage and schedule the EH optimally. The prerequisite for optimal EH manage-
ment is its accurate modeling. So, by considering the uncertain nature of many data
in real world (some of which are mentioned in the introduction) accurate and close-
to-reality modeling of the EH will also be possible. Although optimal management
without modeling the uncertainty parameters helps decision makers to gain an
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12 Uncertainty Modeling in Operation of Multi-carrier Energy Networks 331

overview of optimization problems, it cannot demonstrate the uncertainty in making
real-world strategic decisions.

In this chapter we studied the researches which are carried out in modeling the
operational planning of multi-energy systems under the concept of EH in the
presence of uncertainty particularly. In the second and third sections, the uncertain
parameters and the types of their modeling methods were introduced. Each of these
methods attempts to model uncertain input parameters and reduce the adverse effects
of their ignoration. Specifically, we investigated the articles on uncertainty modeling
of EH with short-term time horizons. Therefore, in order to facilitate the accessibility
of researchers to information and important details of each article, the brief infor-
mation is provided in Table 12.2. In addition, Table 12.3 is designed to provide a
better view of the research gap related to columns 2 and 3 of Table 12.2 by a quick
access classification.

Here we intend to propose suggestions for future studies using the potential
researches that are shown in these tables. As we know, by considering more
uncertainty parameters in the model, we can achieve a more realistic model, which
will help to reduce the risk in the decision-making strategy and reduce the occur-
rence of unforeseen unpleasant events. This will make stakeholders, operators, and
consumers of energy more interested in using integrated multi-energy systems, thus
facilitating the future research. According to Table 12.3 and the second column of
Table 12.2, several uncertain parameters can be suggested for future studies. For
example, some of these uncertain parameters such as water demand at the hub
output, behavior pattern of electric vehicle owners, consumer participation in elec-
trical demand response program (EDRP), and thermal demand response program
(TDRP), and temperature and humidity in agricultural EHs have been modeled only
once. Some parameters such as the price of water (as an input energy carrier) that is
supplied by the upstream network, consumer participation in the cooling demand
response program (CDRP), renewable energy, price and amount of some energy
carriers which can be sold at the EH output ports including electricity and heat and
gas, availability of power generation units, regional heating market, and emergency
outage of converter and storage devices have never been modeled. For future work,
it is recommended to use these new uncertain parameters along with other
parameters.

In Table 12.3 and the third column of Table 12.2, you can see the amount of
application of different methods in this field and the potential of using methods for
modeling in the future. Probabilistic methods are most commonly used methods in
modeling uncertainty parameters. Among the probabilistic methods, simulation-
based (Monte Carlo) and analytical (scenario-based) methods have been used the
most. This is because these methods, despite their time consumption and computa-
tional burden on large issues and large number of scenarios, have easy and quick
implementation compared to other methods. Although the response time in the PEM
probabilistic method depends on the number of uncertainty parameters of the model,
it is the third most widely used method in this field of research due to its appropriate
speed and accuracy. Apart from probabilistic methods, the IGDT method was more
widely used than other modeling methods. Despite its complexity, this method is
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effective and useful for decision makers in extreme uncertainty situations. This is
one of the most powerful methods for making decisions that are robust to severe
uncertainties. But unlike the robust optimization, it does not need to determine the
maximum radius of the uncertainty’s interval for uncertainty parameters and is much
more flexible. Despite the probabilistic methods such as scenario-based methods and
Monte Carlo simulation, IGDT method does not require PDFs of uncertain param-
eters, and since the output variables are not dependent on scenarios, we encounter
with outputs that are efficient and accurate.

In robust method in addition to the difficulty in implementation, especially for
nonlinear problems, and an inability of interval approaches in modeling the corre-
lation between intervals, we are facing a costly approach due to its conservatism and
taking into account the worse case. In regard of uncertainty in EHs, often due to the
availability of different energy carriers and the presence of storage facilities, the
worst conditions will cost less than conservatism, and RO (robust optimization) will
be less efficient.

Along with the increasing of uncertainty parameters and increasing in the inter-
ests of researchers to model such systems more close to real, the application of these
methods will become more frequent, especially in a combined manner. In fact,
hybrid methods are very effective as a combination of methods to take advantage
of all used methods and reduce the disadvantages of them in order to model the
parameters. Therefore, by summarizing the discussion of using modeling methods, it
is suggested that in order to model uncertainty in the optimal operation of EHs in
future work, we should use a combination of methods such as IGDT-SP (stochastic
programing), interval-SP, fuzzy-Monte Carlo, fuzzy-scenario-based and DR-SP
method, and also possibilistic and fuzzy modeling methods.

Further than recommendation about using these modeling methods together, we
propose to consider the other parameters such as operational parameters in solar and
wind systems (e.g., cut-in speed of wind turbine and the ambient temperature of solar
panel) besides the previous ones in order to have the system’s modeling more close
to reality. The expansion of the basic model is one of the things that were done
according to the needs of future consumers. Therefore, columns 4, 6, and 7 of
Table 12.2 can be used for this purpose. This can be done by modifying or
developing objective functions, constraints, input energy carriers, and various
types of energy in the output, converters, storage, and energy generation resources,
as well as some other factors in the model, including reliability indices, pollution
emission cost, equipment depreciation cost [108], consumer satisfaction cost,
responsibility of loads and voltage control, or loss reduction in the energy transmis-
sion networks.

In addition, in each of these cases, different demand response programs can be
used, especially the cooling demand response program (CDRP) [108], which has not
been used in previous articles.

More than these we suggest using the long-term energy purchase contracts along
with the uncertainty in real-time market energy price in the models.
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Finally, we hope that by continuing the process of such research and expanding
such tables, and by taking into account as many uncertainties as possible in the
modeling of such systems, we will move towards sustainable energy development.
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Chapter 13 )
Network Expansion Planning s
of Multi-carrier Energy Systems

Fazel Mohammadi

13.1 Introduction

The network expansion planning (NEP) including system development and asset
management falls into the long-term plans for energy providers. The time frame for
expansion planning in energy sectors is in the order of several years. When it comes
to future planning for energy sectors, cost plays a major role. In other words, the
more accurate the planning the less financial risks associated with asset upgrade and
development. In addition to the cost, factors, such as environmental parameters (i.e.,
emission), reliability, legal and regulatory policies, and socioeconomic impacts,
have to be carefully considered since all these factors impose an indirect cost to
either the energy provider or the society. Within the past several years, security and
physical resilience have also been playing a significant role in expansion planning
along with the abovementioned factors [1, 2]. Through the 1980s, sizable power
outages within the modern grid were rare, averaging fewer than five on an annual
basis. According to a recent report released in 2018 by Eaton, 3526 sizable power
outages were reported in the USA, which are largely due to the outdated infrastruc-
ture and grid consolidation. This has led to situations in which one small incident is
capable of cutting energy to millions of customers. To ensure that energy flow
remains constant to a given area, it is necessary to develop sophisticated models
and analytical procedures in the expansion/upgrade planning of energy infrastruc-
ture. In the past, companies were responsible for future planning only within their
fields independently. To put it differently, traditional expansion planning has been
mostly in the form of when, where, and what capacity of new resources are needed
over future time horizons concerning one type of network, e.g., electric power
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system or natural gas. The integration of electricity, natural gas, and heat sectors has
increased significantly in the past decade due to combined cycle thermal power
plants. With the increased penetration of gas power plants, coordinated expansion of
electricity, natural gas, and heat infrastructure becomes important. In 2019, more
than 38% of the total electricity generated in power plants in the USA was from
natural gas while the share of coal, nuclear, and renewable was 23%, 20%, and 17%,
respectively [3]. In addition, petroleum’s share in the electricity generation was less
than 2% in 2019. According to a recent report released by the U.S. Energy Infor-
mation Administration (EIA), natural gas-based combined heat and power (CHP)
capacity is expected to experience an annual growth rate of 5% by 2050 [3].

Therefore, electric power generation is becoming highly dependent on the gas
network due to the importance of fuel adequacy for gas-fired power generation units.
In multi-energy systems, the interconnection among resources should be considered.
The optimum investment for multi-energy systems is studied in the literature while
considering the demand and constraints at the design stage [4, 5-10]. Additionally,
metrics, such as energy efficiency, security, reliability, and emission, are taken into
account. A strategic energy plan considering interdependencies among different
energy sectors represents a road map for meeting the energy demand while access
to affordable and reliable energy is ensured with a minimum cost. Therefore, a clear
future planning can potentially contribute to economic development at local and
national levels by reducing the uncertainties and making the economic environment
more predictable.

In this chapter, a detailed study of integrating electricity, natural gas, and heat
systems, in which the main objective is their network expansion together, is pro-
vided. This chapter is organized as follows. General information about multi-carrier
energy systems is provided in Sect. 13.2. In Sect. 13.3, the formulation of NEP of
multi-carrier energy systems is described. The solution method to solve the NEP
problem of multi-carrier energy systems is given in Sect. 13.4. Lastly, a brief
summary of this chapter is given in Sect. 13.5.

13.2 Multi-carrier Energy Systems

A multi-carrier energy system has four main components including resources,
demand, energy conversion, and energy storage. The energy conversion plays a
major role in such systems. The primary energy can be converted to useable fuel,
heat/cold, or electricity. Each of the secondary forms of energy can also be converted
to each other at the distribution level: for instance, fuel to electricity, power to gas
(P2G), electricity to heat/cold, and/or fuel to electricity and heat. The main object of
multi-carrier energy systems is to optimally convert, store, and distribute different
forms of energy to meet the demand in any time frame.
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Fig. 13.1 Schematic demonstration of the energy chain from primary energy to energy services

Figure 13.1 shows the schematic of a multi-carrier energy system with two layers
discussed above. The gas-fired power plants highly contribute to the interdepen-
dencies between two secondary forms of energy, i.e., electricity and natural gas. The
gas network is similar to the electric power grids from different perspectives. The
natural gas is transported from wellheads to commercial and industrial consumers
including power plants through compressors, pipelines, and valves, where the
energy conversion is made. Also, the gas can be stored in pipelines, underground,
or wells. Using combined heat and power (CHP) systems leads to achieving higher
efficiency when the heat and electricity are provided from one single source of fuel
(mainly natural gas; however, it can work with a variety of fuels). Furthermore, CHP
systems can potentially mitigate negative environmental impacts in urban areas. A
generic model of a multi-carrier energy system is illustrated in Fig. 13.2. The CHP
unit provides heat and electricity, simultaneously. In addition, the interaction
between the electrical and thermal storage systems can be bidirectional. The main
benefit of multi-carrier energy systems over traditional energy systems is that the
demand can be supplied through multiple carriers leading to a reduced cost of
operation. For instance, an electrical load can be supplied by either the electric
power grids or the CHP unit.
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Heat Generation Resources »  Thermal Energy Storage
v »  Heat Load
Combined Heat and Power
(CHP)
x » Electricity Load
Hla Electrical Energy Storage
Resources

Fig. 13.2 A generic model of the multi-carrier energy systems

13.3 Formulation of Network Expansion Planning
of Multi-carrier Energy Systems

For multi-carrier energy systems, NEP is a process, in which the network (transmis-
sion lines, cables, pipes, etc.) specifications can properly be determined. As a matter
of fact, the network is an infrastructure for transmitting energy in an efficient and
reliable manner from generation units (determined in the generation expansion
planning phase) to consumers (determined from the load forecasting) via compressor
stations and substations, in such a way that (1) consumers’ energy demand can be
adequately supplied both during normal and contingency conditions, and (2) the
minimum costs are incurred.

Hence, NEP for multi-carrier energy systems can be treated as an optimization
problem, in which the allocation (both sending and receiving ends), type of new
transmission/transportation components, and their required availability times are
determined.

Generally, in NEP for multi-carrier energy systems, the main problem is to
specify the transmission/transportation paths between compressor stations and sub-
stations (both existing and new) and their characteristics. Therefore, the investments
as well as operational costs should be minimized while various constraints during
normal and contingency conditions are met.

In the simplest form, in NEP for multi-carrier energy systems, the investment
costs are mainly due to adding new transmission/transportation paths while the
operational costs are related to the costs of energy losses during an element life. In
addition, limiting the transfer capability of an element is a major constraint in NEP.
An outage of a single element is defined as a contingency and studying the single
element outage is referred to as N — 1 contingency analysis. Technically, contin-
gency analysis helps to plan the system while considering the outage of every single
element and at the same time supplying sufficient energy to the customers when no
violation occurs.
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13.3.1 Objective Functions

As stated before, the main aim of studying NEP for multi-carrier energy systems is to
determine the transmission/transportation paths between compressor stations and
substations, both existing and new, as well as their characteristics. For multi-carrier
energy systems, the objective functions and constraints are related to the electric
power, gas, heat systems, and energy hubs as well as energy purchase costs.

13.3.1.1 Network Expansion Planning: Electric Power Systems

The main aim in the NEP of electric power systems is to minimize the total cost (C%),
which is the combination of investment cost (CE.), operation cost (Cfp), and repair

mv
and maintenance cost (Ck,,), as shown below [11]:

C? =Cy 1 +Cg s+Ccs+Cys+Css+Cs 1+ Cp + CgM (13.1)

ct c,

inv

where each of the abovementioned terms is defined as follows:

1. Cy _ ; is the investment cost related to establishing new power transmission lines
and is formulated as below:

Cnr=)Y Crlx)Li (13.2)

i€l,

where L. is the set of candidates, L; shows the transmission line length of i
candidate, x; specifies the transmission line type of /" candidate (in terms of
voltage level, number of bundles and circuits, etc.), and Cy(x;) is the investment
cost per length for type x;.

2. Cg _ s is the investment cost related to the expansion of existing substations so

that the operational limits are not violated. This term is formulated as follows:

Ces=Y Cr(y;) (13.3)

JeL:

where L, is the set of transformer candidates, y; indicates the transformer type of

j’h candidate (according to the utilities’ practices), and C(y;) is the investment
cost for type y;.

3. Cc _ g is the investment cost related to upgrading a new substation to a higher

voltage. This term is formulated as follows:



344 F. Mohammadi

Ces= Y Cs(PL) (13.4)
keN,

where N, is the set of newly upgraded substations and Cs(Py,) is the investment
cost for carrying loading Py, .

4. Cy _ s is the investment cost related to upgrading an existing substation to a
higher voltage while both technical and economic aspects are considered. This
term is formulated as below:

Cuy_s =Y Cu(TP) (13.5)

lEN;

where N, is the set of multi-voltage substations, including existing and new ones;
TP, is the power transmitted through substation /; and C(TP)) is the investment
cost for upgrading substation carrying power loading TP,.

5. Cs _ gis the investment cost related to switching substations while no local load is
supplied. This term is formulated as follows:

Cos= (c_{;vn + c;w(TP,,)) (13.6)

keN,,

where N,, is the set of switching substations and normally is selected from the
available candidates, C/

SWy,

voltage transformation, and C’,, is the cost of transformers based on the carrying

is the cost of n” substation without considering the

loading (TP,,) on the substation. It is worth mentioning that C Sf;n is based on the
costs of land, protection devices, etc., in which the voltage is the main factor to
determine C{wn.

6. Cs _ 1 is the investment cost related to splitting a nearby transmission line as

input/output to that specific substation. This term is formulated as follows:

Cs1= Y Cy, (13.7)

kEN,,

where Ny, is the set of splitting options chosen from the available candidates, and
Cyp,, is the cost of such splitting ().

7. Cy is the cost related to active power losses. This term is a function of losses
associated with new transformers, new transmission lines, and existing trans-
formers and transmission lines. This term is formulated as follows:
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P\’ P\’ P\’
CL=CPi | > Ri(y;) (coé (p) + ZRl(xi)Li(Cos(p) + ZRk(cos (p)

keL, keL, keL,
(13.8)

where CP, is the cost of per unit losses; R(y;) is the resistance of transformer
type y located in position j; R/(x;) is the per unit length resistance of the trans-
mission line type x in position #; Ry is the resistance of existing transformer and/or
transmission line k; P;, P;, and P; indicate the active power flow of a new
transformer j, active power flow of a new transmission line i, and active power
flow of an existing transformer and/or transmission line k, respectively; L, is the
set of existing transformers and transmission lines; and cos is the average power
factor.

In this chapter, C&,, for power transmission lines is neglected due to the fact
that in long-term power system planning, the repair and maintenance cost does
not need to be considered.

13.3.1.2 Network Expansion Planning: Gas Systems

The main aim in the NEP of gas systems is to minimize the total cost (C%), which is

the combination of investment cost (CY ), operation cost (Cgp ), and repair and

maintenance cost (CSy,) related to gas networks, including pipelines, compressors,
and gas storage units, as shown below [12]:

CT=C +C" + C + Co, + CM M+ g (13.9)
N——— —
Ciw Chu

where each of the abovementioned terms is defined as follows:

1. C;"" is the investment cost related to installing pipelines. This term is formulated
as below:

G _ inv
Cy=2_> Cplbyn, (13.10)

ij€Q,kek,

where ), is the set of candidate branches for adding pipelines, K, is the set of
alternative types of adding pipelines, Cip‘lv indicates the investment cost coefficient
of k™ pipeline, Iy, 1s the length of the pipeline between ij branch, and x;, is the
binary investment variable for pipelines.

2. Cif‘v is the investment cost related to installing compressors. This term is
formulated as below:
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=33 "C"x, (13.11)

ijeQ.kek.

where Q. is the set of candidates for adding compressors, K. is the set of
alternative types of adding compressors, CL‘;V indicates the investment cost
coefficient of k" compressor, and Xej is the binary investment variable for
COMmpressors.

3. Cig‘}" is the investment cost related to installing gas storage units. This term is
formulated as below:

Ci =D > Cixe, (13.12)

JEQekEK

where €, is the set of candidates for gas storage units, K, is the set of alternative
types of adding gas storage units, CZ;: indicates the investment cost coefficient of
k™ gas storage unit, and Xgs ;, 1s the binary investment variable for gas storage
units.

4. Cgp is the operation cost of gas networks, which should be calculated at each time
t stage under each scenario s. This term is formulated as below:

C5=> Co, ( £8+ f"jf,,s)pﬁ (13.13)

€

where C,,, indicates the operation cost coefficient of gas storage units; f iim and
f”ﬁ,’s are the gas flow into and out of gas storage units, respectively; and py, is the
flow-power conversion coefficient.

5. CII}M is the repair and maintenance cost related to pipelines. This term is
formulated as below:

RM __ RM
CI’ - Z Z Cpk lP//xP[/,k ( 13. 14)

ij€Q,kek,,

where C[]ko indicates the repair and maintenance cost coefficient of k™ pipeline.

6. CEM is the repair and maintenance cost related to compressors. This term is
formulated as below:

CRM =YY My, (13.15)

ii€eQ.keK,

where C‘,‘ko shows the repair and maintenance cost coefficient of k”* compressor.
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7. CSSM is the repair and maintenance cost related to compressors. This term is
formulated as below:

CoM = Z Z Cilxes (13.16)

JEQkEK g

where C;M refers to the repair and maintenance cost coefficient of k™ gas storage
unit.

13.3.1.3 Network Expansion Planning: Heat Systems

The main aim in the NEP of heat systems is to minimize the total cost (CITi ), which is
the combination of investment cost (CﬁV ), operation cost (C‘;Ip ), and repair and

maintenance (CQM) as shown below [13]:

C =Cll, + CI + Chy (13.17)

mv

where each of the abovementioned terms is defined as follows:

1. CH s the investment cost related to installing pipelines for the heat systems. This

term is formulated as below:

CZV - Z ZC?:DPULP//X/’M + ng (13.18)

ijeQpkeKp

where Qp is the set of candidate branches for adding pipelines, Kp is the set of
alternative types of adding pipelines, Cp" indicates the investment cost coefficient
of k™ pipeline depending on the pipe diameter Dp;, L,, is the length of the
pipeline between ij branch, x,, is the binary investment variable for pipelines, and
C};‘V is the investment cost of the boiler, which depends on its capacity.

2. Cf)’;) is the operation cost related to heat systems that is the summation of cost for
generating the requested heat and cost for making the water continuously circu-
late in the piping networks. This term is formulated as below:

Cffp = Z ZCRQW + ZCEPPu (13.19)

ueQgveQpr ueQyg

where Qg is the set of candidate sites, Q is the set of candidate resources
consumed by the boilers, Cy indicates the unit costs of the resources consumed
by the boilers, Q,, , is the resource input in thermal power term for v resource
and u"" site, C, is the unit cost of electricity for making the water circulate in the
piping network, and Pp, is the pumping power consumed at the u™ site.
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In this chapter, C M for heat systems is disregarded.

13.3.1.4 Energy Hub

For energy hubs, the total cost (C1VB) is the combination of investment cost (CHUB),

operation cost (CHUB) and repair and maintenance cost (CHUB) as below [13]:

CHUB _ CHUB | CEEJB + CHuB (13.20)

mv

where each of the abovementioned terms is defined as follows:

1. CHUB is the investment cost related to installing energy hubs. This term is

formulated as below:

Cine” = Z Z ﬁl(VJBkXHUBM (13.21)

JEQuUBkEK Hup

where Qgyp is the set of candidate nodes for energy hubs, Kyyg is the set of
existing nodes connected to energy hubs, C}‘I‘IVJBk indicates the investment cost
coefficient of k" energy hub, and xpyz i« 1s the binary investment variable for
energy hubs.

2. CSPUB is the operation cost related to energy hubs. This term is formulated as
below:

HUB P2G GF
Cop = Z (Cﬂmop Jibs + COCHPfjlspfp + COGFfj,t,spfp)

J€KwuB

+ Z CUHS (p]ts +p]t¢> (1322)

JEKus

where Ky is the set of candidate nodes for heat systems; Co,,;, Coaps Cogr» and

C,,s are the operation cost coefficients P2G, CHP, gas furnace, and heat system,

respectively; pl;zf’;, Py and pojp . ; are the power flow into P2G from power grids

CHP and

and power flow into and out of thermal storage units, respectively; and /™7 ¢

GF
Jitss

3. CE%IB is the repair and maintenance cost related to energy hubs. This term is
formulated as below:

are the flow into /" CHP and gas furnace at time stage ¢ of scenario s.



13 Network Expansion Planning of Multi-carrier Energy Systems 349

Cius = Z Z CRUB,XHUB (13.23)

JEQuuBkEKHUB

where C{Us, refers to the repair and maintenance cost coefficient of K"
energy hub.

13.3.1.5 Energy Purchase Cost

The energy purchase cost (Cgp) including electricity, gas, and heat purchase for
t time stage in s scenario is as follows (N7 is the total number of time stages in a
scenario):

Cep = » CE+CC +C, (13.24)

teNT

where each of the abovementioned terms is defined as follows:

1. CSEJ is the cost of electricity purchased at time stage ¢ of scenario s. This term is
formulated as below:

CE, =t pt A (13.25)

where csEJ is the cost of electricity supply, pft is the total electricity supply power,
and Ar shows the time duration at time stage ¢ of scenario s.

2. Cgt is the cost of gas purchased at time stage ¢ of scenario s. This term is
formulated as below:

CS = S pl At (13.26)

where cSGJ is the cost of gas supply and psGJ is the total gas supply at time stage ¢ of
scenario s.

3. CSG,; is the cost of gas purchased at time stage ¢ of scenario s. This term is
formulated as below:

cl =l pl At (13.27)

where c , 1s the cost of heat supply and ps , is the total heat supply at time stage
¢ of scenario s.
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13.3.2 Constraints
13.3.2.1 Electric Power Systems
Power Flow Equations

To simplify analysis, for large-scale power systems, one of the reasonable practices
is to use DC power flow equations [14, 15]. In addition, power system planners
avoid any concern regarding voltage problems and possible convergence issues
[16]. However, in the final planning stage, it is necessary to perform AC power
flow to achieve an acceptable voltage profile during normal and contingency
conditions [17].
The general DC power flow equation for normal condition is as follows [11]:
N
> Byj(0:—0;) = Pg, —Pp,, ViCn (13.28)
=1

where 6; and 6; are the voltage-phase angles of bus i and bus j, respectively; B; is the
susceptance of element ij; Pg, and Pp, are the power generation and demand at bus i,
respectively; n indicates the set of system buses; and N denotes the total number of
system buses.

Under the contingency condition that is shown by index ¢, Eq. (13.28) can be
written as follows:

ij

N
ZBC(@,?-@;) — PGS —PpS, ViCnnmeC (13.29)
=1

where C is the rest of contingencies and m denotes the contingency parameters and
variables.

Power Transmission Limits

For the transmission lines and transformers, power transfer should not violate its
limits during normal and contingency conditions. Therefore:

Bi(6;—0;) <P, Vke (L. +L +L,) (13.30)

By (06— 0) <P, k€ (Lot Li+Lo)m (13.31)

where P} and P{ are the ratings of k™ element during normal and contingency
conditions, respectively.
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Substation Limits

All existing and new substations have some technical limitations in terms of the
number of possible input/output transmission lines and feeders. As a result

S M <, vjen (13.32)

i€l
where M’ indicates the maximum limit of the number of connecting transmission

lines to j bus, and M { is a binary index to show that there is a connection between
transmission lines i and j. If the two buses are not connected to each other, M; = 0.

Islanding Conditions
In NEP, no island should appear during normal and contingency conditions. Hence,
Nislana = 0 (13.33)

where Nigang indicates the number of islands.

13.3.2.2 Gas Systems

The following constraints are related to the expansion of gas systems [12].

Investment and Utilization

The following investment and utilization constraints are related to the expansion of
gas networks:

D <X, NjeQqicije®, (13.34)

kek,
where X” is a binary index to show that there is a connection between nodes i and

j for k™ pipeline. If there is no connection between two nodes, X = 0. Qg is a set of
newly added gas nodes:

D xe, <X VijEQ (13.35)

kekK.

where X is a binary index related to compressors and it can be either 0 or 1:
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D g, <X V€ @y (13.36)

kEK g

where X*' is a binary index related to compressors and the same as X, it can be either
Oorl.

Gas Supply Limits

0< fS,, <F V€ Qs V1, Vs (13.37)

Jtss

where f SJ ‘s

F i is the maximum flow limit for gas source node j, and Qg is the set of existing

is the gas supplied by the gas source node j at time stage ¢ of scenario, s,

source nodes in the gas network.

Pressure Limits

z; < T jts < ﬁ'j, V] € Qg,Vt,Vs (1338)

where 7; ; ; is the nodal pressure at time stage 7 of scenario s, and z; and 7 ; are the
minimum and maximum pressure limits, respectively.

Gas Flow Limits

The gas flow balance can be written as follows:

_ L S ig 08
S Fias= D Fiee— S LS = £ (13.39)
jkEJK( b ijGIJ( i ~—

G pLG

Jitst o jits

where fj , s and fj; ,  are the gas flow through pipeline jk and ij at time stage ¢ of
scenario s, respectively; ij‘m indicates the gas load computed by multiplying the gas
load rate (a*jl‘i,x) by the maximum gas demand of node j (Pl“j-f;”s) at time stage ¢ of
scenario s; and JK jy and IJ j, denote the set of feeders whose parent/child is ;.

In addition, the Weymouth steady-state gas flow constraints are formulated as

follows [18]:
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sgn (ni,’s — ll'zj’m) fl.zj,t,s =7y (ﬂ'iz,m — ﬂ'zj’m> , Vij € £2,,V1,Vs (13.40)

sgn (zrl-z’m — nzj,m) f[zj,t,s =7y (nim — ﬂzj’m) prw, Vij € 2,,V1,¥s  (13.41)
kek,

If no pipeline is added, the term »_ x, = 0.
kek,

To guarantee that a compressor can be added in the pipelines, Vij € Q. V1,V s,
the following constraints should be considered:

2 2 2 2 2
Yij (ﬂi,z‘,s - ﬂj,t,s) < sgn (ﬂi,z‘,s - ﬂj,t,s)fij,t,s + M§ :x"ijvk
ek,

(13.42)

2 2 2 2 2
Yij (ﬂi,t,s - ﬂj,t,s) > sgn (ﬂi,t,s - ﬂj,t,s)fij,t,s - ME Xei
kek,

where y;; is the transmission coefficient through pipeline ij, and M is the penalty
factor.

Equation (13.42) shows that compressors can be added in pipelines that have
been built previously. If no compressor is added, Eqs. (13.42) and (13.41) can be
equivalent.

Pipeline Operation Limits
For all existing pipelines, the operation limits are as follows:

nd In4
—Fy < fijes = Fy

Vij € Q,,V1,Vs (13.43)

where FZ is the maximum gas flow through pipeline ij.

For the newly added or candidate pipelines for compressors, the gas flow depends
on the maximum flow limits and the investment decision, as follows:

*Zpr,_kxp,‘,-‘k < fiius < ZF,,ij‘kx,,‘,j'k, Vij € 9,,V1,Ys (13.44)
keK, keK,

—Fpy =M ey, < fing SFp + MY Xeppo Vij € Q2,91Ys  (13.45)

keK, k€K,
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Compressor Operation Limits

For all existing compressors, the operation limits at time stage ¢ of scenario s are as
follows:

7 jrs = Bij Tias (13.46)
7—C -C
—Fii < fijus < Fy (13.47)
where ﬁfj is a coefficient of the existing compressor, and F' fj denotes maximum flow
limit of the compressors.

In addition, for all newly added compressors at time stage ¢ of scenario s, the
following constraints should be met:

ﬁ?j,kﬂ'i,z,s - M(l - xc;/,k) <r Jits < ﬂ?j,k”i,t,s + M(l - xc,/,k) (1348)
—Fip =M1 = xe,) < fos < Fop +M(1—xc,,) (13.49)

/8

The operation limits of the potential compressors to be installed depend on
Egs. (13.48) and (13.49), and are associated with x,, .

Gas Storage Unit Operation Limits

The operation limits of the gas storage unit at time stage ¢ of scenario s are as follows:

+u't <1, Wt
{ . /” b (13.50)
ui,, =0
0 <S55 < D Fin
Kk v 13.51
0 < fog < ZFng urg > t ( . )
=J jts = k 78S jx™ jts
k€K g
T
ix
0+ /%, At — nél»gam’ =1
8s
$%,5 = P (13.52)
1,
Jt 1€+fjtsrllgAt nszgAAt 122
0<8%, <> 8,0V (13.53)
k€K
where u*$ 1 and u 1, are the operation state of storage/release gas for gas storage

units, respectively; Sg”!s indicates the storage capacity of gas storage units; 7' and
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¢ are the gas storage and release efficiencies of gas storage units, respectively; and
S‘zs shows the maximum storage capacity of gas storage unit k.

Equation (13.50) shows that for each gas storage unit, gas storage and release
cannot be done at the same time and for the first stage (f = 1), it is not allowed to
release gas. Equation (13.51) shows that for each gas storage unit, gas storage or

release can be done when both kz Xgs , = 1 and u’ff’t’s =1 are satisfied. ng‘it’s in
€Ky

Eq. (13.52) is associated with the capacity in the former time stage (Sg; i—1.¢)> flow of

gas storage/release in the current time stage ( f%.s) and (£, ), gas storage and

release efficiencies (") and (%), and time duration (A¢). Equation (13.53) indicates

that for each gas storage unit, its initial capacity (Sg;(),x) should be equal to zero.

13.3.2.3 Heat Systems

The following constraints are related to the expansion of heat systems [13].

Pipeline Constraints

One of the major limitations of heat systems is that pipes can be built in only one
direction. As a result, the predefined pipeline layout and one diameter should be
considered for each segment [19]. Accordingly,

Ep  +E, <1 (13.54)
E,., <d (13.55)
> E,, <1 (13.56)

where E),  and E,, denote that pipes of diameter d exist between nodes i and j and
vice versa, respectively, and d; ; denotes the diameter of the pipeline between nodes

iandj.
Hydraulic Constraints
Three major parameters in heat systems, i.e., flow velocity, heat flow, and allowable

pressure drop in the pipelines, strictly depend on the diameter of the pipeline [19]. As
a result,

0y, < Va+ M(l - EP,_(/_",) (i,j).d (13.57)
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40 1, < p CPy Qg Al + M (1 E,,,,) (13.58)
KLiQy, < APy +M(1 - E,,,) (13.59)

where vaw' is the water flow velocity between nodes i and j; v, is the maximum

allowable water velocity in a pipe; M has the same definition as before; d, is the pipe
diameter; Q fi denotes the heat flow between nodes i and j; p,, and CP,, are the water

density at a certain temperature and specific capacity of water, respectively; At is the
maximum difference supply-return temperature; KL, shows the linear coefficient
related to the velocity and pressure drop in the pipes; and AP, is the maximum
allowable pressure drop in a pipe of diameter d.

Heat Flow Constraints

The heat flow at each node mainly depends on the heat losses and heat consumption
at that specific node. In other words,

Z(Q fij = NHLU) = ZijJ- — HD; (1360)
J

J

where NHL;; is the network heat losses between nodes i and j, and HD; denotes the
peak demand at node i.
It should be noted that NHL;; can be derived as follows:

NHL;j = kzt(Top — Tavg) (1 + 2)dij x 10°°> "E, . dy (13.61)
d

where k is the average heat exchange coefficient; T, and 7T,,, are the network
operating and average external temperatures, respectively; and y is the heat loss
coefficient of the district heat network.

In addition, the overall pumping power (P; ; ) required to run the network can be
calculated as follows:

ApiJ,d”dzlefv; ,dij

13.62
dp ( )

Pija =

where Ap; ; ,is the pressure drop in a pipe between nodes i and j with diameter d,
and 7p denotes the network pump efficiency.
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13.3.2.4 Energy Hub

For all energy hub nodes, the sum of thermal power inputs and outputs should be
equal. Considering the gas flow injecting into the gas furnace/CHP, the thermal
power supplied by them can be calculated. It is evident that the gas flow over a
particular range can be input into gas furnace/CHP. In addition, P2G and CHP
systems in the energy hub should be used to convert the electric power into natural
gas and vice versa. As a result, there is an upper power input limit for both P2G and
CHP systems [11-13, 19]. The major constraint associated with the energy hubs is as
follows:

GF CHP __ _HL ip op
Py tPH G = Plas FPjus =P jus (13.63)
~——
+lh d
a AR L/]',r,x
where ngm, p,cffi, and p"'; are the thermal power of gas furnace, CHP, and load,

respectively. ijH;3 can be calculated by multiplying the maximum power of j”* load
( PLh slh

Jitss Jotss
Flow limit for gas furnaces is as follows:

) by its corresponding rate (a*;, ) at time stage ¢ of scenario s.

0< f9F < F" (13.64)
N——"

where F°" is the maximum flow limit of gas furnace and 17,G1F is the energy conversion
efficiency of gas furnace.
Flow limit for CHP units is as follows:

—CHP
0< f<F (13.65)

CHP
p
H Jib.s

o

—+GF . . - . . .
where " is the maximum flow limit of CHP unit and 75 is the energy conversion

efficiency of CHP unit.
Flow limit for P2G units is as follows:

»P2G
0< pi75 <P (13.66)
N——

P2G
U e
P26
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where P, F2¢, and " are the maximum power input limit, gas output, and
efficiency of P2G unit, respectively.
Similar to gas storage units and their operation constraints, shown in

Eqgs. (13.50)—(13.53), thermal storage units have the following operation limits:

sh rh
u; s +u s S 1 Vt
{ Lo (13.67)
Mj,l,s =0
O<p/l$§zpk'x”/k Jolss
keKrs
s Vi (13.68)
0<pJ’SSkZP K o st
€Krs
PY.
S LS
) 0+P,tmh4t—n’7m, t=1
T.
S = o (13.69)
S 1,8
Sz;st ].s+pjzs77hAt_ 1’]jh Al, [22
0<ST/SH§ Zsk Xis 150V (13.70)

kEKTS

SJ"-M and u™ i1s are the operation state of storage/release heat for thermal
storage units, respectlvely; Krs is the set of alternative types of adding thermal
storage units; P, is the maximum power flow limit of adding thermal storage units;

Xis , 18 the binary investment variable for thermal storage units; STjiys indicates the

where u

storage capacity of thermal storage units; #*" and ™ are the thermal storage and

e . . <TS .
release efficiencies of gas storage units, respectively; and S,~ shows the maximum
storage capacity of thermal storage unit k.

13.4 Solution Method

The objective functions presented in Egs. (13.1), (13.9), (13.17), (13.20), and
(13.24) and constraints presented in Egs. (13.28)—(13.70) comprise a mixed-integer
programming (MIP) multistage problem that minimizes the cost of the expansion
plan of electric power, gas, and heat systems while satisfying multiple technical and
nontechnical constraints. This problem can be solved using MATLAB and/or
GAMS software. The solution method can be briefly explained as follows:

Stage 1: Calculating the cost of electric power network expansion using Eq. (13.1)
Stage 2: Calculating the cost of gas network expansion using Eq. (13.9)

Stage 3: Calculating the cost of heat network expansion using Eq. (13.17)

Stage 4: Calculating the cost of energy hub expansion using Eq. (13.20)
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Stage 5: Calculating the energy purchase costs using Eq. (13.24)

Stage 6: Determining a € [0, 1] (o = 0: pessimistic decision and a = 1: optimistic
decision)

Stage 7: Calculating the attribute for most pessimistic scenario (PS) using von
Neumann-Morgenstern criterion

Stage 8: Calculating the attribute for most optimistic scenario (OS) using von
Neumann-Morgenstern criterion

Stage 9: Calculating the attribute of each plan using the Hurwicz criterion as follows
(A; denotes the i attribute):

A; = aPS + (1 — )OS

Stage 10: Prioritizing plans based on the calculated attributes
Stage 11: Selecting the plan with the best A

13.5 Summary

Traditional network expansion planning (NEP) uses independent problems to handle
different sources of energy, including electricity, heat, natural gas, and oil. New
approaches are developed to deal with the challenges of conventional planning that
includes optimization and convergence of energy resources and demand in a shared
sense to make the investment and operation as efficient as possible. This chapter is
aimed at showing that the key priority for network expansion is a thorough analysis
of the integration of electric power, gas, and heat systems. Mathematical models
representing multistage optimization problems, along with main equations associ-
ated with multi-carrier energy systems, are described. The goal is to reduce all
expansion costs of the network subject to technical and nontechnical constraints.
Finally, solution methods for solving the multistage NEP of multi-carrier energy
systems are discussed.
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