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Abstract. In the current era of unprecedented cultural and political tension, the
growingproblemofmisinformation has exacerbated social unrestwithin the online
space. Rectifying this issue requires a robust understanding of the underlying
factors that lead social media users to believe and spread misinformation. We
investigate a set of neurophysiological measures as they relate to users interacting
with misinformation, delivered via social media. A rating task, requiring partic-
ipants to assess the validity of news headlines, reveals a stark contrast between
their performance when engaging analytical thinking processes versus automatic
thinking processes. We utilize this observation to theorize intervention methods
that encourage more analytical thinking processes.
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1 Introduction

The topic of fake news (a subset of the broader concepts of misinformation and disinfor-
mation henceforth referred to as misinformation) has become extremely prevalent in the
realm of professional and social discourse. Mainstream media and popular social media
platforms (e.g. Facebook, Twitter, etc.) have faced waves of criticism for their inability
to effectively block the dissemination of misinformation [1]. This is partially the result
of the problem’s magnitude, whereby almost all social communication and media gen-
res have been infected with various forms of misinformation. The political space was
shook during the 2016 United States election where at least 25% of Americans opened a
relevant misinformation webpage in the months leading to the election [1]. Additionally,
we can see the cultural impact through the recent spread of extremely dangerous, and
false, rhetoric regarding the dangers of vaccinations [2].

The technological aspects of misinformation research include (a) developing algo-
rithmic approaches to distinguish misinformation and (b) designating information tech-
nology interventions to help users detect misinformation. In the past few years, the
majority of research has been conducted on the first theme in which researchers utilize
a combination of linguistic cues supplemented with machine learning network analysis,
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to analyze commonly spread online misinformation [3]. The literature under Theme (b)
suggests that the current social media features such as fact-checkers and flagging sys-
tems are not fully effective in reducing users’ belief in misinformation. One potential
explanation is that these IT interventions are not addressing the real cause. For instance,
flagging a piece ofmisinformationmay not influence ideologicallymotivated userswhen
it matches their pre-existing beliefs, a phenomenon referred to as confirmation bias [4].

People have a propensity to believe misinformation for numerous situational and
dispositional factors, such as limited cognitive capacity and over-reliance on heuristics
that makes individuals more susceptible to cognitive biases [5]. To effectively address
the issue of misinformation we must first identify the key cognitive factors that lead to
the belief in misinformation. This will enable the design of more effective interventions
in order to reduce the incidence of social media users falling prey to misinformation.

The current study attempts to identify some of these key behavioral and cognitive
factors that are correlated with a participant’s likelihood to believe in misinformation.
To this end, we utilize a set of physiological tools as potential predictors of participant
performance in identifying misinformation. Building upon the dual-process theories
of cognition, we use Electroencephalogram (EEG) to interpret System 1 (automatic,
reflective, and effortless) and System 2 (deliberate, analytical, and effortful) thinking
processes during decision making [6]. Further, eye-tracking pupillometry is used to
assess fluctuations in pupil dilation, which indicates the intensity of users’ cognitive
load [7]. Identifying highly predictive factors amongst these measures will enable us
to create a more robust experimental design, capable of conveying why people are
susceptible to misinformation and how we can begin to rectify the underlying problem.
Thus, the current study aims to answer one primary research question: Is there any
neurophysiological evidence to support the notion that System 1 thinking processes are
associated with the belief in misinformation? And if so, how can we leverage this to
reduce the belief and spread of misinformation?

2 Literature Review

2.1 Dual Process Models of Cognition

The dual-process models point to the existence of two information processing modes
in the human cognitive system that play a central role in evaluating arguments and
forming impressions and beliefs [8]. The twomodes have different processing principles
and serve two distinct evolutionary purposes. The “associative processing mode” (i.e.,
System 1) relies on long-termmemory to retrieve similarity-based information and form
an impression about a stimulus [9]. This mode is a fast process that responds to an
environmental cue in less than one second [10]. It searches for similar information to
that cue in the long-term memory representation of one’s experiences built up over the
years [8]. In contrast, the “rule-based processing mode” (i.e., System 2) engages in an
effortful and time-consuming process of searching for evidence and logic to make a
judgment about a statement [8]. This processing mode is a slow and conscious process,
which is under our deliberate control and has much fewer cognitive resources than
the associative mode [11]. As cognitive misers, individuals are reluctant to engage in
deliberative and effortful rule-based cognition [12].



44 S. Early et al.

The effect of cognitive biases on decision-making can be explained by the dual pro-
cess model that recognizes the two contradictory impression formation modes: intuitive
and analytical. Cognitive biases are more associated with intuitive and automatic pro-
cessing of information in which users do not analytically evaluate an argument and trust
their intuition or “gut-feeling”. Intuitive processing is not only a main culprit of confir-
mation bias but also other biases that increase the likelihood that social media users will
believe misinformation. (e.g., belief bias) [13].

Very few studies have been conducted to identify the neural correlates of System 1
and System 2. Pupillometry is considered as a measure of mental effort and cognitive
states [7]. A study by Kahneman et al. [14] shows that utilizing system 2 resources is
associated with an increase in pupil dilation. A recent EEG study was performed by
Williams et al. [15] which replicated the Kahneman et al. experiment. They found that
System 2 thinking is associated with frontal (Fz) theta rhythms (4–8 Hz) while System1
activities are correlated with increased parietal (Cpz) alpha rhysthms (10–12 Hz).

2.2 Research on Misinformation

Although research on misinformation existed for a long time, recently more researchers
are showing interest in studying this phenomenon [16]. For example, in a recent study,
participants were presented with articles containing misinformation, in the Facebook
feed format and asked to indicate their accuracy. The results revealed via survey that
most participants utilized personal judgement and familiarity with the articles source
to distinguish misinformation [16]. A related study analyzed the effect of enabling co-
annotations (i.e., the ability to make personal edits/additions) on social media news
articles and how it impacts a user’s interaction with misinformation [18]. The limited
scale of the study demonstrated that the additional medium for discourse reduced the
likelihood of perpetuating false information.

3 Methodology

An experiment was designed to study the cognitive mechanisms associated with belief
in misinformation. Headlines were generated within two distinct categories. Control
Headlines, in which the headline could be very easily identified as true or false (e.g.,
Ottawa is the capital of Canada), and polarizing headlines, in which the primary topic
or figure mentioned is politically polarizing (e.g. Donald Trump, Barak Obama, Cli-
mate change, Abortion, etc.). A pilot study was designed to identify a list of politically
polarizing terms. Fifty volunteers rated terms (e.g., Trump, Obama, climate change,
planned parenthood, etc.) based on a 5-point scale, ranging from highly positive, to
highly negative conveying personal viewpoints. The top 10 most divisive (strong view
in either direction) terms were used to generate the politically polarizing headlines. The
headlines were constructed based on popular controversial news articles published on
social media and fact checked by Snopes website1. For each headline condition (Con-
trol/Polarizing), half the constructed headlines were false and the remaining half were

1 https://www.snopes.com/fact-check/.

https://www.snopes.com/fact-check/


Relying on System 1 Thinking Leaves You Susceptible to the Peril of Misinformation 45

true. In the main experiment, the headlines were presented to the participants in a tem-
plate, which was constructed to closely mimic the format used in many social media
and news website platforms (Fig. 1). Participants were instructed to rate the accuracy of
the presented headlines on a 4-point scale. Each participant evaluated 20 and 40 news
headlines in the control and polarizing conditions, respectively.

Fig. 1. Headline presentation format, inlcuing 4-point rate scale.

Each participant session was audio and video recorded. We report the characteristics
of the measurement tools according to the guidelines recommended by Müller-Putz,
Riedl. Participants were fitted with the Cognionics (Cognionics Inc., CA) Quick-20
dry EEG headset with 20 electrodes located according to the 10–20 system, capable of
sampling at 500 Hz. This device has a wireless amplifier with 24-bit AD resolution. An
unobtrusive TOBII X2–60 (Tobii Technology AB) eye tracking module was attached
to the participants’ testing screen, capturing various metrics including gaze vectors,
fixation points, and pupil dilation at 60 Hz. Thirteen participants, four female and nine
male, participated in the preliminary study. Participant ages ranged between 18 and
55. Education level amongst participants ranged from a Bachelor’s degree to Doctorate.
Participant recruitmentwas conducted via email, aswell as TV/newsletter advertisement.
Full data collection is currently underway. Ethics approval was secured from the Ethics
Research Board at the authors’ university prior to any data collection.

3.1 Data Analysis

The EEG was preprocessed then fed into a decision tree classifier trained to predict the
participant’s belief in each presented headline (Fig. 2). The goal of applying a classifier
to EEG data is to identify the EEG components associated with correct/wrong responses
and investigate whether such components include the correlates of system1/system2. In
the first step, the continuous EEG was epoched by segmenting the last 2 s of each trial.
Then the preprocessing was performed by (1) applying an FIR filter (0.1 Hz–40 Hz) to
remove the noise, (2) rejecting bad channels, (3) removing noisy epochs, (3) running
independent component analysis (ICA) to identify artifacts such as eye blinks using
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ADJUST plugin [19], and (4) rejecting bad components and reconstructing the EEG
signal. We used Fast Fourier Transformation (FFT) to quantify the signal power based
on four frequency ranges. Delta 0 to < 4 Hz, Theta 4 to < 8 Hz, Alpha 8 to 13 Hz,
and Beta > 13 Hz. A total number of eighty features (20 Channels X four frequency
powers) were fed into a decision tree classifier, which is a powerful binary classifier
that maximizes the classification accuracy using information theory concepts such as
entropy and mutual information [20]. 80% of the collected data was used for training
and the remaining 20% for testing.

Fig. 2. Derivation for decision tree classifier.

Eye tracking data was prepossessed by removing blinks, distorted pupil recordings
(e.g. participant looking away from the screen), as well as data points inwhich the tracker
was unable to record one of the participant’s eyes. A blank gray screen is presented for
two seconds before each trial. This transition/reference screen is utilized as a baseline
for each trial, allowing EEG and pupil values to stabilize from the previous trial. The
baseline dilation for each trial is measured from the average, across both eyes, during this
transition. The second measure is comprised of the average, across both eyes, dilation in
the last 2 s of each trial (up to decision point). The pupil dilation difference (conveyed
as a percentage), for each trial, is then calculated from these two measures.

4 Preliminary Results

Participants were able to correctly identify misinformation, for control headlines, at
96% accuracy. In contrast, performance for the politically polarizing headlines was
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significantly lower at 58% accuracy (P < 0.05). Similar performance patterns were
observed in participants’ response time where the average response time for control
headlines was 6.7 s, while polarizing headlines trailed at 8.9 s (P < 0.05).

The two physiological measures, EEG and eye tracking, yielded varying results. The
EEG decision tree classifier, constructed with 7 usable participant data sets, yielded a
mean accuracy of 70%. EEG results also revealed that a majority incorrect responses
were associated with parietal alpha activity (System 1 processes), while the majority
of correct responses were associated with frontal theta activity (System 2 processes).
Eye tracking pupil analysis yielded no distinct pattern or separation amongst control
headlines, correct responses, and incorrect responses.

5 Discussion

EEG results suggest a distinction between System 1 (automatic) cognitive processes
for incorrect responses and System 2 (analytical) for correct responses. This implies
that when participants engage their analytical thinking they are much more likely to
correctly identify misinformation. This result suggests that intervention methods that
induce or encourage analytical thinking patterns are likely to reduce the acceptance
and spread of misinformation. Having a user take an outsider’s perspective, as well as
critically approaching the topic from an opposing viewpoint, has shown to elicit System
2 processes [21]. Utilizing this notion of encouraging System 2 thinking processes as an
intervention method provides a stark contrast to the ineffective methods attempted thus
far (e.g., Fact checkers and flagging systems). Such methods merely declare whether a
claim is likely fake with minimal effect on misinformation acceptance, as opposed to
having the reader analytically critique their own perspective on the presented headlines
as suggested by the preliminary results of this study.

5.1 Next Steps

Theexperimental designused in our study canbe amended to apply and test the efficacyof
intervention methods designed to induce System 2 activation. This can be accomplished
in two varying methods. First, participants could be required to complete a training
session using a software application prior to completing the experiment, or presented
half way through. This software would train participants to think critically, providing the
tools to breakdown each headline and approach it frommultiple perspectives. The second
method would incorporate a performance breakdown of how accurate the participant has
been with regard to correctly identifying misinformation. This text box would include an
analytical breakdown of each headline, sourced from agencies of varying political and
social biases, as well as a percentage indicating general performance. These intervention
methods can be assessed by having a select portion of future participants undergo this
training, or be presented with the performance breakdown. We can then contrast their
accuracy of identifying misinformation, as well as analyze their neurophysiological
response, with participants who didn’t undergo training or receive the performance
breakdown to discern effectiveness of these interventions.
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