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Preface

The proceedings contain papers presented at the 12th annual NeuroIS Retreat held
on June 2–4, 2020. NeuroIS is a field in information systems (IS) that uses neu-
roscience and neurophysiological tools and knowledge to better understand the
development, adoption, and impact of information and communication technologies
(see http://www.neurois.org/).

The NeuroIS Retreat is a leading academic conference for presenting research
and development projects at the nexus of IS and neurobiology. This annual con-
ference promotes the development of the NeuroIS field with activities primarily
delivered by and for academics, though works often have a professional orientation.

In 2009, the inaugural NeuroIS Retreat was held in Gmunden, Austria. Since
then, the NeuroIS community has grown steadily, with subsequent annual Retreats
in Gmunden from 2010–2017. Beginning in 2018, the conference is taking place in
Vienna, Austria. Due to the Corona crisis, the organizers decided to host a virtual
NeuroIS Retreat in 2020.

The NeuroIS Retreat provides a platform for scholars to discuss their studies and
exchange ideas. A major goal is to provide feedback for scholars to advance their
research papers toward high-quality journal publications. The organizing committee
welcomes not only completed research, but also work in progress. The NeuroIS
Retreat is known for its informal and constructive workshop atmosphere. Many
NeuroIS presentations have evolved into publications in highly regarded academic
journals.

This year is the sixth time that we publish the proceedings in the form of an
edited volume. A total of 41 research papers are published in this volume, and we
observe diversity in topics, theories, methods, and tools of the contributions in this
book. The 2020 keynote presentation entitled “NeuroIS as Qualitative Research:
Solving the Reverse Inference Problem” was given by Alan R. Dennis, current
president of the Association for Information Systems (AIS) and Professor of
Information Systems and John T. Chambers Chair of Internet Systems in the Kelley
School of Business at Indiana University, USA. Moreover, Aaron Newman,
Professor and Chair of the Department of Psychology and Neuroscience at
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Dalhousie University, Canada, gave a hot topic talk entitled “A Critical View of
Neuroimaging.”

Altogether, we are happy to see the ongoing progress in the NeuroIS field. Also,
we can report that the NeuroIS Society, established in 2018 as a non-profit
organization, has been developing well. We foresee a prosperous development of
NeuroIS.

Fred D. Davis
René Riedl

Jan vom Brocke
Pierre-Majorique Léger
Adriane B. Randolph

June 2020

Thomas Fischer
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NeuroIS as Qualitative Research: Solving
the Reverse Inference Problem (Keynote)

Alan R. Dennis

NeuroIS research is commonly quantitative, driven by large amounts data and
p-values. My own research using EEG, specifically event-related spectral pertur-
bation (ERSP), is a good example. Yet, I have come to realize that research using
ERSP (and other forms of NeuroIS) has much more in common with the style of
qualitative research popularized by Allen Lee (former EIC of MIS Quarterly) than it
does with quantitative research. A researcher may hypothesize that a treatment will
lead to differences in activation in some brain regions but ERSP is a hypothesis-free
analysis that examines activity across the entire surface area of the brain, so ERSP
commonly finds activation in regions the researcher did not hypothesize about.
Some neuroscientists have called this the “reverse inference problem” as it is
impossible to use deductive reasoning to determine the cause because the regions
are often associated with several functions. Neuroscientists who see this as a
“problem” lack qualitative research training. For centuries, qualitative researchers
have used abductive reasoning to draw conclusions in situations such as this, so for
them, reverse inference is a valid, well-used, and well-understood research method,
not “problem.” The irony is that the same neuroscientists who label this as a
problem use abductive reasoning when they build their hypotheses to test using
other methods. So, it is not a question of whether or not to use abductive reasoning;
it is a question of when—before or after building hypotheses. Like many issues in
science, the answer is that both approaches are useful and valid.

xi



A Critical View of Neuroimaging
(Hot Topic Talk)

Aaron Newman

Neuroimaging has opened new doors for understanding the brain and, ultimately,
using this knowledge to improve quality of life. The increasing availability of
neuroimaging tools is accelerating this process, through an explosion of available
data. This has also exposed the limitations of these relatively coarse physiological
measurements—and the need for big data, data sharing, and meta-analytic tech-
niques, as well as an emphasis on reproducibility. NeuroIS holds great potential as
an applied discipline, but must always reflect critically on the limitations of the
available techniques. I will outline challenges and opportunities for NeuroIS that
can be learned from the evolution of cognitive neuroscience.

xiii
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Why We Love Blue Hues on Websites: A fNIRS
Investigation of Color and Its Impact

on the Neural Processing of Ecommerce
Websites

Anika Nissen(B)

University of Duisburg-Essen, Duisburg, Germany
anika.nissen@icb.uni-due.de

Abstract. Blue of all colors seems to be generally preferred by humans and
animals. Consequently, the use of this color in ecommerce context has several
positive effects such as increased trustworthiness and aesthetic ratings. These
effects are, in this study, hypothesized to be caused by specific neural processes in
the prefrontal cortex of human decision makers. Consequently, this study tackles
the research question whether there is a distinct neural activation pattern for blue
websites that helps to explain why blue is often most favored. To investigate
this, one website is designed and manipulated in color to which user reactions
are measured by employing functional near-infrared spectroscopy (fNIRS). The
results of this study show that blue colored websites seem to require generally
less processing power related to cognitive processing while revealing increases in
brain structures related to processing pleasant and aesthetic stimuli.

Keywords: Color · Aesthetics ·Websites · fNIRS · Decision making · Neural
measurements

1 Introduction

Out of the blue, the true blue, being blue or feeling blue – blue has several associations
and is consistently rated as the most famous color even across different cultures [1, 2].
Further, this trend does not only occur for humans, but seems to count for animals, too [3].
Consequently, it is not surprising thatwebsites are often designed in decent blue hues (i.e.
Facebook, Twitter, PayPal) [4]. One reason for blue’s popularity might be its association
(among others) with space, openness, and faithfulness [1] while there is no negative
association with this color. Next to these associations, colors can also influence our
emotions and therefore impact heavily the first impressions and evaluations of products
and websites [5, 6]. It was found that the first impression which is influenced by the
color scheme of websites dominates 67% of the purchase process [7]. Consequently, it
is suggested, that blue colors raise the likelihood of purchase decisions on websites [8].
Further, for (physical) products 62–90% of the evaluations made about them stem from

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Switzerland AG 2020
F. D. Davis et al. (Eds.): NeuroIS 2020, LNISO 43, pp. 1–15, 2020.
https://doi.org/10.1007/978-3-030-60073-0_1
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2 A. Nissen

the color of their packaging [9], which makes the study of color inevitable for design
and marketing. While blue seems to be the preferred color scheme for websites as it is
consistently rated as more favorable and more trustworthy [10–13], we are wondering
whether there is an impact of blue observable in the emotional and cognitive processing
of ecommerce websites. So far, general neuroscientific studies that deal with color vision
and perception primarily focus on what is processed in the visual cortex which is directly
related to vision, and not what is processed in the prefrontal cortex (PFC) inwhich higher
cognitive and emotional processing happens [14, 15]. However, as there have also been
studies revealing the emotional and cognitive impact of color on humans, an investigation
of the PFC in which such processes take place might be reasonable. Especially, when
the context of the study is in online shopping and website perception. Consequently, in
this work in progress, we are questioning if changes in the PFC are observable for blue
designed ecommerce websites when they are compared to the same website, albeit in
a different color scheme. Thus, we tackle the research question how are blue colored
ecommerce websites processed in the prefrontal cortex?To give answers to this question,
the remainder of the paper is structured as follows. First, related literature dealing with
color theory and human color vision in general, as well as the effects of blue color
in particular are reviewed. From the latter, two working hypotheses are derived which
are further investigated in this study. After that, the method functional near-infrared
spectroscopy (fNIRS) is described, as well as the study design and procedure. Finally,
results are presented and discussed, and conclusions are drawn.

2 Related Literature

Color Theory and Human Color Vision
Colors have been in focus of several studies reaching from physics to artists to
finally, computer engineers. Apparently, these investigations resulted in several different
approaches of how to group and mix primary colors into further tones. Generally, it can
be differentiated between additive and reductive color mixing. The former is used i.e. in
the RGB color model (=red, green, blue). This model was derived from the ideas coming
from the trichromatic theory of color vision [16] and the Grassman’s Laws of mixing
colored light [17]. This is also in accordance with how humans perceive colors with
their eyes. That is, we physically perceive colors as light sent at different wavelengths
that leads to a sensation in the eye and consequently, in the brain. The peaks of each
of the three colors can be defined in nanometers (nm) – for instance, the blue color
peaks 440 nm which is a short-wavelength, the color green peaks at 540 nm, which is a
medium-wavelength, and red peaks at 580 nm, which is a long-wavelength in the color
spectrum [18]. The different wavelengths of the light are perceived through cones in
the human eye for which a different amount of cones is available for each of the three
colors [19]. The number of cones determines the sensitivity we have for a specific color
– as there are about 40-times more cones for red than for blue, the human eye is more
sensitive to perceiving the color red than the color blue [18, 19].
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Reductive color mixing resulted in what is now known as the CMY(K) color model
(cyan, magenta, yellow, black value for printers). Subtracting primary colors was origi-
nally called RYB (red, yellow, blue) and was derived by taking the opposing and com-
plementary hues from afterimages of the primary color. From this, several theories of
colors were derived with one result of this being the color wheel originally invented
by Isaac Newton [20]. Based on the color wheel, different harmonies according to the
color’s hue can be mixed. Early approaches to color harmonies and their psychological
effects reach back to the 19th century [21, 22]. Another approach is to distinguish colors
due to contrasts on three dimensions being 1) value (meaning light vs. Dark), 2) chroma
(or saturation, intensity or purity), and 3) hue (that means color family, i.e. blue, green,
red…) [10]. These dimensions have resulted in several color atlases that can also be
understood by lay people such as the Munsell color system [23] which is also frequently
applied in literature focusing on color [24–26].

In website design, however, the RGB model either in form of dedicated RGB values
or via HEX codes is most frequently used. Studies that focus on color use on websites,
have shown that the color scheme can influence emotions and the mood of customers
which might further impact their decision making in ecommerce environments [27].
Additionally, color also impacts beauty evaluations of the website and thus, they are one
major impact factor on the aesthetic attribution of websites [10, 28–30]. In some studies,
it has been shown that for instance blue colors positively influence customers’ mood
while red colors negatively impact this [31]. Furthermore, another study revealed that
blue also positively influences user performance while red negatively impacts it [32].
However, all these studies have primarily used behavioral measurements and did not
employ psychophysiological measures. Although the perception and processing of color
might also be culture-dependent, the favor of blue seems to be consistent even across
different cultures [1, 2]. As both prior described cognitive and emotional responses are
processed in the prefrontal cortex (PFC) of the human brain, we further regard it as
reasonable to investigate this with a neuroimaging method.

The Perception and Effects of Blue Color
As stated, the human eye possesses cones which can be identified and related to different
primary colors. When considering both cones and neural pathways through the visual
cortex, it can be differentiated between a blue-yellow and red-green pathway – with the
human eye being less sensible to blue, than to red and green [33, 34]. Consequently, blue
colored stimuli might lead to specific, unique effects which also unconsciously influence
users’ perceptions of ecommerce websites. The main identified effects of blue color are
that it can positively impact human health [35], which might be due to its relaxation
effect [24]. Consequently, blue is suggested to increase performance in creative tasks
and decrease it in tasks requiring high detail [36]. With special focus on color impact
on attention, red seems to evoke a larger and earlier response in the brain in attention-
related tasks [37], which further supports the relaxing effect of blue. In the context of
ecommerce and websites, this effect can also be of advantage as studies have shown
that blue positively signals approach behavior [36], and thus, it leads to higher pleasure
and lower arousal ratings [38]. In general economic contexts, blue is suggested to signal
brand competence when used in a company logo [39], and thus, it might lead to higher
purchase rates [8]. However, it is also perceived as more trustworthy and more favorable
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when used on ecommerce websites [10–13]. Finally, and also of special interest for
online environments, blue websites tend to be perceived to download faster than i.e.
orange websites although their actual download times do not differ [24].

When summarizing these effects on a more abstract level, they might be differenti-
ated in (a) emotional processes which include approach behavior, higher pleasure, less
arousal, brand competence and trustworthiness, and in (b) cognitive processes such as
relaxation, attention, user performance, and probably also trust. Cognitive and emotional
processing in terms of the here named constructs is further observable in the prefrontal
cortex of humans. Thus, blue colored websites might in fact be relatable to distinct
cognitive and emotional processes reflected in the human brain. This leads us to the
following two working hypotheses:

H1: Blue websites will reveal significant neural activity changes in PFC areas
related to processing pleasant stimuli.

H2: Blue websites will reveal significant neural activity changes in PFC areas
related to reduced cognitive processing.

Given that the PFC is primarily responsible for processing such higher,more complex
(attribution to) stimuli, this study further uses one website which is manipulated in color
and observes whether significant patterns can be observed in the PFC for the blue colored
website. These patterns are further analyzed for blue in comparison to (1) no color at
all, and blue in comparison to (2) green and orange, which both lie on the red-green
pathway.

3 fNIRS Study for Neural Color Processing

Method
The visual appeal of the websites was measured using three scales from the Visual
Aesthetics of Website Inventory (VisAWI) developed by Moshagen and Thielsch [40,
41]. In their questionnaire, they include the aspects of colorfulness, simplicity, and
diversity which are each represented by 4–5 items, including reversed items. Simplicity
(SIM) mainly comprises whether the content is easy to grasp and whether the overall
layout appears harmonic.Diversity (DIV)describes the prior describedvisual complexity
and variety which represent the originality of a website. Further, colorfulness (COL)
considers whether the color scheme seems appealing and attractive or not. In addition
to this, we wanted to assess whether the change in color has a significant impact on
purchase intentions (PUI) and consequently, PUI was added as construct.

To complement the questionnaire data,weuse fNIRSas secondmethod to assessneu-
ral activity in the prefrontal cortex (PFC) of participants to receive deeper insights into
cognitive and emotional appraisal processes for the blue colored website. The method
fNIRS has been applied in the field of neuroscience, as well as cognate disciplines [42,
43]. Furthermore, in the context of human-computer interaction and interaction design,
fNIRS has been shown to be a feasible method for measuring usability and user expe-
riences of graphical user interfaces [44, 45]. fNIRS offers a lightweight and portable
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method which can be applied in real-life contexts, while measuring the same biological
processes as fMRI. Further, when compared to electroencephalography (EEG), fNIRS
tends to be more user-friendly and most importantly, more robust to movement arte-
facts of the whole body and facial expressions when participants for instance talk during
recordings [43, 45, 46]. In earlier studies, fNIRS data was found to highly correlate
with the more mature fMRI signal [47, 48]. fNIRS operates with near-infrared light
sent by sources that is absorbed, reflected or scattered by the human brain tissue, or
more precisely by hemoglobin, and received by detectors. As a consequence, fNIRS
takes advantage of this characteristic as the amount of oxygenated and deoxygenated
hemoglobin (HbO and HbR, respectively) for a given brain region can be calculated with
the received light by the detectors [49, 50]. This measurement therefore is an indirect
parameter of neural cortical brain activity. Consequently, fNIRS yields potential for IS
research, as it is a portable and lightweight technology that appears to be mostly robust
to (movement) artefacts and can therefore be applied in practice-relevant scenarios [51,
52]. However, fNIRS has also some shortcomings that might be relevant for IS research.
Most predominately, fNIRS has a limited spatial resolution, allowing to penetrate the
human brain only on cortical structures [49, 53]. This, however, is sufficient to capture
neural responses related to cognitive and emotional processing and decision making on
blue ecommerce websites.

Sample and Study Design
Overall a sample size of N = 24 participants was recruited from the local university
with 75% being male, 25% being female. From the sample, 87.5% were right-handed,
12.5%were left-handed. All participants had normal or corrected to normal sight, except
one that had a red-green color blindness. Average age of the participants was M= 26.33
(SD = 3.985).

For the study design, four different color manipulated websites (blue, green, orange,
black) are used as stimuli (Fig. 1) in connection with the short scales of the VisAWI
[40, 41] and a purchase intention question. The questions and websites are then shown
randomized in an experimental paradigmwhich showed the question first for 2s, then the
website for 4s, then came the question again with a rating 5-point Likert scale and finally
came a jitter with a fixation cross for the mean of 2s. Before the experiment started, par-
ticipants were informed about their privacy and data protection rights, as well as the
operating principle of fNIRS both in verbal and written form. After participants signed
the informed consent, the mobile fNIRS headband was placed on the participants’ head
while taking the craniometric point of the nasion as reference to ensure comparability.
To avoid data biases due to experiment equipment interference, several variables were
controlled which can produce noise in the fNIRS signal [54–56]. The headband was cal-
ibrated for every individual participant through which data quality was assured. Having
finished the calibration procedure, participants were instructed to start with the study.
After participants finished the study, they were freed of the fNIRS headband and had to
fill out a closing questionnaire including demographic questions.

Data Acquisition and Pre-processing
Physiological data was acquired using a continuous-wave NIRSport device developed
by NIRx with a headband montage holding 8 sources, 7 long-distance detectors (average
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Fig. 1. Employed stimuli

distance 30 mm), and 8 short-distance detectors (average distance 8 mm). As commonly
suggested by literature, short-distancemeasurements are crucial to filter out noise caused
by extracerebral bloodflow [57, 58] forwhich8mmprovide an accurate distance [59, 60].
Thewavelengths of the infrared light are 760 nmand850 nm, the sampling frequencywas
7.81 Hz which was resampled to 7 Hz in the pre-processing procedure. The raw fNIRS
data was processed using the NIRS AnalyzIR toolbox [61]. At first, optical density was
calculated, after which the data was bandpass filtered with a high cut-off frequency of
0.2 Hz and a low-cutoff frequency of 0.01 Hz which filters out artefacts due to heart rate
and respiration [62, 63]. Further, short separation channel regression was applied as next
pre-processing step by using the Linear MinimumMean Square Estimations (LMMSE)
[53, 64], which also heavily improves the hemodynamic response includingwhenMayer
waves are present in the signal [65]. This is followed by calculating hemoglobin values
by using the modified Beer-Lambert Law [66, 67]. Canonical hemodynamic response
function (hrf) was used as baseline function for the general linear model (GLM). The
questionnaire data was analyzed using an ANOVA with Tukey-HSD post-hoc tests.
A threshold of p < .05 (Bonferroni corrected) was applied for the conducted group
comparisons.

Results
The self-reported questionnaire results reflect what has been found in literature before.
TheANOVA results were: FSimplicity(3, 188)= 3.045 (p< .03), FDiversity(3, 188)= 3.916
(p < .01), FColorfulness(3, 188) = 3.730 (p < .012), and FPurchase(3, 188) = 3.630 (p <

.053) which show statistical significance for all constructs except for purchase intention.
For the other three constructs significant differences were found between the orange and
the blue website with Bonferroni corrected p-values of p= .018 for simplicity, p= .036
for diversity, and most significantly p = .006 for colorfulness. As blue is in focus of
this study, it provides the basis for the fNIRS group analysis in which it is compared
to (1) an uncolored, black and white website, and (2) to both a green and an orange
colored website. With this, the further focus on the data analysis and discussion are the
prior named contrasts being (1) blue vs. non-colors and (2) blue versus other colors. For
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Fig. 2. T-statistic contrasts between blue and other colored websites (continuous and flagged
lines represent significant channels).

each comparison, we applied paired t-tests with a false discovery rate (FDR) corrected
threshold of q < .05 [68]. Figure 2 shows the t-statistic results of the contrasts between
the blue and the other websites for HbO and HbR with the continuous lines representing
significant channels (Ch) (with q< .05).When being compared to the uncoloredwebsite,
decreased neural activity in the left vlPFC (Ch 22), and right dmPFC and vmPFC (Ch
3, 5, 10, 15, 18, 19) could be identified for the blue website. Further, this comparison
also leads to significantly increased activity in the left dlPFC (Ch 6). When compared
to both other colors (in this case orange and green), significant decreases on the blue
website could be identified in the dmPFC (Ch 5) and the left vmPFC (Ch 15), as well
as increases in the right vmPFC (Ch 11, 18, 19).

4 Discussion

In order to interpret our results and further analyze, whether the working hypotheses are
supported by neural activity, we followingly present typical functions of the identified
PFC regions which are related to decision making, together with the here found activity
in these structures (Table 1). Firstly, and following our hypothesis H1, the left dlPFC
seems to be related to processing pleasant stimuli which was identified increased for
the blue website. Further, areas related to processing negative emotional stimuli such as
the dmPFC and vlPFC were found to be decreased for the blue website which further
supports our H1 which stated that blue websites will show significant differences in
neural structures related to processing pleasant stimuli. Solely the vmPFC partly rejects
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this hypothesis, as it only showed increases on the right hemisphere, albeit not on the
left. Given its role in processing pleasurable experiences, this hemisphere-specific acti-
vation seems contradicting. However, as increases in this region are also observed when
confronted with the favorite brand of a product, activations in this region seem plausible
for the blue website which was rated highest in the aesthetic scales. Consequently, H1
is regarded as supported.

Table 1. Identified activations in this study and typical functions of corresponding areas in
the PFC (italic points are used for discussion)

Area Typical functions Ref.

(left) dlPFC (blue > non-color) • performance monitoring
• behavioral adjustment & error
detection

• reward evaluation & linking
sensory information to decision
and action

• decreased when confronted
with favorite brand

• left dlPFC increased for
beautiful or pleasing stimuli

[15, 42, 69–80]

dmPFC (blue < non-color &
other-color)

• performance monitoring &
adjusting behavior

• forming and processing first
impressions

• increased in attributing
negative valence to stimuli

• emotion processing and
regulation

• activated in color discrimination
and categorization

[69, 70, 73, 77, 81–85]

vmPFC (left: blue < non-color &
other-color;
right: blue > other color)

• increased for purchase
intentions

• working memory
• necessary for rational decision
making

• cognitive control of emotional
processes

• active when facing anticipation
and uncertainty

• activated when facing one’s first
choice brand

• increased for beautiful and
pleasant stimuli

[15, 80, 86–94]

(left) vlPFC (blue < non-color) • related to semantic processing
and categorization processes

• receives emotional and
motivational information to
process for decisions

• controls hand and eye
movements

• activated for facing negative, or
unpleasant images

[15, 83, 95–100]
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Further, as already mentioned, the left vmPFC was decreased on the blue website
compared to all three other websites. Therefore, in the given context this deactivation
might reflect a lower impact of working memory on blue websites which would be in
line with our second hypothesis H2. Cognitive deactivations were also observable in the
dmPFC and vlPFC for the blue website, which both point to decreased effort to process
the first impression, behavioral adjustments, and semantic processing – all of which can
be regarded as more cognitive than emotional functions and thus, these findings support
H2. However, the dlPFC which also incorporates cognitive processing through its role
in performance monitoring, error detection, and behavior adjustment does not support
this hypothesis. Given that this structure was only identified on the left hemisphere, and
not bilaterally might support our assumption that this activation is more related to the
emotional processing and not to the cognitive.

5 Conclusion

To conclude the findings of this work in progress, prior hypotheses which were derived
from literature regarding the effects of the blue color on human perception and behavior
were found to be supported in the neural activity in the prefrontal cortex. That is, blue
websites seem to be characterized by a decrease in cognitive processing which becomes
evident in areas of the vlPFC, vmPFC, and dmPFC. Further, blue websites also elicit
activation patterns typically related to processing beautiful and thus, pleasant stimuli
which further represents emotional processing and attribution of blue websites when
compared to other colors. These findings and conclusions further reveal the need to
pursue further research in this direction in order to shed more light onto the role of
the prefrontal cortex in website processing. Additionally, as mainly areas for decision
making and processing emotional stimuli were activated, both processes seem to be
tightly connected on ecommerce websites. Future research could therefore focus on
how personality traits, gender-related color processing, or the impact of culture, as well
as the use context, and website design influence these processes both on a behavioral and
neural level and therefore, conduct between-group analyses. That is, the favorite color
of a person might for instance influence their perception of the color use on a website,
or specific meanings attached to color which are culture-dependent might impact its
perception. Further, this study could also be reconducted with other methods such as eye
tracking or EEG to better assess the visual pathways of users as well as get more timely
neural information which may be crucial for decision making and color processing
[101]. Although this paper provides a start into this research domain, it also comes
with limitations. Among others, its major limitation is that participants only viewed
screenshots of the colored websites and did not interact with them. The findings of this
study thus are limited in their external validity and need to be further validated in real-life
contexts where users actually interact with the websites – maybe even for longer time
spans or repetitively. Further, the employed sample size included 75%maleswhichmight
result in gender-related biased results, as men and women tend to processes information
differently [102, 103]. Finally, the analysis and data interpretation solely focused on
the blue website and did not focus on the other included colors and their unique neural
patterns. Consequently, follow-up studies can further use these results and investigate
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different colors on websites and their impact on neural processing and consequently, on
beauty perceptions and purchase intentions.
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Abstract. False information such as “fake news” is widely believed to influence
the opinions of individuals. So far, information systems (IS) literature is lacking
a theoretical understanding of how users react and respond to fake news. In this
study,we analyze drivers of cognitive and affective processing in termsof linguistic
cues. For this purpose, we performed a NeuroIS experiment that involved N =
42 subjects with both eye tracking and heart rate measurements. We find that
users spend more cognitive effort (more eye fixations) in assessing the veracity of
fake news when it is characterized by better readability and less affective words.
In addition, we find that fake news is more likely to trigger affective responses
(lower heart rate variability) when it is characterized by a higher degree of analytic
writing. Our findings contribute to IS theory by disentangling linguistic cues that
help to explain how fake news is processed. The insights can aid researchers and
practitioners in designing IS to better counter fake news.

Keywords: Fake news · Linguistic cues · Information processing · Eye
tracking · ECG

1 Introduction

The term “fake news” refers to fabricated news articles that were created with the inten-
tion of manipulating public opinion [1]. Although news has always been questioned in
its veracity [2], the rise of social media allows any user to create and disseminate fake
content with little to no barriers [3]. Fake news receives more attention than real news
and reaches a wider range of users in very little time [4]. In fact, it was estimated that
the average US citizen consumed and remembered between one and three fake news
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articles prior to the 2016 US presidential election, which may have had an influence on
the result [1]. Understanding the phenomenon of fake news thus provides a considerable
challenge for research and practice.

Earlier IS research studied the processing of fake news in regard to prior exposure
[5], cognitive reasoning [6], and affective processing [7]. In addition, researchers eval-
uated different approaches to making users think more critically about the content. This
includes warning messages [3, 8] and alternative presentation formats [9], as well as
user and source ratings [10]. However, it remains unclear what makes users think and
respond to fake news, specifically in regard to linguistic cues embedded within the news
body.

IS literature has extensively studied linguistic cues in the context of deception detec-
tion (e.g., [11–13]). The rationale is that textual content lacks facial expressions or
gestures which could be evaluated to determine if the author is lying. Deceivers are, for
instance, more likely to write their messages with more positive and negative emotive
words [12] and with lower readability scores (i.e., more readable) [11]. Yet, these studies
solely focused on the perspective of the deceivers. That is, they specifically analyzed
linguistic cues that are used by deceivers, but without considering how these cues are
processed by the recipients of deceptive content such as fake news.

In this paper, we address the question of how linguistic cues are associated with
cognitive and affective processing. For this purpose, we conducted aNeuroIS experiment
[14, 15] involving 42 subjects that were presented 40 news articles of different veracity
(real or fake). During the experiment, we measured subjects’ eye fixations and heart
rate variability (HRV) to provide insight into their cognitive and affective processing.
For each article, we calculated the linguistic cues of (i) readability, the fractions of (ii)
positive and (iii) negative emotive words, and (iv) analytic writing using LIWC 2015
[16]. These cues are subsequently used to explain users’ cognitive (eye fixations) and
affective processing (HRV).

Our findings reveal that a higher fraction of positive and negative words and higher
readability scores are associated with more cognitive effort (i.e., more eye fixations) in
the processing of real news and with less cognitive effort in the processing of fake news.
In addition, we find that a higher degree of analytic writing in fake news is associated
with affective responses in terms of lower HRV. In general, users spend more cognitive
effort when processing real news as compared to fake news. Similarly, users spend less
cognitive when they perceive an article as fake after processing the headline.

To the best of our knowledge, we present the first NeuroIS study that investigates how
linguistic cues of online news articles are associated with users’ cognitive and affective
processing. Our study thereby extends existing literature on the processing of fake news
[3, 5, 6, 8] by identifying linguistic cues that distinguish fake news in terms of howmuch
cognitive effort users spend in their veracity assessment. Based on the identified cues, IS
practitioners can, for instance, rank news articles according to whether users will spend
cognitive effort or whether users are likely to experience affective responses. This might
be beneficial in allocating existing fact-checking resources to articles for which users
require more cognitive effort or even experience affective responses.
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2 Theoretical Background

Information processing theory as a model for human thinking and learning builds on
the assumption that the human brain processes any given information [17]. However,
information processing theory also suggests that humans continuously categorize and
filter the given information [18]. This intermediate step becomes particularly relevant
when considering the fact that human information processing involves cognition and
affect [19]. One reason for filtering information is cognitive dissonance [20], an affective
state of psychological discomfort that arises when humans are provided with two pieces
of information that cannot both be true at the same time. To avoid cognitive dissonance,
humans seek for information that is consistent with their beliefs [21, 22]. In addition,
humans have a tendency to ignore information that challenges existing beliefs, which is
also referred to as confirmation bias [23].

Previous research [3, 5, 6, 8–10] on the human processing of fake news is often
based on the assumption that deliberate cognitive reasoning leads to correct categoriza-
tion of news articles. To stimulate cognitive reasoning, these studies evaluated different
approaches, including warning messages [3, 8] or user ratings [9]. This is motivated
by the “classical reasoning account” which suggests that cognitive reasoning leads to
correct judgments [24]. However, humans have limited cognitive capabilities [25] and
tend to avoid cognitive effort [26].

Fake news can also be considered through the lens of deception detection. IS liter-
ature contains many studies that specifically analyzed linguistic cues that characterize
deceptive messages (e.g., [11–13]). For instance, deceivers were shown to use a higher
fraction of positive and negative emotive words [12], and more readable messages [11].
Although these studies only considered the perspective of deceivers, they still motivate
our selection of linguistic cues.

3 Hypotheses Development

Previous studies identified multiple linguistic indicators of deceptive content. This
includes the complexity, i.e., readability of the text [27]. A common measure of read-
ability is given by the Gunning-Fog readability index [28], which is defined as a linear
combination of the number of words per sentence and the fraction of words with three
or more syllables. Lower readability scores indicate better readability (i.e., the text is
easier to read), whereas higher readability scores indicate lower readability (i.e., the text
is harder to read). There appear two ways in which readability has an effect on users’
cognitive processing. Prior research [11] has shown that deceivers tend to communicate
their messages in a more readable way as they are lacking knowledge or memory about
specific events. Accordingly, one could expect that fake news is easier to recognize
when it is characterized by less complex writing. As an alternative, users might spend
less effort when fake news is hard to read as they generally avoid cognitive effort [26].
In order to disentangle these differential effects, we propose the following alternative
hypotheses:

Hypothesis 1a (H1a). Users spend less cognitive effort on assessing the veracity of fake
news when the news body is characterized by lower readability scores.
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Hypothesis 1b (H1b). Users spend more cognitive effort on assessing the veracity of
fake news when the news body is characterized by lower readability scores.

Another important aspect of news articles is the degree to which the author justifies
their claims with reasonable proofs [29, 30]. This also referred to as “analytic writing.”
For instance, prestigious newspapers like the New York Times exhibit a high degree of
analytic writing, whereas blog entries are written with a lower degree of analytic writing
[16]. Accordingly, news that is characterized by a higher degree of analytic writing
should be perceived as more professional and also more reliable. As a consequence, it is
more difficult for users to identify unjustified claims or statements that are characteristic
of fake news. Users should therefore require more cognitive effort to assess the veracity
of fake news when it is characterized by a higher degree of analytic writing.We therefore
propose:

Hypothesis 2 (H2). Users spend more cognitive effort on assessing the veracity of fake
news when the news body is characterized by a higher degree of analytic writing.

Users can experience cognitive dissonance when assessing the veracity of a news
article. That is, the article provides credible information that contradicts the user’s exist-
ing beliefs. This seemsmore likely when fake news appears more reliable due to a higher
degree of analytic writing. Fake news that is characterized by a higher degree of analytic
writing should therefore be more likely to trigger cognitive dissonance, and hence, also
affective responses [31]. We thus propose:

Hypothesis 3 (H3).Users experience affective responses in categorizing fake news when
the news body is characterized by a higher degree of analytic writing.

4 Method

We performed a within-subject experiment, where each subject was shown the same
dataset (20 real news, 20 fake news) in random order. Following previous research [1,
4, 32], we used the fact-checking website “Politifact” to create a dataset of real and fake
news. On Politifact, trained journalists investigate political statements and news articles
to assign a veracity label that ranges from “true” for real news to “pants on fire” for fake
news [33].

In our experiment, each news article is presented in two steps and in a generic
format using the software “Brownie” [34]. In the first step, only the headline is shown
and, based on this, subjects state their initial belief about the veracity of the article (from
(0) strongly real to (6) strongly fake). In the second step, subjects read the news body
and categorize the article as either real or fake. Our experiment is fully incentivized, i.e.,
subjects earn e0.50 (approx. USD 0.60) for each correct news categorization. During
the whole experiment, we employed eye tracking and heart rate measurements.

Based on the raw data from our measurement devices, we calculate the dependent
variables as follows. Our eye tracking device measures the relative coordinates (x, y) for
both eyes on the screen between 0 and 1. We calculate the number of eye fixations with
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the velocity-based algorithm suggested by Engbert and Kliegl [35]. To calculate HRV,
we first performQRS detection to identify the heartbeats in the ECG signal [36].We then
use the tool “cmetx” [37] to calculate HRV as standard deviation of normal-to-normal
inter-beat intervals.

We estimate mixed-effects regression models with subjects’ eye fixations and HRV
as dependent variables. We control for the treatment (0 = real, 1 = fake), the sequence
number (0–39), the headline categorization (from 0 strongly real to 6 strongly fake), the
fractions of positive and negative emotivewords, and a subject-specific random intercept.
The key explanatory variables in our model are readability, given by the Gunning-Fog
readability index [28], and the degree of analytic writing as calculated by “LIWC 2015”
[16]. In addition, we include the interaction terms of all linguistic cues with the treatment
variable to distinguish the processing of real and fake news.

5 Results

We first test our hypotheses H1 and H2 that relate readability and analytic writing
to cognitive processing. The coefficient of Readability × Treatment is negative and
statistically significant (β = −13.139, p < 0.001), while the coefficient of Readability
alone is positive and significant (β = 7.178, p < 0.01). That is, an increase of one
standard deviation in the readability of a fake news article makes users perform 5.96
fewer eye fixations. Hence, we find support for H1b and reject H1a. Subsequently, we
test H2. The coefficient of Analytic writing× Treatment is not significant at common
statistical levels. Accordingly, H2 is rejected.

Our hypothesis H3 relates analytic writing to affective responses. The coefficient of
Analytic writing × Treatment is negative and statistically significant (β = −2.658, p
< 0.01). This means that in the processing of fake news, an increase of one standard
deviation in the degree of analytic writing lowers users’ HRV by 2.66 ms. Hence, H3 is
supported.

Concerning our control variables, we find that the headline categorization is nega-
tively associated with the subsequent cognitive processing of the news body. That is, if
the headline categorization is one standard deviation more towards fake, users perform
4.40 fewer eye fixations. Similarly, we find that, when processing fake news, users per-
form 12.80 fewer eye fixations as compared to processing real news. In addition, we
found evidence for habituation, such that users exhibit fewer eye fixations and higher
HRV with higher sequence numbers.

6 Discussion

Our results show that the processing of fake news depends on the linguistic cues that
characterize the textual content. We find that readability is negatively associated with
cognitive processing, such that users spend more cognitive effort when the news body
is characterized by a lower readability score. This indicates that complex writing makes
it harder for users to discriminate between real and fake news. In addition, we find that
a higher degree of analytic writing is associated with affective responses. This suggests
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that users are more likely to experience cognitive dissonance when the content of fake
news is better justified.

Our study is limited by the selection of subjects as college students are not represen-
tative for the whole of society [38]. However, the task provided considerable challenges
for our subjects in determining the veracity of the presented news articles. The overall
accuracy in correctly categorizing the veracity amounts to a mere 73.46%. This reveals
the difficulty – even for college students – in separating real from fake news and thus
confirms the relevance of our research.
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36. Astor, P.J., Adam, M.T.P., Jerčić, P., Schaaff, K., Weinhardt, C.: Integrating biosignals into
information systems: A NeuroIS tool for improving emotion regulation. J. Manag. Inf. Syst.
30(3), 247–278 (2013)



Identifying Linguistic Cues of Fake News Associated 23

37. Allen, J.J.B., Chambers, A.S., Towers, D.N.: The many metrics of cardiac chronotropy: A
pragmatic primer and a brief comparison of metrics. Biol. Psychol. 74(2), 243–262 (2007)

38. Koriat, A., Lichtenstein, S., Fischhoff, B.: Reasons for confidence. J. Exp. Psychol. Hum.
Learn. Mem. 6(2), 107–118 (1980)



Think Outside the Box: Small, Enclosed Spaces
Alter Brain Activity as Measured

with Electroencephalography (EEG)

Alessandra Natascha Flöck1 and Peter Walla1,2(B)

1 CanBeLab, Psychology Department, Webster Vienna Private University, Praterstrasse 23,
1020 Vienna, Austria

neuroconsult.pw@gmail.com
2 School of Psychology, Newcastle University, Callaghan, Newcastle, NSW, Australia

Abstract. This within-subjects study investigated the effect of small enclosed
spaces on human brain activation during a simple word encoding task. A small
andmovablewooden boxwas designed, inside of which participants were exposed
to visually presented words while asked to decide whether or not the first and last
letters of each word were in alphabetical order. Simultaneously, brain activity was
recorded via EEG.Respective encoding-related brain potentials were contrasted to
an open space condition with the same task instruction. Data processing revealed
that brain potentials were significantly more negative going at left lateral-frontal
electrode locations when participants were inside the box compared to outside.

First, we interpret this finding to show an increase in frontal brain activity
reflecting higher amygdala activation while inside the box, i.e. a bottom-up pro-
cess. Given the enclosed nature of this condition, one may assume fear-related
brain responses to occur, reflecting projections from the amygdaloid complex
to the frontal cortex. A second interpretation is that the increased lateral-frontal
activity while inside the box stems from frontal regulation of negative affective
responses, i.e. a top-down process, associated with the enclosed space. A third
alternative interpretation is that attentional processes mediated by the anterior
cingulate cortex (ACC) are active on higher levels while inside the box versus
outside.

Under the assumption that the event-related potential (ERP) differences are
indeed fear-related, we want to suggest a new psychological construct that is
subsequently introduced as implicit claustrophobia, i.e. a non-conscious fear of
enclosed spaces.

Keywords: EEG · Small enclosed spaces ·Word encoding · NeuroIS · Implicit
claustrophobia · Non-conscious processing · ERP · Neuroimaging

1 Introduction

The human nature has evolved from enjoyment of open-spaced areas to the imposed
necessity of spending the majority of one’s time in rather enclosed spaces, such as
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office cubicles, car cockpits, etc. According to statistics, 2.2% of the population experi-
ence symptoms of severe claustrophobia, resulting in an approximated number of 169.4
million people worldwide suffering from discomfort and uneasiness when situated in
places others may perceive as “normal” [1]. These indicators, however, are solely cases
identified by the concerned individual itself, i.e. self-reported states of feeling given the
presence of certain conditions, or differently termed, subjective experience of a conscious
nature.

The advent of neuroimaging techniques has made possible the profound exploration
of the human mind, without being delimited by the realm of consciousness, the mea-
sures obtained allowing for objective assessments of conditions. As demonstrated by
Rugg et al. [2] such measurements potentially demonstrate differentiated results when
comparing objectively gathered data to data gathered through self-report [3–7]. Subse-
quently, referring back to the statistics concerning claustrophobia, one may assume a
huge dark number of cases to exist, due to the possibility of non-conscious effects, i.e.
not subjected to conscious access, and therefore not reportable by the individual. The
effects of this non-conscious form of claustrophobia, even if not causing any obvious
distress or discomfort, may after all affect overall functioning of the human mind. If the
subsequently proposed construct does present itself to exist, implications would hold
within themselves a wide variety of influences, such as negatively affected performance
in the workplace, decreased productivity, overall negatively affected well-being, etc.

The present study was designed to investigate if a small enclosed space alters brain
activity during a simple word encoding task in comparison to an open-spaced condition.
The enclosed space condition was created by implementing a wooden box, measuring
130 × 110 × 150 cm, respectively for length, width and height, while the open space
condition was constituted by being situated in an approximately 30 m2 room. The afore-
mentioned encoding task was chosen for its standardized simplicity, consequently mini-
mizing cognitive effort, allowing for the imposed space-related condition differences to
be more dominantly processed. If a small enclosed space indeed alters brain activity, as
according to our hypothesis, then we propose the introduction of a new psychological
construct titled “implicit claustrophobia”. Given the lack of research done on this topic,
the novel construct could surly be deemed as rather speculative. Through implementing
the methodology of Electroencephalography (EEG), falling into the category formerly
deemed as “objective measures”, it is assumed that if implicit claustrophobia exists, then
corresponding changes should be detectable when comparing enclosed-space ERPs to
open-space ERPs.

2 Materials and Methods

2.1 Participants

In sum, 19 subjects partook in the present study (mean age = 20.4 (SD = 1.5); 6
males). All of the participants were right handed and reported normal or corrected-
to-normal vision capacities. All of the participants were Viennese residents and either
enrolled in secondary or tertiary education programs. None of them reported a history
of psychopathology and none were prescribed any psychotropic or otherwise potentially
interfering medication. The participants reported sufficient knowledge of the English
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language to partake in the present study, which was approved by the ethics committee
of Webster University in Saint Louis, Missouri, USA.

2.2 Stimuli

The stimuli consisted of five to seven letter, meaningful words that were presented for
1000 ms in white font against a black background on a Dell E2214hb 21.5” widescreen
LEDLCDmonitor. The experimental paradigmwas created with the E-Prime 2.0® soft-
ware package. The experiment consisted of two conditions (open space/enclosed space)
with respectively two phases (encoding/recognition). During the encoding phase 50
words were presented in a random sequence, which then reappeared in the immediately
following recognition phase, in addition to 50 novel word stimuli. Further, participants
were instructed to indicate the order of the initiating and ending letter, i.e. if the letters
appeared in alphabetical order the left button was to be pressed, if they did not, the right
button was to be pressed. The alphabetical encoding was implemented so as to maximize
the effects of the enclosed space itself (a wooden box measuring 130 × 110 × 150 cm,
respectively for length, width and height), rather than distracting the subject from this
unusual target condition. For each trial in both conditions (target and control) the pre-
sentation sequence remained unaltered with the exception of the words shown. One trial
consisted of a blank screen (1 s) followed by a white fixation cross (1 s), another blank
screen (1 s), the stimulus (1 s) and a third blank screen with indefinite duration time,
solely dependent on the response time of the partaker.

2.3 Data Collection

Partakers’ task responses were collected using the PST Serial Response BoxTM and
recorded via the E-Prime 2.0® software. Electrical brain activation across all participants
was acquired using the Geodesic EEGTM System 400 with a HydroGel Geodesic Sensor
Net of 64 electrodes while potential changes were perpetually sampled at a rate of
1000 Hz (EGI; Electrical Geodesics, Inc.) The continuous EEG data was recorded by
EGI Net Station 5.4 software.

2.4 Procedure

Participantswere invited to come to theCanBeLab (Cognitive&AffectiveNeuroscience
and Behavior Lab) at the campus of Webster Vienna Private University. After having
arrived, they were provided with information concerning the methodology of EEG, the
study itself and behavioral adequacy to minimize movement artefacts. They were asked
about their vision and psychopathological history as well as their proficiency regarding
the English language. Subsequently, the participants were seated while the EEG sensor
net was applied before initiating the experiment either in the open or enclosed space
condition – depending on the counterbalanced sequence selected. The EEG net was
applied over the whole scalp, the electrodes connected to the ground and referenced to
the Cz point with impedance kept below 50 k�.
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2.5 Data Analysis

EEG signal processing and extraction were carried out with the EEG DISPLAY 6.4.9
software (created by Ross Fulham). An offline bandpass filter from 0.1 to 30 Hz was
applied before defining epochs from 100 ms before stimulus onset (used as baseline)
to 1000 ms after stimulus onset. Respective epochs were inspected for obvious visual
artefacts and if occurring selected and discarded.As afinal step, the createdERPaverages
of each dataset were rereferenced to the common average across all inspected electrode
sites [8].Mean amplitude values of 60msERP timewindowswere then taken to calculate
potential differences between word processing ERPs inside versus outside.

3 Results

3.1 Electroencephalography (EEG)

Visual inspection of grand-averaged ERPs revealed a clear focus of differences at left
lateral-frontal electrode sites, where brain potentials were found to be more negative
going when participants were inside the box versus outside. Table 1 shows significant
ERP differences between the two conditions across consecutive time windows for seven
selected electrode locations over the left lateral-frontal brain area. As a result, electrode
7 shows most pronounced differences as can also be seen in Fig. 1 displaying actual
ERPs including topographical maps. Visual inspection revealed no such differences
over corresponding right lateral-frontal areas and indeed statistical analysis resulted in
a lack of significant p-values for those sites.

Table 1. P-values as a result of t-tests comparing mean ERP amplitudes of 60 ms time windows
inside versus outside for consecutive times after stimulus onset (top line shows time intervals
in milliseconds). The left column shows for which electrodes respective results are listed. Cells
highlighted in blue color show significant p-values. Note that no significant effects were found
for right lateral-frontal electrode locations that indeed do not show any ERP differences between
inside and outside the wooden box.

Ele/ms 48 108 168 228 288 348 408 468 528 588 648 708 768 828 888 948

4 .409 .312 .159 .623 .382 .009 .202 .343 .117 .241 .001 .378 .318 .103 .281 .001 

6 .461 .502 .133 .473 .222 .020 .101 .247 .058 .086 .137 .173 .398 .027 .041 .084 

7 .558 .031 .006 .208 .074 .001 .007 .031 .015 .007 .042 .131 .057 .026 .099 .045 

8 .575 .866 .189 .305 .323 .147 .333 .602 .185 .415 .761 .637 .987 .251 .355 .468 

15 .271 .035 .062 .283 .450 .006 .105 .203 .078 .058 .178 .198 .167 .041 .111 .072 

53 .41 .98 .985 .086 .765 .831 .594 .976 .783 .924 .643 .445 .268 .824 .932 .861 

54 .221 .671 .672 .072 .843 .406 .533 .888 .805 .988 .764 .649 .231 .939 .993 .991
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Fig. 1. Event-related potentials (ERPs) at the anterior frontal midline, left lateral-frontal and right
lateral-frontal cortical areas. It is clearly visible that the midline and left lateral-frontal electrodes
show enhanced negativity for the inside condition (red curve) compared to the outside condition.
Blue boxes around electrode numbers mark locations with statistically significant effects. The
highest significances were found at electrode number 7 (see time window marked in blue color;
overlaid to ERPs). On the right top corner topogrphical maps are shown. The top two maps also
demonstrate higher negativity for inside verus outside.

4 Discussion

The role of the frontal cortex in human behavior has been largely associated with moni-
toring, planning, organizing and other functions deemed to be unique human properties
[9]. Damage to the aforementioned area has been proven to result in difficulties and gen-
eral impairment of such activities [10]. The frontal cortex is assumed to receive input
from structures embedded in the limbic system, which includes - among others - the
amygdaloid complex.

The amygdaloid complex consists of several nuclei said to mediate responses to
fear and threat-related stimuli, while both receiving and projecting information-laden
signals from and to surrounding brain structures [11]. Damage to the amygdala has been
shown to result in a far-reaching deactivation to fear eliciting stimulation, i.e. a decreased
reactivity when confronted with dangerous situations. Therefore, the amygdalamaywell
be considered an important constituent of the human’s inherent vigilence system [12].
As an evolutionary evolved structure, the complex has been assumed to be especially
responsive to stimuli of a highly ambiguous nature, which are still subjectively assumed
to contain biological relevance for the organism. This assumption finds its roots in
the nature of ambiguity, namely, a sense of uncertainty regarding both the origin and
subsequent impact of the danger at hand.

Following the line of thought, the present study proposes a construct bearing a certain
resemblance. It is assumed, that the enclosed space at hand – the wooden box – elicits
similar activation. Therefore, the first conclusion drawn from the presented data is that the
increased frontal activity, which was measured during the enclosed space condition, is a
cortical representation of subcortical activation, stemming from the amygdala, hinting at
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the presence of a novel condition deemed as “implicit claustrophobia”. This construct is
proposed under the assumption that the human is an inherently open-spaced creature, the
feeling of tightly enclosed spaces subsequently resulting in a nonconscious discomfort.
However, as themethodology of EEG is widely known to have good temporal resolution,
while lacking the same excellency when considering spatial properties, and is mainly
sensitive to cortical neural activities (i.e. postsynaptic potentials of pyramidal cells in
the cortex), processes evolving in subcortical structures can only be hypothesized rather
than tested. However, due to strong connections between the amygdala and especially
frontal cortical regions the proposed conclusion has been deemed as adequate.

As an alternative conclusion, we suggest one of the main properties of the frontal
cortex, namely the process of monitoring to be the source of the observed effect. In
the given context, this implicates frontal inhibition of amygdaloid complex activation.
Ironside et al. [13] propose a connection between the prefrontal cortex and the amyg-
dala in terms of a study reflecting that direct current stimulation of the former reduces
threat-related activation of the latter, therefore illustrating a close link between the two
structures. Within the realm of the proposed study, the enclosed space would substitute
the original method of stimulation.

In summary, the two assumptions pose themselves as a dichotomy of thought, one
reflecting a profoundly rooted bottom-up process, whereas the other makes obvious
top-down influences. Firstly, the assumption is named that the measured frontal cortex
negativity originates from the amygdaloid complex itself – the measurement at the site
solely being a projection from the same. Taking into consideration the evolutionary
imposed functions of the amygdala, one could consequently assume the enclosed space
to elicit anxiety or discomfort. The second proposition, on the other hand, hints at a
monitoring aspect stemming from the frontal cortex, controlling the drives arising from
subcortical structures and subsequently reducing fear-related hyperactivity, resulting in
ordinary cognitive functioning.

Proposed as an alternative hypothesis to the involvement of the amygdaloid com-
plex, necessitated due to the spatial inaccuracy of EEG and the subsequent inability to
locate the true origin of signals, is attention-related activation of the ACC. ACC neurons
have been hypothesized to show increased activation when confronted with performance
related tasks requiring attention [14]. Further, the ACC has been shown to direct atten-
tion to situationally relevant stimuli so as to limit the effects of distractors on cognitive
processes [15]. This finding may be of high importance when reflecting on the results
of the current study, consequently, the alterations in brain activity in the enclosed space
condition may be the result of increased attention on the encoding paradigm the par-
ticipants were presented with – the “relevant” task - while minimizing attention to the
unusual setting of the wooden box – the “distraction”.
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Abstract. Decisionmakers ought to adapt their information acquisition (IA) con-
tingent to the task, which has not yet been investigated in the context of idea selec-
tion. Therefore, this paper suggests an operationalization of IA switching behavior
using eye-tracking data. A first data analysis indicates that raters switch between
modes of high and low IA in an idea selection task. These modes of IA could
be associated with compensatory and non-compensatory information integration.
The extent of switches between IA modes seems to stay stable between the first
and the second half of the task with a slight decreasing trend towards the end.
Future research will add cognitive load to explain occurring switches between
different IA modes and may allow to deduce recommendations for more efficient
IT designs, preserving rater’s cognitive resources.

Keywords: Clustering · Eye-tracking · Idea selection · Information acquisition

1 Introduction

Firms’ open innovation initiatives have the potential to generate huge numbers of ideas,
but can make it difficult for human raters to identify and select the most promising ideas
[1]. Thus, raters require support when making decisions on the merit of ideas. IT tools
can facilitate idea selection tasks [1], but their design requires a better understanding of
the decision processes that raters’ apply during idea selection [2]. Drawing on decision
making research [3], raters go through information acquisition and evaluation processes
before making a choice (action). Information acquisition (IA), defined as the process
of information search and storage [3], determines the information that can be included
for the ensuing evaluation of an idea. During evaluation, research in the context of idea
selection has explored the role of formal criteria (e.g. explicit reasoning) and subjective
criteria (e.g. gut feeling) [4], but has ignored how raters combine different pieces of
information about ideas (idea attributes) in the IA phase. Idea attributes, such as the
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textual idea description [5] and machine- or community-generated feedback [6] have
shown to be potential quality criteria. The integration of these idea attributes could
either follow a compensatory [7, 8] or non-compensatory strategy [9, 10]. By applying
a compensatory strategy, decision makers consider all relevant attributes of an idea (i.e.
all available pieces of information about an idea) and allow trade-offs between values,
which is a more effortful way of integrating information. In contrast, non-compensatory
strategies allow ignoring idea attributes and excluding options from consideration, which
is less effortful [11, 12]. Although the information integration strategy is difficult to
observe directly [13], tracing the extent of IA allows us tomake inferences on the applied
information integration strategy since both are interdependent [3, 14]. Hence, measuring
the IA of raters provides useful insights into how raters integrate idea attributes into their
decisions at a later stage.

In addition, adaptive decision making theory [15] states that decision makers can
switch strategies to adapt to the task environment and reduce effort, for example, if com-
pensatory strategies would deplete their cognitive resources [16, 17]. When developing
IT tools, we can make use of our understanding of this adaptive behavior [18] and design
choice environments which influence raters’ IA to support them in idea selection tasks.
Moreover, eye-tracking methods enable to determine the IA during IT facilitated idea
selection and to evaluate the design of the IT tool [19]. However, even though many
studies explored IA based on single eye-tracking metrics for its direction, amount or
depth [13, 20–22], we still lack a comprehensive measure for IA that considers differ-
ent pieces of information in idea selection tasks. Consequently, such a measure needs
to account for information like textual attributes (i.e. idea description), which require
multiple fixations for full IA while reading, as well as short numeric attributes that could
easily be acquired at a glance.

In the present paper, we suggest such an operationalization of IA in IT facilitated
idea selection tasks. The proposedmeasure clusters constellations of IA as IAmodes and
shows the extent to which raters switched between IA modes. In addition, we applied
our measure in a preliminary analysis to identify whether raters use different modes for
IA and, if so, whether and how they switch between modes in the progress of the task.

RQ 1: “What modes of information acquisition exist in the context of idea selection?”
RQ 2: “To what extent and how do raters switch between modes of information
acquisition during idea selection?”

2 Information Acquisition and Adaptive Decision Making

In the past decades, many studies have relied on eye-tracking to trace IA by observing the
information search behavior of decision makers [23]. Insights about the IA of decision
makers could then be used to infer the applied information integration strategy [24].
One way of examining IA is by its direction. Eye-tracking studies revealed that decision
makers’ scan paths during the search for information can follow either option-wise or
attribute-wise patterns [12, 25]. By applying option-wise search, decisionmakers acquire
information in a sequence, in which their fixations shift from one attribute of an option to
another attribute of the same option. In contrast, decisionmakers follow an attribute-wise
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search if their fixations shift between the same attributes of different options.Option-wise
search is typically linked to compensatory integration of the acquired information, while
attribute-wise search is associated with a non-compensatory integration of attributes [11,
12]. However, knowing the direction of IA does not allow unambiguous interpretations
of the applied information integration strategies because there is also evidence of a
strategy that is characterized as attribute-wise and compensatory [13, 24]. Given that
decision makers not always engage in an exhaustive search of all attributes [26], a more
comprehensive view of IA needs to reflect the amount of IA. Constantly searching a high
amount of information indicates compensatory information integration, while selective
search of smaller amount is a sign of non-compensatory information integration [17,
27]. In the last decades, research has also looked at the depth of IA [28, 29]. Short single
fixation durations (<150 ms) have been related to automatic and screening-oriented IA
(non-compensatory), while long single fixation durations (>500 ms) seem to indicate
a deliberate IA (compensatory) [21, 30]. Consequently, a comprehensive view of IA,
which is missing so far, requires to include the three dimensions direction of IA, amount
of IA and depth of IA. A measure of these dimensions could then allow inferences
whether the IA reflects a compensatory or non-compensatory information integration
strategy.

According to the theory of adaptive decisionmaking, decisionmakers construct their
strategies on the fly and adapt them contingent upon the task environment [15]. Hence,
as the applied strategy changes, distinct modes of IA might be observed over the task
progress. As an example, if task complexity is high due to more presented options and
attributes, decision makers were found to engage in less IA. Conversely, in choice sets
with low task complexity, decision makers acquire more information (i.e. higher amount
of searched information) [13, 20, 31]. Indications for an adaption to the number of
simultaneously presented options were already observed in the context of idea selection
tasks [32].Ahigher task complexitywas also found to induce switching fromoption-wise
to attribute-wise patterns [20, 31]. Eye-tracking also showed that these adaptations to
incremental changes of the task complexity are quick [13]. Finally, an interesting finding
regarding IA switching behavior comes fromShi et al. [33].Although the task complexity
was kept constant within the treatments, the study identified switching between option-
wise and attribute-wise patterns. These switches might reflect changes between goals
when making decisions. A cluster analysis based on a comprehensive measure of IA
might provide more insights to the extent to which decision makers are variable in their
IA even under constant task complexity.

3 Method

3.1 Experimental Procedure and Sample

We analyzed eye-tracking data from a prior laboratory experiment [32], which followed
a two-factorial design by manipulating presentation mode and regulatory focus. In our
analysis we are interested in information acquisition behavior independently form those
manipulations. We included both treatments as control variables in our data analysis.

In the experiment, participants had to select the most promising ideas out of a pool of
32 ideas on gratitude at the workplace. With respect to presentation mode, we presented
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one group with 2 ideas on 16 screens, whereas the other group saw 4 ideas on 8 screens
in a computer-aided randomized order. The regulatory focus priming was adapted from
Chernev [34] and is intended to motivate participants to find the best ideas in the set
(promotion focus) or to prevent bad ideas from being declared good (prevention focus).
For more details about the priming procedure see [32].

Data was recorded using eye-tracking (Tobii Pro X3-120 eye-tracker with a sample
rate of 120 Hz) and surveys. Prior to the task, an automatic 5-point calibration procedure
was performed on each participant. The equipment ensured an error margin of 0.5 degree
and was mounted on a 24-inch screen with a resolution of 1920 × 1080, presenting the
stimuli. We defined non-overlapping Areas of Interest (AOIs), taking into account the
error margin in the dimensioning, for the idea attribute “idea description” and each
sub-attribute of “idea feedback”, which are historical idea score (past success of the
contributor), number of likes, creativity score (text mining score for creativity [35]),
and tags. Participants were seated in a distance of 60–65 cm away from the screen and
entered their responses using keyboard and mouse. In total, 63 graduate students took
part in the experiment fromMay to July 2018 (31 participants) and fromMarch to April
2019 (32 participants) at a European university.

Four cases had to be excluded from analysis due to measurement errors or inatten-
tiveness of the participants to the task. Three of the four cases showed a shift of all
fixations on every screen, caused by an inaccurate calibration. For the fourth, the insuf-
ficient processing time of the priming (below 1 min and therefore substantially less than
the proposed 5 min) as well as the duration of the selection task (11.1 s per idea vs. a
mean of 34.5 s per idea for the rest of the participants) were the reasons for exclusion.
Finally, we ended up with in total 59 participants for analysis.

3.2 Eye-Tracking Measures

We operationalized IA behavior with its dimensions amount, depth and direction of
search and built each of our measures on the well-established eye-tracking metrics fix-
ation count, fixation duration [21] and transitions between AOIs [36]. We applied a
minimum fixation duration of 60 ms to define fixations, meaning that we discarded all
fixations with a fixation duration below this threshold from the analysis.

Amount of information acquisition refers to the quantity of task-relevant informa-
tion searched. We measured the idea description separately from the idea feedback. The
reason is that lengthy texts (idea descriptions were up to 130 words) require more fix-
ations compared to idea feedback attributes that included icons (likes, creativity score)
and tags (ranging from 5 to 9words). Hence, we operationalized the quantity of IA on the
idea description as a) fixations description measured as the mean fixation count on the
AOI defined on the attribute idea description over all screens presented to each rater. The
quantity of IA on idea feedback was operationalized as b) feedback searched measured
as the number of idea feedback attributes fixated at least once on a screen divided by the
total number of available idea feedback attributes per screen over all screens presented
to each rater. For example, a value of 0.55 means that 55% of the feedback was visually
searched and vice versa, 45% of the feedback was ignored on that screen.

Depth of information acquisition indicates the level of processing during IA and
wasmeasured using the averagefixation duration of the single fixations. To avoid creating
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a biased measure by mixing text, which was found to have an average fixation duration
of 225 to 250ms [37], and non-text attributes, whichwere found to be linkedwith shorter
(<150 ms) fixations [21], we distinguished between both. Consequently, we measured
the a) fixation duration description by the average fixation duration in seconds on the
AOI description and the b) fixation duration feedback by the average fixation duration
in seconds on the AOIs of the idea feedback attributes. Each of these measures where
then aggregated to the screens level for each rater.

Direction of information acquisition measures whether the rater followed an
option-wise or attribute-wise search on the corresponding screen and is determined
by the strategy index [27]. To calculate the strategy index for each screen, the number
of attribute-wise transitions is subtracted from the number of option-wise transitions
and is then divided by the total number of option-wise and attribute-wise transitions. A
positive value indicates more option-wise search, whereas a negative value corresponds
to more attribute-wise search [30].

3.3 Operationalization of Information Acquisition Switching Behavior

To determine the IA switching behavior, we propose following three consecutive steps
as visualized in Fig. 1. The inputs for the operationalization are the measures fixations
description, feedback searched, fixation duration description, fixation duration feedback,
and strategy index.

Fig. 1. Procedure for operationalization of information acquisition switching behavior (Source:
own representation)

The purpose of the first step cleanse data is to prepare the data for clustering by
dealing with missing as well as absent values. In our experiment, 2 out of 59 participants
skipped one screen, so we excluded both screens from the set. In addition, absent values
can occur for themean fixation duration if participants do not fixate on any idea feedback
on a screen. In our case, four participants had no fixations on idea feedback on 11 screens.



36 A. Wibmer et al.

We decided to insert a 0 for the mean fixation duration for these absent values. Finally,
we ended up with 702 screens as unit of analysis for in total 59 participants. Out of these
59 participants, 30 saw 8 screens (in total 238 screens) and 29 saw 16 screens (in total
464 screens).

In the second step, a cluster analysis is performed to determine IA modes on the mea-
sures of amount, depth, and direction of IA. Prior to the clustering analysis, it is necessary
to examine the correlations between clusters to not overrepresent the same concepts and
exclude variables with very high correlations above r = 0.8 from the clustering [38].
Thus, we tested correlations between the five variables of the measure of IA. Our cluster
variables correlated between r = 0.114 and r = 0.558. Consequently, we included all
variables in the clustering analysis. After the correlation analysis, we run the cluster
algorithm.We applied a hierarchical clustering as the technique assists in the determina-
tion of howmany clusters should be retained [39]. Therefore, the performed hierarchical
clustering usingWard’s criterion [40] for agglomerative cluster linkage is utilized to find
clusters of IA modes in an exploratory way in our data [39]. The dendrogram in Fig. 2.
visualizes the identified clusters at different levels of agglomeration.
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Fig. 2. Dendrogram of hierarchical clustering (We needed to grey out the cases at the lowest level
of agglomeration (grey bar at the bottom in the dendrogram) because of the enormous number of
branches at this stage.). (Source: own representation based on SPSS output)

After the application of the cluster analysis, these identified clusters need to be
compared to derive the optimal number that best represents the structure of the data set.
We determined the optimal number of clusters according to two criteria: the Calinski-
Harabasz index [41] and the comparative length of the branches representing changes
in the homogeneity measure between agglomeration steps [39] in the dendrogram. We
compared the Calinski-Harabasz index between the longest (2 cluster solution) and the
shorter branches (3 to 6 cluster solutions) of agglomeration in the dendrogram, where a
higher index indicates a higher quality of the obtained clusters. However, as shown in
Table 1, we could not derive the optimal number of clusters from the index as the criteria
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led to a monotonically increasing trend for a cluster solution from 2 to 7, converging to
a solution where each cluster is one case. The index converges because no value exists
for a solution with 702 clusters (it would mean that we divide by 0).

Table 1. Cluster quality determined with Calinski-Harabasz index.

Number of clusterS Calinski-Harabasz index

2 957.95

3 1308.61

4 1421.85

5 1545.76

6 1920.597

7 2084.235

… …

701 26779634

In contrast, a visual inspection of the dendrogram revealed two separate clusters as
optimal number, since the longest branch between agglomeration levels is between four
and two clusters. Due to the differentiation in the agglomeration of the branches in the
dendrogram, we decided to continue the analysis with two clusters. Finally, the derived
clusters are labeled as IA modes.

The purpose of the third step determine switches between IA modes is to study the IA
behavior during the progress of the task based on participants’ IA modes per screen. At
this point, we changed the unit of analysis from screens to participants. We determined
the number of switches for the first and second half of the task for each participant by
counting how often a participant changed from one mode on a screen to a different mode
on the next screen. This number needed to be normalized (divide number of switches
by the maximum number of possible switches) as participants saw different numbers
of screens (8 versus 16 screens in the two treatments on idea presentation mode). For
example, the percentage switching value for a participant with 8 screens and 4 ideas per
screen is calculated as follows for one half of the task: A maximum of 3 switches are
possible on these 4 screens. Assuming the rater applied mode 1 on the first three screens
and mode 2 on the last (fourth) screen in the first half, the resulting percentage switching
value is 0.33 (1 actual switch/3 potential switches).

4 Preliminary Results

Thepreliminary applicationof ourmeasure resulted in twodistinct IAmodes as presented
in Table 2. Before interpreting the IA modes, we tested whether they were significantly
different from each other on the variables subjected to clustering.As none of the variables
followed a normal distribution, we employed a non-parametric test. A Mann-Whitney-
U-test confirmed significant differences between the IA modes for all variables, that is
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for strategy index (U= 48134.00, p< 0.05), fixations description (U= 0.000, p< 0.05),
feedback searched (U= 42852.50, p< 0.05), fixation duration description (U 43639.50,
p < 0.05) as well as fixation duration feedback (U = 51716.00, p < 0.05).

Table 2. Descriptive statistics of information acquisition modes.

Dimension Cluster variables MODE 1: Less effortful IA
(N = 318) Mean (SD)

MODE 2: More effortful IA
(N = 384) Mean (SD)

Direction Strategy index 0.2911 (0.5015) 0.4851 (0.3459)

Amount Fixations
description

81.13 (17.60) 137.36 (28.15)

Feedback searched 0.5684 (0.2889) 0.7166 (0.2386)

Depth Fixation duration
description

0.2170 (0.0320) 0.2329 (0.0286)

Fixation duration
feedback

0.1616 (0.0515) 0.1740 (0.0471)

Mode 1 is characterized by less option-wise search (a lower strategy index), a
smaller amount of acquired information (fewer fixations on the description and fewer
searched feedback) and a shallower acquisition of information (shorter fixation dura-
tions on description and feedback). Therefore, we interpret this cluster as a rather
non-compensatory information integration strategy, which is less effortful. Conversely,
Mode 2 shows more option-wise search, a higher amount of acquired information and a
deeper acquisition of idea attributes. We associate this IA mode to a more compensatory
information integration strategy that is more effortful.

To understand whether and how the IA behavior changes over time, we tested the
difference for percentage of switches in IAmodes between the halves of the task progress
in a repeated measures ANCOVA controlling for the presentation mode and regulatory
focus treatments. In the results, the first half (mean = 0.2643; SD = 0.2657) and the
second half (0.2373; SD= 0.2791) were not statistically different from each other (F(1,
56)= 0.058; p= .811; η2 = 0.001). Neither the percent switches in the first half nor the
percent switches in the second half followed a normal distribution, sowe ran aWilcoxon-
test as robustness-check. Again, there were no significant differences between halves
(mean rank first half= 21.33; mean rank second half= 17.47; z=−.814; p= .415). A
manual inspection of the IA switching behavior provided additional insights. Forty-five
out of 59 participants performed at least one switch between the identified IA modes for
the whole task duration. In contrast, 14 participants showed no switches at all and thus
remained stable in their IA. Another interesting fact is that one participant switched the
IA mode in the first half of the task from screen to screen. This participant may have
experienced difficulties in finding the appropriate IA mode for that kind of task.
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5 Conclusion and Future Work

This paper contributes a measure to derive IA modes in the context of idea selection by
clustering eye-tracking metrics of direction, amount and depth of IA. By calculating the
number of switches for a certain task progress, the measure allows to examine the extent
to which raters switch between different IA modes during the task. In an application
of our method, we identified two distinct IA modes based on the eye-tracking data of a
prior laboratory experiment. While the IA in the first IA mode is less option-wise and
includes less information in less depth, the second identified IA mode is more option-
wise and includes more information in more depth. Thus, the first IA mode indicates
a more non-compensatory and the second IA mode a more compensatory information
integration strategy.

Our preliminary findings also reveal the presence of switches between these IA
modes since most raters changed their IA mode at least once during the task. Although
our measure was built in the context of idea selection tasks, we assume that it might
be useful for other decision tasks. In cases where it is not possible to derive an exact
decision strategy [24] e.g. due to the presence of extensive textual attributes that require
multiple fixations to acquire the full amount of information, our measure could be seen
as a remedy to explore IA and make inferences on the information integration strategy.

Additionally, the measure provides a simple solution to study switches across the
progress of decision tasks. Our present analysis shows that raters switched between IA
modes even though task complexity was constant within treatments. Hence, we can’t
explain these switches as adaptation to the task environment. In our future research, we
want to investigate different explanations for the occurring switching behavior, such as
an accumulation of cognitive load. One explanation could be that raters deplete their
cognitive resources while engaging in compensatory information integration and switch
back to non-compensatory information integration to spare resources. Other potential
explanations for the switches between IAmodes could be changes in decision goals [33]
or different levels of context complexity [42] through possible endogenous variations of
similarity and conflicts between options on the screens. Further insights on the factors
that evoke switches of IA behavior could then be used for the efficient design of IT
facilitation. As an example, we could think of a responsive IT tool, which adapts the
task environment (e.g. the number of presented options) to ensure optimal IA behavior
during decision tasks by reacting to the identified factors.
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Abstract. In the current era of unprecedented cultural and political tension, the
growingproblemofmisinformation has exacerbated social unrestwithin the online
space. Rectifying this issue requires a robust understanding of the underlying
factors that lead social media users to believe and spread misinformation. We
investigate a set of neurophysiological measures as they relate to users interacting
with misinformation, delivered via social media. A rating task, requiring partic-
ipants to assess the validity of news headlines, reveals a stark contrast between
their performance when engaging analytical thinking processes versus automatic
thinking processes. We utilize this observation to theorize intervention methods
that encourage more analytical thinking processes.

Keywords: Misinformation · Neurophysiological measurement · EEG · Eye
tracking

1 Introduction

The topic of fake news (a subset of the broader concepts of misinformation and disinfor-
mation henceforth referred to as misinformation) has become extremely prevalent in the
realm of professional and social discourse. Mainstream media and popular social media
platforms (e.g. Facebook, Twitter, etc.) have faced waves of criticism for their inability
to effectively block the dissemination of misinformation [1]. This is partially the result
of the problem’s magnitude, whereby almost all social communication and media gen-
res have been infected with various forms of misinformation. The political space was
shook during the 2016 United States election where at least 25% of Americans opened a
relevant misinformation webpage in the months leading to the election [1]. Additionally,
we can see the cultural impact through the recent spread of extremely dangerous, and
false, rhetoric regarding the dangers of vaccinations [2].

The technological aspects of misinformation research include (a) developing algo-
rithmic approaches to distinguish misinformation and (b) designating information tech-
nology interventions to help users detect misinformation. In the past few years, the
majority of research has been conducted on the first theme in which researchers utilize
a combination of linguistic cues supplemented with machine learning network analysis,
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to analyze commonly spread online misinformation [3]. The literature under Theme (b)
suggests that the current social media features such as fact-checkers and flagging sys-
tems are not fully effective in reducing users’ belief in misinformation. One potential
explanation is that these IT interventions are not addressing the real cause. For instance,
flagging a piece ofmisinformationmay not influence ideologicallymotivated userswhen
it matches their pre-existing beliefs, a phenomenon referred to as confirmation bias [4].

People have a propensity to believe misinformation for numerous situational and
dispositional factors, such as limited cognitive capacity and over-reliance on heuristics
that makes individuals more susceptible to cognitive biases [5]. To effectively address
the issue of misinformation we must first identify the key cognitive factors that lead to
the belief in misinformation. This will enable the design of more effective interventions
in order to reduce the incidence of social media users falling prey to misinformation.

The current study attempts to identify some of these key behavioral and cognitive
factors that are correlated with a participant’s likelihood to believe in misinformation.
To this end, we utilize a set of physiological tools as potential predictors of participant
performance in identifying misinformation. Building upon the dual-process theories
of cognition, we use Electroencephalogram (EEG) to interpret System 1 (automatic,
reflective, and effortless) and System 2 (deliberate, analytical, and effortful) thinking
processes during decision making [6]. Further, eye-tracking pupillometry is used to
assess fluctuations in pupil dilation, which indicates the intensity of users’ cognitive
load [7]. Identifying highly predictive factors amongst these measures will enable us
to create a more robust experimental design, capable of conveying why people are
susceptible to misinformation and how we can begin to rectify the underlying problem.
Thus, the current study aims to answer one primary research question: Is there any
neurophysiological evidence to support the notion that System 1 thinking processes are
associated with the belief in misinformation? And if so, how can we leverage this to
reduce the belief and spread of misinformation?

2 Literature Review

2.1 Dual Process Models of Cognition

The dual-process models point to the existence of two information processing modes
in the human cognitive system that play a central role in evaluating arguments and
forming impressions and beliefs [8]. The twomodes have different processing principles
and serve two distinct evolutionary purposes. The “associative processing mode” (i.e.,
System 1) relies on long-termmemory to retrieve similarity-based information and form
an impression about a stimulus [9]. This mode is a fast process that responds to an
environmental cue in less than one second [10]. It searches for similar information to
that cue in the long-term memory representation of one’s experiences built up over the
years [8]. In contrast, the “rule-based processing mode” (i.e., System 2) engages in an
effortful and time-consuming process of searching for evidence and logic to make a
judgment about a statement [8]. This processing mode is a slow and conscious process,
which is under our deliberate control and has much fewer cognitive resources than
the associative mode [11]. As cognitive misers, individuals are reluctant to engage in
deliberative and effortful rule-based cognition [12].
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The effect of cognitive biases on decision-making can be explained by the dual pro-
cess model that recognizes the two contradictory impression formation modes: intuitive
and analytical. Cognitive biases are more associated with intuitive and automatic pro-
cessing of information in which users do not analytically evaluate an argument and trust
their intuition or “gut-feeling”. Intuitive processing is not only a main culprit of confir-
mation bias but also other biases that increase the likelihood that social media users will
believe misinformation. (e.g., belief bias) [13].

Very few studies have been conducted to identify the neural correlates of System 1
and System 2. Pupillometry is considered as a measure of mental effort and cognitive
states [7]. A study by Kahneman et al. [14] shows that utilizing system 2 resources is
associated with an increase in pupil dilation. A recent EEG study was performed by
Williams et al. [15] which replicated the Kahneman et al. experiment. They found that
System 2 thinking is associated with frontal (Fz) theta rhythms (4–8 Hz) while System1
activities are correlated with increased parietal (Cpz) alpha rhysthms (10–12 Hz).

2.2 Research on Misinformation

Although research on misinformation existed for a long time, recently more researchers
are showing interest in studying this phenomenon [16]. For example, in a recent study,
participants were presented with articles containing misinformation, in the Facebook
feed format and asked to indicate their accuracy. The results revealed via survey that
most participants utilized personal judgement and familiarity with the articles source
to distinguish misinformation [16]. A related study analyzed the effect of enabling co-
annotations (i.e., the ability to make personal edits/additions) on social media news
articles and how it impacts a user’s interaction with misinformation [18]. The limited
scale of the study demonstrated that the additional medium for discourse reduced the
likelihood of perpetuating false information.

3 Methodology

An experiment was designed to study the cognitive mechanisms associated with belief
in misinformation. Headlines were generated within two distinct categories. Control
Headlines, in which the headline could be very easily identified as true or false (e.g.,
Ottawa is the capital of Canada), and polarizing headlines, in which the primary topic
or figure mentioned is politically polarizing (e.g. Donald Trump, Barak Obama, Cli-
mate change, Abortion, etc.). A pilot study was designed to identify a list of politically
polarizing terms. Fifty volunteers rated terms (e.g., Trump, Obama, climate change,
planned parenthood, etc.) based on a 5-point scale, ranging from highly positive, to
highly negative conveying personal viewpoints. The top 10 most divisive (strong view
in either direction) terms were used to generate the politically polarizing headlines. The
headlines were constructed based on popular controversial news articles published on
social media and fact checked by Snopes website1. For each headline condition (Con-
trol/Polarizing), half the constructed headlines were false and the remaining half were

1 https://www.snopes.com/fact-check/.

https://www.snopes.com/fact-check/
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true. In the main experiment, the headlines were presented to the participants in a tem-
plate, which was constructed to closely mimic the format used in many social media
and news website platforms (Fig. 1). Participants were instructed to rate the accuracy of
the presented headlines on a 4-point scale. Each participant evaluated 20 and 40 news
headlines in the control and polarizing conditions, respectively.

Fig. 1. Headline presentation format, inlcuing 4-point rate scale.

Each participant session was audio and video recorded. We report the characteristics
of the measurement tools according to the guidelines recommended by Müller-Putz,
Riedl. Participants were fitted with the Cognionics (Cognionics Inc., CA) Quick-20
dry EEG headset with 20 electrodes located according to the 10–20 system, capable of
sampling at 500 Hz. This device has a wireless amplifier with 24-bit AD resolution. An
unobtrusive TOBII X2–60 (Tobii Technology AB) eye tracking module was attached
to the participants’ testing screen, capturing various metrics including gaze vectors,
fixation points, and pupil dilation at 60 Hz. Thirteen participants, four female and nine
male, participated in the preliminary study. Participant ages ranged between 18 and
55. Education level amongst participants ranged from a Bachelor’s degree to Doctorate.
Participant recruitmentwas conducted via email, aswell as TV/newsletter advertisement.
Full data collection is currently underway. Ethics approval was secured from the Ethics
Research Board at the authors’ university prior to any data collection.

3.1 Data Analysis

The EEG was preprocessed then fed into a decision tree classifier trained to predict the
participant’s belief in each presented headline (Fig. 2). The goal of applying a classifier
to EEG data is to identify the EEG components associated with correct/wrong responses
and investigate whether such components include the correlates of system1/system2. In
the first step, the continuous EEG was epoched by segmenting the last 2 s of each trial.
Then the preprocessing was performed by (1) applying an FIR filter (0.1 Hz–40 Hz) to
remove the noise, (2) rejecting bad channels, (3) removing noisy epochs, (3) running
independent component analysis (ICA) to identify artifacts such as eye blinks using
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ADJUST plugin [19], and (4) rejecting bad components and reconstructing the EEG
signal. We used Fast Fourier Transformation (FFT) to quantify the signal power based
on four frequency ranges. Delta 0 to < 4 Hz, Theta 4 to < 8 Hz, Alpha 8 to 13 Hz,
and Beta > 13 Hz. A total number of eighty features (20 Channels X four frequency
powers) were fed into a decision tree classifier, which is a powerful binary classifier
that maximizes the classification accuracy using information theory concepts such as
entropy and mutual information [20]. 80% of the collected data was used for training
and the remaining 20% for testing.

Fig. 2. Derivation for decision tree classifier.

Eye tracking data was prepossessed by removing blinks, distorted pupil recordings
(e.g. participant looking away from the screen), as well as data points inwhich the tracker
was unable to record one of the participant’s eyes. A blank gray screen is presented for
two seconds before each trial. This transition/reference screen is utilized as a baseline
for each trial, allowing EEG and pupil values to stabilize from the previous trial. The
baseline dilation for each trial is measured from the average, across both eyes, during this
transition. The second measure is comprised of the average, across both eyes, dilation in
the last 2 s of each trial (up to decision point). The pupil dilation difference (conveyed
as a percentage), for each trial, is then calculated from these two measures.

4 Preliminary Results

Participants were able to correctly identify misinformation, for control headlines, at
96% accuracy. In contrast, performance for the politically polarizing headlines was
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significantly lower at 58% accuracy (P < 0.05). Similar performance patterns were
observed in participants’ response time where the average response time for control
headlines was 6.7 s, while polarizing headlines trailed at 8.9 s (P < 0.05).

The two physiological measures, EEG and eye tracking, yielded varying results. The
EEG decision tree classifier, constructed with 7 usable participant data sets, yielded a
mean accuracy of 70%. EEG results also revealed that a majority incorrect responses
were associated with parietal alpha activity (System 1 processes), while the majority
of correct responses were associated with frontal theta activity (System 2 processes).
Eye tracking pupil analysis yielded no distinct pattern or separation amongst control
headlines, correct responses, and incorrect responses.

5 Discussion

EEG results suggest a distinction between System 1 (automatic) cognitive processes
for incorrect responses and System 2 (analytical) for correct responses. This implies
that when participants engage their analytical thinking they are much more likely to
correctly identify misinformation. This result suggests that intervention methods that
induce or encourage analytical thinking patterns are likely to reduce the acceptance
and spread of misinformation. Having a user take an outsider’s perspective, as well as
critically approaching the topic from an opposing viewpoint, has shown to elicit System
2 processes [21]. Utilizing this notion of encouraging System 2 thinking processes as an
intervention method provides a stark contrast to the ineffective methods attempted thus
far (e.g., Fact checkers and flagging systems). Such methods merely declare whether a
claim is likely fake with minimal effect on misinformation acceptance, as opposed to
having the reader analytically critique their own perspective on the presented headlines
as suggested by the preliminary results of this study.

5.1 Next Steps

Theexperimental designused in our study canbe amended to apply and test the efficacyof
intervention methods designed to induce System 2 activation. This can be accomplished
in two varying methods. First, participants could be required to complete a training
session using a software application prior to completing the experiment, or presented
half way through. This software would train participants to think critically, providing the
tools to breakdown each headline and approach it frommultiple perspectives. The second
method would incorporate a performance breakdown of how accurate the participant has
been with regard to correctly identifying misinformation. This text box would include an
analytical breakdown of each headline, sourced from agencies of varying political and
social biases, as well as a percentage indicating general performance. These intervention
methods can be assessed by having a select portion of future participants undergo this
training, or be presented with the performance breakdown. We can then contrast their
accuracy of identifying misinformation, as well as analyze their neurophysiological
response, with participants who didn’t undergo training or receive the performance
breakdown to discern effectiveness of these interventions.
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Abstract. The proliferation of technologies has made information ubiquitously
available to individuals who rely on it to make decisions or conduct transactions.
We focus on how and why valence of information may elicit mixed reactions
among individuals and potentially influence their decision-making process. Prior
research in IS has primarily focused on positive and negative reactions to technol-
ogy (in most cases separately). We examine the simultaneous presence of positive
and negative dispositions—ambivalence. We theorize and show how ambivalence
will elicit distinct behavioral responses and evoke attentional processes. We use
electroencephalography (EEG) to conduct a within subject repeatedmeasures lab-
oratory experiment to illustrate these effects. Our results highlight that individuals
experiencing ambivalence due to valence incongruent information exhibit a higher
involvement of attentional processes than individuals who experience other types
of information valence, i.e., positivity, negativity, and indifference. Individuals
experiencing ambivalence also expressed different levels of behavioral intention to
use a product from individuals who experienced positive, negative, and indifferent
valence of information.

Keywords: Ambivalence · Information · Intention to use · Negativity bias · EEG

1 Introduction

The information age has not just triggered the digital revolution, but has also motivated
a distinct shift to a knowledge-based society where the growth in technology-based
innovation has led to an explosion in the world’s capacity to store, communicate, and
compute information [1–3]. It has enabled organizations to provide relevant content to
individuals through personalization [1], and has also changed the way individuals funda-
mentally execute their decisions in their day-to-day life. Instead of relying simply upon
passively available information frommass sources such as print or television, individuals
can now actively seek information from search engines, mobile browsers, blogs, review
platforms and brand websites accessible at their disposal [4]. This increasing ubiquity
of information also implies that individuals have access to a wider array of content,
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carrying a stream of information about the attributes of the object of interest, where each
attribute competes for attention, increasing its potential to influence decision making.

This increasing presence and accessibility of information and information sources
also triangulate on the potential existence of incongruent information about same or
different aspects of an entity, serving as the key motivation for our work. For instance,
a mobile phone which has received a five-star critique rating for its performance on an
online review platform, but a one-star rating from other users for its aesthetics would
arousemixed feelings and evaluative conflict for an individual interested in purchasing it.
Such conflict due to the coexisting positive and negative dispositions is also experienced
in a technology adoption environment, where the positive and negative appraisal of the
attributes of a new technology have been shown to elicit perceptions of opportunity and
threat [5] among individuals, respectively. Such individuals often experience a state of
conflict and vacillation between their positive and negative dispositions [6], while using
their coping and adaptation mechanisms [7, 8] to resolve it.

Thus, while most of the extant work in Information Systems (IS) research has con-
sidered the independent influence [9–13] of positive (e.g., opportunity, acceptance, per-
ceived usefulness, or enjoyment) and negative (e.g. threat, resistance, perceived anxiety,
avoidance, or technostress) attitudes on individual behavior, their coexistence and subse-
quent behavioral implications have received rather limited attention. This coexistence of
positive and negative orientations toward the object of interest is known as ambivalence
and it allows researchers to observe the bivariate nature of information and elicited atti-
tudes, thereby allowing a deeper examination of behavioral effects elicited by positive
and negative information [14]. In the contemporary environment, where individuals are
exposed to a variety of pervasive technologies and are surrounded ubiquitous information
sources, it is highly likely that they develop ambivalent dispositions.

In this study, we examine ambivalence and focus on how individuals experiencing it
depict higher involvement of attentional processes in comparison to positivity, negativity
or indifference (i.e., neutrality). Motivated by prior research in social psychology and
recommendations by Bala et al. (2017) [15], we use electroencephalography (EEG) to
neurophysiologically disassociate ambivalence from positivity, negativity and indiffer-
ence. EEG allows us to capture and gain precise understanding of cognitive processes
associated with ambivalence.We deployEvent Related Potentials (ERP) basedmeasure-
ment, which allows great temporal precision and enabled us to associate unique ERP
components to ambivalence. By using ERPs, we seek answers to the following research
questions:

RQ1: How are ambivalent reactions to information neurophysiologically different from
positive, negative and indifferent reactions?
RQ2: How is the behavioral response due to ambivalence different from behavioral
response due to positivity, negativity, and indifference?

2 Hypotheses

Our inquiry into ambivalence is motivated by theoretical arguments and anecdotal evi-
dences of ubiquity of multi-valence information across a variety of contexts (including
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online platforms), where an individual might appraise positive and negative informa-
tion in different sequences [16] and at different times, but can cumulatively experience
evaluative conflict (in the form of ambivalence) during decision making. Consider the
example of technology adoption in a healthcare setting, where an physicians might be
cognizant of the efficiency benefits of a new electronic health records (EHR) system, but
might still be threatened by the perceived loss of power due to its adoption [17]. As a
psychological state, ambivalence is characterized by the person holding mixed feelings
toward an object, and elicits cognitive, emotional and evaluative inconsistency [18–20].
Driven by this inconsistency, ambivalence has been shown to create a heightened state
of arousal, marked by conflict, discomfort, and displeasure [21]. Individuals experienc-
ing ambivalence are thus motivated to extensively involve their cognitive processes to
assess the available information and achieve consistency in their intentions. While prior
research in psychology has relied upon the cognitive conflict associated with ambiva-
lence to observe activity in lateral prefrontal region and anterior cingulate cortex [22,
23] of the brain and thereby study its strength and associated evaluative difficulties, we
focus on the information processing aspect of ambivalence to understand its effect on
attentional processes.

Modulatedby their state of heightened arousal, individuals experiencing ambivalence
would exhibit high cognitive involvement and demand greater attention to process the
conflicting pieces of information in order to achieve consistency in an evaluative context.
Individuals would also use attention as amechanism to dedicate their cognitive resources
toward the opposing valences of information to resolve their decision-making difficulty
[24, 25] as they are motivated to achieve evaluative consistency [19, 26]. For instance,
research on balance theory and cognitive dissonance has shown that people aremotivated
to reduce their internal inconsistencies, and ambivalence is expected to have similar
outcomes [18, 27]. This heightened cognitive involvement and subsequent attention
would be characterized by the activation of the parietal cortex (near Pz electrode site) of
the brain [28], which can be visualized by the P300 ERP component, a positive potential
which peaks during the window of 300 to 500 ms (from the onset of the stimuli) [29,
30]. Thus, we posit,

H1: Ambivalence would lead to a higher activation of the P300 ERP component in
comparison to positivity, or negativity, and indifference.

Research evaluating the strength of ambivalence has argued that ambivalence is a
weaker form of attitude in comparison to univalent attitudes [23, 26], and can attenuate
the relationship between evaluation and behavioral intentions, leading to delayed behav-
ior [20, 31] or complete avoidance [32]. Univalent attitudes (positivity and negativity)
on the other hand are stronger, and cognitively less expensive, thereby facilitating easier
and faster decisions.

The comparison between ambivalence and indifference is even more interesting as
both are characteristically weak attitudes and are often indifferentiable on the bipo-
lar evaluation scale [33]. In an evaluative context, ambivalence has been shown to be
associated with a reduced confidence [34], which can lead to heightened information
processing and can increase its strength as an attitude [34]. In addition, prior research
into ambivalence suggests that ambivalent attitudes are biased toward the negative affect,
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which is attitudinally stronger than positive affect in general, (negativity bias [35, 36]).
Thus, we argue that because individuals experiencing ambivalence have a general biased
inclination (toward negative affect) in comparison to those experiencing indifference,
they would also exhibit a lower behavioral intention. However, being relatively weaker
attitudes, ambivalence and indifference would still be less extreme (positive or negative)
in comparison to people with univalent (more certain) evaluations.

H2a:Ambivalence and Indifferencewould lead to a higher intention to use in comparison
to negativity
H2b: Ambivalence and Indifference would lead to a lower intention to use in comparison
to positivity
H2c: Ambivalence would lead to a lower intention to use a product in comparison to
indifference.

3 Methodology

We conducted a within subject controlled laboratory experiment, in line with previous
studies which have examined ambivalence [15, 20, 37, 38]. Four (4) main conditions
represented the 4 valence associations (positivity, negativity, indifference and ambiva-
lence) of interest. A pretest was conducted to assess the validity of the stimuli with 13
participants (aged 22 to 25 years, 69% females) recruited in exchange for extra course
credit from an introductory business course. For the main study, 22 participants were
recruited from the university panel (Aged 18 to 30 years, 33% females) who received
$30 for their participation. Data from 18 participants was used for the final analysis.
Both the pretest and the EEG study were conducted after obtaining approval from the
institutional review boards of our universities.

4 Treatment, Experimental Procedure and Measures

A focus group studywas conducted with 5 undergraduates in their prefinal year of gradu-
ation to identify 180 items which were most relevant in day-to-day life of a college going
student. The valence of each item was then manipulated by associating two attributes
(adjectives) which were mined fromAmazon product reviews using a logistic regression
classifier. The attributes were associated in a way such that the overall evaluation of the
item could be positivity (2 positive attributes), negativity (2 negative attributes), indiffer-
ence (2 neutral attributes) or ambivalence (1 positive attribute and 1 negative attribute).
The pretest was then conducted to assess the validity of the stimuli. 80 best items were
selected for the main study based on the results of the pretest.

For the main study, each trial comprised of an item (with an associated brand indif-
ferent image) presented for 2.5 s on a blank white screen and was followed sequentially
by the two pre-assigned attributes (2.5 seconds per attribute) of the item (Fig. 1). Each
presentation was followed by a fixation cross which was presented for 1.5 s. Participant
reactions after the presentation of the second attribute represent our key region of interest
in terms of the measured ERPs (as it represents the overall evaluation of the item based
on the two attributes). Research in linguistics has shown that an average person takes
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about 200–300 ms to read and process a word [39, 40], which suggests that 2500 ms is
arguably sufficient time for our investigation. After the second attribute, the participants
responded to a battery of behavioral response questions. All trials were randomized and
were presented blocks of 20.

Fig. 1. Example of stimuli presentation sequence for each trial

The main study was conducted in the university’s EEG laboratory. The EEG labora-
tory had two separate rooms. The first room, where the experiment was conducted was
electrically shielded and soundproofed to avoid potential artefacts [41, 42]. The second
room (control room) was where the experimenter could observe the data acquisition
process from. The hardware (including the data collection computer) were in the control
room. Once the participants arrived at the lab, they were greeted; informed consent was
obtained. Participants were not allowed to wear glasses during the experiment and were
required to put away their cellphones. Instructions were provided verbally as well as on
their screens. During the experiment, participants were explicitly informed to minimize
movements in order to reduce neurophysiological artefacts. We measured EEG using a
32-electrode EEG apparatus with a 10–20 system (arrangement). The vertex (electrode
Cz) was used as the reference electrode and the impedance was kept below 15 �, with
a sampling rate of 1000 Hz; LiveAmp amplifier1 was used. ActiCap (See Footnote 1)
cap tracker was used to localize electrodes with landmarks placed on the nasion and
on the superior junction between the ear and the skull. The stimulus presentation as
well as collection of behavioral responses was done using E-Prime software, while EEG
signals were recorded using BrainVision (See Footnote 1) Recorder. Participants were
shown a sample trial before the actual experiment began. Once the experiment was con-
cluded, participants were required to complete the post-experiment questionnaire, were
remunerated and dismissed.

TheEEGdata acquired through the 32 channel pre-amplified electrodeswas analyzed
using a combination of Brainvision analyzer and MATLAB.We followed the guidelines
suggested in [42–44] while preprocessing the data. The sampling rate was set to 256 Hz
and an infinite impulse response Butterworth filter on the EEG signal with a bandpass of
1–15 Hz was used [41, 42, 45]. Artefacts during trials were visually inspected and also
cleaned using Artifact subspace reconstruction algorithm using MATLAB [46, 47]. The
EEG data was segmented to epochs of 1700 ms (−200 ms to 1500 ms from the onset
of the second attribute of the item) and were averaged for statistical analysis. Jackknife
procedure with adjustment for sample size was further used to improve the signal to
noise ratio of the waveforms before sampling for statistical analysis [30, 48–50]. The

1 Brain Products GmbH, Gilching, Germany.
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final data comprising of 18 jackknifed waveforms for each condition was sampled in the
300–500 ms time window (Grand averages in Fig. 2) to assess the peak amplitude of the
P300 component at the Pz electrode [30, 42]

Fig. 2. Left Panel-P300 waveform at Pz electrode for ambivalence (black), indifference (red),
positivity (blue) and negativity (green) condition. Right Panel-Brain Mappings for Positivity,
Negativity, Indifference and Ambivalence condition at Pz electrode at around 300 ms from stimuli
onset

Ambivalence was measured and calculated using two self-developed items based on
the guidelines suggested by Thomson et al. [33]), on a five-point Likert scale. We also
measured the participant’s intention to use the product using a self-developed question
(“Would you consider using this product?”) on a seven-point Likert scale.

5 Analysis and Results

ANOVA results (F (3,2388) = 12.38, p < .01) of the pretest conducted using 180 items
confirmed the validity of the stimuli, out of which 80 items were selected for the main
study.

Results of ANOVA on EEG data support H1 as we find that the mean amplitude
at the Pz electrode was significantly higher for the ambivalence group in comparison
to the positivity (F(1,34) = 4.42, p < .05), negativity (F(1,34) = 4.65, p < .05) and
indifference (F(1,34) = 4.83, p < .05) group around 300 ms after onset of second
attribute (Fig. 2). From our behavioral results, we also find support for H2a, H2b and
H2c (F (3,1436) = 432.77, p < .01) as the intention to use was third highest for the
ambivalent group among the 4 treatment groups.

6 Discussion and Conclusion

Our research presents neurophysiological perspective on how individuals’ ambivalent
reactions to information elicit distinct attentional reactions and to the best of our knowl-
edge is the first to associate an ERP potential with ambivalence. As a reaction defined
by coexisting positive and negative emotions, ambivalence is highly prevalent in day-
to-day lives, and has yet received limited attention from IS researchers. The study aims
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to draw attention toward such mixed reactions which influence individual behavior in
every context.

We contribute by providing distinctly delineating neurophysiological and behavioral
reactions to ambivalence in comparison to positivity, negativity and indifference. This
alludes directly to online reviews and ratings where ambivalence causing information
is often misrepresented as neutral. Our results also suggest that ambivalence leads to a
lower intention to use and provide impetus for further introspection. While it is evident
that ambivalence is characterized by an inclination toward negative affect, our results
urge researchers to explore ambivalence as a transitionary state and examine factors
which can increase behavioral intention for individuals who are in a state of flux and
indecision due to ambivalence. We also highlight that individuals experiencing ambiva-
lence potentially exhibit higher attention. Our examination thus provides great insights
and opens avenues for IS researchers to explore the potential of cognitive processes,
mechanisms and reactions associated with ambivalence.
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Abstract. Socialmedia usersmay regulate their behaviors to follownormsof their
online communities. This regulation process, however, might be too transient to
be captured using self-reports and therefore is suitable for a NeuroIS investigation.
Previously, in an event-related potential (ERP) experiment designed to study this
regulation process, Huang, Kuo, and Lin [1] found that this regulation process
could be reflected in an ERN-like ERP, and the ERP’s magnitude is correlated
with people’s internet privacy concern. In this work-in-progress we seek to use
eye-tracking to replicate their findings. Here we report our current results of pupil
size anslyses, which so far are consistent with the previous ERP findings.

Keywords: Pupil size · Eye-tracking · Behavior regulation · Social media

1 Introduction

Behavior regulation is a critical cognitive process that calibrates people’s behaviors with
their intentions [2]. Failure of regulation can decrease behavior-intention alignment that
occurs during the introduction of an information system [3]. Evidence has shown that
self-regulation is a limited cognitive resource [4, 5], and this limited resource can be
further impaired by factors such as mental work load [6]. Therefore, whether people can
appropriately distribute their resource into tasks is critical for their regulation success.

Social media users regulate their online behaviors. Previous research in social media
has shown that users may be motivated to conform to their online community’ social
norms, because violating such norms can lead to various types of social sanctions,
including isolation, public humiliation, and/or cyberbullying [7]. To avoid these sanc-
tions, social media users need to activate a regulative process to monitor their online
behaviors and issue warnings (e.g., the feeling of “Oops”) when behavior errors are com-
mitted. However, it remains unclear what factors affect users’ distribution of resources
for behavior regulation when they are using social media.

The regulation process can be transient or non-verbalizable, and therefore might be
difficult to capture using self-reports. Huang, Kuo, and Lin [1] (the HKL study) used
electroencephalogram (EEG) and designed an event-related potential (ERP) experiment
to look for the evidence of this regulation process. In the experiment they asked par-
ticipants to decide whether to press “like” toward a series of social-sensitive (with sex
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information) and social-insensitive (without sex information) app logos and compare
the ERPs associated with the two types of logos. Pressing like toward a social-sensitive
logo can be considered a regulation failure because this behavior is inappropriate in
most social media usage scenarios. Their findings indicate that, compared with social-
insensitive logos, when participants press like toward social-sensitive logos there is an
ERP similar to the classical error-related negativity (ERN), which has been strongly
associated with behavior regulation. This ERN-like pattern provides the first evidence
of the existence of a self-regulation process in social media usage. Besides, the authors
also showed that the magnitude of the ERN-like pattern is correlated with users’ internet
privacy concern (IPC) [8], suggesting that users with strong privacy concern might have
devoted more cognitive resources for regulation.

In this work-in-progress, we seek to replicate HKL [1] to find evidence of the regu-
lation. Moreover, instead of using EEG or ERP, in this research we use pupil size change
to detect the regulation process for the following reasons: (1) pupil size change is use-
ful to indicate people’s devotion of cognitive resources [9–11], and therefore can help
researchers to track whether and when the regulation process occurs during social media
usage; (2) a cross-tool replication can enhance the scientific robustness of the previous
findings [12]; and (3) a comparison of the results from EEG and eye-tracking increases
our understanding toward these two tools, and therefore helps future researches to choose
their tool to investigate NeuroIS topics.

So far we have collected 48 participants. In this work-in-progress we report our
current pupil analyses, andprovide afirst-step discussion regarding the nature of behavior
regulation and a comparison between EEG and eye-tracking findings.

2 Methods

2.1 Task and Stimulus

The HKL’s paradigm, including the stimulus set, is used in this study. Specifically, the
experiment presented an app logo in the center of the screen for 150 ms, followed by
a blank screen (randomized between 500 and 1000 ms). By pressing the corresponding
buttons, participants were required to decide whether to “like” the logo during the blank
screen (i.e., before the next logo appeared). This short decision time can minimize
the involvement of deliberation and increase the frequency of slip in regulation. There
were 20 sensitive and 60 non-sensitive logos that were presented in random order. This
procedure was repeated 12 times, resulting in 960 trials for each participant. Note that
participants performed the task both in the private and the public condition (480 trials
for both conditions). In the private condition, participants imagined that their task is
performed in private (no one else will see). In the public condition, participants imagined
that the apps were posted on their Facebook page. Their evaluations were visible to their
friends. In this work-in-progress we aggregate across both conditions for subsequent
analysis.

Eye movement data were collected using the EyeLink 1000 system at 250 Hz sam-
pling rate (SR Research, Mississauga, Canada). To increase eye movement data quality,
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we perform the following steps: a nine-point calibration was executed before the exper-
iment, a drift correction was performed before each block, and asked participants to be
seated with their chins put on a chin rest. All stimuli were displayed on a 19′′ LCD screen
at a levelled distance of 60 cm to participants’ eyes.

3 Participants and Procedure

Currently we have successfully collected eye movement data from 48 healthy adult vol-
unteers (18 males, mean age= 20.94 years old). All participants reported to have normal
or corrected-to-normal vision. After the experimenter finished the eye-tracking calibra-
tion and read the instruction, participants finished the task alone in the eye-tracking room.
After the experiment they also completed the IPCquestionnaire before they received their
compensation and debrief.

4 Analysis and Result

4.1 The Quantification of Pupil Size Change

The current analysis focuses on pupil size change [13]. We extracted pupil data from
the raw samples using Data Viewer software (SR Research, Mississauga, Canada). Pupil
size extracted from this software is in arbitrary units that is linear with true diameter, and
is normalized following the procedure by [13]. Our analysis time span started at the onset
of a logo and ended right before the onset of the next one. Baseline was set to the duration
of the presence of the stimuli (i.e., 150ms). After the normalization, a positive percentage
of pupil size change indicates pupil dilation, and a negative percentage indicates pupil
constriction.

Fig. 1. An example of a normalized pupil size change
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We found that in this study the pupil size first started to constrict hundreds of mil-
liseconds after the onset of a stimulus (time 0) and then started to regress to baseline
(Fig. 1). Therefore, for each trail the point with the most constriction was extracted for
subsequent analysis. This value was sorted and averaged according to a participant’s
response (like and dislike) and logo type (sensitive and non-sensitive). Statistical anal-
ysis on pupil size change was performed on participants’ averages. Non-response trials
(9.19%) were excluded from analysis.

5 Results

Results indicate that participants avoid liking a sensitive logo, showing the regulative
behavior. The paired t-test indicates that when a sensitive logo is presented, the frequency
that the participants like the logo is 32.51%, significantly lower than the frequency when
a non-sensitive logo is presented (62.02%, p < .01). More importantly, the frequency
that participants like a sensitive logo is correlated with his/her IPC score (r = − .32,
p = .03), indicating that the higher the IPC the less likely that a participant would like
a sensitive logo. This correlation cannot be observed in the non-sensitive logos (r =
.07, p = .65). This result shows that participants’ privacy concern is related with their
regulative behavior.

We further examine the pupil size change associated with participants’ decision
whether to like a sensitive logo. The paired t-test shows that when a sensitive logo is
presented, participants’ pupil is more constricted (−12.73%) when they like the logo
than when they dislike it (−12.11%, p = .04). More importantly, a participant’s pupil
size difference between like and dislike is marginally correlated with his/her IPC scores
(r = −.26, p = .08), providing preliminary evidence that the higher the IPC the stronger
the pupil constriction when people like a sensitive logo. This correlation is not observed
in the non-sensitive logos (p= .69). The findings indicate that people might devote more
cognitive resources, reflected in the measurement of pupil size change, when they like a
sensitive logo than like a non-sensitive logo and users’ privacy concern is related with
the cognitive resource devoted for regulation.

6 Discussion

This ongoing study provides behavioral evidence that people regulate their behavior
when they use social media. They avoid liking a sensitive logo, which in most cases can
violate norms in online communities. Furthermore, people with stronger privacy concern
[8] are even less likely to like these sensitive logos, suggesting people’s trait can relate to
their motivation of regulation. This behavioral regulation pattern is also associated with
pupil size change. People’s pupils constrict more when they like a sensitive logo than
when they dislike it, and people with stronger privacy concern has stronger constriction.
The results of this study are consistent with HKL’s study, which also shows that the
ERN-like brain wave pattern is more evident when people like a sensitive logo than a
non-sensitive one, and that the magnitude of this brain wave pattern is also correlated
with the same internet privacy concern scale [8]. In conclusion, in this study we interpret
the pupil size change as devotion of certain cognitive recourses [9], and therefore our
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finding indicates that people’s devotion of cognitive resources for regulation increases
with their privacy concern.

The significance of this study is therefore threefold. First, to our knowledge, this
study is probably the first to use pupil size change to study regulation in social media.
We show that pupil size change can be a valuable measure to detect some cognitive
activities that might be transient or non-verbalizable in the online environment. Second,
we use eye-tracking to replicate the findings previously reported using EEG and ERP,
enhance robustness of the previous findings [1]. Third, we show that pupil size change,
like EEG and ERP, has good temporal resolution and is therefore suitable for finding
transient differences in cognitive activities. However, wewant to note that comparedwith
EEG and ERP, experiment results from pupil size change are more difficult to interpret
because, unlike EEG and ERP data, these results are less specifically associated with
certain cognitive functions. For example, using experiment designs and tracing its signal
source in the brain, researchers generally agree that the functional significance of ERN
can be narrowed down to self-regulation [14]. However, this link between a pupil size
change and a specific functional significance is less clear. While the interpretation that
pupil size change indicates devotion of cognitive resources is plausible and the most
likely [11], so far we cannot completely rule out alternative interpretations, including
the relationship between pupil response and problem difficulty or people’s interest in
a task [15, 16]. Therefore, pupil data are more suitable for studies that only seek to
detect whether there is a difference between manipulations or those that have applied
experimental paradigms with limited alternative interpretations. Future work of this
study includes the comparison of pupil size change between the private and the public
condition. Computer-mediated communication studies have shown that the strength of
social influence can enhance people’s regulation behavior [17, 18] and therefore predict
that the pupil size change differ in the two conditions. Future work should provide
analysis to test this prediction.
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Abstract. Based on the behavioral economic theory, the recent uptake in the use
of Nudge Theory, has been seen in many companies aiding consumers’ decision-
making processes. However, recently online channels have started to use this
technique for profiteering purposes, coined in this paper as a digital dark nudge.
While cases of good nudge have been extensively studied, research on their dark
sides and the effects these may have are absent and unclear. We demonstrate in
a pilot study on 92 participants proof of concept and thus conceptualize the next
steps in analyzing this phenomenon through the lens of NeuroIs. Through this
process we aim to identify whether digital dark nudges will be detrimental to a
consumers’ buying intentions and whether they may have a long-term negative
impact on those engaged in the use of them.

Keywords: Digital dark nudging · Online commerce · Nudge theory · fNIRS ·
NeuroIS

1 Introduction

For over a decade now, most companies have been engaging in electronic channels (i.e.
e-commerce and m-commerce), forcing incumbent organizations to replace physical
proximity with online convenience. This has led to a wider engagement from consumers
in digital platforms for satisfying their product and service needs [1]. This new economic
reality is transforming the way companies do business and has meant the need to explore
new types of strategies for engaging consumers onto their online channels [2]. One
avenue some companies have taken is the use of behavioral economics (BE) within
decision support systems [3], influencing theway users engagewith and view the designs
presented on these platforms.OneBE theorywidely implemented is that ofNudge theory
or known online as a digital nudge [4]. Digital nudging is based on the well-known
theory: Nudge Theory. Winning Richard Thaler the Nobel Memorial Prize in Economic
Sciences in 2017, the rise and use of this type of BE is gradually gaining popularity
and has helped to nudge people into improving their economic and health decisions,
known as libertarian paternalism [5]. The use of online digital nudges is premised on
three principles that help guide their use, namely: all nudges should be transparent and
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never misleading; and it should be easy to opt out, preferably within one click; and, there
should be a good reason to believe that the behavior being encouraged will be in that
person’s interest to engage [5].

Recently, however, the use of nudge-like tactics has been found to be negatively
influencing design patterns and the overall customer experience on online channels. In
2015 for the New York Times, Thaler highlighted private sector cases in which Nudge
Theory was being utilized, however, while violating his three key principles from nudge
theory, claiming “The offer was misleading, opting out was cumbersome, and the entire
package did not seem to be in the best interest of a potential subscriber” [6]. Despite this
warning, similar patterns have emerged in many online platforms [7] where profiteering
on the inherent economic behavioral traits that humans have has been seen [3].

Despite this type of online behavior beingfirst exploredwithin the user interface field,
known as a dark pattern [8], this research has been limited to dark pattern taxonomies
and research on how prominent they are in website design [7, 8]. Our research attempts
to move past this and look at the individual level effects of these dark nudges (including
their use of dark patterns). For these reasons we have incorporated nudge theory as
the underlying motivating principle of this study [6]. Furthermore, nudge theory is an
exploration of individual decision-making through a BE lens and thus can be directly
measured through NeuroIS tools [9]. With the digital nudging field starting to blossom,
attempting to understand ethical concerns early onwith empirical analysis seems a timely
and valid study [10]. Ample evidence exists of good nudges [11–15], but, till now, no
study has attempted to empirically test the phenomenon of dark nudging in the context
of e-commerce (hereby coined as a digital dark nudge (DDN)). Secondly, no study has
coupled this investigation with an exploration of the neurophysiological underpinnings
that occur during a decision-making task involving a DDN. This paper therefore looks to
rectify this through the lens of a NeuroIS investigation by using functional near-infrared
spectroscopy (fNIRS) in order to explore this decision-making process.

The research objectives of this study are to: (1) define what a dark nudge is and how
it is presented in modern e-commerce. After a dark nudge is operationalized, we will (2)
perform a behavioral pilot study to acquire proof of concept. We also aim to identify if it
has a negative effect on consumers behavioral responses upon the e-commerce shopping
experience. Through this process, we will (3) identify ways to design a future fNIRS
study in which we will compare the neural underpinnings when a consumer is exposed
to distinct digital dark versus good nudge conditions.

2 Planned Research and Expected Outcomes

2.1 A Typology Digital Dark Nudges

In an attempt to directly operationalize a dark nudge, we can view it as any advertisement
or website design that does not follow all or at least acouple of Thaler’s three principles
of transparency, in the best interest of the consumer, and easy to opt out [5, 6]. Many
examples of the use of dark nudges have been seen in dark pattern website design [16],
however, we attempt to operationalize them usingBE and their individual level effects on
human decision-making. In an example, one common dark pattern known as a hidden
cost is a common strategy whereby the initial price of an item (usually shown in a
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discount type format), hikes up in price as the user moves through the purchase page. In
contrast, a good nudge would be upfront about these types of costs within the purchase
process. Through the lens of a dark nudge and BE, this is known as a shrouded attribute
[17], the use of hidden adds-on and surcharges in a purchasing scenario. Profiteering
on human behavioral instincts and ignoring the promotion of people’s own interests has
shown that libertarian paternalism has been potentially hijacked in favor of profits [18].
Thus, the ethical concerns of this need to be empirically explored [10].

As consumers use online channels for their consumption, they are constantly hav-
ing to make BE decisions. In order to capture the underlying processing of con-
sumers’ decision-making in the DDN context, we will employ a neurocognitive exami-
nation using an fNIRS methodology. We will investigate how young consumers process
decision-makingwhen exposed to shrouded attributes (i.e. hidden costs). The application
of fNIRS within cognition research is highly reliable for measuring the values of oxy-
genation in hemoglobin in the prefrontal cortex [19]. In our context, as young consumers
have extensive experiences with digital platforms including online search, purchases,
and social networking, we have little anticipation to identify emotional aspects toward a
DDN. Therefore, our study aligns with an analysis on the cognitive aspects. Specifically,
we expect to observe the dorsolateral prefrontal cortex (DLPFC) activity when young
consumers are confronted with a DDN. The DLPFC has previously been explored for
identifying higher-order functions that include cognition and problem solving [9]. Prior
literature also points to the role of the DLPFC activation seen in the decisions to accept
or reject unfair offers as part of a wider decision-making function involving other regions
of the brain. This suggests that the DLPFC is potentially part of a network that modulates
the relative impact of fairness motives and self-interest goals within decision making
[20].

2.2 Hypotheses

As identified, there is a rise in the use of DDNs within online channels [7] and therefore
understanding the effects these have on consumers is needed. In the short-termcompanies
have all to gain from implementing DDNs, however, it in the long run we hypothesize
this can only lead to negative consequences whereby the consumer becomes aware
and smart to such schemes [18]. To borrow from the BE literature, myopic consumers
will ultimately become sophisticated to such tactics played by willing companies [17].
Ultimately consumers will opt for more transparent processes whereby DDNs are not
employed. Thus, the following hypotheses are proposed based on the literature thus far:

H1: For the Digital Dark Nudge Condition, Consumers Are More Likely to Recog-
nize Hidden Costs, and Thus Will Decrease the Likelihood of a Future Purchase
Decision.

H2: For the Digital Dark Nudge Condition, Consumers Are More Likely to Rec-
ognize Hidden Costs, and Thus Will Decrease the Likelihood of a Future
Recommendations.

Additionally, from the viewpoint of a neurophysiological response, when consumers
are presented with such DDN stimulus they have to make a decision on whether to buy
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or not. However, before they make this decision, consumers are expected to stop to make
judgements, such as value, leading to an increased cognitive process [20]. As previously
explored, there are multiple potential brain regions that play a role in this cognitive
decision-making [9, 19, 20] and thus, we hypothesize:

H3 1: Oxygenation Hemoglobin Values in the DLPFC Will Be Greater in Response to
a Digital Dark Nudge Compared to a Good Nudge Condition.

3 Behavioral Pilot Study

3.1 Experimental Design

We recruited 92 college-aged undergraduate participants (female = 61) for the pilot
test. Additionally, we opted to employ a one-way (dark vs. Good) between-subjects
design whereby participants were randomly assigned to each of the condition based
on the software randomization technique. Participants were presented a story that told
them they had a specific budget for a product/service and that they had spent one hour
searching the internet before stumbling on the presented product/service. We prepared
two price categories in order to find out if any price differences could be found, with
$100 and $300 being chosen as acceptable prices for the given product/service scnereos.

3.2 Manipulation of Conditions

In the case of the good nudge scenario (see Fig. 1) a screen showed the main product,
original price (including extra costs) and then the final price in a larger font with a
bold style to make the final price clear. Next, participants were asked about purchase
intention before being presented with a final payment screen. Next valence and arousal
from a SAM test [21] was presented in order to understand the emotion of the participant
after knowing the fact. Next two questions were asked based on future repeat purchase
intention and likelihood of future recommendations to friends and family.

For the DDN condition, the design of the stimuli was slightly different. For the same
product, we included a discount price page before the main purchasing page and kept
this price the focus of the advertisement (i.e. $80 was the discount price and this was
advertised in greater font size and bold on the final page, despite the true price being
$100 which was seen in small font and not bold). The same layout was used: i.e. SAM
test, future purchase intention, and recommendation in order to statistically compare the
participants’ opinions on the two conditions.

3.3 Variables and Measures

Four dependent variables existedwithin the pilot test. First, wewanted to test the emotion
of the participants after they had seen either one of the two conditions. This was done
with SAM on a 9-point Likert scale [21]. Secondly, participants were asked about their

1 This hypothesis is specific to the planned fNIRS pilot study that will be conducted in the near
future.
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future repeat purchase intention after seeing the stimulus. The next dependent variable
was the likelihood of a future recommendation to friends and family. Both questionswere
measured with a 7-Likert scale item in order to allow for a test between each condition.
Further, we employed three control variables: age, gender, and prior experience with
purchasing a product/service online based on a scale of never, 1–2 times, more than 3
times (Fig. 2).

Fig. 1. First phase for the good nudge.

Fig. 2. First and second phase for the dark nudge

3.4 Pilot Test Results

Based on our initial expectations, the pilot test results were consistent with what was
originally hypothesized (H1, H2). Behavioral results from two repeated e-commerce
conditions (i.e. AirBnb and SkyScanner) were averaged for each dark and good nudge,
respectively. To begin with, initial purchase decision showed no significant differences
between the two conditions (p > .10). Additionally, SAM, measured by valence and
arousal, showed the same reaction (p > .10). In regard to good and dark nudges, these
results reflect the fact thatmost peoplewill continuewith a purchase and feel indifference
in their emotion. This is where DDNs have been seen to be effective in that they can
attract customers into a purchase decision without alerting the consumers to the fact that
it may not be honest.

However, the results from the future purchase intention and recommendation
revealed significant differences between the two conditions. One-way analysis of covari-
ance (ANCOVA) results revealed that participants showed higher future purchase inten-
tion for the good nudge (M = 4.16) than the one for the DDN (M = 3.38, F (1, 88) =
7.494, p = .007, η2 = .078) whilst controlling for gender, age and online purchasing
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experience. They also showed a higher likelihood of future recommendation for the good
nudge (M = 4.20) than for the DDN condition (M = 3.40, F (1, 88) = 7.898, p = .006,
η2 = .082) whilst controlling for gender, age and online purchasing experience.

3.5 Planned Data Acquisition and Analysis

We further plan to perform the fNIRS to study the dissociable neurophysiological reac-
tion to good and dark nudges. The within-subject design will be employed as the stimuli
will be presented sequentially within each good and DDN condition. 12 trials will be
repeated for each condition, presenting a diverse range of scenarios from companies
engaged in online channels.

For the fNIRS analysis, the OBELAB and NIRS-SPM toolbox will used to measure
both oxygenation and deoxygenation hemoglobin values. The preprocessed data for each
subject will be converted to the General Linear Model (GLM). Then, the group-level
analyses will be tested to compare between the DDN and good nudge condition.

4 Discussion and Contribution

Based on the results of a pilot study we have found that the potential impact of a digital
dark nudge could have an effect on consumers decisions to engage economically with an
online provider of services and goods. Ultimately, this could lead to a reduced likelihood
of future purchase intention as well as recommendations for that given product/service
and thus needs further attention. Within this working paper we have provided early
evidence that should now be further investigated thorough the use of NeuroIS tools in
order to understand the underlying neurophysiological effects at play coupled with the
behavioral data obtained in this study.
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Abstract. Contemporary technostress research is mainly based on studies in lab-
oratory settings and online surveys. To foster technostress research in the field, we
compared four data collection methods, a blend of self-reports and physiological
measurements, in the context of a case study in one organization. Over three non-
consecutive workweeks, 16 participants filled out online surveys, wrote an online
diary, wore a chest strap tomeasure their heart rate, andmeasured their blood pres-
sure using a wrist-worn device. All four methods were assumed to imply a low
level of intrusiveness as it enabled self-measurement by the participants without
the need for continuous researcher intervention. The four data collection meth-
ods are compared based on six major criteria to determine measurement quality
(i.e., reliability, validity, sensitivity, diagnosticity, objectivity, and intrusiveness).
We find that each data collection method has its strengths and weaknesses. What
follows is the need for mixed methods designs in technostress field studies.

Keywords: Blood pressure · Case report · Case study · Field study · Heart rate ·
Survey · Technostress

1 Introduction

Technostress (hereafter TS) is a phenomenon that arises from “[d]irect human interaction
with ICT, aswell as perceptions, emotions, and thoughts regarding the implementation of
ICT in organizations and its pervasiveness in society in general…” ([1], p. 18). Research
has demonstrated that TS can have detrimental effects such as substantial activations
of physiological stress mechanisms (e.g., elevated release of stress hormones, [2]) or
reduced individual performance (e.g., [3]). To date, most of the research on TS has been
conducted in laboratory settings and/or has relied heavily on self-report measures [4, 5].
Although surveys and laboratory studies can also be useful to create practical insights
on the emergence of technostress in a large number of organizations (e.g., [6, 7]), we
argue that creating insights that are more specific to a certain organization and can
then be translated into organization-specific interventions (e.g., through tailored stress
management trainings, [8]), requires research within organizations (i.e., research in situ,
[9]).
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Investigations of this kind are often accompanied by substantial effort for both
researchers (e.g., time to identify an appropriate case organization, effort to coordinate
data collection and to actually collect data through personal interviews or observations)
and study participants (e.g., work interruptions to collect data, feeling of being moni-
tored). Hence, it is crucial to deliberately select data collection methods that minimize
effort for all involved stakeholders, yet provide the necessary scientific rigor, and also
allow for insights that are relevant to researchers and practitioners. In the present case
report, we defined a set of measures that fulfill these criteria and tested them in a lon-
gitudinal field study. The measures we defined constitute a blend of self-reports and
physiological measurements. As the human stress response in general, and hence also
the TS response, are based on two mechanisms, physiological (e.g., [1]) and psycho-
logical (refer to work by Lazarus, as cited in [5]), such a blend is critical to establish a
maximum of insight in TS research.

2 Case Study Setting and Data Collection Methods

From December 2017 to June 2018 we investigated TS within a case organization in
Austria. The company is a publisher that employs approximately 25 individuals at its
headquarters. 16 of these individuals participated in a longitudinal study, which involved
the application of a set of data collection methods over a period of three non-consecutive
workweeks (one in March, one in May, and one in June).

A set of four data collection methods was chosen for this case study. We decided to
select two self-report methods (i.e., online surveys and an online diary) and two neuro-
physiological methods (i.e., heart rate measurement and blood pressure measurement)
as these types of methods have been most frequently employed in previous TS research
[4]. It has to be noted though that there is a wide variety of additional neurophysiological
measures that have previously been applied in technostress studies [10]. For example,
Tams et al. [3] collected salivary alpha-amylase as a physiological indicator of stress
in addition to self-reports. In the context of this study though, the management of the
case organization expressed their concerns regarding more intrusive measures such as
markers of endocrine system activity (e.g., hormones collected through blood, urine,
or saliva samples, [1]). Therefore, measures of autonomic nervous system activity were
favored, as related data can be gathered through devices thatmany individuals are already
familiar with (e.g., devices to track sportive activity, which also gather heart rate data).

Online surveys were administered at the end of each workweek through an online
platform (i.e., SoSciSurvey1). During the first workweek it took participants on average
45 min to fill out the survey, while in the two other weeks completion took participants
around 20 min. The difference was mainly caused by questions related to individual
characteristics such as personality or attitudes that were only included in the first week.
The online diary was based on the “Day Reconstruction Method” proposed by Kah-
neman et al. [11] and involved participants using an online tool implemented using
Microsoft Sharepoint® to indicate their activities and used technologies throughout the
day. Participants were instructed to report in 30 min blocks and they were able to select

1 https://www.soscisurvey.de/ [last access on 02/25/2020].

https://www.soscisurvey.de/
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from previously generated keywords (e.g., a list of activities relevant to their job).Heart
rate (HR)measurement was implemented using a consumer-grade chest strap used com-
monly for sportive activities (i.e., Polar H7, [12]) in combination with a smartphone app
to gather the collected data (see also [13] and [14] for more details on this setup). Par-
ticipants put on the chest strap when they came into the office and started measurement,
which led to continuous data collection throughout the workday. Blood pressure (BP)
measurement was conducted by participants themselves using a wrist-worn device (i.e.,
Omron RS8, [15]). In line with protocols for longitudinal studies (see, for example, [16]
and [17]), participants were instructed to measure twice a day, shortly after they arrived
at the office and again shortly before they left the office. At each measurement point
(upon arrival and when they left), BP was measured two times and then averaged. Please
refer to the online material of the article by Fischer and Riedl [18] for further details on
the applied data collection procedures (in German).

3 Methods Evaluation

To compare the four data collection methods, the quality criteria for measurement meth-
ods presented by Riedl et al. [19] are used (see Table 1). In addition to these criteria,
the subjective experiences of the researchers are also involved in the evaluation of the
suitability of the data collection methods for field research.

Table 1. Quality criteria for measurement methods based on Riedl et al. [19], p. xxix

Criterion Criterion descriptions

Reliability Reliability. The extent to which a measurement instrument is free of
measurement error, and therefore yields the same results on repeated
measurement of the same construct

Validity Validity. The extent to which a measurement instrument measures the
construct that it purports to measure

Sensitivity Sensitivity. A property of a measure that describes how well it differentiates
values along the continuum inherent in a construct

Diagnosticity Diagnosticity. A property of a measure that describes how precisely it
captures a target construct as opposed to other constructs

Objectivity Objectivity. The extent to which research results are independent from the
investigator and reported in a way so that replication is possible

Intrusiveness Intrusiveness. The extent to which a measurement instrument interferes with
an ongoing task, thereby distorting the investigated construct

Reliability. Online surveys were mainly based on existing instruments, which have
been applied repeatedly and demonstrated their reliability (e.g., [20]). The online diary
included a pre-configured list of activities, though these activities were in many cases
abstracted so that they would be relevant to all participants. Hence, this level of abstrac-
tion can be a potential cause of reduced reliability as it leaves room for interpretation.



74 T. Fischer and R. Riedl

According to Riedl et al. [19], HR measures are reliable generally, though our used
data collection setup was a source of reduced reliability. For example, the Bluetooth
connection between chest strap and smartphone was not always given, which led to
rare instances of data loss or skewed data. For BP measurement a variety of interfering
factors exists (e.g., arm position, room temperature, noise level, [16]). Therefore, in the
context of this study, even with substantial participant training, doubtful data was not
uncommon (e.g., unexpectedly high or low values).

Validity. Specific survey instruments for the measurement of aspects of TS (e.g., stres-
sors, [20]) exist. Yet, their content validity has been called into question before (e.g.,
[21]). The online diary also included the option to enter text (e.g., to describe instances of
computer hassles); yet, it is less specific as compared to surveys. For neurophysiological
measurement methods in general, Riedl et al. [19] highlight that individual physiological
indicators should not be interpreted in isolation as they can, in many cases, represent
different constructs. This need for triangulation with other sources of data was particu-
larly visible for BP in our study, which can be influenced by many interfering variables
and at the same time was only measured at discrete points in time (as compared to HR,
which was measured continuously and therefore, based on the amount of data available,
allows for more fine-grained analyses).

Sensitivity. Survey items were usually measured using a scale from 1 (lowest level of
agreement) to 7, and each construct usually included several items to increase sensitivity
(e.g., as opposed to more global statements such as “Did you feel stressed?”). The diary
had the potential to provide uswithmore fine-grained data (e.g., specific stressful events),
yet we found that individuals usually only reported uncommon or uniquely stressful
events (e.g., program shutdowns), which skewed the data available from this source.
With one data point per second, HR provided us with the most fine-grained data, with
a potential for high sensitivity (e.g., responses to stressful stimuli in seconds, [14]). BP
provided us with data that was only more fine-grained than survey data (measurement
twice per day as compared to once per week), which limits its sensitivity significantly
(e.g., as compared to HR).

Diagnosticity. Items included in surveys are often general statements that can be poten-
tially related to many constructs. Hence, repeated applications of the same instruments
are needed to prove their diagnosticity (e.g., by demonstrating discriminant validity in
comparison with potentially related constructs). High diagnosticity can therefore only
be ensured for established survey instruments. In the case of the diary, instances of TS
could be reported, though the reported events were often abstracted (i.e., a whole situa-
tion rather than a specific stressor) and therefore potentially mixed with other forms of
stress (e.g., usability problems with a system and work-related stress due to time pres-
sure at the same time). For HR and BP, diagnosticity cannot be evaluated in isolation
as there is no specific TS marker or some comparable metric that would be specific for
this phenomenon. Hence, when it comes to specifically measuring stress due to ICT,
self-report instruments are superior as compared to neurophysiological measures. The
rationale is that self-report measures can be tailored to measure the specific construct
of interest on a fine-grained level, whereas neurophysiological measures allow for more
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general insights into stress physiology that do not necessarily allow for a straight-forward
distinction between stress responses based on the type of stressor (e.g., whether a spike
in HR was caused by an ICT-related problem or some other acute stressor such as task
overload or social conflict is, in field settings, usually not totally clear based on HR data
alone).

Objectivity. Several biases have been found to potentially influence the responses to sur-
veys (e.g., commonmethod bias, [22]; social desirability bias, [23]). Although anonymity
was guaranteed in our study,wrong answersmadewith deliberation cannot be completely
ruled out. Guaranteeing anonymity was an even bigger problem for the diary, as entries
can, in most cases, be directly traced back to specific individuals (e.g., due to specific
combinations of activities). HR and BP are not as open for manipulation as self-reports,
with HR being measured continuously on a level of granularity that makes specific
manipulations difficult (e.g., deliberately lowering HR in our study context is hardly
possible), though this possibility would have existed for BP (e.g., by elevating the arm
slightly during measurement to lower BP). It has to be noted though that there are also
systematic confounders that can affect the data collected through neurophysiological
measures (e.g., drinking coffee or smoking in the case of BP [16]). Hence, in order to
ensure objectivity, the circumstances of measurement have to be documented carefully.

Intrusiveness. At this point, we use the response rates as a potential indicator for the
participants’ effort related to each method, and this effort, in turn, was used to assess a
method’s potential intrusiveness in the work routine. Completing the survey led to 20 to
30 min of effort for participants per workweek, and the response rates diminished over
the study period (15 completed surveys in week 1, 10 in week 2, 8 in week 3). Filling
out the diary resulted in 20 to 30 min of effort per workday. In the first study week, we
had 57 days with at least one entry by a study participant (i.e., 71% of a max. Value
of 80, where 80 = 16 individuals × 5 workdays). This value diminished to 45 in week
2 (56%) and 37 in week 3 (46%). In the optimal case, study participants only had to
invest around five minutes of their workday into the collection ofHR data (i.e., to put on
the chest strap and start data collection and then stop data collection and take down the
chest strap again). Yet, due to unexpected technical problems (e.g., lack of a Bluetooth
connection between chest strap and smartphone), this was not always the case. In the
first study week, we received 47 usable HR data sets (59% of 80), 36 in week 2 (45%)
and 44 in week 3 (55%). BP measurement required about 10 min per participant per
workday. In the first study week, we received 76 usable datasets (48% of 160, where 160
= 16 individuals× 5 workdays× 2 measurements upon arrival and just before they left
the company), 59 in week 2 (37%) and 40 in week 3 (25%).

4 Ranking of Data Collection Methods and Conclusion

Based on the discussion in the previous section and our own experiences from the
reported case study, we created a comparative ranking of the four data collectionmethods
using the six quality criteria. The results of this ranking are portrayed in Table 2, with
1 indicating the best suitability of a method with respect to a certain criterion. It should
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be noted that this ranking is relative and based on the subjective impressions of the
researchers involved in this specific case study. Yet, the experiences that we made in our
field study constitute a viable basis for future studies. Future studies could, for example,
explore in which types of research settings this ranking may change or which types of
additional research methods (e.g., experience sampling as a mix of a survey and a diary,
[24]) could be even better suited for a comparable research setting.

Table 2. Comparative ranking of the data collection methods (rank 1 = best method, …)

Surveys Diary HR BP

Reliability 1 3 2 4

Validity 1 2 3 4

Sensitivity 3 4 1 2

Diagnosticity 1 2 3 4

Objectivity 2 4 1 3

Intrusiveness 2 3 1 4

First, this study showed that consumer-grade devices can be used to collect data in
the field without substantial interventions by involved researchers (see, for example, [25]
or [26] on this “lifelogging” approach to data collection in the context of organizational
stress research). Perhaps more importantly though, this study showed that each data
collection method has strengths and weaknesses, and therefore several methods should
be used in combination to create a more holistic picture of the TS process.

For example, survey instruments are crucial to assess results of individual appraisal
and they constitute a low-effort approach to the initial assessment of perceptions (e.g.,
related to general topics such as the organizational climate). The diary can then be
used to collect perceptual data on a more fine-grained level as a means to enhance
survey data (e.g., specific events that occur on a regular basis and could be sources of
TS). In addition to self-reports and its potential limitations (e.g., social desirability),
physiological measures can then be used as a means to gather data unobtrusively and in
a continuous fashion (i.e., in the case of HR). This continuous stream of data can then
be triangulated with self-report data (e.g., to identify and prioritize the most straining
instances of TS), which then creates the basis for interventions (e.g., stress reduction
training). The effective combination of these four data collection methods during a
longitudinal study such as the one that was presented in this article is dependent on the
purpose of a study though. For example, if there is a need to identify specific stressors,
then more emphasis should be put on the frequent application of self-report measures
to assess distress appraisal, while the assessment of physiological well-being would
demandmore intense use of biological measures (e.g., including devices that can capture
data on a clinical level of quality). In addition, the timing of the use of certain types of
measures (e.g., more quantitative measures such as surveys and physiological measures
or more qualitative measures such as diaries) also depends on the purpose of the study
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(see, for example, introductory books into mixed methods research such as [27, 28] for
the rationale behind certain orders in which methods can be applied).
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Abstract. Techno–stressors are typically hindering for users. These then cause
adverse user responses, such as techno-exhaustion, which in turn result in reduced
task performance. Latest technostress research adds two types of stressors: hin-
drance techno-stressors (HTS) and challenge techno–stressors (CTS). Using that
knowledge, this research-in-progress paper develops a research model assuming
that both types of techno-stressors lead to different user responses (e.g.,motivation,
techno-exhaustion, arousal) and, in turn, have a different impact on task perfor-
mance. To validate that empirically, we propose a mixed-experimental research
design following a pre-post approach with three different treatments (e.g., HTS,
CTS, control) using among other different biomarkers (e.g., SC, sAA, cortisol) to
measure arousal. The expected contributions and future steps are discussed.

Keywords: Challenge/Hindrance stressors · Technostress · Exhaustion ·
Arousal · Task performance · Skin conductance · Alpha-amylase · Cortisol

1 Introduction

The use of Information Systems (IS), mainly if they do not work appropriately, chal-
lenges or hinders users. This has the potential to create technostress [1], which is stress
caused by using an IS [2]. Most qualitative and quantitative examinations focus on the
hindering side of technostress [2–4].Here techno-stressors,which are technology-related
conditions potentially stimulating technostress [1], lead to adverse user responses. For
example, users are psychologically exhausted [4, 5] and show physiological body reac-
tions such as sweaty hands [6, 7] and the release of cortisol [8]. All these responses then
potentially reduce the task performance of users [3, 4, 9].

Psychological research shows that both a good and a bad side of stress exist by
differentiating between challenge-stressors and hindrance-stressors [10, 11]. Challenge-
stressors (CS) are evaluated as an opportunity because users can learn and gain personal
growth. On the contrary, hindrance-stressors (HC) are evaluated as hindering such that
they obstruct the users from the achievement of their goals, such as they can work faster
and more time-efficient [12].
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However, although these stressors – challenging techno-stressors (CTS) and hin-
drance techno-stressors (HTS) are introduced to the technostress context [12], it is cur-
rently not known how users respond to CTS and HTS and how these responses influ-
ence task performance. The user in terms of his or her psychological and physiological
responses might differ when encountering CTS and HTS, and hence, have a different
effect on task performance. Therefore, the research question is:

How do user responses differ when perceiving a CTS or HTS? How do CTS and
HTS influence task performance?

The paper is structured as follows. Next, a short overview of the challenge and
hindrance framework is given to introduce challenge and hindrance stressors. Afterward,
the transactional process of technostress is explained. The combination of both represents
the aim of the present research. Subsequently, the research model is developed, and the
design of the laboratory experiment is outlined. Lastly, the paper discusses the expected
contributions of the research-in-progress paper.

2 Theoretical Background

2.1 Technostress

Technostress is defined as the perception of stress caused by the use of IS [1]. Technos-
tress is based on the transactional theory of stress [13, 14] and should be understood as
a transactional process comprising techno-stressors, user responses, and outcomes [2].

Techno-stressors are technology-related stimuli [1], which lead to psychological and
physiological user responses and, in turn, to behavioral outcomes [15, 16].

Psychological user responses reflect psychological reactions to a techno-stressor
[16]. Different reactions have been examined in previous literature, such as job and user
satisfaction [2], burnout [16, 17], or addiction [18]. However, most investigations inter-
pret psychological user responses as techno-exhaustion in prior technostress literature
[4, 5, 9, 19], which is based on emotional exhaustion from burnout research [20, 21] and
understood as the feeling of tension and depletion of emotional resources [20].

Physiological user responses include bodily responses to techno-stressors such as
cardiovascular, biochemical and gastrointestinal symptoms [15] and has been the focus
of several investigations of users’ biological responses to techno-stressors [8, 22, 23]
(see [22] for an extensive description of physiological user responses). It is mostly
understood as physiological arousal (hereafter arousal) which activates the autonomic
nervous system and is manifested by emotional sweating [7, 24, 25]„ blood pressure
[26], pupil dilation [27], faster heartbeat [28] as well as an increase of the cortisol level
[23].

Behavioral user responses include behavioral responses to the techno-stressors, such
as lower task performance [3, 9, 29].

2.2 Challenge and Hindrance Framework

Based on the transactional stress theory [13, 14], the challenge and hindrance (CH)
framework consider “stress as an individual’s psychological response to a situation in
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which there is something at stake for the individual” [10]. The framework differentiates,
following the primary appraisal process within stress theory [13], between challenge and
hindrance stressor. “The situation is appraised with respect to whether it is potentially
challenging– beneficial or threatening– harmful” [10]. The framework suggests that
challenge stressors might be positively and hindrance stressors negatively related to
performance. The framework states that two mechanisms are responsible for the effect
of why these stressors influence performance. First, challenge stressors increase the
motivation to learn, and hindrance stressors reduce this motivation, which leads to a
different effect on performance. Second, both stressors lead to exhaustion, which reduces
performance (see Fig. 1 [10]).

Challenge stressor

Hindrance stressor

Motivation to learn1

Exhaustion1

Learning performance1

Note: 1= influenced by individual differences

Fig. 1. Challenge and hindrance framework [10]

2.3 The Present Research

Extent technostress literature mostly considers bad stress and neglects the differentiation
between HTS which are defined as “stressors that hinder progress toward personal goal
attainment and accomplishments” [12] and CTS which is understood as “stressors that
present opportunities for individual learning and personal growth” [12]. The present
research combines the CH framework with technostress literature by concentrating on
CTS and HTS and, more importantly, focuses on their different effect on task perfor-
mance. Thereby, psychological literature indicates that the effect ofHTS andCTSon task
performance is mediated by motivation and exhaustion [10]. NeuroIS literature on tech-
nostress demonstrates that besides the psychological user responses (e.g., motivation,
exhaustion) also physiological user responses in terms of arousal acts as a mediator [22,
26, 30] 1. As shown in Fig. 2, the effect ofmotivation has been adapted to the technostress
context. Techno-exhaustion is an essential part of both research streams, and arousal has
been derived from extent technostress literature, indicating that techno-stressors lead
to psychological (techno-exhaustion) as well as physiological (arousal) user responses,
which are responsible for the effect of CTS and HTS on task performance.

1 As the paper focuses on the different user responses and their effect on task performance the
relationship between the mediators will only be considered as covariables but a theoretical
relation should be the focus of future research.
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Challenge techno-stressor

Hindrance techno-stressor

Motivation1

Techno-exhaustion1 Task performance1

Arousal1

Note: 1= influenced by individual differences

Fig. 2. Present research

3 Hypotheses Development

3.1 CTS and HTS on User Responses and Task Performance

The CH framework demonstrates that challenge stressors positively influence motiva-
tion, whereas hindrance stressors reduce it [10]. Empirical evidence also validates this
relationship [10]. The reason might be that the encountering of CTS is characterized by
opportunity so that users aim to learn and gain personal growth [12]. Besides, CTS are
related to higher approach orientation, such as learning and openness [31]. Hence, the
willingness to learn and approach orientation implies a high motivation. On the contrary,
HTSare characterized by hindering the achievement [12] and avoidance orientation, such
as withdrawal, which indicates lower motivation [31]. Therefore, it is assumed that:

H1a: Users who encounter a CTS have a higher motivation than users who
encounter a HTS.

The negative influence of HTS on techno-exhaustion has been empirically vali-
dated [3–5, 9]. The underlying rationale subsumes that the hindrance, by using the IS,
leads to the tension and depletion of one’s emotional resources and so increases techno-
exhaustion. The negative effect of CS has also been shown in psychological research
[10]. One explanation is that the processing of information associated with the desire
to learn and grow personally in the challenge-situation is also consuming emotional
resources, which results in higher techno-exhaustion. Hence, it is assumed that CTS and
HTS have both a negative effect on techno-exhaustion so that we assume that:

H1b: Users who encounter a CTS have the same high techno-exhaustion level than
users who encounter a HTS.

The effect of HTS on arousal has been empirically shown in several investigations [8,
24]. One explanation might be that in a HTS situation, the body needs more oxygen, but
the arteries remain narrowed, resulting in individuals being more aroused because the
bodyhas toworkharder to get oxygen [31].On the contrary, initial evidence demonstrates
that the body also responds to CTS [27]. The need for more oxygen also characterizes
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the arousal response towards a CTS. However, the arteries dilate, and more oxygen can
be transported such that the body is less aroused [31]. Also, related literature indicates
that individuals show a more efficient arousal pattern in challenging situations [32]. The
difference in the arousal level can also be reasoned by psychological literature, indicating
that CS leads only to an activation of the sympathetic-adrenal-medullary (SAM). In
contrast, the encounter of HS leads to the activation of SAM as well as hypothalamic-
pituitary-adrenal (HPA) axis [31], indicating a higher arousal level. Therefore,we assume
that:

H1c: Users who encounter a CTS are less aroused than users who encounter a
HTS.

As mentioned above, the encounter of CTS is characterized by opportunity. For
example, users who are forced to process a vast amount of tasks quickly might think
that they can gain acknowledgment from co-workers and supervisors by trying to work
as fast as they can, which results in high task performance. Contrary, HTS are char-
acterized by hindrance [12], and several investigations demonstrate that HTS reduces
task performance [16, 33]. For instance, users who are hindered by interruptions think
that they cannot manage the task, resulting in lower task performance. Therefore, it is
assumed that:

H1d: Users who encounter a CTS have a better task performance than users who
encounter a HTS.

3.2 User Responses on Task Performance

Previous literature indicates that motivation [10, 34] increases task performance. Moti-
vation refers to the willingness to accomplish the task. Fundamental behavioral theories
demonstrate that the willingness to perform a behavior increases the actual behavior
[35]. Hence, the higher the motivation to accomplish the task, the higher the task perfor-
mance. As a CTS and HTS differ, it is assumed that high motivation leads to high task
performance when encountering a CTS, and on the contrary, that low motivation leads
to low task performance when encountering a HTS. Therefore, it is assumed that:

H2a:Motivation is positively associatedwith task performancewhen encountering
a CTS or HTS.

The negative effect of techno-exhaustion on task performance has been shown pre-
viously [3, 9]. The encounter with a techno-stressor leads to a feeling of tension and
depletion of one’s emotional resources [5] and, in turn, the energy to manage the sit-
uation is limited. Thus, task performance is at a lower level [3]. As both - CTS and
HTS – consume emotional resources, it is assumed that techno-exhaustion reduces task
performance in both situations. Therefore, it is assumed:

H2b: Techno-exhaustion is negatively associated with task performance when
encountering a CTS or HTS.
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Technostress literature shows that arousal influences task performance [9]. The rela-
tionship between arousal and task performance follows a u-shaped curve indicating that
an increase in arousal results in a rise in task performance up to a given arousal level
where the effect turns, and task performance reduces [36]. Assuming that CTS and HTS
lead to different arousal patterns-one more efficient than the other [31, 32], the arousal
level in a challenge situation is lower and has not reached the turning point such that it
increases task performance, whereas the arousal level in a hindrance situation has passed
the turning point and is too high so that it harms task performance [32]. Therefore, it is
assumed that:

H2c:Arousal increases task performance when encountering a CTS and decreases
task performance when encountering a HTS.

4 Methodology

To validate the research model, the paper follows an experimental approach. The design,
procedure, manipulation, tasks and technology, and the measurement techniques used
are described next.

Design. The laboratory experiment follows a uni-factorial pre-post mixed design con-
centrating on the factor techno-stressor with three factorial-levels: CTS, HTS, which
represents the experimental groups and control group.

Manipulation. To intentionally manipulate a CTS and HTS, the paper focused on spe-
cific facets from each, which have been previously manipulated. From the ten facets of
CTS and HTS [12] the paper focuses on time urgency as a CTS and hassle or obstacles
as a HTS. By manipulating time urgency, the paper is based on an experimental manip-
ulation that has been previously conducted [37]. Time urgency or pressure is defined
as the situation where individuals think that they have not enough time to accomplish
their tasks in the given time [37]. Subjects had three minutes to accomplish the task,
which was not possible at that time duration. Additionally, the subjects were every 30 s
reminded how much time they had left [37]. Moreover, the paper derives the manipu-
lation of hassle or obstacles from prior work [8, 38] by aiming to simulate a computer
breakdown in the form of an error message. The subjects encounter for a total of three
minutes each 30 s a new error message.

Tasks and Technology. The experiment contains three tasks (see Fig. 3). The first (pre)
and third (post) tasks are used to capture the change in task performance when encoun-
tering a CTS and HTS. Therefore, we adapted a memory test that has already been used
in previous technostress experiments [3, 9]. The second task is part of the manipulation;
subjects work on a work-related task by using MS SharePoint to simulate a real work
environment.

Measurement. In the experiment, subjective and objective data are measured [30].
Valid measurement scales are used to capture techno-exhaustion [3] andmotivation [34].
Arousal is objectively measured in line with past literature by using several biomarkers
[39] because the encounter of techno-stressors activates the autonomic nervous system
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Fig. 3. Experimental procedure

(ANS) as well as the HPA axis [22]. The ANS encompassing a sympathetic and a
parasympathetic arm is responsible for immediate response to stressor encounters. The
activation of the sympathetic arm in specific the SAM leads to an increase in sweat gland
activity measured as skin conductance (SC) [7, 24, 25] and in salivary alpha-amylase
(sAA) [23, 40]. SC measures the activity of the ANS, capturing the conductivity of the
skin. Three different pathways exist which go from the nervous system to the sweat
glands [41, 42]. Theses pathways are taken by encountering stimuli, which lead to
an activation of the eccrine sweat glands causing a sweat secretion. An endosomatic
method will be applied, which does not use an external current for the measure by using
a MentalBioScreen K3 device. sAA is an enzyme which reflects SAM activity and can
be measured by salivary analysis [22, 40, 43]. This biomarker has been used previously
in the technostress context [23]. The activation of the HPA axis is especially assumed
when encountering HTS [31]. Cortisol is a stress hormone in humans that indicates
the activation of the HPA axis, which can also be measured by salivary analysis. The
activation of the HPA axis is slower and therefore, the release of cortisol takes 20 to
25 min after the stressor has been encountered [8].

Task performance is measured by the number of matching pairs uncovered in the
allocated time [3]. To control the manipulation validity, the challenge and hindrance
scale by Benlian [12] is used. Also, the main control variables within the context of the
technostress will be captured.

Procedure. Subjects are randomly assigned by using a stratified randomization strategy
(strata: gender) [44] to allocate men and women equally because of the cortisol mea-
surement. For example, the cortisol level is affected by the female menstrual cycle such
that an equal assignment of men and women is needed as well as the control of such
individual gender effects.

The procedure of the experiment is shown in Fig. 3. During the introduction, the
subjects are fitted with the SC equipment and fill out the first survey. After that, the first
task begins where the subjects work on the memory task, which is used to measure task
performance. Afterward, the arousal level is measured, and the subjects have to fill out
the second survey. The manipulation phase starts by intentionally triggering the CTS
and HTS (see manipulation). Subsequently, arousal is again measured. The third task
follows where the subjects again work on the memory task to capture task performance.
A resting period follows during which the subjects can relax until the last measurement
phase starts, where the arousal level (especially the measurement of cortisol because it



86 C. Weinert et al.

takes 20 min until cortisol is fully released) is measured. At the end of the experiment,
the subjects fill out a third survey with demographical details, and they are debriefed
about the real purposes of the experiment.

5 Expected Contribution and Further Steps

The paper aims to investigate the effect of CTS and HTS on user responses such as
motivation, techno-exhaustion, and arousal and, in turn, on task performance. To do
so, we focus on the challenge and hindrance framework and discuss it in relation to
existing technostress research. We expect that the results of the planned experiment
contribute to technostress literature [1, 12] by offering further insights into how CTS
and HTS influence the user and his or her behavior. More importantly, the paper extends
previous literature concentrating on techno-exhaustion [4, 5, 9] and arousal [8, 22, 23] by
revealing whether these user responses differ when encountering CTS or HTS. Among
others, while there are first indications that both influence the user, it is unclear whether
there are different paths or processes throughwhich either CTSorHTShave an influence.
Moreover,we further strengthen insights on challenge and hindrance technostress [12] by
providing theory in how these influence physiological user responses. The present paper
extends previous examinations by investigating whether arousal differs when perceiving
a CTS or HTS. In addition, investigating the effect of motivation, techno–exhaustion
and arousal on task performance might extend previous technostress literature [3, 9],
which focuses primarily on task performance. In this context, the role of arousal might
be significant as CTS might lead to a more efficient arousal pattern by pupping more
oxygen through the body, such that the subject has a task performance, whereas HTS
might result in a too high arousal level because the arteries constrict and less oxygen
is transmitted, which decreases task performance. In sum, we aim to provide a more
coherent perspective on how CTS and HTS influence a user’s life and thereby respect
that techno-stressors typically influence the user physiologically, psychologically and
behaviorally.

The experiment will be conducted in the second quarter of 2020 with flowing data
analyses, so that the research can be finished in the third quarter of 2020.

6 Conclusion

Resent technostress literature indicates that not only HTS exist but also CTS. Hence,
the research-in-progress paper aims to investigate the different user responses towards
both–CTS and HTS, and in turn, their influences on task performance. A research model
considering the three user responses motivation, techno-exhaustion, and arousal, as well
as their effect on task performance, is developed. To validate the research model, an
experimental design is presented, which includes different biomarkers (i.e., SC, sAA,
cortisol) to measure arousal, among others. Expected contributions and further steps are
discussed.
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Abstract. In spite of decades of research, the essence of central IS phenomena
such as information, the IT artifact, and the Information System, remain unsettled.
This aggravates the identification and definition of their neural correlates, which
in turn may stymie the future potential of NeuroIS. To this end, the purpose of this
paper is to define an intellectual core for the NeuroIS field, which is based on the
dialectics between the individual and her social environment. Such a core enables a
reconceptualization of information, the IT artifact, and the Information System as
distinct ontological phenomena, however dialectically related. Accordingly, their
neural correlates can be more distinctly defined, which opens up for alternative
research questions. An example of a NeuroIS study addressing such questions is
provided. Thus, the paper contributes to the formulation of a foundation for the
future advancement of NeuroIS.
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1 Introduction

NeuroIS is an Information System (IS) subfield that “examines topics lying at the inter-
section of IS research and neurophysiology and the brain sciences” [1]. Accordingly,
NeuroIS draws on and contributes to findings in both the IS and neuroscience disciplines.

TheNeuroIS field hasmade substantial progress over the last decade [2, 3]. However,
the nature of central IS phenomena such as information, the IT artifact, and the IS has not
been satisfactorily answered in spite of decades of research. The essence of information
“has plagued research on information systems since the very beginning” [4, p. 363].
The “vastly inconsistent definitions of the term ‘the IT artifact’ … demonstrate why
it no longer means anything in particular” [5, p. 47]. Likewise, mutually incompatible
definitions of ISs have been suggested [6]. Lee amply summarizes the state of play in
the IS discipline: “Virtually all the extant IS literature fails to explicitly specify meaning
for the very label that identifies it. This is a vital omission, because without defining
what we are talking about, we can hardly know it” [7, p. 338]. This discussion is so far
by and large unheeded in the NeuroIS community.1

1 For a case in point, see e.g. [2], where “IT artefact” and “IS artefact” are interchangeably referred
to.
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However, the nature of any discipline is to ask research questions “that are not being
asked by other disciplines, or questions that other disciplines are incapable of asking”
[26, p. 1]. The precarious state of the IS relatum of NeuroIS raises concerns about
what NeuroIS research contributes to the IS discipline. As vom Brocke and Liang [27,
p. 218] underline, NeuroIS “studies that originate from applying neuroscience strategies
of inquiry, rather than from contributing to IS theory, are not beneficial to the field.”
Without a clear understanding of what constituted IS phenomena, NeuroIS faces the
double risk of researching topics that are either non IS-relevant or being addressed
satisfactorily in other disciplines [26].

To address this issue, IS phenomena need to be further theorized in such a way that
reliable methods and tools can be developed in search for their neural correlates [25].
Stated differently, how can central IS phenomena such as information, the IT artifact,
and the IS be articulated so that their neural correlates can be defined more distinctly?

To answer this question, an alternative formulation of the fundamental assumptions
underlying the IS field is proposed. A fecund point of departure is the fact that “living
systems are units of interactions; they exist in an ambience. From a purely biological
point of view they cannot be understood independently of that part of the ambience with
which they interact: the niche; nor can the niche be defined independently of the living
system that specifies it” [30, p. 2]. Consequently, the individual and the social realms
mutually constitute each other – a dialectical perspective (DP for short).

In previousNeuroIS contributions [8, 33, 34, 35, 36], I have addressed various aspects
of such a dialectical perspective. The purpose of this paper is to assemble these fragments
into a coherent intellectual core [10] of the IS discipline, which can be used to articulate
neural correlates of IS phenomena.

The line of argument proceeds as follows. After a short outline of dialectics, a mental
model – the Theory of Functional Systems (TFS) [16] – for the dialectics between
the individual and her environment is described. The IS phenomena information, the
IT artifact, and the IS are then related to various stages in TFS. This model is further
articulated in terms of neurobiological prerequisites for acting, which of course is central
to NeuroIS – brains have developed for acting relevantly in the world to the benefit of
our species survival.

The dialectical foundation so conceived is used to reconceptualize information, the
IT artifact, and the IS as separate ontological phenomena, however dialectically related.
Accordingly, their neural correlates can be more distinctly defined, which in turn opens
up for stating alternative research questions. An example of a prospective study Neu-
roIS study for investigating the user interface of an ERP-system is outlined. In conclu-
sion, the paper contributes to the formulation of a theoretical foundation for the further
advancement of NeuroIS.

2 Outlining the Dialectical Perspective

Dialectics has a long philosophical tradition from Aristoteles, Hegel, Marx and others
[11]. The individual – social dialectics was originally formulated by Marx in his first
thesis on Feuerbach:
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The main defect of all hitherto-existing materialism—that of Feuerbach
included—is that the Object [der Gegenstand], actuality, sensuousness, are con-
ceived only in the form of the object [Objekts], or of contemplation [Anschauung],
but not as human sensuous activity, practice [Praxis], not subjectively [12].

The dialectical synthesis Marx proposes is Praxis, in which the object is seen simul-
taneously as an independently existing, recalcitrant material reality, and a goal or pur-
pose or idea that we have in mind. This stance is referred to as der Gegenstand where
“gegen means against, towards, contrary to, signaling a reality that offers resistance to
our efforts and desires, and der Stand means category or state of affairs” [13, p. 404,
original emphasis].

Thus, the social reality produced and the producers mutually constitute each other:
“The very nature or character of aman is determined bywhat he does or his praxis, and his
products are concrete embodiments of this activity” [14, p. 44, original emphasis]. The
essence of this understanding is that the meaning of phenomena we attend as relevant
is “dependent on the orientation and action of people toward them” [15, p. 68]. For
NeuroIS, this means that IS phenomena cannot be profoundly understood as detached
from the human element.

2.1 The Individual – Social Dialectics

Thepraxis stance implies thatweneed tofind a conceptualization of action that comprises
both the individual and social realms. Such a model is provided by Anokhin’s Theory of
Functional System (TFS; see Fig. 1), which outlines the main neurobiological functions
involved in action [16, 17, 18].

Two groups of functions are identified depending on which kind of nerves are actu-
ated: afferent ones going from the periphery of the body to the brain, and efferent ones
going from the brain to effectors such as muscles or glands.

According to TFS, action proceeds in the following stages. InAfferent synthesis, sen-
sations from the external world (situational afferentation), previous experiences retained
frommemory, andmotivation are integrated into a coherent Gestalt of the situation – the
perception of a pattern or structure as a whole. Based on this Gestalt, a decision of what
to do, how to do, and when to do is taken. Decision making involves two functions:
anticipation of the expected result (acceptor of result) and the formation of an action
program: “if I act in this way, I assume this will result”. Releasing afferentation sets off
Efferent excitation, in which the action is performed. The result is evaluated against the
anticipated result via Back-afferentation. Depending on the outcome of the evaluation,
the sequence is repeated or stopped. The entire episode is then retained in memory for
acting relevantly in future, similar situations.

The profound implication of the TFS model is that our neurobiological system
enables us to confer signhood onto any perceived elements in our environment that
we find meaningful and relevant. Something attended in the environment evokes a neu-
ral response leading to action. In order to articulate this thinking further, the mental
functions in Fig. 1 are called biomechanical factors. The corresponding environmental
elements are called communal factors.
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Fig. 1. General architecture of an individual functional system. Thick lines mark internal func-
tions, while thinner lines indicate functions that depend on interaction with the environment.
Adapted from [17, p. 115]. With permission.

2.2 Communalization

The TFS describes requisite stages for individual action. However, such actions are usu-
ally performed as social acts in a joint, collaborative activity. Joint action is “the larger
collective form of action constituted by the fitting together of the lines of behavior of the
separate participants…. Joint actions range from a simple collaboration of two individ-
uals to a complex alignment of the acts of huge organizations or institutions” [15, p. 70].
To understand joint action, it is necessary to distinguish between two types of individual
actions. When, for example, a pianist gives a recital, she performs an autonomous act
[19, p. 19]. There is no other musician involved. When the same pianist plays in a piano
trio, she also preforms an individual act, but now together with other musicians. Such
individual acts, “performed only as parts of joint actions”, are called participatory ones
[19]. Communal factors are requisite for both types of actions. However, in joint actions,
these factors become common identifiers [15, p. 71] around which participatory actions
gravitate.

In order for communal factors to become common identifiers, these have to go
through a process of institutionalization, i.e. making them into established elements of
a community; more or less taken for granted. An example of a common identifier in a
musical community is the score, which has evolved over a long period into its present
form [28]. Correspondingly, each prospective musician needs to through a process of
socialization by which she learns to behave in a way that is acceptable to the community.
This amounts to learning how to read scores, and how to play according to norms signified
by marks on the score.

In the literature, the relationships between socialization and institutionalization are
usually investigated from either a socialization or an institutional perspective. However,
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these two perspectives are in fact related – neither can exist without the other. In order
to emphasize this, the term communalization is introduced to foreground the dialectical
relation between socialization and institutionalization.

Thus, communalization of a musician involves both processes, however on different
timescales – socialization in years (biomechanical factors internal to the musician) and
institutionalization in centuries (the communal factor; the score). In other cases, the
opposite may be the case as, for example when a new app is introduced into a community
used to manage similar apps. Then, individual biomechanical factors remain more or
less the same, while the app is communalized in a short time.

3 Reconceptualizing Information, the IT Artifact, and the iS

The DP as outlined in the previous sections provides a theoretical basis for reconceptu-
alizing information, the IT artifact, and IS as follows.

3.1 Information

Information is conceived as the Gestalt resulting from the Afferent synthesis stage in
TFS. Thereby, the individual informs herself about the situation at hand. A profound
implication is that “information is constituted – not just interpreted – or symbolically
represented and exchanged – but actually constituted as information” [20, p. 13, original
emphasis]. Thus, information is an inherently individual phenomenon, however requisite
on the external world to be constituted.

3.2 The IT Artifact

An IT artifact is a physical artifact comprised of software running on hardware. Such an
artifact is intentionally designed to be informative. It should be instrumental in informing
the individual about the state of things in theworld. Thus, the IT artifact contributes to the
constitution of individual information in the Afferent synthesis stage in Fig. 1. However,
the IT artifact may also be involved in the other stages. In the Efferent excitation stage,
the artifact may be used in action; the result of which is back-propagated in the Back-
afferentation stage for evaluation in the acceptor of results. Accordingly, the IT artifact
– as in fact any artifact – has both an afferent and efferent side; it must be recognized as
relevant, and that something can be done with it.

For the individual, the artifact may proceed from more or less unintelligible to a
useful artifact, fluently employed in order to achieve the task at hand. This process can
be seen as the gradual formation of an autonomous, individual “information system”,
comprised of the individual’s neurobiological structure and the IT artifact.

However, the computerized IT artifact is not the only artifact contributing to the
constitution of individual information systems. Hevner et al. suggest that “constructs
(vocabulary and symbols), models (abstractions and representations), methods (algo-
rithms and practices), and instantiations (implemented and prototype systems)” [39,
p. 77, italics in original] also should be considered as IT artifacts.
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Such artifacts are sometimes regarded as “nonmaterial” (see e.g. [40]), but in fact,
these are just as material as everything else we can perceive and act upon. For example,
a model needs to materialized somewhere – on paper, on a computer screen, as a mock-
up, talked about, etc. The model may be intangible, as formulated in our minds, but it
cannot be nonmaterial.2 Our neural and biological constitution is surelymaterial. If there
were such things as “nonmaterial” elements in the world, we could not even talk about
them; much less act with them. They would simply be inaccessible to human experience.
Accordingly, the discussion of materiality versus nonmateriality is an impasse.

The point here is that any perceivable impression from the outside world may in
principle contribute to the constitution of information. What is important is whether
such impressions are relevant or not for the situation at hand.

3.3 The IS

To become useful in a community, an IT artifact has to be communalized into that
community. A newERP-system is just an artifact among others until users begin forming
idiosyncratic information systems, clustering, as it were, around the artifact. This process
renders the artifact into a communal factor – it becomes an institutionalized Information
System comprised of the IT artifact and the ensemble of user’s individual information
systems in various stages of formation.

During communalization, the IT artifact will be adapted to the specifics of the com-
munity, but it will remain an artifact. Accordingly, we “do not need to put humans inside
the boundary of the IT artifact in order to make these artifacts social” [29, pp. 93–94].

The gist of this conceptualization is that information, the IT artifact, and the IS
are ontologically separate phenomena, however dialectically related to each other. One
cannot sensibly be understood without the others. Consequently, studying information,
the IT artifact, and the IS as isolated, unrelated phenomenawill at best provide incomplete
results, and at worst fallacious.

4 Articulating Action

The TFS as outlined in Sect. 2 is in essence a theory of action. Brains “evolved to control
the activities of bodies in the world… the mental is inextricably interwoven with body,
world and action [9, p. 527]. Consequently, a prime concern for NeuroIS is to identify
neural correlates of action, and to investigate how these correlates relate to IS phenomena
conceptualized as in Sect. 3.

I have proposed that communal factors signifying objects, contexts, spaces, times,
norms, and transitions between communities are requisite phenomena characterizing

2 However, the neural effects of attending and acting with a model may of course be documented
by NeuroIS tools and methods.
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action.3 The neural correlates of these factors are conceived as the biomechanical fac-
tors objectivating, contextualizing, spatializing, temporalizing, habitualizing, and re-
focusing.4 In mainstream neuroscience, the neural underpinnings of such factors are
well researched. However, the phenomena that these are neural correlates of, are seldom
attended.5

In the DP, these six dimensions of action are regarded as a totality that I call the
activity modalities [e.g. 8, 37]. All modalities are requisite and mutually constituting
each other. If anyone modality cannot be actuated due to some neurobiological impair-
ment, action is hampered or downright impossible. Accordingly, the dialectical relation
between the individual and social realms is seen as comprised of the activity modalities.
Importantly, the modalities are necessary but certainly not sufficient for acting. Other
mental functions, such as intentions, emotions, trust, etc., also need to be considered.
However, the importance of the modalities is that they bridge the neural and social
realms. Hence, they direct attention to the relation between disciplines.

5 Exemplifying the Dialectical Approach

So far, I have outlined the general features of a dialectical foundation for NeuroIS. To
exemplify how this foundation may be employed in NeuroIS studies, I will use the SAP
user interface in Fig. 2 [from 38]:

Numbers indicate areas which can be interpreted as the communal factors object
(the Primary Sync Object “Purchase Order” [1]), context (the activity “Build Sync” [2])
space (the various encircled entities related to “Purchase Order” [3]), time (the sequence
of activities from left to right [4]), norm (the Sync Number “D47–220-1277” [5]), and
transition (the “ChangeDocument” indicating a transition to another SyncObject [6]). In
the DP interpretation, these communal factors are neural correlates of the biomechanical
factors objectivating, contextualizing, spatializing, temporalizing, habitualizing, and re-
focusing.

This gist of this argumentation is that any user of the SAP system scans the screen,
looking for visual cues signifying the six types of communal factors in order to inform
themselves how to act. This suggests a prospective NeuroIS study for investigating the
efficiency of the user interface as follows. Independent variables may be manipulations
of the interface, such as repositioning of the factors on the screen (e.g. placing the focal
object towards the center rather than as now, towards the periphery), coloring the factors
differently, devising different icons signifying the factors, removing one or more of the
factors, etc.

Dependent variables may be coupled to the various stages in the TFS model in
Fig. 1. For example, the time from first glance of the interface to doing something with
it, indicates that the Afferent synthesis stage in competed, i.e., the user has informed

3 These particular factors were identified from long-term observations of and reflections over
projects developing complex telecom systems in industry [31,32].

4 Such mental functions need to be seen as Complex Functional Systems [23] since “no specific
function is ever connected with the activity of one single brain center. It is always the product of
the integral activity of strictly differentiated, hierarchically interconnected centers” [24, p. 171].

5 Common characterizations are “world” [e.g. 21], “environment” [e.g. 22] and the like.
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Fig. 2: Example of a SAP Screenshot (Source: Original SAP Screenshot from https://softkat.
ueu.org/software/mysap.html) (Data Sync Manager (DSM) from EPI-USE Labs is a solution for
copying of data from production to non-production SAP systems (https://www.epiuse.com/pro
ducts/dsm-product-suite/overview)).

herself about the task and taken a decision to act. Eye-tracking tools may be used to
analyze how fast the factors are identified on the screen. This may be augmented with a
technostress analysis. Information-seeking stopping behavior indicating the efficiency
of Back-afferentation stage might be analyzed by EEG methods. And so on. The result
of such studies would be guidelines for designing user interfaces in an optimal way with
respect to the totality of the activity modalities.

Another area for NeuroIS studies to investigate, is the communalization of the SAP
system into a relevant IS in the organization. How should it be designed to support the
clustering of autonomous individual “information system” as efficiently as possible?
How easy is it to adapt the SAP artifact to specific community needs? Which other
artifacts, such as models, can be employed to speed up the communalization process?
Such questions involve both the constitution of individual information, as well as the
architecture andproperties of theSAPsystem.Measures needs to be developed indicating
the progress of communalization, and how such measures can be analyzed with NeuroIS
tools and methods.

6 Conclusion

In a recent paper [2], vom Brocke et al. suggest four key research areas for the future of
the NeuroIS field: IS design, IS use, emotion research, and neuro-adaptive systems. This

https://softkat.ueu.org/software/mysap.html
https://www.epiuse.com/products/dsm-product-suite/overview
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paper proposes an additional key area: elaborating a dialectical core underpinning the
NeuroIS and IS fields. Not only would such a core provide a firm ground for the future
advancement of NeuroIS, but it would in addition contribute to specifying the meaning
of central IS phenomena; something that that the IS discipline so far has failed to do.
NeuroIS is in a unique position to pursue this avenue, since it strives to transit otherwise
disciplinary-focused research in neuroscience and IS.
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Abstract. An eye-tracking experiment (N = 24) was conducted to study differ-
ences in reading between automated and human-written news. This work adopted
expectation-confirmation theory to examine readers’ prior expectations and actual
perceptions of both human-written news and automated news. Results revealed
that nine eye-tracking variables were significantly different when people read
automated news vs. human-written news. Findings also showed promising classi-
fication results of 31 eye-tracking-derived features. Self-reported results showed
that the readability of human-written news was perceived as significantly higher
than that of automated news.

Keywords: Automated journalism · Human-written news · Eye-tracking ·
Expectation-confirmation theory · Readability

1 Introduction and Background

As increasing number of news organizations have adopted automation technology to gen-
erate news [1], auto-generated content is spreading faster than anticipated. Automated
journalism refers to the news generated by algorithms with little human intervention [2,
3]. While automation was designed to free up human journalists from repetitive work,
the readability of automated journalism remains underexplored. Readability is the ease
withwhich one can read a text, which depends largely on thewriter’s capacity to simplify
words, grammar, and sentences [4]. It can be considered as a linguistic measure, par-
ticularly for news stories [5]. The readability of automated journalism has been mostly
discussed in the journalistic realms. Given that developers are unlikely to fully disclose
their algorithms [6], some scholars in the communication field have measured the read-
ability of automated journalism by conducting experimental study to ask readers rate
their perceptions of news [e.g. 7–9]. Others focused on the texts generated by algorithms
by conducting qualitative textual analysis and content analysis [10]. Previous researchers
found that people rate human-written news as more readable than automated news [7, 8,
11]. For instance, Clerwall [7] adapted the readability measure that was used to evaluate
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print news stories [12] into the field of automated journalism, namely credibility, liking,
quality, and representativeness. Graefe and colleagues [13] conducted an exploratory
factor analysis and found that news readability included four dimensions, respectively
coherence, conciseness, comprehensiveness, and descriptiveness. These previous studies
showed that readers favoured human-written news instead of automated news in terms
of readability [9, 13].

Since news stories generally contain longer words and sentences than other writings
[14, 15], some researchers quantified the concept of readability by using Flesch-Kincaid
reading ease score which is based on the average sentence length and average syllables
per word [16, 17]. A higher score indicates an easier-to-read text. An alternative way to
examine the reading process is to use eye-tracking tools. Eye movements can reflect the
reading process [18] and reveal whether readers encounter difficulties in text compre-
hension [19, 20]. Previous studies found that the level of domain knowledge, types of
task, cognitive abilities and individual differences had effects on participant’s reading
behaviour [21–24]. Eye-tracking researchers have also combined the Flesch-Kincaid
measures to evaluate the comparability of stimuli and the ease of reading. Some pre-
vious eye-tracking studies also used this score to evaluate whether the stimuli can be
easily read by participants [e.g. 25, 26]. Very few previous studies, however, have used
eye-tracking tools to examine the difference between how people read automated news
and human-written news. Therefore, this study used eye-tracking measures to detect the
differences in reading between automated news and human-written news.We conducted
an exploratory analysis of eye-tracking data and self-reported data in order to compare
reading processes of automated news and human-written news.

2 Theoretical Framework

Expectation-confirmation theory (ECT) was adopted as the theoretical framework. ECT
is a cognitive theory which relates consumer satisfaction, post-purchase behaviour, and
the adoption of new technologies [27, 28]. It has been originally used to compare pre-
consumption expectations and product performance [29]. ECT assumes that satisfied
consumers are more likely to repurchase the product than dissatisfied ones [29, 30].
Prior expectation refers to consumers’ anticipation toward the product before they use
the product [31]. Actual perception refers to consumers’ evaluation of the product gained
from their actual use experience.

ECT has been transferred to the context of automated news by Haim and Graefe [8].
They expected that if people were positively surprised by a news’ quality, they would
assign higher ratings; otherwise, they would assign lower ratings [8]. Based on results
of previous studies, we hypothesized that people’s prior expectations (H1) and actual
perceptions (H2) of the readability of human-written news would be higher than that
of automated news; Readers’ actual perceptions of the readability would be lower than
their prior expectations for (H3a) human-written news and higher for (H3b) automated
news. We also investigated on which eye-tracking measures would differ significantly
when people read automated vs. human-written news (RQ)? .

To better understand people’s perception of automated journalism, we further
explored the extent of confirmation, satisfaction, and continuous intention by using ECT
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Fig. 1. Expectation-confirmation theory (ECT) model.

model. We hypothesized that readers’ extent of confirmation would be positively asso-
ciated with their actual perceptions of the automated journalism (H4a) and negatively
associated with their prior expectations of automated journalism (H4b); Readers’ extent
of confirmation would be positively associated with their satisfaction with automated
journalism (H5);Reader’s extent of continuous intention would be positively associated
with their satisfaction with automated journalism (H6) (Fig. 1).

3 Method

We conducted a two (article source: human-written or automated news) by three
(topic: financial, earthquake and sports news) within-subject experiment in 2019. Par-
ticipants (N = 24, Mage = 29.4, 54% female) were pre-screened for their native or
near-native level of English, and normal to corrected-to-normal vision. Participants
were recruited from among undergraduate and graduate students at the University of
Texas at Austin in the United States. They received 19.04 years of education on aver-
age (SD = 2.33, Median = 18). Before the experiment, 62.5% of participants had read
automated journalism.

Participants were asked to fill out a pre-test questionnaire, in which they needed to
rate their prior expectations for human-written and automated news by using a readability
measurement adapted from [7] on a 7-point scale. Then participants were asked to read
three sets of news stories, respectively finance news, earthquake news and sports news.
These three sets were selected because they were among the most developed automated
journalism areas. Each set contained one automated story and one human-written news
story with similar Flesch-Kincaid reading ease and level score, similar number of words,
and the same topic (see Table 1). Mann-Whitney U test showed no significant difference
in words count (U = 2, p = .275), Flesch-Kincaid Ease (U = 3, p = .513), and Flesch-
Kincaid Level (U = 2, p = .275) between two types of stories. Therefore, we were
overall confident that our selected stimuli were comparable and would not affect the
validity of the experiment.

The order of articles was randomized, and the article type was unknown to par-
ticipants. In order to avoid the situation where participant can speculate the sources of
articles based on the other articlewithin one set, we added one confounding stimuli (civic
human-written news). After reading each article, participants rated their actual percep-
tions of each article. At the end of the experiment, researchers showed participants the
answers with the correct sources of articles. Participants completed a post-test ques-
tionnaire in which they rated their confirmation, satisfaction, and continuous intention
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Table 1. Stimuli features.

No. Topic Author
(A/H)

Source Words
count

Flesch-Kincaid
ease

Flesch-Kincaid
level

1 Finance A AP 106 38.7 10.9

2 Finance H Business
Insider

153 31.4 13.9

3 Earthquake A LA Times 96 44.5 11.8

4 Earthquake H Salt Lake
Tribune

104 34.8 13.1

5 Sports A AP 114 55 8.6

6 Sports H AP 240 58.7 9.8

7 Civic H LA Times 275 49.3 12.3

Note: A is automation news; H is human-written news; Article 7 is a confounding stimulus

after reading both human-written and automated news. Eye movement during reading
articles was recorded using the Tobii TX-300 eye-tracker (Tobii AB, www.tobii.com)
with 1920 × 1080 screen by iMotions software (iMotions A/S, www.imotions.com).
The research was approved by the university’s IRB. Each session lasted about 25 min.

In the eye-tracking data analysis, the independent variable was article type (auto-
mated news or human-written news). Dependent variables were obtained from eye-
tracking data exported by using the I-VT fixation detection algorithm [32]. We cleaned
the data by removing task data with low quality eye-tracking (quality< 70%, which cor-
responded to about 7% of all tasks). We used the following types of variables: fixation
count, regression count, fixation duration, saccade duration, length (in pixels), velocity,
and angle (four categories). In order to rule out the potentially confounding factor of dif-
ferent article length, we normalized selected dependent variables by dividing them by the
article length in words. Saccade angle was categorized to indicate (approximately) eye
movement 1) forward (−10°; 10°), 2) backward (170°; 180°) in the same text line.Angles
outside these ranges were categorized as either 3) forward, or 4) backward above/below
the text line.

Measures of prior expectations and actual perceptions measures were adapted from
[7]. Participants were asked to rate 13 items readability measurement through a 7-point
scale, respectively “the story is well-written”, “the story is concise”, “the story is com-
prehensive”, “the story is coherent”, “the story is clear”, “the story is pleasing to read”,
“the story is lively”, “the story is interesting”, “the story is enjoyable”, “the story is
exiting”, “the story is objective”, “the story is fair”, and “the story is unbiased”. Two
items were reverse coded (“the story is boring”; “the story is biased”). The reliability of
this measurement was high, Cronbach’s α = .91, M = 4.18, SD = 1.06. The measure
of confirmation was adapted from [27]. Participants were asked to rate two items on a
7-point Likert scale (from 1 - very low to 7 - very high). “My reading experience with
automated news was better than what I expected.” “Overall, most of my expectations of
automated news were confirmed.” The reliability of this measurement was Cronbach’s

http://www.tobii.com
http://www.imotions.com


104 C. Jia and J. Gwizdka

α = .50,M = 8.71, SD = 2.08. The reliability was relatively low. Therefore, we solely
used the second item in the data analysis. The measure of satisfaction was adapted from
Spreng and Olshavsky [33]. Four items were used to measure satisfaction on a 7-point
scale. “My reading experience with automated newsmakes me feel satisfied.” “My read-
ing experience with automated news makes me feel pleased.” “My reading experience
with automated newsmakesme feel contented.” “My reading experiencewith automated
news makes me feel delighted.” The reliability of this measurement is Cronbach’s α =
.95,M = 12.96, SD= 5.64. The measure of continuous intention was adapted from [29]
This measure had one item: “I intend to read automated news again.” We designed two
attention check questions. Check 1 was embedded in one measurement. Two items in
the journalistic quality measurement were reverse coded. Check 2 was a question about
the content of one earthquake article “Where did the earthquake take place?”. 95.8%
participants passed both checks.

4 Results

Due to not-normal distribution of variables and the lack or homogeneity of variance, we
used non-parametricMann-WhitneyU test (M-WU) to analyse eye-tracking data. Given
the exploratory nature of our research, we conducted individual M-W U tests for each
variable (Table 2). Results showed that nine eye tracking measures were significantly
different between periods of automated news and human-written news.

When people read automated news, their maximum saccade length and variability
of saccade length (standard deviation), regression counts, maximum saccade duration,
maximum saccade speed were all significantly lower than for human-written news. Four
saccade angle counts were also all significantly smaller when reading automated news
than human-written news. This result indicated that there were fewer forward and fewer
backward saccadeswhen reading automated news as compared to reading human-written
news.

We ran classifications using Weka 3.8 [34] on 31 eye-tracking features including
variables listed in Table 2. The number of data points for the two classes was bal-
anced (67 data points in each class). However, due to the relatively small sample size,
we generated 100% more data samples using two methods a) random generation with
replacement; b) synthetic sample generation SMOTE [35]. We presented best classifica-
tion results obtained by applying random forest classifier with 10-fold cross-validation
[36] (Table 4) and the best features (Table 3) for the sampling method which yielded
the best results (random sampling with replacement). The best features overlapped with
the statistically significant results shown in Table 2. For classification results, we report
accuracy, precision, recall, false positive (FP), false negative (FN), area under ROC
curve (ROC AUC) and F-measure (F1). FP (also referred to as type I error) shows the
percentage of incorrect predictions for human-written news, while FN (type II error) for
automated news. All classifications were either good or very good. The best (F-measure
99.3%) result was obtained for random sampling with replacement, but even the worst
result obtained for intact sampling (F-measure 72.1%) was relatively good.

Analyses of Variance (ANOVAs) were used to test H1, H2 and H3. H1 predicted
readers’ expectations of readability of human-written news would be higher than those
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Table 2. Descriptive statistics and Mann-Whitney U tests for eye-tracking variables.

Variable Automation
Mean (SD)

Human
Mean (SD)

M-W U statistics

Dwell time on article (per
word)

330.9 (158.76) 325.59 (111.53) U = 2100; p = .52

Fixation duration
total/word

232.94 (126.73) 228.42 (96.06) U = 2167; p = .73

Mean fixation duration 204.99 (22.28) 206.95 (19.13) U = 2064; p = .42

Fixation count (per word) 1.12 (0.55) 1.09 (0.41) U = 2209; p = .87

Max saccade length 975.93 (102.79) 1271.31 (273.94) U = 855; p < .001***

Mean saccade length 197.12 (32.39) 201.11 (31.34) U = 2023; p = .324

Max. saccade duration 911.49 (1340.65) 1012.96 (937.31) U = 1700.5; p = .015*

Mean saccade duration 96.7 (65.26) 96.49 (52.79) U = 2175; p = .757

Min. saccade velocity 0.19 (0.25) 0.11 (0.12) U = 1778.5; p = .038*

Max. saccade velocity 11.5 (1.43) 12.8 (2.06) U = 1405; p < .001***

Regression count 21.12 (13.43) 28.42 (16.86) U = 1536.5; p = .002**

Saccade angle fwd count 66.76 (34.49) 103.07 (52.93) U = 1128; p < .001***

Saccade angle back count 27.93 (18.75) 39.3 (24.54) U = 1430.5; p < .001***

Saccade angle fwd
up/down

11.73 (9.99) 19.28 (15.51) U = 1466.5; p < .001***

Saccade angle back
up/down

11.1 (6.17) 15.82 (7.46) U = 1304; p < .001***

Durations in milliseconds; length in screen pixels; *p < .05 **p < .01 *** p < .001
Sample Size (Automation/Human): 67/67

Table 3. Classification results – best features shown for best classification only.

Data sampling Best features (in the order of weights from Information Gain
Ranking Filter)

Random with replacement Max Saccade Length, Mean Fixation Duration, w_fixCount_S,
w_fixCount_R, Min. Saccade Velocity, w_fixDur_R_tot, Max.
Saccade Velocity, pRRR, Saccade angle fwd Count,
std_saccade_dur, Mean Saccade Length, Dwell time on article (per
word)

of automated news, which was fully supported. Readers’ expectations of human-written
news (M = 4.75, SD= .87) were significantly higher than those of automated journalism
(M = 3.59, SD = .91), F(1, 47) = 20.06, p < .001 (as shown in Table 5).

H2 predicted that readers’ actual perceived readability of human-written newswould
be higher than those of automated news. H2 was supported on every topic, F(1, 143) =
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Table 4. Classification results (Random Forest with 10-fold cross validation).

Data
sampling

Samples
A/H

Accuracy
[%]

Precision
[%]

Recall
[%]

FP/FN
[%]

ROC AUC
[%]

F-measure
[%]

Intact (no
sampling)

6767 74.6 75.4 74.6 16.4/34.3 76.6 72.1

Random
with
replacement

134/134 99.3 99.3 99.3 1/1 1 99.3

SMOTE
(synthetic)

134/134 86.2 87.1 86.2 1/2.2 94.8 86.1

Table 5. Differences between prior expectations and actual perceptions (mean (SD)).

Automation Human ANOVA p

Prior expectation 3.59 (0.91) 4.75 (0.87) F(1, 47) = 20.06 .00***

Actual perception 4.05 (0.78) 4.45 (0.92) F(1, 143) = 7.89 .006**

ANOVA F(1,94) = 5.61 F(1,95) = 2.01 N/A N/A

p .02* .16 N/A N/A

7.89, p = .006, as shown in Table 6. A two-way ANOVAs also showed that story topic
produced a significant main effect on the perceived readability, F(2, 140) = 5.77, p =
.004, η2= .08. Specifically, the perception of earthquake news (M = 4.58, SD = .76)
was significantly higher than of both financial news (M = 4.05, SD= .80), p= .07, and
sports news (M = 4.11, SD = .97), p= .02. The perceived readability of financial news
was lower than sports news, but not significant, p = .975.

Table 6. Two-way ANOVAs between different topics (mean (SD)).

Automation Human Average

Financial news 3.78 (0.72) 4.32 (0.79) 4.05 (0.80)

Earthquake news 4.38 (0.66) 4.77 (0.82) 4.58 (0.76)

Sports news 3.98 (0.86) 4.25 (1.07) 4.11 (0.97)

H3a predicted that readers’ actual perceptions of human-written news would be
lower than expected. The direction was as we expected, but not statistically significant,
F(1,95)= 2.01, p= .16 and thus hypothesisH3awas not supported.H3b predicted that,
for automated news, readers’ actual perceptions would be higher than their expectations,
which was supported, F(1,94) = 5.61, p = .02 (see Table 5).
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H4a predicted readers’ that the extent of confirmation would be positively associ-
ated with their actual perceptions of the automated news, which was rejected. A Pear-
son’s r was used to test H4a, r = −.355, p = .002. H4b predicted that readers’ extent
of confirmation would be negatively associated with their prior expectations of auto-
mated journalism. A Pearson’s r was used to test H4b, which was also rejected, r =
−.164, p = .46.

H5 predicted that readers’ extent of confirmationwould be positively associatedwith
their satisfaction with automated news. A Pearson’s r was used to test H5, which was
rejected, r = −.12, p = .308.

H6 predicted that reader’s extent of continuous intention would be positively asso-
ciated with their satisfaction with automated news. A Pearson’s r was used to test H6,
which was supported, r = .73, p < .001.

5 Discussion and Conclusion

Eye-tracking data analysis (RQ) showed a mixed picture. There was no significant dif-
ference in terms of normalized article reading duration, fixations durations or counts,
and in mean saccade length and duration, which would indicate similar readability lev-
els. However, the maximum saccade length and duration on human-written news were
significantly larger than those on automated news. Longer saccades generally indicated
easier text, and thus the longer maximum saccadic measures provided a weak evidence
for better readability of human-written news. Even so, variables such as eye regressions
and directions of other eye movements show the opposite picture. Eye regressions in
reading have been correlated with the processing of unfamiliar words or sentences with
greater structural or conceptual complexity [37]. There were significantly fewer regres-
sions, and fewer saccades in any direction, on automated news than on human-written
news. This result indicated that participants were more likely to encounter unfamiliar
words or sentences with more complexed structures when reading human-written news.
Overall, the eye movement results provided partial evidence for higher readability of
automated news compared to human-written news.

The most interesting finding of this study was that people clearly self-reported that
they preferred the readability of human-written news even though eyemovements results
showed the mixed behavioral differences. For both prior expectations and actual percep-
tions, readers perceived human-written news significantlymore readable than automated
journalism. For each type of news, this study showed that readers’ actual perceptions
were higher than their prior expectations for automated news whereas Haim and Graefe
[8] found that automated news did not meet with people’s prior expectation. For human-
written news, however, the perceived readability from actual reading experience did not
meet people’s expectations, which was consistent with previous studies [8, 9]. More-
over, there was no significant difference between prior and actual perceptions in terms
of human-written news.

Another interesting finding was that the topic of story also produced significant
main effects on actual perceptions. For every set of stories, the means of readability
of automated news were significantly lower than those of human-written news. These
results confirmed the findings in the previous study that people rate human-written news
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as more readable than automated news [7]. In terms of specific topics, the perception of
earthquake news was significantly higher than the other two topics. This finding was not
surprising because earthquake automated news was developed at the very early stage of
automated journalism, such as the Quakebot developed by The Los Angeles Times. After
several years of iterating, algorithms of earthquake automated news have been well-
developed. Another explanation might be that, compared with sports news and financial
news, earthquake news stories are relatively simple and intuitive.

This study offered a new theoretical contribution by testing the full ECT model in
the realm of automated news. Earlier study merely tested the first part of ECT model
[8, 9]. Although this present study filled in the gap by testing the full ECT model,
our finding only partially confirmed ECT hypothesis. By measuring post-consumption
behaviour and post-adoption satisfaction after participants read the news, we concluded
that readers were still not satisfied with the readability of automated news even though
their perceptions exceeded expectations. Their reading experience were neither con-
firmed with their actual perceptions nor with prior expectations. We partially succeeded
in testing ECT model by finding that reader’s extent of continuous intention of reading
automated news in the future was positively associated with their satisfaction of auto-
mated news. Even so, both readers’ satisfaction of automated news and their continuous
intention of reading automated news were relatively low.

Even though eyemovements results provided partial support for higher readability of
automated news, people still self-reported they preferred reading human-written news.
For instance, readers still preferred the readability of human-written stories even though
they typically spentmore time reading human-written stories. This could be explained by
the possibility that news consumers and researchers might have different definitions of
readability. From readers’ perspectives, a news story with less complicated vocabularies
or less sophisticated grammar doesn’t necessarily mean the story is more readable or
well-written. The disagreement between people’s self-reported reading experience and
objective eye-tracking measures should be further studied.

6 Limitations and Future Research

Due to relatively small sample size, we had to generate more data points for data clas-
sification. Future studies should to collect more data to better train classification algo-
rithms. Our initial success in finding an array of significant differences in eye-tracking
measures between automated news and human-written news and in obtaining a rea-
sonably good classification performance on the small data set indicate a possibility
of employing eye-tracking in real-time setting to detect the type of news (automated
vs. human-written) articles that are being read. Additionally, participants of this study
were relatively young. Previous studies have found different reading behaviours between
young and old generations [24]. Future studies should employ more diverse samples.

There are several possible explanations for not completely successful in testing ECT
model. First, it is hard to measure readers’ satisfaction and post-purchase behaviour
because news articles are technically not commodities. Second, participants were not
informed which type of news they were consuming until they finish reading all seven
articles. This experimental design was different from other previous ECT model testing
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experiments. Last, the small sample size may also lead to insignificant results in ECT
model testing. Future studies should include more participants and test post-purchase
behaviours in ECT model.

Acknowledgements. We thank Lan Li, who is a master student in the School of Information at
the University of Texas at Austin, for contributing to the data collection.
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Abstract. NeuroIS approach is used in this research in order to improve the
decision-making process and the Decision Support System (DSS), which is a par-
ticular kind of information system, for the FITradeoff method. In this research
the decision-makers (DMs) behavior is investigated when they are solving Multi-
Criteria Decision Making/Aiding problems, considering the holistic evaluation
process. In this research, neuroscience experiments were constructed to inves-
tigate the holistic evaluation process using graphical and tabular visualizations.
These experiments were applied to more than 150 management engineering stu-
dents. As a result, using an electroencephalogram, the Alpha-Theta Diagram has
been proposed, which is a new concept to classify the DMs patterns of behavior,
considering Theta (4–8Hz) andAlpha (8–13Hz) activities. Based on this diagram,
improvements can be suggested to be included in the FITradeoff DSS specially
for problems involved in a ranking order context.

Keywords: NeuroIS · Decision Neuroscience · Alpha-Theta Diagram ·
FITradoff method · Electroencephalogram ·Multi-Criteria Decision
Making/Aiding (MCDM/A)

1 Introduction

This research is developed using the support of the NeuroIS [1, 2] and Decision Neu-
roscience approaches to investigate decision-makers (DMs) patterns of behavior, being
the decision-making field an important topic to develop studies in NeuroIS [2].

This study is oriented to improve the design of the FITradeoff Decision Support
System (DSS), which is a particular kind of information system. This DSS has been
constructed for a explicitly Multi-Criteria DecisionMaking/Aiding (MCDM/A) method
[3–6], the FITradeoff method [7]. According to [8] the NeuroIS approach can be used
both for support the understanding of DMs, as to orient the design of business and
information systems engineering (BISE), which the FITradeoff DSS can be considered
an example of BISE.
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Multi-criteria decision making/aiding (MCDM/A) problems are characterized as
problems which presented alternatives evaluated in some criteria or attributes [3–6].
These problems are very common in society routine; some examples are the sup-
plier selection problems [9, 10], the equipment selection problem [11] or maintenance
selection polities [12].

In this context, in order to support DMs to solve these problems, many MCDM/A
methods, and consequently DSS, have been developed and are presented in the literature.
However, it is observed that in the decision-making process performed by these methods
fewer considerations about DMs behavioral aspects are presented. Hence, according
to [13, 14] the behavior aspects presented in the decision-making process should be
considered in order to modulate, i.e. transform the procedure presented in these methods
to represent the DMs preferences coherently. Also, [15, 16] considered the inclusion of
these aspects as an important topic to advance the researches in MCDM/A area.

Therefore, regarding the consideration of the behavior aspect to modulateMCDM/A
methods and its DSS, some NeuroIS studies have been conducted related to the FITrade-
off method [17–21]. These studies have been constructed with an eye-tracking and an
EEG, which are neurophysiological tools that can advance IS research [22]. Thus, in
these studies the neurophysiological tools are used to investigate the DMs behavior when
they are performing the holistic evaluation process [17–19], with graphical and tabular
visualizations, or the elicitation procedure by decomposition [20, 21], to solve problems
in the context of the FITradeoff method [7].

In this paper, an EEG is used to investigate the DMs patterns of behavior when they
are performing the holistic evaluation process based on visualization constructed with
only two alternatives. Based on the behavior results, considering Theta (4–8 Hz) and
Alpha (8–13Hz) activities, the Alpha-Theta Diagram has been proposed in this research,
being possible to identify five patterns of behavior.

2 FITradeoff Method

The Flexible and Interactive Tradeoff (FITradeoff method – [7]) is based on the tradi-
tional Tradeoff method [3], presenting the same axiomatic structure of this antecedent
method. However, the FITradeoff uses the concepts of partial information [23–26], being
not necessary to collect all the DMs preferences for the consequences in a MCDM/A
problem. In these problems, the consequences are the evaluation of alternatives in criteria.

Compared to the traditional Tradeoff method [3] the FITradeoff method required
less effort for the DMs to perform the decision-making process, since in the FITradeoff
only strict preferences are collect. Moreover, in the FITradeoff the DMs do not have
to express the exactly point of indifference between the comparison of consequences,
which is a requirement in the Tradeoff process. According to [27], this requirement leads
to 67% of inconsistencies in the results, which is also confirmed in [20].

The FITradeoff method presents two steps to solve MCDM/A problems. In the first
step, the DMs had to order the criteria weights based on their preferences about the
alternatives performance scale presented for each criterion. The outcome of this step is
an inequality presenting the order of criteria weights.

In the second step the DMs had to express their strict preferences about some con-
sequences in order to reduce the weight space. In other words, some comparisons of
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consequences are presented to the DM, who had to express his/her strict preference
for them. After each preference expressed, inequalities are created being included in a
Linear Programming Problem (LPP), which also presents the inequality obtained in the
final of the first step.

The FITradeoff method is considered Interactive because, after each preference
expressed, the LLP runs updating the set of alternatives in the problem. In other words,
the number of alternatives is reduced (for a choice problematic) or the ranking of alterna-
tives has been constructed (for a ranking order problematic) during the decision-making
process, based on the dominance relations constructed with the preferences expressed
by DMs.

Also, this method is considered Flexible since in it Decision Support System (DSS),
for choice problematic, graphical visualizations can be used to support the DMs in the
understanding of the problem, being possible to DMs to evaluate the potentially optimal
alternatives (POA) in the problem. Moreover, if the DMs desired, based on the holistic
evaluation process performed with these POAs, they can select a final alternative into
this group, concluding the decision-making process before the mathematical procedure
in the LPP has been finished. At themoment, three types of graphics (bar graphic, bubble
graphic and spider graphic) are presented in the FITradeoff DSS for choice problematic.
The FITradeoff method as available by request at www.fitradeoff.org.

3 NeuroIS Experiments

In order to investigate the holistic evaluation process performed by the DMs, three
neuroscience experiments were constructed. The holistic evaluation process is investi-
gated since it provides an important feature in the decision-making process, bringing
Flexibility to DMs to proceed in the FITradeoff method.

These experiments were constructed using different configurations of MCDM/A
problems.These problemswere constructed inExcel anddonot present a defined context.
The absence of context was considered to allow the generalization of the results. Thus in
these experiments, the alternatives were named using letters and the criteria were named
using numbers.

In this context, to construct the experiments, these hypothetical problems were illus-
trated by different forms of visualizations. In other words, problems composed to two,
three, four and five alternative evaluated in three, four, five, six and seven criteria were
represented by bar graphics, spider graphics, bubble graphic, tables and bar graphic with
tables.

Specifically, the first experiment, which was constructed in 2017, was composed for
24 visualizations, presenting 18 bar graphics and other six visualizations (one spider
graphic, one bubble graphic, two tables and two bar graphics with tables). The second
experiment, constructed in 2018, presented 22 visualizations being 10 bar graphics,
10 tables and two bar graphics with tables. Finally, the third experiment, constructed
in 2019, was composed especially for five bar graphics, five spider graphics, and five
tables.

Figure 1 illustrates some of the visualizations used in these experiments. It is worth
to mention that the tendency line presented in the bar graphic was used to indicate that

http://www.fitradeoff.org
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the criteria weights presented different values, being higher for the first criterion and
lower for the last criterion.

Fig. 1. Visualizations used (Source: This research, 2020)

To apply these experiments the first step is concerning to the scheduling of the
meetings. The second step is the execution of the experiment, which is divided in 2
phases. In the first phase the explanation of the experiment task is presented, the subjects
signed an agreement term and the EEG with 14 channels by Emotiv is coupled in the
subjects head. In the second phase, the subjects evaluated the visualizations, do not
having limit of time to execute this evaluation.

Also, when the subjects evaluate each one of the visualizations presented in each
experiment, the only task required was to select the best alternative in each of them.
To select these alternatives the subjects had to apply the Additive Model based in the
Multi-Attribute Value Theory (MAVT) concepts [3]. The MAVT [3] theory is used in
compensatory methods and corresponds to the aggregation of the criteria in a unique
criterion to generate a global value for each alternative. The best alternative is the one
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which presents the highest global value. In other words, to select correctly the best
alternative, the subjects should evaluate the compensation between the performances
of each alternative evaluating the tradeoffs between the criteria, based on the criteria
weights.

It is worth to mentioning that these experiments were executed in a room inside the
NeuroScience for Information and Decision (NSID) laboratory. This room contained
a set of table and chair, and a computer to display the visualizations. Also, before the
data have been collected, these experiments were approved by the University Ethics
Committee.

Finally, the subjects who had participated in these experiments are Management
Engineering students from the Federal University of Pernambuco (UFPE). These stu-
dents attended to the lessons of MCDM/A approach, presenting competence to execute
the required task in the experiments. In experiment 1 the sample was composed for 36
students (15 women and 21 men, 16 undergraduate students and 10 graduate students).
In experiment 2 for 51 students (25 women and 26men, of whom 28were undergraduate
students and 23 were graduate students). Finally, in experiment 3 for 78 participants (30
women and 48 men, of whom 34 were undergraduate students and 44 were graduate
students).

4 Results

TheEEG is used in these experiments in order to investigate theDMspatterns of behavior
when they perform the holistic evaluation process. Particularly, considering the subjects
who had participated in the third experiment, analyses are constructed to investigate
their patterns of behavior. In this context, the research question raised is: Considering
the combination of Alpha and Theta activities, the participants may have a particular
pattern during the evaluation of the visualizations?

The experiment 3 was considered since it is important to propose suggestions for the
FITradeoff DSS, specially the DSS constructed to solve problems involved in a ranking
order problematic. It is worth to mentioning, that the experiment 3 used visualizations
with only two alternatives since it is important to compare incomparable alternatives,
which are common in the ranking order positions during the decision-making process
[28].

Also, at the moment, the FITradeoff DSS for ranking order problematic do not pre
the holistic evaluation process, being important to investigate this feature in order to
include the visualizations in the DSS.

Therefore, based on the EEG results, the Alpha-Theta Diagram is proposed in this
research, being the important contribution of this paper. This diagram is a new concept
for classify the participant’s behavior considering five patterns of DMs behavior.

This diagram is created after the pre-processing data for the EEG (i.e. the data were
re-referenced, based on average activity; filtered, to eliminate some higher (59–61 Hz)
and lower (0.1Hz) frequencies; and the Independent Component Analysis (ICA)method
was applied). Thus, the power spectrum of the Theta band was obtained by the average
of frequencies ranging from 4 to 8 Hz in channel F3, and of the Alpha band by average
of frequencies ranging from 8 to 13 Hz in channel P7. The Theta and Alpha power are
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since in several studies they are associated to the evaluation of the cognitive performance
to execute some task [29, 30].

In this context, Theta and Alpha bands were investigated based on the studies [31–
35] which commented that cognitive effort can be associated to the increase of Theta
activity in frontal channels and the decrease of Alpha activity in parietal channels.

Thus, by the normalization of these bands activities, which was performed to present
the values on the same scale, the diagram is constructed. This diagram is generated by the
combination of Alpha power and Theta power, which are used to produce four quadrants.

Therefore, based on these quadrants, five patterns of behavior are considered, being
four of them corresponding to each one of the quadrants, and the fifth by the combination
of these patterns, being considered as a disperse pattern.

Specifically, the upper left quadrant presented the Relaxing behavior, which is char-
acterized by low cognitive effort and engagement (as attention state [31, 34]) by the
participant during the evaluation of the visualization (suggested by negative values for
Theta activity and positive values for Alpha activity). The upper right quadrant pre-
sented the In definition behavior, which is characterized by high cognitive effort and low
engagement (suggested by positive values for Theta and Alpha). The lower left quadrant
presented the Involvement behavior, which is characterized by low cognitive effort and
high engagement (suggested by negative values for Theta and Alpha). Finally, the lower
right quadrant presented the Diligence behavior, which is characterized by a high cog-
nitive effort and high engagement (suggested by positive values for Theta and negative
values for Alpha).

In this context, in order to investigate the patterns of behavior presented during the
execution of the experiment 3, the Alpha-Theta Diagrams were constructed for each
subject. Figure 2 illustrates the patterns of behavior indicated in each of the quadrants,
these patterns were observed for the subject 31 (who presented an undefined and a
relaxed behavior), subject 28 (who presented an undefined behavior), subject 11 (who
presented an involved behavior), and subject 1 (who presented a diligent behavior).

Based on the Alpha-Theta Diagrams constructed for each subject it is possible to
observe that most of the subjects presented a unique pattern of behavior during the
investigation of the visualizations.

Also, it was observed in the experiment executed that the behavior patterns Diligence
and Involvement appear 76% of the time. This result is very interesting since it high-
lights that these desirable behaviors are performed by most of the participants during
the evaluation of the visualizations. In other words, this result confirms that most of
participants presented cognitive effort and engagement during the required task in the
experiment.

Moreover, based on this result, the Alpha-Theta Diagram is replicated for each
visualization aggregating the subject’s behavior. As result, it is possible to observe that
the visualizations were evaluated following the Diligence and Involvement behavior,
which is an expected result since most of participants (76%) presented these behaviors
during the experiment. Also, it is observed that when subjects evaluate the bar graphics
and the tables they presented, in most of the cases, an involved behavior, and when
they evaluate the spider graphics, they presented a diligent behavior. Therefore, based
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Fig. 2. Alpha-Theta diagram (Source: This research, 2020)
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on these patterns, improvements in the FITradeoff DSS can be done, considering the
inclusion of these visualizations in this DSS.

5 Conclusion

In this research the holistic evaluation process is investigated using graphical and tabular
visualization. The main objective of this research is to improve the FITradeoff Decision
Support System, especially for in ranking order problem.

TheAlpha-Theta Diagram is proposed in this research and it allows the identification
of five patterns of DMs behavior. Thus, based on the EEG results, it is observed a clear
definition of patterns of behavior for most of the subjects.

Therefore, based on this clear definition, this diagramwas replicated for each visual-
ization designed in the experiment 3 allowing the improvement of the FITradeoff DSS in
order to includemore visualizationwith presented desirable patterns (such asDiligence).

Moreover, the FITradeoff decision-making process can be improved by the insights
that this tool (Alpha-Theta Diagram) can generate for the analyst, i.e. supporting the
analyst in the recommendation presented for the DMs of use or not use some visualiza-
tion to perform the holistic evaluation process during the FITradeoff decision-making
process.
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Abstract. This research is performed using NeuroIS tools to improve the infor-
mation systems (the Decision Support System) constructed for the FITradeoff
method. In this study a neuroscience experiment is constructed with the support
of an Eye-Tracking in order to investigate the decision-maker (DMs) behavior
when they evaluate Multi-Criteria Decision-Making/Aiding (MCDM/A) prob-
lems. Therefore, based on the experiment results, a Recommendation Rule is
proposed to support the analyst in the advising process performed with the DM
and the importance of the holistic evaluation phase for the FITradeoff DSS is
highlighted, suggesting that this phase should be included in the DSS constructed
for ranking order problematic.

Keywords: NeuroIS · Decision neuroscience · Holistic evaluation · Decision
support system · Recommendation rule · FITradeoff method ·Multi-Criteria
Decision-Making/Aiding (MCDM/A)

1 Introduction

The NeuroIS approach can enable the development of systems based in the investigation
of user’s behavior when they interact with IS [1–3]. Regarding NeuroIS and Decision
Neuroscience, this research is performed to improve the Decision Support System (DSS)
developed for the FITradeoff method [4], especially for ranking problematic [5].

In this study the Recommendation Rule is proposed and the holistic evaluation pro-
cess is highlighted to be applied in the ranking order problematic, being a suggestion for
inclusion in this DSS. Concerning to this theme, other papers had already been developed
and are presented in the literature in [6–11].

2 DSS for the FITradeoff Method for Ranking Problematic

The Flexible and Interactive Tradeoff (FITradeoff [4]) method is a Multi-Criteria Deci-
sionMaking/Aiding (MCDM/A) method in the context of Multi-Attribute Value Theory
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(MAVT) [12, 13] and based in the Tradeoff method [12]. This method was constructed to
elicit scaling constants for MCDM/A problem, whereMCDM/A problems are problems
characterized to present a group of alternatives evaluated in some criteria or attributes
of interest [12–14].

The FITradeoff DSSs for choice or ranking problematic [4, 5] present the same
steps, the difference between these DSSs is the presence of graphical visualization in
the choice problematic version, which allows decision-makers (DMs) to perform the
holistic evaluation process.

In the first step of these DSSs, the DMs had to order the scaling constants (weights)
for each criterion, following their preferences about the performance scale presented in
each criterion. This step is illustrated in Fig. 1 for the supplier selection problemwith five
alternatives evaluated in seven criteria presented in [15], which is adapted for ranking
order problematic [5].

Fig. 1. Step 1 in FITradeoff DSS (Source: FITradeoff DSS, 2016)

In the second step of these DSSs, the performance of some alternatives is compared
following the order of criteria weights defined in the last step. Therefore based on the
preferences expressed by the DMs, dominance relations for the alternatives are defined.

The second step is illustrated in Fig. 2, in this figure the comparison of 50% of
performance in Criteria 1 (Price), i.e. with the price of 17.535, is compared to 100%
of performance in Criteria 2 (Freight). For this comparison, the DM was indifferent
between the two performances presented.

Therefore, after the expression of this preference, the dominance relations between
the alternatives were updated and it was illustrated by theHasse Diagram in Fig. 3. Based
in this diagram it is possible to observe that were defined three positions in the rank.
Also, in the Position 3, two alternatives are incomparable; the Supplier 3 incomparable
to the Supplier 5 and the Supplier 4 incomparable to the Supplier 5.

Based on this figure, if the DM can compare the incomparable alternatives using
the holistic evaluation process, performed with a graphic or a table, he/she can define a
dominance relation between these alternatives. Thus, if dominance relation is defined,
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Fig. 2. Step 2 in FITradeoff DSS (Source: FITradeoff DSS, 2016)

a complete order for this problem can be establish, being possible to interrupting the
decision process and conclude the FITradeoff method. However, at the moment, for
ranking problematic [5], the holistic evaluation is not included yet in the FITradeoff
DSS. These DSSs are available by request at www.fitradeoff.org.

Fig. 3. Hasse diagram (Source: FITradeoff DSS, 2019)

3 Neuroscience Experiment with 2 Alternatives

In this context, in order to investigate howDMs perform the holistic evaluation process, a
neuroscience experimentwas constructed using theX120Eye-Tracking byTobbi Studio.

http://www.fitradeoff.org
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The main objective of this experiment is to improve the FITradeoff DSS, especially for
ranking problematic.

It is worth to mentioning that the holistic evaluation process allows DMs to compare
alternatives which are incomparable in some position in the Hasse diagram, as illustrated
in Fig. 3. Therefore, if the DMs desire, using this holistic evaluation process, they can
define some dominance relations between alternatives, which can remodel the rank order
positions.

This experiment is constructed in the context of Multi-Criteria Decision Mak-
ing/Aiding (MCDM/A) approach. Thus, some multi-attribute problems were generated
presenting only two alternatives for DMs evaluate. These problems do not presented a
specific context, being constructed using hypothetical alternatives named A and B, and
hypothetical criteria named Crit 1, Crit 2, Crit 3, Crit 4, Crit 5, Crit 6, Crit 7.

Hence, based on the performance that each alternative presented in each criterion,
visualizations were generated to illustrate these problems. The visualizations used in
this experiment were five bar graphics, five spider graphics and five tables. Figure 4
illustrates some of the visualizations used in the experiment; the tendency line, in black
color, represented the different weights for the criteria.

Each visualization designed presented a best alternative, which is previously cal-
culated by the experiment developer’s team, based on the MAVT concepts [12, 13].
Therefore, the task required for the subjects in this experiment was to select the best
alternative in each visualization build, being possible to evaluate which are the visual-
izations that the subjects correctly perform the holistic evaluation process. It is worth
to mentioning that the required task can be executed by the participants since they were
attending the class of MCDM/A, providing aptitude to perform this task.

The sample of subjects that take part in this experiment was composed for graduate
and postgraduate management engineering students of Federal University of Pernam-
buco (UFPE). The sample was composed of 78 participants, specifically: 30 women and
48 men, of which 34 were graduate students and 44 were postgraduate students. The
experiment was approved by the Ethics Committee of the university.

To synthesizes, this study was composed for three phases: design the experiment,
apply the experiment and analyze the data. Thefirst phase corresponds to the construction
of hypothetical MCDM/A problems, each correspondent visualization and experiment
design (which is supported by theEye-Tracking software). The secondphase corresponds
to the schedule of the meetings, the preparation of the experiment room (the same room
was used, located in the NeuroScience for Information and Decision - NSID lab) and
the execution of the experiment with the subjects. The execution phase was structured
in 2 steps. The first step is represented by the explanation about the experiment and the
signature of the agreement term. The second step is the execution of the experiment.
The last phase is the analyses performed with the eye-tracking data, which investigate
the Hit Rate and the pupil diameter variables, being presented in the next section.

4 Experiment Results

In this section the results obtained in the neuroscience experiment are presented, these
results are generated using the Hit Rate and the pupil diameter variables. The Hit Rate
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Fig. 4. Experiment visualizations (Source: This research, 2020)

(HR) is a variable constructed in [6] and applied in [7–9], which is replicated in this
study.

The HR is used to evaluate the visualizations regarding the task required in the
experiment. In other words, this variable is used to evaluate which visualizations were
used in the correct way, by the subjects, to perform the holistic evaluation and select the
best alternative.

To obtain the HR values the Eye-Tracking software was used, this software allows
recording the answers provided by each participant for each visualization. Thus, this
variable is characterized as the ratio of the correct answers, by the total number of
answers (equal to 78 in this experiment). The HR values are presented in Table 1.

Thus, based onTable 1, it is observed that using the bar graphics the subjects obtained
a higher perform in selecting the best alternative; i.e. the bar graphics positively perform
the required task in the most of the problems built. An exception is observed in the
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Table 1. HR value for the experiment with two alternatives.

MCDM/A problem Weights of criteria Bar grap Spider grap Table

4 Criteria Different 75% 57% 54%

5 Criteria Different 91% 78% 93%

6 Criteria Different 60% 40% 49%

7 Criteria Different 31% 46% 27%

7 Criteria Similar 94% 81% 78%

problem with 7 criteria, where the spider graphic presented a substantial HR value
higher than the bar graphic.

Regarding the pupil diameter, a coefficient is used to perform the analyses with
this variable. This coefficient is selected to being used because it provides a relative
comparison between the participants average of the left eye pupil diameter.

This coefficient was calculated for each subject based on the ratio of the average
of the left eye pupil diameter by the pupil diameter baseline. This baseline is equal to
the pupil diameter captured at the exactly 10 s after the beginning of the visualization
evaluation. The participant’s pupil diameter coefficients are presented in Appendices A,
the sample was reduced after the pre-processing of pupil diameter data.

To synthesize these participant’s pupil diameter coefficients the average was cal-
culated once more. Thus, Table 2 presents the average of participant’s pupil diameter
coefficients for each visualization evaluated in the experiment.

Table 2. Pupil diameter coefficient.

MCDM/A problem Weights of criteria Bar grap Spider grap Table

4 Criteria Different 1,006 0,994 0,983

5 Criteria Different 0,988 0,998 0,976

6 Criteria Different 0,993 0,995 0,980

7 Criteria Different 1,002 0,968 0,972

7 Criteria Similar 0,965 1,007 0,972

Based on the meaning of the pupil diameter coefficient, it is considered that coeffi-
cients higher than 1 represents a general increasing in pupil diameter value during the
holistic evaluation process. Therefore, based on Table 2, it is observed that the spider
graphics presented higher values for the coefficients when compared to the bar graphics
and the tables. Also, the bar graphics presented higher values when compared to the
tables.

In this context, in order to investigate the significance of these coefficients, a statistical
analysis was performed using the non-parametric Wilcoxon signed-rank test with α =
5% [16].
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Hence, based on this analysis, which used the values presented in the Appendices A,
significant differences in the coefficient values were observed only for the comparisons
where the bar graphics presented higher coefficients. In this context, the increasing in
pupil diameter is considered relevant when bar graphics were evaluated by the subjects.

Therefore, connecting this result to the HR result, it is possible to observe that the bar
graphics also presented higher HR values. Thus, such results possibly present a causality
relation, where the increasing in pupil diameter, which is an indicator of increasing in
mental activity [17, 18], possibly produce higher HRs values for the bar graphics.

Finally, an important result is also generated using the HR values. From the dis-
crete probability distributions, it is observed that the experiment required task follows
a Bernoulli distribution [16]. Thus, based on HR values, it is possible to obtain the
visualizations probability of success in selecting the best alternative (being the HR an
estimator of the probability of success).

Also, based on this distribution, the standard deviation can be calculated for a general
case, using the probability of success in a range of 0 to 1 (which can be referred to HR
values in 0% to 100%). Therefore, the Recommendation Rule is proposed in this study
based on the probability of success and the standard deviation, as illustrated in Fig. 5.

Fig. 5. Recommendation rule (Source: This research, 2020)

5 Conclusion

The HR values are an important insight since they permit the development of the Rec-
ommendation Rule to support the analyst in the advertising process with the DMs. Thus,
based on this rule the analyst can advise the decision-maker to continue the step 2 of
the FITradeoff method or to use a graphical or tabular visualization to define preference
relations between the alternatives.
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Therefore, basedonFig. 3, if theDMdesire to compare the incomparable alternatives,
the analyst recommendation should be to not use any of the visualizations to define
preference relations between these alternatives (i.e. this problem present seven criteria
with different values for the weights, thus the HR values are lower than 50%, and the
recommendation in Fig. 5 is “Not use the visualizations”).

However, if this problem presented similar values to the criteria weights, the recom-
mendation is the opposite (i.e. “Use the visualizations” to define preference relation),
since HR values increased.

Thus, using this former recommendation, the DM can evaluate the visualizations
and if he/she defines a preference relation based in the holistic evaluation process this
relation should be implemented in the DSS algorithm and in the Hasse Diagram, being
improvements for this DSS, which are generated by the holistic evaluation process.

Also, based on the connection of the pupil diameter coefficients and the HR values,
it is suggested a relation between these variables during the bar graphics evaluations,
when the higher values in HR can be generated by an increasing in mental activity [17,
18] (indicated by the increasing in pupil diameter). Thus, an additional suggestion for
improvement in the FITradeoff DSS should be the inclusion of bar graphics in this DSS.

Acknowledgements. This project was supported by the National Council for Scientific and
Technological Development (CNPq) and Coordination for the Improvement of Higher Education
Personnel (CAPES).
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Abstract. Process models provide a blueprint for process execution and an indis-
pensable tool for process management. Bearing in mind their trending use for
requirement elicitation, communication and improvement of business processes,
the need for understandable process models becomes a must. In this paper, we
propose a researchmodel to investigate the impact of modularization on the under-
standability of declarative processmodels.We design a controlled experiment sup-
ported by eye-tracking, electroencephalography (EEG) and galvanic skin response
(GSR) to appraise the understandability of hierarchical process models through
measures such as comprehension accuracy, response time, attention, cognitive
load and cognitive integration.

Keywords: Modularization · Understandability · Declarative process models ·
DCR graphs · Neurophysiological experiment

1 Introduction

Process digitization begins with a set of process specifications, which are represented
as process models and then implemented as part of a process-aware information system
(PAIS). Process models serve both enactment and management purposes [1]. They pro-
vide a blue-print for process execution – but can also be used to elicit, communicate, and
improve the quality of business processes. Designing understandable models is crucial
for attaining these purposes.

Processes are represented using languages from the imperative-declarative paradigm
(for a literature review, see [2]). Imperative languages clearly depict the different exe-
cutions supported by the process, and this makes them relatively easy to comprehend.

Work supported by the Innovation Fund Denmark project EcoKnow (7050-00034A).

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Switzerland AG 2020
F. D. Davis et al. (Eds.): NeuroIS 2020, LNISO 43, pp. 133–144, 2020.
https://doi.org/10.1007/978-3-030-60073-0_15

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60073-0_15&domain=pdf
https://doi.org/10.1007/978-3-030-60073-0_15


134 A. Abbad Andaloussi et al.

However, their support is limited to rigid specifications, which is suitable for repetitive
and structured processes, but not for ones where flexibility is an inherent requirement
(e.g., knowledge-intensive processes). This need is satisfied by declarative languages,
which allow flexible process specifications [1, 3] but are difficult to understand [1].

The use of declarative languages results often in complex models, which are hard
to interpret and maintain by humans. Comprehending the human cognitive processes
impacting the understandability of process models, paves the way toward the adoption
of modeling practices, enhancing the comprehension of declarative models and thus
supporting their use formanagement purposes [4, 5]. In the field of cognitive psychology,
existing research has shown the limited capacity of the human working memory [6].
Accordingly, this limited resource must be utilized in a way such that a reader can easily
interpret the constraints of the model and extract the required information efficiently.
Cognitive load is a common indicator of the use of working memory [7]. Whenever a
reader is introduced to a processmodel, 3 types of load emerge: intrinsic load, extraneous
load and germane load [8]. Intrinsic load relates to the inherent complexity of the process,
whereas extraneous load raises from theway the process is represented. Germane load, in
turn, emerges from the effort invested by the reader to comprehend and reason about the
model. While the intrinsic load is changing from one process to another, the extraneous
load can be reduced by refining the model representation, hence leaving more capacity
for the germane load to emerge and thus an increased ability for the reader to comprehend
the process model.

Our research taps into the representation of process models. Considering the intrin-
sic complexity of processes and the different ways in which entangled constraints could
interact in declarative models [9], readers can exceed their working memory capacity
and thus limit their understanding of the model. Modularization could reduce the com-
plexity of process models by decomposing them into sub-processes. Modularization
has been investigated in computer programming [10], conceptual modeling [11–13] and
process modeling [4, 14–16]. With regards to declarative languages, a qualitative study
[16] suggests that abstraction and fragmentation are two opposing forces affecting the
understandability of modularized process models expressed in the Declare language
[17]. Grounded in the theory of cognitive fit [18], we use local and global tasks to per-
ceive the influence of abstraction and fragmentation. As part of our ongoing research,
we design a controlled experiment supported by eye-tracking, electroencephalography
(EEG) and galvanic skin response (GSR) to investigate end-users’ understandability
through measures such as comprehension accuracy, response time, attention, cognitive
load and cognitive integration. We study modularization in the context of declarative
models expressed using the Dynamic Condition Response (DCR graphs) language [19].
We focus on this language in particular because of the availability of industrial-level
tools [20] and a wide array of documented real-world applications [21–23]. Section 2
presents the theoretical background, Sect. 3 introduces our research method, and Sect. 4
concludes the paper.

2 Theoretical Background

Modularization and Hierarchy. Modularization denotes the degree to which a system
can be devised into independent, composable units [24]. Information hiding is a branch
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of modularization [24]. In computer programming, it denotes the distinction between
the interface and the implementation of a system, which in turn allows refining the
implementation without invalidating the interface. In that sense, an interface is seen as
an abstraction of the implementation, allowing to reason about the system on a more
abstract level [24]. The same principle holds with process models. Hereby, an interface
is equivalent to a high-level model providing an overview of the process, while imple-
mentations are just like sub-processes describing the low-level details of the process.
Information hiding is better supported through hierarchy. Dawkins [25] discusses the
notion of “hierarchical reductionism”. He used hierarchy to organize complex systems
into units, such that each unit of the hierarchy abstracts the details of its subsequent units
(placed one level down in the hierarchy) and concretize the details of its former units
(placed one level up in the hierarchy). In process modeling, hierarchical reductionism
takes information hiding beyond a single abstraction level, making it possible to define
sub-processes within a sub-process itself.

Hierarchy was introduced to Declare in [16] and expanded upon in [26]. In DCR,
different forms of decomposing models have been introduced [27–29]. For our study we
focus on a special type of hierarchy referred to as single-instance sub-processes, where a
sub-process is a non-atomic activity which contains embedded activities and constraints
that need to be completed before the sub-process can execute [30], similar to what was
done for Declare [16, 26].

Impact of Modularization. Modularization has been widely investigated in the litera-
ture [10–15]. However, its impact on understandability remains inconclusive and hard to
generalize (for a systematic review, see [4]). Hierarchy is claimed to abstract the details in
the process model and provide better means to copewith complexity [15, 16]. The notion
of complexity has been studied in the computer programming literature [31]. Structural
complexity is among the different types of complexity identified in [32]. It denotes the
complexity associated with the representation of the artifact (e.g., process model, source
code). Structural complexity has been empirically investigated in model comprehension
[33]. Using different representations, existing research has shown a significant impact
of structural complexity on users’ cognitive load (e.g., [34]), comprehension accuracy
and response time (e.g., [35]).

Petrusel andMendling [36] show that users do not typically focus on the entiremodel
but rather limit their attention to only relevant parts of the model. In that vein, abstraction
could presumably focus readers’ attention on relevant sub-processes. Attention has been
investigated in model comprehension. More specifically, recent research has shown how
different process representations guide readers’ attention towards the relevant parts of
the model, and how increased attention accounts for comprehension accuracy [37].

Besides, increased modularization can cause fragmentation and thus requires the
reader to continually switch attention between the sub-processes of the model, which
leads to the split-attention effect [16, 38]. This effect happens when readers are required
to distribute their attention between different sources of information (e.g., different sub-
processes) [8]. The split-attention effect can distract readers’ ability to focus on relevant
aspects, which in turn requires investing additional mental effort when solving a task
[8]. In model comprehension, research suggests that splitting the process control-flow
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and the underlying business rules could presumably influence the reader comprehension
accuracy, response time and cognitive load [39].

Additionally, the split attention effect requires the reader to mentally integrate the
information extracted from the model sub-processes to understand the process. In model
comprehension, recent research linked cognitive integration to comprehension accuracy
[37]. In the same research, it has been shown that the visual associations exhibited by
readers when making sense of the different components of a model can be used as an
indicator for cognitive integration.

Impact of Task Type. The influence of task type on the comprehension of visual rep-
resentations has been shown in several contexts [40–43]. Following the cognitive fit
theory [18], a fit between the task type and the information exposed by the visual rep-
resentation (e.g., model) is associated with better performance. The impact of the task
type has been widely investigated in model comprehension studies [40–43]. Vessey and
Galletta [40] identified symbolic tasks (i.e., addressing discrete data values) and spatial
tasks (i.e., addressing relationships in data) and proclaimed that tabular representations
create better fit for symbolic tasks, while graphical representations make a better fit
with spatial tasks. Likewise, Ritchi et al. [41] discerned schema-based tasks (i.e., can be
solely completed from the model) and non-schema-based tasks (i.e., addressing aspects
beyond the explicit information exposed in the model) and investigated the extent to
which graphical and textual representations fit for different tasks. Dun and Grabski [43],
in turn, integrated the notion of localization introduced by Larkin and Simon [42] and
asserted that the more local the information allowing to solve a particular task, the better
is the performance, making the distinction between local and global tasks a pertinent
factor defining the understandability of visual representations. Building upon the tasks’
classification of Dun andGrabski [43], we consider the proposed distinction as a relevant
dimension for model comprehension.

Interaction Between Modularization and Task Type. In process modeling, the inter-
action between both factors has been raised in Zugal’s literature review [4]. The author
suggested that hierarchical models are more efficient for solving local tasks than global
tasks. However, he did not provide a clear theoretical understanding of how a fit between
the task type and the model representation could affect understandability. To fill this gap,
we turn to the theory of cognitive fit to explain how local and global tasks could indeed
influence the comprehension of hierarchical process models.

We postulate that modularization supports local tasks through abstraction: the pro-
cess is divided into sub-processes, and the task addresses specifications within a single
sub-process, which in turn creates a good fit between the visual representation of the
process and the task at hand. Conversely, modularization complicates global tasks due
to fragmentation: the process is divided into sub-processes while the task requires con-
tinuous integration of information from different sub-processes, causing a mismatch
between the representation of the process and the task at hand.

To further explore the interaction between modularization and task type, we refer
to the discussion of structural integration by Gilmore and Green [44], which underlines
that understandable representations are those where information can be easily located
and transferred to working memory. Gilmore and Green [44] also showed that mental
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representations preserve some features of the used notation. Hereby, a hierarchicalmodel
would produce a more or less “structured” mental model compared to a flat model. Local
tasks, in turn, could benefit from the structure of the mental model, which facilitates the
retrieval and the transfer of information to working memory. Conversely, additional
load could emerge when solving global tasks, as the reader is required to disregard
the acquired structure and rather perceive the interplay between activities lying within
different sub-processes. Herein, the imposed structure adds additional burden to the
reader. It is nonetheless worthwhile to mention that the mental model could also be
affected by other factors such as background and experience, which could, in turn,
pre-define the way the user acquires and incorporates new information.

3 Research Method

Understandability

T: Comprehension 
accuracy
O: Answer correctness

T: Response time
O: Answering time

Dependent variablesIndependent variables

T: Modularization
O: Use of sub-processes

T: Task type
O: Local and global tasks

T: Cognitive load
O: NASA-TLX, GSR reading 
(mean SCL, event-related 
SCR features), pupil 
dilation,  EEG reading 
(theta, alpha and beta 
bands)

T: Cognitive Integration
O: AOI run count

T: Attention
O: Fixations count, 
fixations duration

Fig. 1. Envisioned Research Model. T and O refer to the theoretical constructs (T) and their
operationalization (O) respectively

Research Model. The theoretical background presented in Sect. 2 suggests that abstrac-
tion and fragmentation drive the understandability of modularized process models. Our
research aims at providing empirical evidence supporting this proposition. Following
a 2 × 2 factorial design [45], we define Modularization (levels: modularized models
versus flat models) and Task type (levels: local tasks versus global tasks) as two dis-
tinct factors. These factors are expected to impact the user understanding of the model.
Understandability is a cognitive concept, created in the reader cognition and, thus, not
directly tangible [34]. Eventually, it can be estimated only using indirect constructs.
Aranda et al. [46] evoke difficulty (i.e., cognitive load), correctness (i.e., comprehension
accuracy), and time (i.e., response time) as indicators of understandability. Motivated by
the existing literature on model comprehension [36, 37, 39], we additionally consider
cognitive integration and attention. Our research model is summarized in Fig. 1.

Following the theoretical foundations set in Sect. 2 and the requirements for a fac-
torial design, we formulate our first main effect hypothesis as follows: H1: There is
a significant difference in the understandability of modularized and flat process
models, while we formulate our second main hypothesis as follows: H2: There is a
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significant difference in the understandability of local and global tasks. In addition,
we formulate our interaction effect hypothesis as followsH3: Modularized models are
more understandable for local than for global tasks.

The theoretical constructs depicted in Fig. 1 are operationalized as follows. With
regards to our independent variables, modularization is operationalized using modular-
ized models with sub-processes and flat models without sub-processes, while the task
type is operationalized using local and global tasks. Local tasks are meant to make use of
abstraction without being affected by fragmentation. They address local aspects requir-
ing to perceive the interplay between activities belonging to the same sub-process. In
contrast, global tasks are designed to neglect abstraction and rather cause fragmenta-
tion. They address global aspects requiring to perceive the interplay between activities
belonging to different sub-processes.

The dependent variables covered by our research model are operationalized using
subjective, neurophysiological, behavioral and performancemeasures. To measure cog-
nitive load, we use a subjective rating of cognitive load i.e.,NASA-TLX [47]. In addition,
we use a set of physiological measures. Namely, we rely on the GSR reading to extract
skin conductance level (SCL, also know as tonic signal) and skin conductance response
(SCR, also known as phasic signal) [48]. As measures, we compute the mean SCL
(relative to the baseline) and extract event-related SCR features including number of
peaks, peak amplitude, and area under curve [49]. Similar features are used to measure
cognitive load of users when solving tasks with different levels of difficulty [49, 50].
Moreover, we monitor pupil dilation through changes in pupil diameter across different
tasks, which, in turn, is used to estimate cognitive load [51]. Furthermore, we perform a
frequency-based analysis of EEG bands i.e., theta, alpha and beta powers [52] to track
the changes in cognitive load. Our design also deploys behavioral measures. Based on
the notions of fixation (i.e., the timespan where the eye remains still at a specific position
of the stimulus [53]) and areas of interest (AOI, i.e., a grouping of fixations covering
a specific area of the stimulus [53]), we use the AOI run count (i.e., number of entry
and exists to AOIs [37]) to evaluate the participants’ cognitive integration, and we use
fixations count and duration to measure attention. Moreover, we rely on performance
measures such as answer correctness and answering time to analyze the participants’
comprehension accuracy and response time.

Material. The material meant for the experiment comprises a set of information-
equivalent models represented with and without modularization and a set of local and
global tasks allowing to test the impact of abstraction and fragmentation respectively.

Based on the guidelines and recommendations in [54],we define a set of requirements
addressing the design of models and tasks. By following these requirements, we aim at
reducing the effects of the confounding factors threatening the validity of our study.

With regards to the models, the insights of Zimoch et al. [54] provide a good starting
point to define a uniform visual layout applying to all process models. Herein, we
carefully set up a layout where activities are oriented from left to right, depending on
their likely order of execution. We also avoid crossing arrows as much as possible,
ensure proper spacing between the model’s elements and name activities consistently.
Besides, we address the complexity of themodels to ensure that all of them have the same
number of activities and deploy similar constraint patterns. Moreover, similar to [55],
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we use anonymized models (where activities are labeled with random letters) to avoid
the influence of the domain. Last but not least, we append a legend describing the DCR
semantics to all models, assuring that participants are able to interpret the DCR notation
represented in the models.

As for the design of tasks, we use local tasks addressing the interplay between
activities within a single sub-process, and global tasks addressing the interplay between
activities located in different sub-processes. Within each task, we ask one question. We
design questions to reflect the use of process models in practice. Similar to [5, 16, 44],
we formulate questions addressing: the presence and absence of constraints in themodel,
order of activities and validity of process executions. We make dichotomous questions.
Nevertheless, to reduce the chances of guessing answers, we ask participants to justify
their answers verbally and allow them to skip answering questions which they are unsure
about.

To ensure that our models and tasks are representative, there are a couple of measures
which we take into consideration. We design our models in DCR graphs that is a known
declarative language with academic and industrial tool-support [20] deployed by several
private and public institution in Denmark1. Additionally, we rely on the recommenda-
tions of experts in DCR graphs to provide models covering a large sub-set of constraint
patterns which are frequently used in practice. As for the tasks, we build upon existing
literature [5, 16, 44] and use different types of questions reflecting different scenarios
where process models are used in practice. Similar to [44], the variety of our questions
is not meant to predict differences between different types of questions, but rather to
ensure that our findings could be generalized.

We propose different manipulations to cover all the conditions where modularized
and flat process models are used to solve local and global tasks. We group the models
into sets. Each set Si (i ∈ N) is composed of (1) a Process Pi modeled in two variants:
one modularizedMim and one flatMif and (2) two tasks: one local Til and one global Tig .
Combining models and tasks, each set contains the following: {MimTil , MimTig , Mif Til ,
Mif Tig}. Afterwards, we group the sets into collections. Each Collection is composed
of 4 distinct sets, where the respective tasks within each set address presence, absence,
order or execution questions. Figure 2 shows an example of a collection.

Fig. 2. Example of a collection

Participants. Confounding factors related to the subjects of the study (i.e., participants)
represent significant threats to validity if not handled correctly. Following the recom-
mendations in [54], we limit our study to novice participants with no or very limited

1 See https://dcrsolutions.net

https://dcrsolutions.net
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experience with DCR graphs. Doing so, we ensure that the observed effects are due to
our manipulations rather than personal factors associated with participants’ expertise.
Moreover, we perform a screening of all participants checking their physical ability to
participate in neuropsychological experiments. Furthermore, to guarantee that all par-
ticipants are equally trained, we provide a uniform and comprehensive familiarization
to all participants, so they have the necessary background about the investigated theory
and experiment procedure. By the end of the familiarization, we provide a short quiz to
evaluate the technical aptitude of participants.

Experiment Design. Weuse awithin-subject experiment designwhere each participant
is exposed to all conditions. We motivate our design by the idiosyncratic nature of
many eye-tracking, EEG and GSR measures [53, 56, 57] (i.e., each participant has
her own baseline), which in turn requires a within-subject comparison of the different
experiment’s conditions. A possible threat to this design might be associated with a
learning effect and fatigue during the experiment, which could influence the results of
the within-subject comparison. Tomitigate these effects, we randomize the experiment’s
tasks, ensuring that participants receive tasks in different orders.

To ensure a good data quality, we follow existing guidelines on collecting clean eye
tracking [53], GSR [56] and EEG [57, 58] data. Before the experiment, a screening
form (asking about age range, gender, proficiency in English, vision issues, neurological
diseases e.g., epilepsy, attention disorder, handedness and allergies) is sent to check the
participant’s physical ability to participate in neuropsychological experiments and obtain
relative information allowing to determine the most suitable EEG cap size for her. Upon
approval, an invitation is sent and information regarding what to avoid (e.g., mascara,
eyelash extensions, reflective glasses, artificial hair products, hair pins and clips) are
shared. In addition, we ask the participant to wash her hair and dry it completely prior to
the experiment day. We prepare and set up electrodes in the EEG recording cap, verify
the light conditions and the temperature in the lab before receiving the participant.

We start each experiment session with a familiarization and a quiz. Afterwards, we
collect demographic and expertise information from the participant. Next, we seat the
participant in front of the eye-tracking station comfortably by (i) adjusting the chair and
the table to the participant’s preferences, while guaranteeing that the eye tracker can still
capture her eyes, (ii) ensuring that feet are flat on the ground, and (iii) adjusting the lumbar
support of the chair. Then, we place the EEG cap, and adjust the GSR electrodes on the
non-dominant hand. We instruct the participant to breathe normally, avoid chewing and
tensing her jaw, keep the hand with the GSR electrodes stable, not to move her head, and
limit all other body movements. We calibrate the eye-tracking, GSR and EEG devices
and check the quality of the different signals. To keep track of the participant’s verbal
utterances (i.e., the justifications of her answers), we record the audio for the whole data
collection part.

The data collection is composed of a set of trials. During each trial, we show a
grey rest screen for 1-2 min and collect new baseline measurements. Afterwards, we
select a random task. Here, we display the model and respective question, and then
collect the answer from the participant. Next, we display the same model and respective
question again, but this time, we ask the participant to justify her answer. By doing so,
we can differentiate the initial response time from the time used to justify the answer
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Fig. 3. Data collection procedure

verbally. Finally, we provide the NASA-TLX questionnaire to obtain a subjective rating
of cognitive load. Figure 3 depicts a BPMN [59] model summarizing the experiment
procedure.

4 Conclusion

This paper describes a research model aimed at investigating the impact of modular-
ization on the understandability of declarative process models. As future work, we are
planning to concretize this model and report empirical evidence about the impact of
local and global tasks on the understandability of hierarchical process models in DCR
graphs.
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Abstract. Comprehension of procedural models presents an essential skill for IS
professionals. Although the literature on factors that influence model comprehen-
sion is extensive, it is surprising that so far, empirical research about the impact
that affective states on model understanding is mainly missing. The purpose of
this study is to determine if an affective state of model viewers can have an impact
on the understanding of conceptual models. To this end, we develop hypotheses
on the effects of emotions, based on Attentional Control Theory and Affective
Events Theory. In order to test our hypotheses, we plan to carry out a controlled
experiment.

Keywords: Emotions · Conceptual modeling ·Model comprehension ·
Biophysical devices

1 Introduction

Conceptual modeling is an important aid that supports various tasks during system
analysis and design. Analysts develop a conceptual model to capture aspects of a real-
world phenomenon in such a way that relevant information is later available for the
analysis or design of information systems [1]. In order to make the right decisions
regarding the design of an information system, it is crucial to fully understand the
conceptual model and the business domain in which the system will operate. This makes
the research stream on model comprehension highly relevant for designing information
systems of good quality [2].

Research on model comprehension is extensive and focuses on many factors that are
associated with the model itself and with user characteristics [3]. Papers in this stream
focused on the impact of the domain and modeling knowledge [4], learning style [5],
cognitive styles [6], and even cultural factors [7]. However, to the best of our knowledge,
literature is silent about the impact of affective states onworkingwith conceptualmodels.
It seems that themodel reader is implicitly assumed to be a cold-tempered rational analyst
who strictly adheres to facts. We know from research on decision-making in business
that this assumption does not reflect reality [8, 9]. For these reasons, it is a significant
omission of prior research on conceptual modeling that the impact of affective states has
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not been studied. Its relevance is increasingly acknowledged in other domains and the
IS domain [8, 9].

In this research in progress paper, we address this research gap by investigating
whether affective states can influence conceptual model comprehension. More specif-
ically, we focus on how negative emotion might influences model understanding. To
explain this, we draw on Attentional Control Theory (ACT) [10], Affective Events The-
ory (AET) [11], and the previous literature about the impact of affective states on cogni-
tion. We plan to conduct an experiment in which negative emotion will be induced and
where this manipulation will be checked using a biophysical device.

This paper is organized as follows. The next section introduces an overview of
previous literature on the influence of user characteristics on conceptual model compre-
hension, followed by an introduction of basic concepts, a summary of the prior relevant
literature, and relevant theories. Further, we derive our hypotheses and present an exper-
imental design. Finally, we close with possible contributions and future steps of our
study.

2 Theoretical Background

2.1 Impact of User Characteristics on Conceptual Models Comprehension

Several research streams are relevant to our work. First, there is a research stream inves-
tigating conditions that influence how users comprehend a conceptual model. It focuses
on the impact of the semantics of the conceptual models on comprehension [12, 13]
and, to a lesser extent, on pragmatics [14]. Previous studies that investigate the com-
prehension of various conceptual models highlight user characteristics as an important
factor. The recent paper by Mendling et al. [15] shows many potential aspects of user
characteristics that can have an impact on process model comprehension. Some of these
aspects are theoretical knowledge [4, 16], duration of practice [17–19], education [17],
or familiarity with process modeling [2].

Despite the recognized potential that user characteristics may influence the compre-
hension of conceptual models, corresponding factors have hardly been taken into con-
sideration as primary factors. Several experiments in this research area have considered
them as control variables or covariates, but not as the independent variables [4, 16–19].
It is important to note that non of the mentioned papers took into account the potential
effects of the current model viewer’s affective state on process model comprehension,
which is what our paper aims to rectify.

2.2 Basic Concepts and Prior Research

Affective states is the term often used to describe emotions, moods, affects, and feelings
[9]. There is no clear consensus on the definition of either of these constructs, which
results in some authors perceiving them as different, but overlapping constructs [20]. In
this research, we focus on the emotions as an affective state.

According to Lazarus [21], emotions are short experiences that appear due to cogni-
tive judgment about external stimuli or situations. They are shorter thanmoods, but more
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intense, and have a clear trigger [11]. According to the Attention Circumplex Model of
Affect by Posner et al. [22], emotions are classified through pleasure and arousal, which
represent their bipolar dimensions [23]. Our research aims to discover how negative
emotions influence the comprehension of conceptual models. We chose negative emo-
tion since previous research suggests that it reduces the capacity of working memory
and negatively influences cognitive performance [10, 24, 25].

Furthermore, research suggests that negative emotions can lead to a decrease in
motoric responses resulting in slower reaction times [8, 26, 27]. However, it is impor-
tant to note that none of the previously mentioned studies, apart from the research by
Hibbeln et al. [8] and Bogodistov and Moorman [9], was set in an IS context. Hibbeln
et al. [8] attempt to detect negative emotions using mouse cursor movements during a
number-ordering task. Their results suggest that negative emotion reduces the speed of
the computer mouse during the tasks, resulting in lower efficiency. On the other side,
Bogodistov and Moorman [9] conducted an experiment that shed light on how affective
states influence the decisions of process users and process designers. Their results sug-
gest that when in the state of fear, process users choose less complex but riskier payment
processes, which implies the reduced capabilities of their cognitive system.

2.3 Emotion Recognition Using Physiological Measurements

When we are experiencing the negative emotion of stress, our respiratory system is
immediately affected. We breathe quicker and harder in order to distribute oxygen-rich
blood throughout our bodies. Our muscles become tense, palms become sweaty, and
our heart races, resulting in higher blood pressure [28]. These physiological effects
are mediated by the autonomic nervous system. This system consists of sympathetic
and parasympathetic divisions that operate concurrently with each other and with the
somatic motor system to regulate different types of behavior. The balance between
sympathetic and parasympathetic divisions enables our body to maintain stability during
the everchanging external conditions [23]. However, emotions can have a significant
influence on this balance and result in the number of bodily reactions, as seen in our
short example. These reactions can be measured using biophysical devices and used to
determine the emotional state of the person [29].

Previous research that focused on emotion recognition using physiological signals
presented the number of signals that can be used to deduce a persons’ emotional state.
The most common ones are: electromyography (EMG), electrodermal activity (EDA),
electrocardiogram (ECG), electroencephalogram (EEG), and respiration [30]. In the
context of our research, we will focus on detecting negative emotions using EMG, EDA,
ECG, and respiration as physiological signals, as these signals are already proven as
accurate in the emotion recognition process [31].

2.4 Relevant Theories

The theory that can explain how negative emotions can influence process model com-
prehension is Attentional Control Theory (ACT) by Eysenck et al. [10]. This theory
states that negative emotions can result in impaired attentional control, which leads to
poorer performance in goal-directed tasks (e.g., searching for specific information on a
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model) involving a working memory system. The authors assume that this occurs due to
an attentional shift from goal-directed to stimulus-directed, increasing awareness of the
stimuli that cause negative emotion. ACT was initially developed to describe the influ-
ence anxiety has on attentional control but was multiple times extended. It was found to
be valid for other types of negative emotions, including sadness, fear, depression, and
frustration [8, 32, 33].

Another theory that is important for our research is the Affective Events Theory
(AET). This theory suggests that employees can develop an emotional response to many
of the events that they encounter at their work, which can impact their subsequent actions
[11]. In the context of our research, experiencing negative emotion from one event would
transfer this emotion to the subsequent actions, such as process model comprehension
tasks.

Drawing on the ACT, AET, and previous research on the influence of negative emo-
tion on cognitive performance and motoric responses, we hypothesize how negative
emotion will decrease attentional control and transfer a negative emotional response
from one event to a task. This will further influence conceptual model comprehension
in terms of both accuracy and efficiency. Therefore, we hypothesize that:

H1: Experiencing negative emotion will decrease conceptual model understanding
in terms of accuracy.

H2: Experiencing negative emotion will decrease conceptual model understanding
in terms of efficiency.

3 Method

3.1 Experiment Design

In order to answer our hypotheses, we plan to manipulate negative emotion on three
levels in a one-factor between-subjects experimental design (high arousal with neg-
ative valence, high arousal with positive valence, and a control condition with neutral
arousal and valence) to determine the influence of negative emotion on conceptual model
comprehension.

In order to capture the valence and arousal dimensions of the participants’ emotional
state and check if the emotion manipulation was successful, we will use the NeXus-
10 MKII device for biophysical measuring and focus on the EMG, EDA, ECG, and
respiration rate. We opt for using the biophysical device since it provides us with con-
tinuous data about the emotional state of the participant, in comparison to self-reporting
surveys that only check at one point of time if the emotion induction was successful.

We also plan tomaintain control over potentially confounding factors. To accomplish
this, we will use the laboratory environment with individual cubicles and workstations
in order to minimize possible distractions. We will also apply constant time-pressure
in order to prevent the ceiling effect in regards to accuracy. Further, we will control
the layout and size of models, since previous research showed that the graphical layout
could influence participants’ level of comprehensibility [34, 35].
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3.2 Tasks and Materials

In this research, we plan to use process models created using the Business Process
Model and Notation (BPMN) from the domains that can be understood by a university
student. We will ask our participants comprehension questions that will assess surface-
level understanding and show how well users can comprehend the content presented in
the process models. These tasks will consist of questions about four different issues that
concern the control flow logic of the process models: concurrency, exclusiveness, order,
and repetition. We will base these questions on the previous research [12, 13, 18, 35].

The first dependent variable will be accuracy and will be evaluated as a number
of questions answered correctly. Our questions will relate to formal properties associ-
ated with the behaviour represented by process models and, therefore, have precise and
objectively correct answers.

The second dependent variable will be efficiency, which will represent the amount of
time participant needs in order to provide an answer to the task and submit it per correct
answer [7].

3.3 Procedure and Manipulation

At the beginning of the experiment, participants will be shown the way to their work-
station shielded from distractions and equipped with the biophysical device. At the
beginning of the experiment, participants will be randomly assigned to either a negative
emotion or a control condition. The experimentwill consist of three parts. The first part of
the experiment will be an emotion induction procedure, after which all participants will
have to provide answers to the same model comprehension tasks. Finally, participants
will be debriefed and compensated for their participation.

For inducing negative emotion, we will use an approach from Hibbeln et al. [8]. In
this study, the authors induced negative emotions by asking participants to complete an
unfairly designed intelligence test taken from Zuckermann [36] with questions that were
overly difficult, and impossible to solve during the time provided. Furthermore, Hibbeln
et al. [8] implemented a loading delay under time pressure, which already proved to be
able to induce negative emotions [37]. Finally, after the test was over, they have informed
their participants that they performed poorly on the intelligence test. Authors state that
all these mechanisms caused the feelings of unfair treatment and negative emotion. For
this reason, we believe that this way of emotion induction is suitable for our research. In
the control condition, participants will have to complete the intelligence test, but without
emotion induction. Therefore, we do not expect the task to cause any negative emotion.

After the first part of the experiment, all participants will be asked to carefully read
the instruction manual and then answer the comprehension questions regarding business
processmodels. The time to provide an answer to each set of questionswill be determined
in the pretest.

Finally, participants will be debriefed and informed that the intelligence test did
measure their intelligence, but that this task was designed to induce negative emotion
and to examine the influence this emotion can have on model understanding.
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3.4 Participants

In terms of participants for our study,we follow the recommendations of sample selection
[38]. We plan to recruit university students from a large business school since we believe
that these represent a realistic proxy of the future users of business process models.
Previous work on process model comprehension justifies this. Research by [18] showed
that there is no correlation between the experience of model use and type of university
education with model comprehension. To estimate the required sample size, we will
conduct an analysis using the G*Power 3 [39] software and considering the experimental
design and nature of the variables that we measure.

4 Ethical Concerns

The proposed experiment will be conducted in accordance with the ethical behavior
guidelines recommended by the Association of Information Systems1. Participation in
the study will be voluntary, and it will be possible to withdraw from participation at
any time. The project policy with regard to data protection and privacy issues will take
into account national and European data protection directives. Before the start of the
studies, we will also contact the Board for Ethical Issues of the Vienna University of
Economics and Business (WU Wien). All participants will be fully informed about the
planned research use of the data collected. No identifying information will be stored
with the research data, so that complete anonymity is guaranteed.

5 Conclusion and Future Steps

To the best of our knowledge, there is no empirical research that focuses on the influence
of affective states on the conceptual model comprehension. The results of this research
are expected to close this gap and to extend the current body of knowledge about the
variables that influence conceptual model comprehension, providing additional insight
into how model users’ emotional state can influence their task performance. Further-
more, we introduce biophysical devices as a novel method for continuous control of the
emotional state of participants. Further research on this topic will focus on neutralizing
the effects of negative emotions on model comprehension using primary and secondary
notation manipulations.
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Abstract. Security notifications attempt to change risky computer usage
behaviour but often fail to achieve their desired effect. Though there are likely
many causes for this phenomenon, information systems researchers have posited
that emotional reactions to security notifications may play a role in its explanation.
This work-in-progress paper descibes a study to create a baseline of electroen-
cephalographic (EEG) and behavioral responses to security notification images
by comparing them to known responses to the well-studied International Affec-
tive Picture System (IAPS). By creating such a baseline of affective responses to
security notification images, future work can explore the effect of passive emo-
tional reactions to security notification designs which would generate insight into
effective design practices.

Keywords: Security warnings · Affective processing · Electroencephalography
(EEG) · Event-related potential (ERP) · Late positive potential (LPP)

1 Introduction

Security notifications play an important role in the safe operation of computing envi-
ronments, by informing users of threats and persuading them to change their com-
puter behavior. Security notifications are particularly interesting to information systems
researchers because they can fail to evoke desired behavioral change, for reasons that
users may not be explicitly aware of. Though there has been considerable recent progress
in the design of effective security warnings, future improvements to security information
systems may be made by identifying contextual factors that influence secure behavior
[1]. Affective considerations, such as degrees of trust, safety, or fear may play a role
in unconsciously mediating the relationship between security notifications and behavior
[1, 2].

Emotions can be conceptualized as either positive valence (e.g. joy or happiness) or
negative valence (e.g. fear, anger or disgust), as well as by their degree of arousal. The
late positive potential (LPP), an event-related potential (ERP), has been associated with
both high and lowvalence emotions that also elicit high degrees of arousal [3, 4]. As such,
the LPP can potentially be used as a marker of high-arousal emotional responses. In this
work-in-progress paper, we describe an experiment to measure an association between
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the LPP and images of security notifications. Using the International Affective Picture
System (IAPS) [5], we will compare LPP responses elicited by standardized negative,
positive, and neutral valence stimuli, with those elicited by pictures of computer security
notifications and security-unrelated computer images. Motivated by past studies which
found that security warnings often fail to produce the desired reactions in users [6], we
explore affective correlates of security warning pictures. The outcome of this study will
be a baseline of LPP and questionnaire responses which can be used to passively and
objectively investigate valence of novel security notification designs.

2 Background and Theoretical Framework

2.1 Security Notifications, Emotions, and Neurophysiology

Computer users are known to resist persuasion by protective messages—such as those
given by security notifications—for reasons which they may not be explicitly aware
[2]. Until very recently, information systems (IS) research on the subject has focused
on either cognitive factors such as habituation or cognitive processing, or on negative
emotional factors such as stress or fear [2]. Concerning fear, for instance, protection
motivation theory has been identified as useful for explaining desktop security behavior
[7–9]. As conceptualized by Rogers [7], this theory holds that there are at least four
components that could determine a users’ response to a threat: their perception of threat
susceptibility, their perceptionof threat severity, their perceptionof response efficacy, and
their perception of their personal ability to effectively respond [8]. Emotional reactions
elicited by security notifications could thus influence perceptions of vulnerability and
responses to threats, which ultimately influence behavior.

Though IS researchers have investigated affective factors in the processing of security
notifications, much of the past research has been conducted using self-report measures
[10, 11]. Such instruments are likely useful for measuring motivation, though they might
not effectively measure implicit emotional responses to security notifications. Recog-
nizing limitations to these studies, IS researchers have begun to employ neuroscientific
and physiological techniques to investigate security phenomena [2, 9, 12, 13]. Such an
approach promises to yield insights into unconscious affective factors which influence
motivation for security behavior.

In a 2014 paper, Vance et al. [6] used a combination of EEG and questionnaire
measures to predict disregard to security notifications. They found that an attention-
related P300 ERP response to a gambling and risk task was a strong predictor of a
participant’s propensity to disregard security responses, when compared to questionnaire
measures. Drawing from this study, we can expand on their findings by exploring a
similar ERP measure (i.e., the LPP) to investigate affective factors that may influence
this propensity. While Vance et al. [6] investigated attention-related ERP responses to
gambling tasks to predict risky behavior, we instead investigate emotion-related ERP
responses to security notifications themselves. By doing this, we may identify ERP
measures which either better predict threat susceptibility than questionnaires or can
later be applied as a passive, real-time measure in an ecologically valid setting.
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2.2 EEG and the Late Positive Potential (LPP)

There is an extant literature on measuring emotional responses using ERP. Much of the
literature has focused on two ERP components: an early posterior negative component
at the 200 ms latency range, and a late positive component (LPP) which often starts at
300 ms and extends to 2000 ms [14, 15]. While the former is thought to affect processes
related to cognition of emotions, the LPPmay actually consist of an enlarged P300 com-
ponent which extends well-beyond the normal latency of the P300 response, reflecting
an effect of extended task-relevance to an emotion-inducing stimulus [14, 15]. Studies
of the LPP have demonstrated an effect that is modulated by the strength of emotions
evoked by pictures [16, 17].

Before investigating the impact of affective ERP correlates on security behavior, it
is desirable to first have a baseline of responses to stimuli that have been standardized
with respect to their emotional valence and arousal levels, for comparison to various
security stimuli. The IAPS [5] is a well-studied repository of images which have been
indexed based on normative ratings to emotion (valence, arousal, dominance) for study
of attention and emotion. Though the IAPS is often used to investigate physiological pro-
cesses elicited by emotions such as brain oscillations [18], the IAPS has also been used
to investigate the emotional effect of art [19], and to validate the measure of emotions
in a virtual reality environment [20]. In addition, the IAPS normative ratings are based
on responses to the Self-Assessment Manikin (SAM), which is a well-studied affec-
tive rating questionnaire system. By combining both physiological and psychological
approaches, we may discover gaps between security threat perceptions and unconscious
physiological responses. Though we hypothesize that the selected security notifications
will exhibit patterns characteristic of neutral photos, the guiding purpose of the study
described in this paper is to identify a baseline of affective reactions to security stimuli.
Our research question can thus be articulated as follows:

RQ: How do the LPP and self-report measures of valence and arousal differ between
security notifications, computer task images, and IAPS stimuli?

3 Methods

3.1 Participants

For the initial study, we will recruit 30 undergraduate students from our university who
will be compensated with either $20 cash or course credit. Participants will be excluded
if they reported having neurological conditions that could affect EEG (e.g. epilepsy or
a recent concussion), uncorrected vision problems, or physical impairments that would
prevent them from using a computer keyboard or mouse. In this work-in-progress paper,
we report preliminary results from 3 participants.

3.2 Stimuli

Experimental stimuli will include 3 categories of photos from the IAPS database (nega-
tive, positive and neutral), as well as two categories of online computer stimuli (security
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notification images and neutral computer-related images) delivered following a within-
subject design, presenting 32 instances of each of the five picture conditions. Secu-
rity notification images will consist of computer-based images used by antivirus, web
browser and firewall systems (e.g. Chrome,McAfee, Norton) while the computer-related
imageswill consist of non-threatening images typical of a computing environment (e.g. a
screenshot of a search engine or Wikipedia). All images will be corrected for luminance
to control for the effect of luminance on EEG signals [21]. Stimuli will be delivered
using PsychoPy [22, 23], which will also be used to mark the onset of each pictures
in the EEG recordings via transistor-transistor logic (TTL) codes. A collection of both
modern and antiquated security notifications were selected to give a greater range of
baseline data (Fig. 1).

Fig. 1. A sample security warning stimulus. The effect of luminance on emotional processing
will be controlled by normalizing all stimuli photos to the luminance baseline provided by the
IAPS.

3.3 Questionnaires and Self-assessment

At the outset of the experiment, participants will be asked about their age, gender,
perceived skill at using computer systems, years of education and native language. To
assess participants’ perceived reaction to the photo stimuli, we will use a simplified
version of the SAM[5, 24]. Themanikinwill be presented 2–3 s following the appearance
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of the stimulus photos and will consist of two 5-point scales which measure degrees of
valence and arousal respectively [5]. Following the experiment, participantswill be asked
questions about their attitudes towards risk and perception of the impact of computer
malware [6].

3.4 Procedure

Participants will undergo a consent protocol, will be fitted with an EEG cap, and then
brought to a controlled environment. After participating in an initial demographic ques-
tionnaire, participants will be presented with a randomized series of images consisting of
IAPS photos, security notifications or security-unrelated computer phenomena. Partici-
pants will complete the SAM measures for valence and arousal following each picture.
Following the study participants will complete the aforementioned post-questionnaire.
Each session is expected to take 90 min total. Following the session participants will be
debriefed and will receive compensation.

3.5 Data Acquisition

Participants will be fitted with horizontal and vertical electrooculograms (EoG) and
32 scalp electrodes (ActiCap, BrainProducts GmbH, Munich, Germany) positioned at
standard locations according to the international 10–10 system and referenced to the
midline frontal location (FCz). Electrode impedances will be kept below 20 k� at all
channel locations throughout the experiment. EEG data will be recorded using a Refa8
amplifier (ANT, Enschende, The Netherlands) at a sampling rate of 512 Hz, bandpass
filtered between 0.01 and 170 Hz, and saved using ANT ASAlab.

3.6 Data Processing and Analysis

Data processing and statistical analysis will be conducted in Python using the MNE
Python library [23, 25]. Data will be filtered using a 0.1–40 Hz bandpass filter and will
be manually inspected for excessively noisy electrodes, which will be removed. The data
will be segmented into 2200 ms epochs spanning from 200 ms before the stimulus onset,
through the 2000 ms duration of the photo stimuli. Epochs will be manually inspected
and those with excessive noise will be removed. Independent component analysis [26]
will be used to remove systematic artifacts from the data, including those created by eye
blinks, eye movements, and muscle contractions.

Each participant will yield a maximum of 32 epochs for each condition, and the
dependent EEG measure will be mean amplitude on each trial between 300 ms and
2000 ms following stimulus outset, which corresponds to the expected window of the
LPP component. Statistical analyses will be performed on a region of interest centered
around electrode Pz using linear mixed effects modelling [27–30]. Picture condition will
be treated as fixed effects while participants, electrode-by-subject, and conditions-by-
subject will be treated as random effects. The online security warnings condition will
be selected as the fixed effect and the IAPS neutral condition will be specified as the
intercept variable. Participants, participants-by-condition, and participants-by-electrode
will be specified as random effects. Average SAM responses for each condition will be
compared using ANOVA.
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4 Preliminary Results

4.1 The LPP Waveform

Preliminary results suggest that there is variance in both EEG and behavioral measures
between the conditions. To date, a total of 435 epochs have been analyzed from 3
participants, though collection was suspended due to the COVID-19 pandemic. Results
from linear mixed effects analysis found a significant difference between the neutral
IAPS and the positive inflection, presumably created by the LPP, elicited by pictures of
the security warning condition (β = 2.327; t = 2.38; p = 0.017), as well as the positive
IAPS condition (β = 2.052; t = 2.12; p= 0.034), and the negative IAPS condition (β =
3.199; t = 3.28; p = 0.001). Figure 2 visualizes the grand average waveform for three
of the five conditions.

Fig. 2. Selected comparisons of LPP grand average waveforms for the region of interest. Three
conditionswere selected in order to enhance readability.Variances in response suggest the potential
for an effect.

4.2 Valence and Arousal Reports

Preliminary results from ANOVA analysis of the SAM valence responses indicate a
statistically significant effect of picture type onvalence responses (F=36.50;p<0.001),
though not arousal responses (F = 0.94; p = 0.48). Posthoc analysis using Tukey’s
test revealed significant differences between security warnings and neutral stimuli (p =
0.035), as well as between security warnings and positive stimuli (p= 0.001). Responses
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from computer-related pictures were found to be significantly different positive pictures
(p= 0.011) but no other conditions. Figure 3 summarizes the mean SAM valence rating
responses and Fig. 4 summarizes the SAM arousal ratings.

Fig. 3. Comparisons of valence responses from the SAM for each condition. Results fromTukey’s
test reveal significant differences in valence between IAPS positive stimuli and security warnings,
as well as IAPS neutral stimuli and security warnings.

Fig. 4. Comparisons of arousal responses from the SAM for each condition. No significant results
were found at this preliminary stage.

5 Discussion and Next Steps

Preliminary results revealed two interesting findings. The first is that there are differences
in LPP between security warning stimuli and the IAPS neutral condition. Though the
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study does not yet have sufficient statistical power to draw conclusions, this suggests that
that we may later gather evidence for this trend and may gain insights into differences
between the conditions. The second finding is that the security warning condition was
significantly different in reported valence from the positive and neutral IAPS conditions,
but not the negative. If this effect holds true with greater statistical power, then we would
have evidence to believe that the selected security warnings investigated are interpreted
similarly to negative valence stimuli.

We anticipate two future research directions following the completion of this study.
The first is to conduct a follow-up study of reactions to different varieties of security
notifications (e.g. positive and encouraging notifications vs. Fear-evoking notifications)
or in different contexts (e.g. contexts of imminent negative consequences vs contexts of
possible or future threats). In such a study, we could identify varieties of notifications
to further investigate behavioral change outcomes, as well as the moderating effects of
cognitive factors such as complexity. The second direction is to investigate the outcomes
of responses to stimuli in ecologically valid settings. Similar to the study conducted by
Vance et al. [6], future work could use deception to simulate an actual security risk and
investigate the differences in reactions to positive and negative valence notifications and
their effects on behavioral outcomes—although doing this effectively presents logisti-
cal and ethical challenges. Alternatively, such future challenges could be overcome by
conducting this study in an office setting in co-operation with industrial partners. The
present study nonetheless presents the first steps in extending the work done on security
notifications in the information systems field towards a deeper investigation of affective
brain processes.
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Abstract. Virtual Reality (VR) allows users to experience their environment dif-
ferently and more immersively than traditional information systems (IS). There-
fore, it is important to also study cognitive processes in VR settings. In this pro-
posal, we focus on the concept of mind wandering, which is an emerging concept
in IS research that can be studied using neurological measures such as eye track-
ing. Current literature suggests that mind wandering is a complex concept with
different dimensions, namely deliberate and spontaneous mind wandering. While
previous literature has provided initial evidence on the feasibility of eye tracking
to approximatemindwandering, this study seeks to investigate howwell eye track-
ing performs when it comes to a more nuanced perspective on mind wandering
applied in an VR setting.

Keywords: Mind wandering · Deliberate · Spontaneous · Virtual reality · Eye
tracking

1 Introduction

For decades, information systems (IS) researchers have acknowledged the importance of
cognitive processes during technology use. Constructs such as cognitive absorption [1]
or IT-mindfulness [2] have widely been applied and have uncovered significant effects
in IS-related contexts. With the rise of NeuroIS, the importance of cognitive aspects in
technology-related settings has again been emphasized.

This study focuses on mind wandering, which is a cognitive concept that has only
recently gained significant attention in psychology and neuroscience [3]. Mind wander-
ing refers to episodes where our mind shifts to internal thoughts. While mind wandering
can have severe negative effects [4], there are also an increasing number of studies that
have demonstrated positive aspects of mind wandering, including a higher degree of
creativity [5, 6].
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Several studies have investigated the concept of mind wandering in different scenar-
ios, with various measurement techniques. However, little is known about mind wander-
ing episodes in virtual reality (VR). Since a major driver of VR technologies relates to
the fact that they affect and potentially even enhance our cognition, investigating mind
wandering episodes in VR promises to generate further insights. To stress this argument,
Thornhill-Miller and Dupont [7] “highlight[s] virtual reality (VR) as perhaps the safest,
most fully developed of the emerging technologies of cognitive enhancement and as an
underused tool for the enhancement of creativity in particular” (p. 102).

Tobetter understand the relationship betweenVRand the concept ofmindwandering,
this study proposes an experiment to further investigate mind wandering in VR. The
remainder is structured as follows: First,we briefly review the concept ofmindwandering
and how it is measured (Sect. 2). In Sect. 3, we propose the experimental setting that
allows us to investigate mind wandering in VR. We conclude by reflecting on potential
insights and future directions of this research.

2 Related Work

2.1 Mind Wandering

IS research often assumes that technology users are continuously focused [1, 8, 9]. How-
ever, empirical evidence shows that peoples’ thoughts frequently proceed in a seemingly
haphazardmanner and effortlessly jump from one topic to another [10–12]. For up to half
of their waking time, minds are not tethered to the actual moment or task, but easefully
disconnected from the external environment [13].

Mind wandering is commonly described as a shift of attention away from a primary
task toward dynamic, unconstrained spontaneous thoughts [4, 14] and as the mind’s
capacity to move away aimlessly from external happenings [15]. According to Christoff
et al. [10], mind wandering can be defined as: “a mental state, or a sequence of mental
states, that arise relatively freely due to an absence of strong constraints on the contents
of each state”. While mind wandering has widely been considered a failure of attention
and control [16–20], recent studies highlight its advantages, including more effective
brain processing, pattern recognition, and creativity [5, 12, 21, 22]. Specifically, mind
wandering can help consider future events, solve problems, and create new ideas, e.g., at
the digital workplace. It predominantly occurs during a resting state, task-free activity,
and non-demanding circumstance [10, 12, 23, 24].

Since mind wandering can be a decisive factor for how users process information
when using technology, IS researchers have started to acknowledge its relevance [25–
28]. Sullivan et al. [26] were first to show that mind wandering influences functional
outcomes of interacting with technology (i.e., creativity). They developed a domain-
specific definition for technology-relatedmindwandering, being “task-unrelated thought
whichoccurs spontaneously and the content is related to the aspects of computer systems”
[26]. Moreover, Oschinsky et al. [25] revealed a significant difference between hedonic
system use and utilitarian system use when it comes to mind wandering. Their study
showed that the design of a system influences mind wandering, which in turn is known
to affect antecedents of IT behavior and thus actual IT use.
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There is a potential relationship between mind wandering and cognitive load, which
has been investigated in the IS discipline. Representations of goal-states can be cued by
goal-related stimuli under high cognitive load [3]. On the contrary, episodes of sponta-
neous thought are connected to low-level attention and uncontrolled, automatic thinking.
As long as mind wandering is taking place, we seem to lack the ability to terminate or
suspend it – we are fully immersed and yet relaxed and calm. The important difference
of focused thinking under high cognitive load and the potential trigger of mind wander-
ing episodes under low cognitive load is not yet sufficiently explored in the domain of
NeuroIS research, and it is possible that there is an inverse relationship between the two
constructs.

Because the interest in mind wandering has significantly increased in psychological
and neuroscientific as well as IS research [22], different measurement scales have been
proposed. However, the operationalization of mind wandering in IS-related conditions
is still immature and incomplete [25–27, 29]. For instance, only little research exists that
investigates the neurophysiological measures (e.g., EEG) in the domain of IS research
(i.e., NeuroIS). Since self-report measurement does not seem to be the most efficient and
appropriate way to assess the appearance of mind wandering experiences, refining the
corresponding measurement instruments continues to be an important goal for research
in this area [12]. We seek to contribute to closing this gap and propose the inclusion of
and triangulation with objective data through eye tracking.

2.2 Eye Tracking and Mind Wandering

We conducted a literature review to identify how previous studies have measured mind
wandering. For this study, we focus on the underlying type of technology (computer
vs. VR) as well as the measurement of mind wandering (self-reported and using eye
tracking). An overview of previous studies is given in Table 1.

Table 1. Studies on mind wandering and eye tracking.

Technology Measurement Example references

Computer Virtual reality Self-report Eye tracking

✓ ✓ [25, 26]

✓ ✓ [30]

✓ ✓ ✓ [31–48]

✓ ✓ ✓ (this study)

Table 1 highlights a variety of mind wandering findings which were collected by
using self-reports and eye tracking. A large proportion of this literature deals with the
risks of automobile crashes due to driver mind wandering. For example, He et al. (2011)
highlighted deficits in vehicle control while mind wandering [39]. Others emphasize
the increased chance of mind wandering due to the emergence of autonomous driving
systems and offered suitable predictors [38, 40].
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Mind wandering was also assessed in the context of attention while performing
reading and learning tasks. Bixler et al. (2014–2016) aim for a fully automated mind
wandering detection system using a machine learning model. To approach this goal, the
researchers pseudo-randomly probed participants to report mind wandering episodes
while performing computerized reading tasks. Meanwhile, the machine learning model
tried to predict mind wandering due to gaze data followed up by a learning process
based on the self-reported data [31–34]. Our findings indicated, that large chunks of eye
tracking literature centers around utilizing objective data to create neural networks or
machine learning models [41, 42]. Other researchers also probing for mind wandering in
attention-tasks, familiarized test subjects withmassive open online courses. Establishing
onprior knowledgeonobjectivemindwanderingdetection equipment, Zhao et al. (2017),
successfully detected mind wandering with a common webcam [48].

Most of the discussed research used eye tracking devices in the form of cameras
below or above the computer monitor (e.g., Tobii eye tracking devices) to record mind
wandering. It is clear that eye tracking has a number of advantages over other methods
for mind wandering research. However, there is a gap when it comes to the investigation
of mind wandering in VR. In the remainder of this paper, we will describe an experiment
which seeks to bridge this gap.

3 Methods

3.1 Participants and Materials

30 participants will be recruited at two different universities located in Canada and
Germany to participate in a mailroom sorting task. Stimuli delivery and eye tracking
will be conducted using HTCVive PRO Eye SRanipal SDK, will be developed using the
Unity engine and delivered using SteamVR. Participants will be screened for normal or
corrected-to-normal eyesight, use of upper limbs and proficiency in English or German.
Participants will be informed that we are investigating mind wandering in a simulated
work environment. We will seek approval from our university’s research ethics board
and each session will last for 30 min in a controlled setting. At the completion of each
session participants will receive CAD $15 or 15e depending on where they conducted
the experiment.

3.2 Procedure

Participants will undergo a consent protocol, complete an initial demographic question-
naire and will then be fitted with the HTC Vive PRO Eye VR-system. Participants will
then take part in a virtual corporate mail room sorting task where they are given a series
of addressed virtual envelopes and asked to place them in the appropriate bin. Partici-
pants will be asked to repeatedly retrieve a letter using the VR wand, read the address,
and determine which of 16 bins to place it. The virtual letters will contain a selection of
information consisting of addressee, title, department and address. Bins will be arranged
according to department and will be clearly labelled at the base of each bin. Participants
will not be required to walk during the routine.
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3.3 Questionnaires and Physiological Measures

At three points throughout the experiment participants will be prompted with an expe-
rience sample where they will be asked about their degree of experienced mind wan-
dering immediately preceding the sample [49]. Following the experiment, participants
will complete a questionnaire about perceived degree of mind wandering throughout
and its degree of spontaneity [50]. Task engagement times will be recorded by the soft-
ware using events that record the time of letter retrieval and letter delivery, as well as
task success (operationalized as the proportion of successful tasks/total number of tasks)
and eye tracking engagements with task objects. During the time between each retrieval
and delivery, eye fixation counts and fixation durations on 17 areas of interest will be
recorded by the VR software.

3.4 Data Analysis

One of the challenges of eye tracking in a VR environment is that the environment
is fluid and involves user-directed motion. This task was selected because though it
creates a realistic simulation, it also constrains motion considerably and the equipment
is optimized for such tasks. Eye fixation targets will consist of Unity objects which are
pre-designed and modified for this VR environment. When eye fixations lock on to one
of the programmed objects, a method will be called which records eye fixations and
durations during which they are fixated on the object. Each participant is expected to
yield between 5000 and 7000 trialswhich each correspond to a retrieval/deliverywindow.
Analysis will be conducted on trials with time windows that completely precede the 30 s
before a mind wandering probe samples. Trials will be labeled afterwards based on
whether participants reported being in a state of mind wandering. The result is a largely
automated process and manual intervention is only required to add data about the mind
wandering state.

Two linear mixed effects investigations will be conducted on the resulting data. In
the first investigation, fixation counts and fixation durations (for both target and non-
target areas) as well as task duration will be investigated as fixed effects. Reported mind
wandering will be investigated as the intercept variable. The reported mind wandering
and on-task states will be treated as random effects to account for differences in number
of trials and variances in reported mind wandering. This will identify variables which
influence mind wandering. In the second investigation, the same variables will be inves-
tigated, though the mind wandering condition will be included as a fixed effect and task
success as the intercept variable. Finally, multivariate linear regression will be used to
assess the effects of the ex post measures on task success rates.

3.5 Outlook

As noted by Thornhill-Miller and Dupont [7], VR can be a promising technology to
enhance cognitive processes. Consequently, this study seeks to extend current insights
in terms of how to stimulate (or reduce) mind wandering episodes in technology-related
settings. With a better understanding of the cognitive processes at play in everyday
business tasks, we can uncover new insights into how to design our environments. Virtual



168 M. Klesel et al.

reality promises to help create realistic, yet controlled environments which make new
research directions possible. The results from this project can also inform organizations
how to use VR to design processes that could be affected by mind wandering.

Perhaps the most promising way that this work can be further developed is to design
and implement adaptive systems. Adaptive systems change based on a users’ mental or
physical state with the goal of improving an information system. When complete, we
would have demonstrated eye-tracking correlates of mind wandering, which might be
implemented to create such environments. In the future, we may extend this work to
investigate how mind wandering interventions can change behavior, and whether these
changes have implications to the productivity of organizations.
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Abstract. Virtual reality (VR) enables people to engage in experiences that reach
far beyond physical reality. This has inspired humanitarian organizations (among
others the United Nations) to use VR technology to raise the awareness of human-
itarian crises by virtually transporting people to the regions affected. As a con-
sequence, these immersive experiences may lead to a change in the readiness to
donate. As scientific evidence for this effect is still rare we propose an experimen-
tal design which aims at investigating how immersion affects donation behavior.
In particular, neurophysiological measurement (EEG) shall shed light on the influ-
ence of immersion on emotional and motivational processes. First results from a
convenient sample of young men indicate that donation behavior is linked to the
dynamics of frontal alpha asymmetry changes.

Keywords: VR · NeuroIS · EEG · Frontal alpha asymmetry · Donations

1 Introduction

Since the advent of high-quality, low-cost VR systems, humanitarian organizations like
theUnitedNations have started to use immersive 360° videos “to inspire viewers towards
increased empathy, action and positive social change” [1]. Convergingly, some research
suggests that higher levels of immersion in VRmay facilitate empathy [2, 3], and lead to
higher intentions to volunteer for charitable purposes. However, the immersion effects
do not necessarily seem to translate into higher donations to charities [4]. A main caveat
of most of this previous work is a focus on hypothetical donation decisions and a sole
assessment of intentions to donate. To examine how immersion affects emotional and
motivational processes and resulting donation behavior, we herein propose an experi-
mental design using neurophysiological (EEG), and behavioral measures (donation to
a local humanitarian organization). Electroencephalographic (EEG) investigations con-
stitute a particularly prominent method of interest in NeuroIS research, likely due to
relatively low cost, portability and high temporal resolution [5]. We focus on frontal
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alpha asymmetry (FAA) as an established measure for approach/avoidance motivation
[6] which has also been proposed as a predictor of monetary donations to charity after a
charities promotional video [7]. Yet, the study of the effectiveness of 360° VR videos in
comparison to 360° desktop videos has not been examined. To support the experiment
proposal, we report pilot study results that indicate substantial changes in FAA in a
sample of young men, a population group that has previously been found to show lower
emotional responding to charity-supporting desktop videos [8].

2 Theoretical Background: VR and Frontal Alpha Asymmetry

VR systems are capable to deliver a feeling of being present in a virtual world [9].
Thereby, a VR system’s degree of immersion (i.e., the technical capabilities) largely
influences the perceived presence [10]. To stress that one feels more present in a virtual
space rather than in one’s own physical location, the term telepresence is established
[11]. Researchers make for instance use of the increased feeling of telepresence to treat
real-world phobias in a virtual environment [12]. Furthermore, purely virtual experiences
can lead to similar physiological responses as if one would encounter the same situation
in reality [13]. It is therefore interesting to follow a NeuroIS research approach to gain
further insights on the neural correlates of immersion.

The EEG provides a feasible and cost-effective approach to study cognitive-affective
processes by measuring electrical discharges (post-synaptic potentials) from large clus-
ters of neurons at the scalp level [5, 14].While this means that subcortical structures (e.g.
the limbic system) cannot be observed through the EEG, oscillating electrical discharges
have been linked to emotional and motivational processes when organized in function-
ally differing frequency bands [5]. Of particular interest has been the observation of
alpha band activity (typically 8–13 Hz) over the prefrontal cortex [14]. With alpha being
considered amarker of cortical idling [15], it is understood that asymmetric frontal alpha
(i.e. different alpha levels on left and right hemispheres) shows connections to state and
trait level motivational and emotional experiences [6, 14]. This metric is termed Frontal
Alpha Asymmetry (FAA) [16]. A substantial body of research demonstrates that rel-
atively greater left than right frontal power characterizes approach-oriented situations
(e.g. jealousy, anger, or self-control) and/or individuals (e.g. high dispositional anger or
high trait optimism) [6, 14]. On the other hand, greater right than left frontal power is
considered to reflect withdrawal-related motivational traits and states (e.g. sadness, fear,
but also empathy) or internalizing personality traits (e.g. depression or anxiety) [14].
FAA scores are thus employed by scholars worldwide to study constructs like temper-
ament and personality, and various types of motivation and emotion processes [6, 14].
FAA has also been used in the context of charity campaign engagement, but mainly with
a focus on desktop stimuli and female subjects [7, 8].
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3 Proposed Experimental Design

To study the effect of VR on donation behavior, we propose the following experiment:

Treatments. Subjects are randomly assigned to either the DESKTOP or the VR treat-
ment (between subjects). As stimulus, we use the 360° video Clouds over Sidra [1],
introducing impressions of the daily life of a 12-year-old Syrian refugee girl. Subjects
in the DESKTOP treatment watch the video on a full HD 24” desktop screen and use
the mouse to change the viewing angle. Subjects in the VR treatment watch the video
in an Oculus Go head mounted display (HMD) where the viewing direction is adjusted
to the head orientation.

Procedure. Figure 1 depicts the experimental procedure. Subjects are seated on a swivel
chair allowing for 360° body rotation in a soundproofed and air-conditioned cubicle
equipped with a computer, mouse, keyboard and speakers. The experimenter then sets
up the EEG system and subjects follow the instructions on the screen, guiding them
through the first resting phase. Next, the experimenter sets up the HMD (VR) or the
headphones (DESKTOP) and instructs the subject how to start the video. After the
video the experimenter removes the HMD or the headphones and the subject is guided
through the second resting phase. The screen following the resting phase explains the
donation decision. The donation is implemented as described there and the decision is
made in private as well as anonymous (the experimenter who interacts with the subject
delivers the money in a closed envelope and does not know the payment and the amount
donated). This is particularly stressed in the instructions to avoid social desirability and
experimenter demand effects. The session ends with a short survey.

Fig. 1. Experimental procedure. Picture taken during a test session.

Behavioral Measure. To capture the effects of watching the video on monetary deci-
sions, subjects are asked to splite15 between themselves and an organization supporting
local refuges, particularly children. Subjects can donate any amount between e0 and
e15 in steps of e1 and receive their share in cash after the experiment.
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EEG Measure. EEG data is collected following recent recommendations for FAA
research [14]. An Emotiv Flex 32-channel gel-based EEG headset (Ag/AgCl electrodes,
128 Hz sampling rate, 14 bit resolution) is used with the reference (CMS) electrode
on the left earlobe and the ground (DRL) electrode on the right earlobe. Following the
10–10 system, electrodes are evenly distributed and data is analyzed for the prefrontal
locations (Fp1, F3, F7, F8, F4, Fp2). To improve the FAA recording quality, resting state
data from a 2 min period before and after the video stimulus is collected [14].

Further Variables. We further collected demographic variables (gender, age, educa-
tion, job, financial situation, income), and prior experience with VR devices.

4 Pilot Study

We conducted a pilot study implemented in oTree [17] with 5 subjects in the VR Treat-
ment. Homogeneity in the small sample was increased by screening subjects for being
male, right-handed, in their early twenties, having full (corrected) vision and full color
vision, and to be free of general health impediments for the last week. All participants
were students with a monthly disposable income of less than e500 and two of them had
used VR headsets more than five times prior to their participation in the experiment. The
others had used such devices only once (2) or never before (1).

Data Analysis The EEG processing was fully automated to reduce the influence of
unreliable researcher decisions [14, 18]. The pipeline includes the steps (in order): line
noise removal (50 & 100 Hz), robust common average re-referencing [18], detrend-
ing and denoising (1 Hz and 40 Hz FIR filter), outlier trimming (>500 mV/250 ms),
paroxysmal artefact removal (artefact subspace reconstruction [19]), and independent
component removal using the ADJUST toolbox in EEGLab [20]. Afterwards, Morlet
wavelet decompositionwas employed to extract frequency powers. For each subject indi-
vidualized alpha power was extracted (−2 to +2 Hz around the peak alpha frequency
observed at O1 & O2 electrodes) [21]. Alpha band scores were within-subject z-scored
to normalize the power changes across subjects. The FAA score was then calculated
from decibel normalized frontal electrode pairs by subtracting the left hemisphere from
the right hemisphere for homologous pairs (i.e. Fp2-Fp1, F4-F3, F8-F7) and averaging
the differences scores. In this way, higher asymmetry scores indicate relatively greater
left frontal activity (e.g. higher approach motivation) [14]. For all aggregations median
averaging was used to reduce the potential impact of outliers in the data [22].

Preliminary Results. First we assessed median and individual changes in FAA from
before to after the presentation of the VR video as summarized in Fig. 2 (left). Overall,
the presentation of the video appears to have a reducing, albeit not unanimous effect on
FAA scores. This indicates higher avoidance motivation, perceived lack of self-control,
sadness or anxiety – or stated otherwise: at least no tendency towant or feel like approach-
ing or changing the current situation. This observation indicates initial support to the
idea, that the VR video could alter emotional and motivational experiences. Importantly,
the effect seems present even in this sample of young men, a target population that has
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previously been found to be less susceptible to emotional response from desktop video
stimuli in the context of charity campaign donations [7, 8]. Including donations (coloring
of the lines in Fig. 2 (left) reveals that subjects with strong FAA reductions tended to
donate very little or nothing while one of the subjects who showed a slight increase in
FAA, donated almost all of his payment. This finding is in line with previous work that
finds positive correlations between FAA scores and donations to charity campaigns in
young women watching a desktop video of a child in need [7].

Second, we assessed the progression of FAA scores over the course of the VR video.
A gradual reduction in FAAmedians appears in the first four fifths of the video, followed
by an increase in the last fifth when the video presents a donation appeal. Therefore, the
overall reduction in FAA could be considered as a state of greater avoidance motivation
caused by a sense of powerlessness (“it is sad, but what can I do?”) that possibly changes
when the opportunity for action is made salient (“it is sad, but I can do something!”).
Drawing from this consideration, we derive the hypothesis that a salient presentation
of opportunities for action could increase individuals’ approach motivation towards
challenging situations. To test this hypothesis, a larger experiment could manipulate
(show/hide) the presentation of such action opportunities.

The late increase in FAA that seems to be present in most subjects does however not
appear to predict donation heights. We consider two possible explanations: On the one
hand, the timing of the opportunity for action could have an influence as to whether more
action is actually taken (here: if more money is donated). For example, accumulation
of avoidance motivation in earlier stages could be overpowering the late shift towards
approach. We plan to vary the timing of the call for action (donation appeal) to see, if
an early hint to the opportunity to act might increase approach motivation before being
confronted with the problem. On the other hand, the progressions reveal that while an
overall shift from before to after the video might be subtle, during the video strong
changes in FAA can occur. We propose that these might be linked to donations: for
subject C, who donated the most, we observe the overall highest increase (cf. segment
1) and for subject B, who donated the second most we observe a remarkable increase
(cf. segment 5). Thus, we derive the hypothesis that the maximum increase in the FAA
score during the video could predict donation heights. Again, the varied timing of action
opportunity provision would be a possible option to manipulate and further investigate
these experience patterns.

Fig. 2. Changes in FAA scores from before to after the VR video stimulation (left) and across
five equally spaced units during the VR video (right).
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5 Discussion and Future Research

Altogether, it needs to be critically appraised that the small sample for this first explo-
rative study is not sufficient to conclude the presence of substantial effects. Whether or
not FAA is influenced strongly byVR video stimulation (andmore so than from standard
desktop screen videos) and how FAA patterns are related to experience and behavior
requires larger samples. Given the present observations, it would appear though as highly
valuable to include within-subject observations into statistical inferences. For example,
linear mixed models with individual random intercepts and slopes might be an important
approach to study the relationships between FAA and experience (e.g. motivation and
emotion) and behavior (e.g. donation) outcomes.

An important challenge for a more elaborate experiment design is that visual dif-
ferences between VR and desktop modalities may arise and could cause confounding
effects in the FAA feature. To account for this challenge, we have reviewed more related
work that conducts virtual/mixed reality research together with EEG, to inform our-
selves about how visual confounds might have been accounted for previously. So far,
it appears that no general strategy exists, as other work does not seem to take special
measures to overcome it (e.g. [23] or [24] – albeit both with a large screen display VR
solution). Furthermore, only recent work appears to have investigated potential artefacts
from head-mounted VR systems [25]. This work has not found VR-related artefacts,
or at least not in lower frequencies (only >90 Hz). However, in order to account for
the possibility that visual artefacts might confound FAA observations, we propose an
extended experimental design that includes additional within-subject stimuli (neutral
and affectively challenging – as recommended by [14]). Neutral stimuli relate to static
eyes-open resting conditions (fixation cross) and dynamic resting state conditions (e.g.
a video of a fishtank as used in [26]). Affective stimuli relate to dynamic videos (e.g.
videos of facial expressions). To account for potential affective spill-over effects, these
additional stimuli will be separated by washout phases (using simple eyes open resting
phases or time production tasks – e.g. [27]). The repeated measurements can then be
used to compare FAA across different stimuli in order to assess whether or not gen-
eral differences exist between VR and desktop treatments. Furthermore, the repeated
measurements allow for better within-subject standardization (e.g. z-scoring) that could
further improve the inter-individual comparability of findings overall and in the donation
elicitation stimulus in particular.

In order to further assess the effect of VR on approach/avoidance motivation, the
experiment should additionally collect self-reported measures to check whether results
are consistent with the EEG measurement. As proposed by [28], these measures should
include both, state (e.g. positive and negative affect (PANAS) [29]) and trait variables
(e.g. behavioral inhibition/activation (BIS-BAS) [30]). As an increased feeling of pres-
ence in VR as compared to less immersive devices (e.g. desktop screen) is widely used
to explain the technology’s effects on humans’ psyche [31], the study should also assess
telepresence (e.g. as proposed by [32]).
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6 Conclusion

Within this work-in-progress paper, we propose and discuss an experimental design to
study the effect of VR on donation behavior. The results of our pilot study indicate that
in the VR treatment donation behavior may be linked to emotional and motivational
processes as shown in the dynamics of frontal alpha asymmetry changes. However,
so far we have only studied the VR treatment with a small sample and the full data
collection for both treatments remains to be done. A more elaborate design for a larger
scale study should further control for potentially confounding effects in the FFA caused
by the visual differences between the desktop and VR devices and include further self-
reportedmeasures to carry out triangulation.Our resultsmayguide the design of donation
campaigns and especially shed light on the question whether the application of VR
technology leads to a better outcome – a common assumption that has hardly been
proven so far.
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Abstract. NeuroIS tools have increasingly been used to examine cognitive behav-
iors in educational settings. Here we present results of ongoing work applying
neurophysiological tools to examine the cognitive load of student learners in the
context of chemistry education. In particular, we investigate how individual char-
acteristics relate to the Pope Engagement Index for students interacting with an
information system for visualizing molecules. Characteristics such as meditation,
levels of athleticism, andmedication affecting alertnesswere found to significantly
and positively correlate with cognitive load.

Keywords: Cognitive load · Individual characteristics · Pope engagement
index · EEG · Chemistry student learners

1 Introduction

Increasingly, neuroIS tools are being used in “neuro-education” to better understand
student learners and their cognitive processes [1–3]. Researchers are able to use tools
such as electroencephalography (EEG) in conjunction with traditional psychometric
tools to describe a learner’s full-body experience, including their feelings and levels of
engagement that may otherwise be difficult to articulate. In fact, neuroIS tools may be
able to help better pinpoint when such mental changes take place and thus offer more
clarity on what to change in a learning environment [3].

Within neuroIS, cognitive load has received particular focus as a construct of interest
and has been measured using EEG and eye-tracking tools [4, 5]. Here, we also focus on
cognitive load, as measured using the popular Pope Engagement Index (PEI) calculated
from surface EEG recordings [6]. In particular, we investigate the relationship of cogni-
tive load with the individual characteristics of chemistry students from a university in a
metropolitan midwestern city as part of a federally-funded grant project1 in the United
States.
1 This work was funded by the National Science Foundation under Grant Number 1711425.
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2 Methodology

At the start of the session, students completed a survey about their individual character-
istics that was adopted from brain-computer interfacing, a sub-area of neuroIS [7]. These
individual characteristics were not limited to age, gender, and race, but also included
differences in self-perceived levels of athleticism, hand dexterity, medication intake,
smoking status, prior biometric tool use, and video game experience. We also obtained
cognitive measures of spatial ability using the Purdue Visual Rotation Test (PVRoT) [8]
and the Hidden Figures Test (HFT) [9].

Then, students engaged in a simulated learning environment where an instructor
was present to explain the lesson and then remained while the student worked through
exercises on their personal laptop. The students engaged in six different activities using
PyRx, an opensource tool for visualizing chemical molecules [10]. This tool was pur-
ported to have an “easy-to-use user interface” (https://pyrx.sourceforge.io/home) yet
some students still experienced difficulty with its setup. Students used PyRx to visualize
proteins and match different ligands to the protein sites, much like finding the right key
for a lock.

A 16-channel, research-grade BioSemi ActiveTwo2 bioamplifier system recorded
students’ electrical brain activity during the activities. This systemwas run on aWindows
laptop. The electrode cap was configured according to the widely used 10–20 system
of electrode placement [11]. Active electrodes were placed on the cap to allow for
the recording of brain activations down-sampled to 256 Hz using a Common Average
Reference (CAR). The sixteen recorded channels were: frontal-polar (Fp1, Fp2), frontal-
central (FC3, FCz, FC4), central (C3, Cz, C4), temporal-parietal (TP7, TP8), parietal
(P3, Pz, P4), and occipital (O1, Oz, O2).

The recorded data was later analyzed using using the EEGLab plugin (https://sccn.
ucsd.edu/eeglab/index.php) to Matlab to ascertain band powers and calculate cognitive
load according to the PEI best represented by the calculation of (combined beta power)
/ (combined alpha power + combined theta power) [6]. A separate PEI was calculated
for each of the six activities performed. RStudio Cloud (https://rstudio.cloud.com) was
then used to find correlations between the student learners’ individual characteristics
and their PEI per activity.

3 Preliminary Results

Results for two of the six activities are presented here where we could compare the
same students across both activities. Out of the original ten participants, the same six
students completed both of these activities. The average age was 21 (ranged 20–22 year)
with 2 males and 4 females. Correlations were found significant at the level where alpha
equaled 0.05.

Activity 1: Docking the Ligand. This activity entailed students selecting the ligands
and isolating the possible binding sites of the protein in the software. For this activity, we

2 https://cortechsolutions.com/product-category/eeg-ecg-emg-systems/eeg-ecg-emg-systems-act
ivetwo/.

https://pyrx.sourceforge.io/home
https://sccn.ucsd.edu/eeglab/index.php
https://rstudio.cloud.com
https://cortechsolutions.com/product-category/eeg-ecg-emg-systems/eeg-ecg-emg-systems-activetwo/
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found strong positive correlations to the PEI with Meditation and Athleticism. Table 1
summarizes the correlations found for this activity. This indicates that a student who reg-
ularly engaged in meditation and had higher levels of self-rated athleticism experienced
higher cognitive load.

Table 1. Significant correlations of individual characteristics to the Pope Engagement Index for
the Docking the Ligand activity.

Correlation P-value

Meditation 1.0000 0.0000

Athleticism 0.9147 0.0106

Activity 2: Visualizing the Docked Ligand. This activity entailed selecting and view-
ing a particular ligand bound to the protein in PyRx and zooming in to see more detail.
For this activity, we found a strong positive correlation only with AffectiveMeds to
the cognitive load experienced by the student as measured by their PEI. This indicates
that taking medication that made the student more alert correlated with higher levels of
cognitive load experienced for this activity. Particularly, the correlation coefficient was
0.8832 with a p-value of 0.0197.

Summary. Meditation, Athleticism, and AffectiveMeds were the three characteristics
found with strong positive correlations to students’ PEI for the two different activities.
Common convention implies that individuals would translate the calm and focus often
gained frommeditating, engaging in athletic activities, and from stimulating medication
to achieve lower cognitive load; it seems something more is yet to be revealed. Through
scatterplot analysis, one participant may be dominating the results, however we felt it
more important to retain all data points due to the distinctly small sample size of six
students. Although a definite conclusion is impossible at this stage, we are encouraged
to seek understanding of the full picture of our students when pairing them with such
learning activities. These results indicate that some individual characteristics may have
more influence than others on a student’s cognitive load experienced in this setting.

4 Conclusion

This study provides an example of how neuroIS tools may be used in an educational set-
ting to better understand the cognitive processes of students. In particular,we investigated
the relationship between individual characteristics and the cognitive load of chemistry
students as measured by the Pope Engagement Index calculated from EEG recordings.
This work-in-progress paper presents a snapshot from a larger study that spans three
years and is still under analysis.

Although results cannot be generalized to a wider population due to low sample
size, these efforts indicate the importance of gaining a comprehensive view of students
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to better understand the impacts on their learning environment. Certainly, more data
should better reveal which characteristics have particular saliency in this setting. Further,
we may find distinction in our future results by dissecting our reliance on the original
calculation of the PEI as a measure for cognitive load. Lastly, we will seek to delineate
the nature of the tasks as having external and internal attentional components in line
with newer research examining the relationship of alpha waves to cognitive load, where
alpha is a key component of PEI calculations.
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Abstract. The current paper reports on the results of a pilot study to explore the
impact of message design on users’ likelihood to accept system-generated rec-
ommendations as well as their intention to use the recommendation system (RS).
We aim to extend the RS literature, which has hitherto focused on system design
elements, but has generally overlooked the importance of message design, a key
element in facilitating effective attention and information processing, particularly
in the context of managerial decision-making.

Keywords: Managerial decision-making · Recommendation systems ·Message
design · Acceptance and use intention · Eye tracking

1 Introduction

Recommendation systems (RS) are increasingly popular tools for augmenting the human
process of decision-making. Studies of RS have focused largely on design implications
at the system level [1, 2], with limited research on RS interface design [3]. During these
studies, interaction data from a user’s interactionwith the recommendations are collected
and subsequently juxtaposed against attributes of artifacts stored in large repositories to
subsequently produce and present recommendations. To date, however, there has been
no research exploring the impact of the recommendation message’s design on the user’s
interaction with and behavior toward the recommendation, such as accepting it (e.g.,
for web-based resource recommendations, clicking on the linked recommendation; for
behavioral recommendations, clicking on an ‘accept’ button), rejecting/ignoring it, or
requesting additional information in support of the recommendation.

Particularly in the context of managerial decision-making, it is not the system alone,
but also the nature of the message content that will drive the manager’s perceptions of
trust and likelihood to accept a decision recommendation [4]. In this context, as infor-
mation processing of recommendations would be done on the basis of both content
elements (Areas of Interest or AOIs) and interaction elements (e.g., buttons), a granular
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analysis of both design elements simultaneously is warranted. Hence, this study sets out
to explore what would make users of a management dashboard trust and accept decision
recommendations generated by the built-in decision support system with minimal cog-
nitive effort and time required. Specifically, our research aims to answer the following
research questions:

RQ1. What is the effect of message design (choices) on a user’s cognitive and
emotional responses to system-generated recommendations?

RQ2. What is the effect of message design (choices) on a user’s behaviors vis-à-vis
the likelihood to accept system-generated recommendations?

RQ3. What is the effect of message design (choices) on a user’s attitude toward the
recommendation and the recommender system?

2 Related Work

2.1 Previous Work on Recommender Systems

Extant research on RS has provided extensive support regarding the effects of the use
of Recommendation Agents (RAs) on user perceptions of ease of use, control, trust and
system effectiveness [1] and has shown that these four user evaluation outcomes have
an impact on intentions for future use. Furthermore, prior work demonstrated that RA
type and RA use influence users’ decision-making effort and quality; it also showed
that recommendation content influences users’ evaluations of the RAs and subsequent
decision-making; however, the effects of the nature of the content on the user’s percep-
tions of both the recommendation and the system as well as the subsequent intention to
accept future recommendations and adopt (use) the system is unknown.

Finally, only limited empirical research has begun to explore the effects of RS use on
adoption intentions [8] and having used psychometric methods for additional validation.
In this research, we aim to build on their [2] validated model and extend it by exploring
the effects of message design using mixed-methods.

2.2 Message Design Components

The importance of message design is well-understood in domains ranging from advertis-
ing [5, 6] and marketing [7] to health information [8, 9]. Indeed, the domain of message
design is highly interdisciplinary and existing research on message design shows the
complexity of such design [7]. Underpinning message design are four groups of design
principles, namely functional (e.g., problem definition), administrative (e.g., informa-
tion access or cost), aesthetic (e.g., harmony), and cognitive principles (e.g., facilitating
attention) [4].

In this study, given our focus on managerial decision-making, we focus on four mes-
sage components that emerge from two groups of design principles, namely functional
and cognitive. Functional principles deal with providing requisite information (e.g.,
about the problem or solution) and do so in a clear manner, as complicated language
in message design is known to impair understanding [4]. Cognitive principles concern
message design so as to facilitate attention and effective information processing [4]. The
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structure of messaging—i.e., the sequence in which information is presented is also part
of these cognitive principles [4]. We manipulate three aspects of message design associ-
ated with the above functional and cognitive principles of providing information clarity,
and facilitating attention and information processing, namely: the (lack of) specificity of
the problem and/or description, and the sequencing of information (presenting problem
or solution first). We also manipulate decision-making complexity given its importance
in creating understandable language [10, p. 169].

2.3 Research Model and Hypotheses

Based on an integration of the RS and message design literatures discussed above, we
propose 18 hypotheses reflected in Fig. 1 below.

Fig. 1. Proposed research model

3 Methodology

Experimental Design: A four-factor, each with two levels (i.e., 2 × 2 × 2 × 2),
between-within research design was employed in this study. Factors involved (i) Infor-
mation Sequence (Problem-to-Solution or reverse); Information Specificity comprised
of (ii) Problem Specificity (Vague vs. Specific) and (iii) Solution Specificity (Vague
vs. Specific); and (iv) Decision Complexity (Simple Decision vs. Complex Deci-
sion). Participants were presented with 3 stimuli per treatment condition, for a total
of 48 stimuli.

Participants: The pilot study gender-balanced sample involved six (6) participants,
with ages between 23 and 26 years old (M = 24.33 years), all attending a large Busi-
ness School in North America. They had normal or corrected-to-normal vision without
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glasses, and had never been diagnosed with epilepsy, or other health, neurological and
psychiatric conditions. Participants were offered a $20 gift card as compensation.

Experimental Procedure and Stimuli: Using a scenario where participants acted as a
restaurant manager, decisions related to inventory or order delivery situations had to be
made on the basis of system recommendations. Decision-making varied in terms of the
construction of the recommendation message in relation to its information sequence and
specificity, but also in terms of the situation’s complexity. Successive screenshots (n =
48) showing situations (i.e., a problem and a solution recommended by the recommender
system) in textwere used as stimuli. Two buttons («CONFIRM»and «DETAILS») corre-
sponding to the two decision options available were shown below each recommendation.
Participants had to either Confirm the recommendation as-is or request additional Details
if unsure. The Details themselves would not be shown to the participant (something they
were aware of during the briefing stage).

Apparatus and Measures: A comprehensive approach in the collection of neurophys-
iological data was enabled by a sophisticated, integrated multi-system setup [11, 12].
Tobii x60 (Tobii AB, Danderyd, Sweden) was used to capture the participants’ USB-
keyboard-entered responses to each decision-making situation and the associated eye-
tracking providing gaze and pupil dilation data as a proxy for cognitive load. Facereader
(Noldus, Wageningen, the Netherlands) and a desktop-based built-in webcamwere used
to record the emotional valence based facial expressions of participants throughout the
experiment. Arousal was inferred from electrodermal activity (EDA) collected via a
MP-150 Biopac Bionomadic (Santa Barbara, California). Participant responses to self-
reported measures were collected via a Qualtrics (Provo, Utah, United States) web-
based survey administered on the same desktop computer as the presented stimuli and
in sequence with the stimuli. Constructs were measured with single items.

Survey and Instrument Validation: The questionnaire used in this study consists of
previously validated scales [2, 13] measuring constructs shown in the research model.

4 Preliminary Results and Ongoing Work

Responding RQ1, preliminary analysis of three sets of neurophysiological data is pre-
sented below. First, valence was positively associated with Information Sufficiency (b
= .007, p< .0001), solution specificity (b= .008, p< .0001), and usefulness (b= .007,
p < .0001); similarly, arousal was negatively related to transparency (b = −.052, p <

.05). Cognitive load was greater for vague rather than specific problems (b = −.035,
p < .0001) and for vague rather than specific solutions (b = −.029, p < .0001). Also,
the arousal slope associated with simple decisions was roughly one-half of the arousal
slope for complex decisions; hence, an additive effect on arousal may be experienced in
complex decision situations. Lastly, gaze tracking visualizations show users re-reading
the solution when information is sequenced in the solution-to-problem format.

Regarding RQ2, Information Specificity was found to drive users to accept the rec-
ommendation significantly more so for messages providing problem specificity (H4: b
= 1.3157, p < 0.0001) and solution specificity (H4: b = 1.8626, p < 0.0001).
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Answering RQ3, all hypothesized relationships received strong statistical support
(Hypotheses 1 through 18) and are presented in three sets of results below. First, informa-
tion specificity (i.e., problem and solution specificity) impacted information sufficiency
(respectively, H1: b= .895, p< .001; H2: b= 1.423, p< .001). Situational complexity
and information sequence, respectively, negatively affected information sufficiency (H4:
b=−.548, p< 0.001) and information transparency (H3: b=−.687, p< .001). Second,
effects were shown for: information sufficiency on usefulness (H5: b= .808, p< .001);
information transparency on ease of use (H6: b = .458, p < .001) and recommendation
confidence (H7: b = .934, p < .001); and recommendation confidence on intention to
accept the recommendation (H13: b= .891, p< .001), which was also affected by con-
fidence in the system (H16: b= .935, p< .001). Third, ease of use impacted usefulness
(h8: b= .634, p< .001) and satisfaction (H9: b= .792, p< .001). Usefulness influenced
recommendation confidence (H12: b = .780, p < .001), system confidence (H11: b =
.843, p < .001), and system satisfaction (H10: b = .810, p < .001). Recommendation
confidence affected system confidence (H14: b = .833, p < .001), in turn, system trust
(H15: b = .77, p < .001), and ultimately satisfaction (H17: b = .873, p < .001). Lastly,
satisfaction affected the intention to use the RS (H18: b = .949, p < .001).

5 Discussion and Concluding Remarks

This paper reports the results of a pilot exploring the effects of threemessage design com-
ponents—specificity of problem and solution descriptions and information sequence—
on users’ perceptions and attitudes towards the recommendation and the RS as a whole.
Despite limitations in terms of sample size and research design (lack of counterbal-
ancing), findings offer strong support of the importance of message design as a critical
element in facilitating information processing, particularly in the context of managerial
decision-making. Findings help extend RS literature by shifting the focus from system to
message design. It underscores the importance of this overlooked design aspect, which
is not just a critical antecedent of users’ recommendation acceptance rather also of their
attitude toward and intention to use the system. A complete neurophysiological data
analysis from the study will be presented at the conference.
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Abstract. This study investigates the impact of adapting Audit Management
Information System (AMIS) user interface using nudges on the attentional behav-
ior of auditors during the identification and diagnosis of audit evidence indicative
of aggressive financial reporting. Specifically, in this preliminary phase of our
multi-step research project, we investigate the visual behaviors of nudged vs.
non-nudged auditors during evidence review. We test our predictions using eye-
tracking, in a controlled experiment where participants are tasked with performing
an audit of financial reporting in a AMIS. Results prove that nudged conditions
are associated with longer average fixation duration, fixation counts and revisits of
accounts with aggressive reports. By identifying the visual attention differences
of nudged and non-nudged conditions, we highlight how contextually adapting
user interface can draw on nudges to effectively enhance audit performance.

Keywords: Eye-tracking · Behavioral auditing · Nudges

1 Introduction

Audit management information systems (AMIS) are central to performing quality audits
[1]. Despite legislation and regulations put in place to ensure the quality of audits,
auditors remain human beings. As such they are subject to behavioural biases which
could adversely affect the quality of audits. Since AMIS provides the context for auditor
decisions, their design is paramount.

A recent suggestion to address these shortcomings of our brains is to use nudges [2].
Nudges consist in better designing the choice environment by attracting the person’s
attention in order to incite the person to take decisions in a predictable way. In the
case of audit, nudges will consist in contextually altering the design of AMIS in a
predictable and systematic way in order to improve the audit quality. According to
Sunstein [3], successful nudges do not merely modify the environment but draw on a
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sound understanding of the cognitive processes underlying the behavioral change which
is intended.

Themain objective of this study is to explore the differences in the attentional charac-
teristics induced by nudges in an aggressive reporting detection task. In order to highlight
these differences, we use eye-tracking measures to explore visual attention differences
induced by modifications of the AMIS. In a further step of our research program we
intend to link those differences to successful identification of aggressive audit items.
Aggressive financial reporting is the use of optimistic projections in the accounting
standards to create financial statements that present a rosier picture of a company than
is actually the case. These actions are taken to give the investment community a falsely
enhanced view of a business, or for the personal gain of management.

This study enables us to understand how individual auditors analyse financial infor-
mation during audits under various conditions and which conditions are best for aggres-
sive reporting detection. The study aims at bridging the gap between the application of
nudges to AMIS, and behavioral auditing. Our research so far offers both theoretical and
practical contributions.With the rise of digitalization heralding the shift in auditing from
mostly hardcopy materials to digital trails, the importance of understanding the traits
of a skeptical auditor as per his attention measured with his eye movements on digital
platforms cannot be overemphasized. The interaction of the auditor with AMIS interface
plays a role in the quality of the work performed. Given that visual attention is to be
kept at an acceptable level all throughout the audit engagement, the use of nudges as
portrayed by this paper serves as an efficient tool to achieve desired levels. Then again,
this paper tests a practical application of nudge theory as championed by Nobel winner
Richard Thaler and Cass Sunstein to the field of auditing for which very little work has
been done. The paper also shows that despite behavioral biases to which auditors may
be subject, nudges could be used to serve as effective tools to remedy negative impacts
which may arise there from. The next phase of our research will involve the use of
professional auditors with work experience to test these hypotheses.

2 Prior Research and Hypotheses Development

Various studies have shown that auditors are subject to various cognitive biases which
could interfere in audit [3–4]. Some of these cognitive biases are optimism bias [5],
confirmation bias [6] and anchoring bias [4]. Given the potential negative impacts of
cognitive biases, some studies have been done on mitigating the impacts of cognitive
biases [5].

Previous studies of visual attention show that, on average, ineffective searches of
target information are correlated with a higher number of fixations of the stimulus [7, 8],
and that erroneous detections are associatedwith longer andmore frequent fixations [3, 7,
9, 10]. Furthermore, chances for successful detection decreasewith time [9], which could
be due to cognitive resource depletion through stimulus encoding processes. In auditing,
research suggests that financial auditors with high levels of professional skepticism
exhibit a higher degree for information search when confronted with more aggressive
reporting [11]. This translates to more time spent on the examination of audit evidence
[12, 13].
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Following Sunstein [2] we test two nudges, i.e. adaptation of the AMIS interface to
reduce the negative effects of cognitive biases on the detection of aggressive reporting
by auditors. A review of the nudge literature and an examination of applications across
different domains conclude that nudges are effective in pushing people to choose desired
results [2, 14]. The first nudge levels auditor’s tendency to act similarly to other auditors
and draws on social norms [14]. In the field of social psychology, social norms can
be viewed as a tool to guide behavior in a certain situation or environment as “mental
representations of appropriate behaviour”. They can be cultural products (including
values, customs, and traditions). The second nudge uses the justification technique to
reduce the use of cognitive shortcuts (heuristics) by auditors. The justification technique
consists in requiring participants to give a reasoned explanation of their judgements [6].

As a matter of fact, nudges may increase visual attention, because justification and
social norms may induce more rational behaviour. This type of behaviour is likely to
push the auditors to put more attention on the items of financial reporting. Based on
eye-tracking and nudge literature, we propose three hypotheses:

H1 Nudges Lead to More Visual Attention in Examining All Stimuli.
H2 Nudges Lead to More Visual Attention Paid to Aggressive Financial Reporting

Items.
H3 Using More Nudges Will Lead to More Visual Attention in the Examination of

Stimuli.

3 Research Method

In this preliminary phase of our research project, we conducted a within-subject experi-
mentwith 12 participantswith different ages and experience.All participantswere under-
graduate students in an important business school in North America and had attended
several courses in auditing. All our participants were offered a $30 gift card as a com-
pensation for their participation. The compensation was fixed for all participants. The
experimental design was approved by the Institutional Review Board.

3.1 Research Design and Protocol

In order to confirm our hypotheses, we conducted a computerized experiment in which
we tasked our participants with examining pieces of audit evidence adapted fromPhillips
[15]. The experiment lasted 27 min and followed a 2 (social norm) times 2 (justification)
within subject semi-randomized design. By semi-randomized we mean that, to avoid
cross contamination of the nudges, the experimental conditions were always presented
in the following order: the first audit represented the control condition with no nudge
followed by the other three conditions, which were themanipulations of the social norms
nudge, justification nudge and a combination of both. These three manipulations were
randomized for each participant. Thus, all participantswere exposed to the control condi-
tion (without nudge) before being exposed to the nudge conditions to avoid endogeneity.
Also, all the subjects read the nudges before the auditing task.
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Consequently, each participant had to inspect, in the fictitious interface of an AMIS,
four distinct sets of 14 items of auditing evidence emanating from 14 distinct accounts
in the financial statements (for a total of 56 items of audit evidence classified under 14
distinct accounts of the financial accounts). Each set of audit evidence contained 3 items
which represented aggressive financial reporting.

To mitigate the effect of prior knowledge of the business audited and the anchoring
effect from the first attempt, different fictitious businesses were used in the four attempts.
The stimuli were created using simple scenarii well-known to all individuals majoring in
accounting. The ability to identify the aggressive financial reporting items was pretested
and the results were satisfactory. To prepare the participants and mitigate the effect of
learning through the trial, the experiment startedwith a short presentation of the company
in question as well as basic information needed for the audit such as materiality and
audit year. Again, the items of audit evidence were randomized in each of the four audits
for all participants to eliminate the learning effect. After having examined all the 14
items of the audit evidence at their own pace, participants manually moved to the next
page where they evaluated the level of aggressiveness of the entire financial reporting
of the company in question and then performed a free recall task which involved the
identification of the financial reporting items adjudged aggressive. After that, the Hurtt
professional skepticism scale was administered. The Hurtt scale measures ex ante an
individual’s level of trait professional skepticism [16]. Demographic data was further
collected for control purposes.

3.2 Apparatus and Measures

Eye-tracking (Red 250, SensoMotoric Instruments GmbH, Teltow, Germany) was used
to gather the behavioral measures throughout the experiment, at a sampling frequency
of 60 Hz. The number of fixations, which is the stabilization of the eye on an object [16],
and their duration were gathered for each area of interest (AOI), as the literature tends to
agree that fixation is related to the cognitive processing of visual information [16, 17].
The time before the first fixation in an AOI and the total view time of a stimulus were
also collected. 14 AOIs were placed on the page for the fourteen financial account items.
Due to the randomization on the page of account examination, AOIs could have different
representations per participant and per attempt. The AOIs were also set for the nudges.
For each participant, the eye-tracker was calibrated to a maximum average deviation of
0.5°, using a 9-points predefined calibration grid [18].

4 Preliminary Results

We briefly present several preliminary results from our study. Hypothesis 1 states that
nudges lead to more visual attention in examining all stimuli. Fixation duration, similar
to number of fixations and dwell time, represents the relative engagementwith the object.
Thegreater the value, the greater the level of visual attention [19].A linear regressionwith
random interceptmodel and a two-tailed level of significance is performed to compare the
fixation count for the control condition and the manipulated conditions. Results suggest
that audit tasks performed with nudges are associated with higher fixation counts than
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audit tasks performed without nudges: fixation counts seem lower for control condition
than the justification nudge (t-value 13.69, p< .0001), fixation counts seem lower for the
no-nudge condition compared with the nudge of social norms (t-value−1.88, p 0.0609),
fixation counts seem lower for the no nudge condition compared with the condition
where the two nudges of social norms and justification were combined (t-value −5.91,
p < .0001).

Hypothesis 2, stipulates that nudges lead tomore attentionpaid to aggressivefinancial
reporting items. A major aim of the experiment was to nudge participants to increase
their level of skepticism in such a way that more attention is paid aggressive financial
reporting elements. Aside from the validation of the first hypothesis which showed a
significant engagement in the examination of all stimuli, the target stimuli (aggressive
financial reporting elements) received more visual attention from participants across
nudged conditions compared with the non-nudged condition. This test was conducted
using the Poisson regression with random intercept variable. The results showed that
fixation counts were lower for non-target AOIs than target AOIs (t-value −5.13, p <

.0001).
In order to test Hypothesis 3, we apply a linear regression with random inter-

cept model and a two-tailed level of significance of Fixation Counts. The con-
ditions of the social norms nudge and justification nudge are compared indi-
vidually with the combination of both nudges. Results showed that fixation
counts seem higher for the justification condition than for the combined condition
(t-value 11.79 p < .0001). Fixation counts seem lower for the social norms condition
than for the combined condition (t-value−4.06, p< .0001). This shows that hypothesis
3 is only partially fulfilled. Results seem to suggest that the justification nudge seems to
be more effective. This is also corroborated by the number of revisits which is higher for
the justification condition than all other conditions as tested with the Poisson regression
with random intercept model.

5 Discussion and Conclusion

Our preliminary results suggest that H1, H2 are supported with H3 partially supported.
Significant links between nudges and more visual attention in the examination of audit
evidence (H1), and between nudges and more visual attention to aggressive financial
reporting items (H2) are supported. Thus, this study presents evidence that the level of
professional skepticism can increase significantly through the use of nudges.

Our research so far offers both theoretical and practical contributions. On the theo-
retical side, our results support the idea that increased visual attention induced by nudges
is associated with higher detection of aggressive financial reporting. One explanation
for that could be found in the reduction of the cognitive load behind the justification
of the decisions [20, 21]. However, we find no preliminary pupillometric evidence. An
alternative is that justification increases perceived accountability which requires auditors
to go deeper in the analysis of items. In practice this finding could help adapt the design
of AMIS through behaviorally informed nudges.

Limitations of this exploratory phase of our study center on the models used as stim-
uli for our experiment. While we tried to minimize the impact of individual knowledge
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variation in accounting by using basic audit evidence from a manufacturing firm which
could be well-known to all potential participants, complexities which are more pro-
nounced in today’s financial reporting and audit fields are not taken into consideration.
Another limitation can be found in our sample. A bigger and more equally distributed
sample will allow more complex statistical analyses and provide more significant find-
ings. Moreover, a dual sample with experts and non-experts could be more relevant to
better analyze auditors’ behavior.

Another limitation lies in the analysis of professional skepticism. This study could
be extended by relating professional skepticism to the use of nudges.

Finally, no measure was taken to evaluate the ‘stopping rule’, which is when a
subject decides to terminate his information search because he judges that he has enough
information to complete his task [22–24]. The next step of our research will evaluate this
concept in order to better understand eye-tracking data, especially the measures linked
to the view time.
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Abstract. The research presented in this manuscript assesses the impact of the
introduction of a mobile phone distraction feature included in a car insurer telem-
atics mobile application. We analyze car drivers’ behaviours and cognitive states
using EEG and vehicular telemetry during a simulated driving task. Two groups
of qualified drivers were compared: one group were provided awareness of feature
introduction and one group with no awareness of the feature introduction. As a
whole, our results suggest that the awareness of app feature updates may have led
to the creation and internalization of better driving habits during a 3-month period
and thereafter, an improvement in behavioral outcomes in the simulated environ-
ment. This research contributes to road safety research by assessing the cognitive
and behavioural impact of telematics application features on driving behaviour
and has practical implications for the automotive insurance sector.

Keywords: Driving behavior · EEG · Insurance telematics ·Mobile application

1 Introduction

Advances in technology are changing the automobile insurance sector. In the past, auto
insurance used personal (e.g., age, gender, prior driving experience) and vehicle infor-
mation to identify probable risky clients. Nowadays, more information is available with
GPS localization such as location, time of the day, traffic congestion, or mileage. New
technologies have been developed based on GPS data combined with driving behavior
habits [1–3] and folded in a new field referred to as insurance telematics. In the auto-
motive insurance industry, telematics technologies are usually in the format of a fixed
device inside the car (i.e., hardware) or a mobile application on the driver’s smartphone
(i.e., software) [1]. These technologies collect and analyze driving habit data (speed
compliance, sudden stop, etc.) that traffic authorities report as “at-risk drivers” [2]. With
this information, auto insurers calculate a score based on several trips defining the pol-
icyholder’s safety profile and rating [1]. Car insurance companies now couple profiles
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and ratings with telematics technologies to offer financial incentives to policyholders to
encourage safer driving behaviors [2, 3].

Our research question examined how a telematic mobile application can change
the driver’s behavior. Specifically, we focus on how the introduction of a new feature
(driver distractionmeasurement) into themobile application influences driver behaviors.
We conducted a longitudinal laboratory NeuroIS experiment to test drivers’ behaviors
before and after the introduction of the new driving distraction feature, which notifies
the driver if they touch the phone screen (for instance, if the driver tries to send a
text message). Before the introduction of the new feature, the mobile app provided
personalized feedback on the user’s driving and provided a score after five journeys.
The mobile app measures speed, fast acceleration and hard braking. The new feature
targets distraction caused by mobile phone usage while driving, a significant cause of
road accidents. Its goal is to promote change driving habits in order for people to restrict
cell phone use while driving.

In this study, we assess drivers’ driving behaviors and cognitive activity in a simu-
lated driving task using electroencephalography (EEG) before and after the introduction
into the mobile application of the new distraction feature. The results suggest that when
drivers are consciously aware of the introduction of the distraction feature, their driving
behavior and cognitive state while driving appear to be less risky in the simulated envi-
ronment when tested three months later. These findings have implications for the auto
insurance industry and contribute to the literature on policyholders’ behaviors and the
influence of the telematics app.

2 Methodology

We conducted a laboratory-based two-phase test-retest study. Both data collections, i.e.,
Phases 1 and 2, followed an identical protocol. All participants were current users of the
Desjardins Insurance mobile app. Participants were required to drive in a fixed driving
simulator utilising control devices (force-feed-back steering wheel, gear lever, gas and
brake pedals) as well as visual and auditory rendition devices. After phase 1 participants
were split into two groups, group 1 were provided knowledge of an upcoming app
update and group 2 were not. The study was approved by our institution’s research
ethics committee, and written informed consent was obtained from all subjects prior to
participation. All participants were compensated upon completion of both phases of the
experiment.

Participants. Nineteen participants with normal to corrected-to-normal vision, who
had used the existing telematics mobile (Desjardins Insurance) app for>3 months were
recruited through a research organization. Five participants were excluded due to simu-
lator sickness in phase 1 or other technical problems with tools during data collection.
Thus, a total of fourteen drivers participated in both phases (7 males, 6 females1; aged
20–43, μ = 32.4 years, SD = 8.2 years). All participants possessed a valid driving
license (μ = 10.9 years, SD = 7.7 years), with an average of 50 to 100 km driven per
week.

1 One participant did not state his/her gender.
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Apparatus and Measures. The driving simulator scenarios were generated using City
Car Driving software. The road environment was displayed on three screens, providing
a 120° field of vision. Telemetry data were recorded within the simulation software.
Three types of data were recorded: simulator data (pedals, gearbox and steering wheel
positions, speed and position of the simulator), traffic data (position, speed, braking) and
scenario data.

EEG data were recorded and sampled at 1,000 Hz from 32 Ag-AgCl preampli-
fied electrodes mounted on the actiCap and with a brainAmp amplifier (Brainvision,
Morrisville). Syncronization of EEG data and behavioral data was performed using
guidelines from [4, 5] and analysed using EEGLAB (San Diego, USA) and Brainvision
(Morrisville, USA).

Procedure. Upon arrival at the laboratory, participants signed an informed consent form
after which participants were asked to complete a psychometric battery consisting of
(age, gender, years of education, driving habits, behaviors frequency, distractions while
driving, assessment of other drivers and oneself). After completion, EEG sensors were
placed on the participant. Instructions were then given to all participants to drive like
they would in real life respecting speed limits, and the road safety code. Participants
are then asked to perform four tasks, which ascend in order of difficulty (i.e. additional
stimuli). The simulated driving scenario lasted approximately 25minutes per participant
with each subtask lasting approx. 5 min. After the driving task, participants completed
another psychometric battery consisting of a questionnaire and a semi-structured inter-
view concerning their driving experience. After completion of the first phase of the
study, at the end of the interview, participants were split into two groups one group n =
7 were informed that a driver distraction measure involving mobile phone usage was to
be implemented within the Desjardins Insurance application and the other group were
not so informed. For the purposes of analysis, the two groups were named “aware” and
“unaware”).

All participants were invited to perform the same experiment three months after the
first phase. During the three-month interval, the mobile app was updated with the intro-
duction of the new feature. The experimental procedure was identical during the second
phase. During the post experiment interview, in order to verify that whether participants
were conscious of the new feature, participants were asked if they noted the mobile
app’s version number, and if they had seen and read the application’s information mes-
sages about the cell phone distraction. To analyze the data, we examined specific driving
behaviors for both groups and compared the cognitive state with electroencephalography
(EEG) recordings before and after Desjardins Insurance mobile app update.

3 Results

With regards to driving behavior, participants who were aware of the update of the
mobile app had fewer accidents during Phase 2 (mean = 0.8) than in Phase 1 (mean =
1.3) compared to those who were not aware of the update. This latter group had more
accidents in Phase 2 (mean = 2.05) than in Phase 1 (mean = 1.15). We did a logistic
regressionwithmixed effectmodel (2-tailed p-value). The difference (aware vs unaware)
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in phase 2 vs phase 1 is significant (r= −1,95, p < 0.05) (Fig. 1). Furthermore, sudden
braking and sudden accelerations trend in the same direction as the number of accidents
during simulated driving, with a lower average number during the second phase than the
first phase (average number of sudden braking = 6.05 vs 5.3; sudden accelerations =
5.9 vs 4.6). However, this difference is non-significant.

AWARE

PHASE 1 PHASE 2
0

0,5

1

1,5

2

2,5

PHASE 1 PHASE 2

*

UNAWARE

Fig. 1. Average number of accidents in the driving simulation per phase and awareness of the
update (* statistically significant result p < 0.05)

For EEG, we performed a mixed effect linear regression model analysis. The results
show that the difference (before-after) for α (alpha) and θ (theta) frequency bands is
greater for participants who were aware of the Desjardins Insurance mobile app update
(p< 0.05). Conversely, we observed the opposite for the β (beta) frequency band where
the difference (before-after) is smaller for participants who were aware of the update (p
< 0.1). In this context, interpreting increases in α and θ may signify that the driver is
more aware and alert with a heightened level of vigilance. As for β frequency activity,
a decrease may signify a more relaxed mental state [6, 7]. When level of difficulty
is controlled for within the analysis, participants who were aware of the update of
Desjardins Insurance mobile app had higher α and θ and lower β than those who were
not aware of the update. The cognitive state of drivers who are aware of the mobile
app update suggests that they were both more vigilant and potentially less stressed, as
expressed by driving behavior metrics and positive outcomes.

Taken together, these results suggest that the awareness of the update of mobile app
may have led to the creation and internalization of better driving habits during a 3-month
period and thereafter, an improvement in behavioral outcomes in the simulated driving
environment, in terms of a reduced number of accidents, sudden braking and sudden
acceleration events.

4 Discussion - Conclusion

Our aim was to understand the impact of a new distraction feature of an insurance telem-
atics mobile app on the policyholders’ driving behaviors. The policyholders’ behaviors
and cognitive states in a driving simulator were analyzed to ascertain the effect of an
app update aimed at assessing driver distractibility due to mobile phone usage.
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Our results show that in this case when participants were made aware of the intro-
duction of the new distraction feature in the mobile app, their driving behaviors changed
positively in terms of driving safety profile, that is, reduced risk-taking while driv-
ing. Participants in the aware group drove more safely in the driving simulator with a
reduction in the number of recorded accidents, sudden acceleration and sudden braking
events. With regard to cognitive state the EEG results suggest that participants in the
aware group appear from these results to be more vigilant and in better control of the
vehicle throughout the various difficulty of driving scenario. It would appear from these
results that a simple notice to participants of the introduction of a new feature appears to
have had a far-reaching impact, inducing changes in their driving habits. These changes
potentially reflect an internalization of the update and its personal implications on the
part of participants during the test-retest period (three months). There is some evidence
to support this assertion from information security studies and the saliency of training,
which showed that behavioral change can last upwards of two weeks or more after an
intervention [8]. However, in this case there is potentially an additional confound con-
cerned with financial loss or gain which may help explain our results, all participants
receive insurance from the supplier of the mobile app, and in this instance users of the
app receive better (lower) premiums dependent on driving behaviors that are judged
“safer” than others.

Therefore, we posit that the awareness of upcoming new features appears to change
driver behavior, providing a positive impact on metrics of driving safety.We suggest that
there is additional value in promoting upcoming updates to telematics mobile applica-
tions, which may encourage safer driving and thus reduce dangerous road incidents. The
auto insurance sector could propose some personal advice for “risky” drivers or provide
reports to policyholders outlining their traffic violations to encourage safer behaviors
or changes in driving habits. However, this may have ethical considerations concerning
data aggregation, usage and privacy.

Given the study was limited to 14 participants, we cannot exclude that other factors
such as personality could play a role in explaining our results and future research should
use additionalmeasures to exclude confounding factors. Also, in our sample, participants
had not been using the mobile application for the same duration before phase 1. Future
research should target new users who are not familiar with the mobile application to
investigate if there are also changes in driving behavior for new users.

To conclude, the introduction of a mobile phone distraction feature in a car insurer
telematics application appears to have a positive impact on policyholders’ driving habits.
Participants, whoweremade aware of themobile app update, appear to have internalized
new safer driving habits over a period of 3 months.
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Abstract. Many employees justify their cyberloafing (i.e., non-work-related
Internet use during work time) behavior as a mental break. However, there is
little empirical research to examine the mental recovery effect of cyberloafing.
This study aims to design a lab experiment to investigate the impact of cyber-
loafing on employee mental fatigue and task productivity. The study also aims
to compare cyberloafing with a traditional means of mental breaks (i.e., walking
outside for a while) in alleviating mental fatigue and improving productivity. The
expected findings of this study are (1) cyberloafing can help employees reduce
mental fatigue to some extent by replenishing their attentional resources; however,
(2) comparedwithwalking outside for awhile, themental recovery effect of cyber-
loafing may not be so good because it may take employees more time and effort to
switch their attention from cyberloafing (than from walking outside) back to the
work task. Neuroscience tools will be employed to support the expected findings
above.

Keywords: Cyberloafing ·Mental recovery · Task-set inertia · Task
productivity · EEG · Eye tracker

1 Introduction

IT devices that are connected to the Internet, such as desktops, laptops, tablets, and
smartphones, are playing a pivotal role in organizations. These IT resources have greatly
facilitated employees to perform job tasks. At the same time, it also becomes increas-
ingly common for employees to engage in cyberloafing, which is defined as employees’
Internet usage for non-work-related purposes during work time [1, 2]. Examples of
cyberloafing include surfing news sites, non-work-related emailing, visiting social net-
work sites (SNS), booking personal travel, online stock-trading, shopping, gaming, and
chatting, to name just a few.

Cyberloafing is very common in contemporary organizations. Recent studies suggest
that employees spend 1–2 hours per workday on cyberloafing, accounting for up to 30%
of their work time [3, 4]. Compared with other traditional non-work-related activities in
the workplace, such as long lunch breaks and socializing with coworkers, cyberloafing
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does not require employees to be physically absent from the office and is thus often
not as visible as traditional non-work-related behaviors [2, 5], this partially explains
why cyberloafing is currently the main form of non-work-related behavior in the work-
place [6]. Given the substantial amount of time employees spend on cyberloafing, many
employers consider cyberloafing as a threat to employee productivity [3, 5].

Many employees claim that they engage in cyberloafing because they would like to
have a mental break during work, and the mental break can increase productivity. How-
ever, the mental recovery effect of cyberloafing has not been fully examined. First, the
underlying mechanism of the mental recovery effect of cyberloafing has not been fully
discussed and empirically examined. Although some studies suggest that cyberloafing
can replenish employees’ attention so that they can better concentrate on the subse-
quent task [7–9], other studies suggest that cyberloafing can be a constant distraction to
employees because it is easy for employees to switch their attention from work tasks to
cyberloafing, but it is relatively difficult to switch attention from cyberloafing back to
work tasks [10]. Such an attention switching cost can dampen the mental recovery effect
of cyberloafing. Unfortunately, previous studies have paid little attention to employees’
attention switching process in studying cyberloafing behavior. Second, it is not known
from previous studies whether the mental recovery effect of cyberloafing is better or
worse than traditional means of mental breaks. Comparing different means of mental
breaks is important because such a comparison can help organizations and employees
adopt appropriate interventions to regulate cyberloafing behavior.

To fill these research gaps, we are planning to design a lab experiment to understand
and examine the neuro mechanism of the mental recovery effect of cyberloafing.Wewill
study employees’ attention switching process when they start and end their cyberloafing
behavior as a mental break, and examine how cyberloafing can replenish participants’
attention and how difficult it is to switch attention from cyberloafing back to work tasks.
We will also compare the effect of cyberloafing with a traditional means of mental
breaks (i.e., walking outside for a while) on participants’ mental fatigue and subsequent
task productivity. We will employ neuroscience tools to capture participants’ attention
switching process during the experiment.

The rest of this paper is organized as follows. In the next section, we discuss the theo-
retical background and present the research hypotheses. We then discuss the experiment
design as well as data collection and analysis methodology. We conclude by discussing
the potential theoretical and practical implications of our paper.

2 Theoretical Background and Research Hypotheses

According to attention restoration theory [11], individuals’ attentional resources are
limited at a given time. Therefore, individuals’ attentional resources will be depleted and
individuals are subject to mental fatigue after a certain period of performing cognition
intensive tasks. As a result, individuals’ concentration declines over time as attentional
resources are consumed [11]. For example, previous studies have found that individuals
begin to lose concentration after 5 to 15 min [12]. When individuals feel mental fatigue,
activities that do not need to consume attentional resources can help replenish and
restore individuals’ attentional resources and improve concentration [13]. For example,
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compared with job tasks, most cyberloafing activities (such as surfing general news
websites, visiting social networking sites, playing online games) require few cognitive
and attentional resources, and therefore, can be a usefulmeans for individuals to replenish
their attention resources. The replenished attentional resources allow individuals to better
concentrate on the subsequent task, which can improve task productivity. On the one
hand, high concentration on a task facilitates individuals to select information and skills
that are most relevant to the focal task. On the other hand, high concentration on a task
can also help individuals to inhibit other stimuli or distractions that are not relevant to
the focal task. Both selecting relevant information and skills and inhibiting irrelevant
distractions are beneficial to individuals’ performance of the focal task, and thus improve
the task productivity [14]. Therefore, we propose the following hypotheses:

H1: Cyberloafing as a mental break can improve individuals’ concentration on the
subsequent task.
H2: Cyberloafing as a mental break can improve individuals’ productivity of the
subsequent task.

Although activities that do not consume cognitive resources can help individuals
restore their attentional resources, the mental recovery effect can be attenuated by the
difficulty of switching attention from the break activities back to work tasks. Switching
attention from one task/activity to another tends to be difficult, and subsequent task
performance easily suffers [15]. The reason for the attention switching difficulty can
be explained by the concept of task-set inertia. Specifically, individuals always have a
task-set in mind when performing a task [16], referring to the organization of cognitive
processes and mental representations that enable the person to act in accordance with
task requirements. Because an individual’s cognitive resources are limited at a certain
time [17, 18], they are hardly able to focus simultaneously on multiple tasks. Therefore,
task-set reconfiguration is needed when switching between tasks [19]. However, the task
set reconfiguration is sometimes not easy due to the task-set inertia [20]. As a result, a
task-switching cost occurs in the form of extra time and effort that individuals need to
complete the switched task [21, 22]. The task switching cost can be substantial, even if
the tasks are rather simple [16].

We believe a good mental break should facilitate individuals to restore their atten-
tional resources and, at the same time, produce low “task switching cost” when individu-
als switch back to work tasks. Therefore, it is important to compare the mental recovery
effect of cyberloafing with that of traditional means of mental breaks. In this paper, we
choose walking outside of the office as the traditional means of mental break to compare
with cyberloafing, because walking outside is relatively less constrained physically and
environmentally, and thus it is available for most, if not all, employees that work in
offices. We compare the two means of mental break from the perspective of task-set
inertia.

Generally speaking, the higher the test-set inertia, the more difficult of the task-set
reconfiguration and attention switching. According to previous literature, two factors
that affect task-set inertia can be important in the context of mental break: break activity
arousing level and external stimuli to distinguish the work task and break activity. First,
task-set inertia is higher when attention is switched from a task with high arousing level
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than when attention is switched from a task with a low arousing level. Arousal refers to a
continuumof states of energizationwith physiological, subjective and behavioral expres-
sions [23]. For example, compared with surfing general news, playing online games is
more arousing because it involves real-time interactions among multiple players (or
between the player and the computer). As a result, it is more difficult for employees’
to switch their attention from playing computer games (relative to surfing news) back
to work tasks [24]. Similarly, compared with walking outside of the office, most cyber-
loafing behaviors are more emotionally pleasurable and are thus more arousing. In this
sense, the task-set inertia of cyberloafing is higher than that of walking outside for a
while.

Second, task-set inertia is relatively high when switching between two tasks without
external stimuli to differentiate from each other [25]. For example, both cyberloafing
and many work tasks involve using computers and the Internet. Therefore, the external
stimuli to distinguish from each other are inconspicuous. By contrast, walking outside
of the office and come back from outside to office involve some physical movements
(e.g., standing from the office chair, walking out, sitting back on the office chair), which
can be a relatively strong stimuli to differentiate the two tasks (i.e., walking out and
wok tasks). Therefore, from the perspective of external stimuli, the task-set inertia of
cyberloafing is higher than that of walking outside for a while.

Taken together, task-set inertia of cyberloafing is higher than that of walking outside
for a while, and therefore, switching attention from cyberloafing back to work tasks can
be more difficult than switching attention from walking outside back to work tasks. The
high task-set inertia is likely to result in two consequences. First, as mentioned earlier, it
may take long time for individuals to focus on the work task after cyberloafing. Second,
individuals have to devote effort to overcome the task-set inertia, which may consume
part of individuals’ replenished cognitive resources, leaving relatively less cognitive
resources for the subsequent work task. As a result, the concentration duration will
be shortened. Naturally, both the long time required for task switching and the short
concentration duration on the subsequent task will negatively affect the subsequent task
productivity. Therefore, we propose the following three hypotheses:

H3: Switching attention from cyberloafing to the subsequent task may take longer time
than switching attention from walking outside back to the subsequent task.
H4: Individuals’ concentration duration will be longer after walking outside as a mental
break, compared with the concentration duration after cyberloafing as a mental break.
H5: The subsequent task productivity of individuals who walk outside for a while as a
mental break is better than the taskproductivity of individualswhoengage in cyberloafing
as a mental break.

3 Experiment Design and Hypotheses Testing

We will conduct a laboratory experiment to test the hypotheses above. Power analysis
would be conducted to determine the minimum numbers of participants. We would
invite university students as the experiment participants. The experiment procedure is
as follows.



208 H. Jiang

Participants will be randomly divided into three groups, including one control group
and two experimental groups. All participants will be asked to perform task1 (see details
in the next paragraph) so that they are subject to mental fatigue after task1. Participants
in the three groups are then placed in different conditions of mental breaks. Specifically,
participants in the control group will have no break and immediately start performing
task2 (which is a similar task to task1, and see also the details in the next paragraph)
after the completion of task1. Participants in the experiment group1 will surf online
news for 10 min as a mental break before starting to perform task2. Participants in the
experiment group2 will walk outside of the room for 10 min as a mental break before
starting to perform task2. We will not inform participants about the break schedule in
advance so that they will not have an expectation of such amental break. The expectation
can confound the mental recovery effect.

Task1 and task2 are two 20 min tasks that require individuals’ attention and concen-
tration. We plan to use Toulouse–Piéron attention test (TP test) as task1. TP test requires
participants to find the targeted graphic symbols among a larger group of very similar
symbols. Previous studies suggest that participants are likely to feel mental fatigue after
performing the TP test for 20 min [9]. We plan to choose a psychomotor vigilance task
(PVT) as the task2. PVT is a reaction-timed task that measures the speed with which
subjects respond to a visual stimulus. PVT is widely used in literature to study individu-
als’ attention and concentration [26]. PVT is a simple, reliable and highly sensitive task
for measuring attentional and performance deficits due to fatigue [27]. Therefore, PVT
is a suitable task for our study.

4 Construct Measurements and Data Analysis

The key constructs in the experiment include participants’ concentration and task pro-
ductivity. We will employ two neuroscience tools to measure participants’ attentional
state during the experiment, including eye tracker and electroencephalogram (EEG). In
terms of eye tracker, previous studies suggest that pupil diameter is positively related
to individuals’ attentional state, such that the larger of individuals’ pupil diameter indi-
cates higher individuals’ concentration [28, 29], so individuals’ concentration can be
measured by their pupil diameter. In terms of EEG, previous studies suggest that differ-
ent frequency bands of EEG signals can be an indicator of individuals’ attentional state
[30]. Therefore, participants’ attentional state (and concentration) can also be measured
by the frequency bands of EEG signals. In other words, we will combine the data of eye
tracker and EEG to measure participants’ concentration. Participants’ task productivity
will be measured via two dimensions, namely, task accuracy rate and response time. We
will also control some variables that may affect participants’ cognitive control abilities
such as big five trait taxonomy [31]. Mix-ANOVA will be conducted to compare the
differences of the three groups with respect to participants’ attentional state (including
attention switching time and concentration sustaining duration) and task performance.
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Abstract. In the digital age, retailers compete through various sales channels,
both online and offline, with the effect that the customers’ experiences have
increasingly gained attention in the omnichannel era. Specifically, customer emo-
tions have become an important topic, because they affect attitudes towards prod-
ucts and services as well as purchase decisions. While the phenomenon of cus-
tomer experience is widely researched, surprisingly, to the best of our knowledge,
no peer-reviewed journal publication exists that has studied the phenomenon from
a NeuroIS angle. Against this background, we conducted a short literature review
to obtain an overview of NeuroIS methods used to study customer behavior in a
shopping and retailing context. Further, we outline a brief research agenda, thereby
addressing the possible use of NeuroIS approaches in the context of customers’
emotional experiences in retail.

Keywords: Customer experience · NeuroIS · Retail · Emotions

1 Introduction

Due to newly available channels to shop, including the internet, augmented reality, and
smartphone apps, there is a need for retailers to provide a so-called omnichannel expe-
rience through the integration of various shopping channels [1–3]. Further, a flawless
customer experience (hereafter CX) is said to be one of the keys for successful future
retailers, hence, it is crucial for retailers to learn about the drivers of such an experi-
ence [4]. Hence, to better manage CX, it is critical for retailers to develop an in-depth
understanding of CX to increase satisfaction and to optimize retail efforts [4, 5].

In the early 1980s, Holbrook andHirschman [6]made the point that buying decisions
are not only based on logical thinking. Since then, the knowledge and the interest in the
personal determinants of CX have grown steadily [5]. More recently Lemon and Verhoef
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[4], for example, defined CX as “a multidimensional construct focusing on a customer’s
cognitive, emotional, behavioral, sensorial, and social responses to a firm’s offerings
during the customer’s entire purchase journey” (p. 71). Hence, CX is multi-dimensional,
yet, the literature on the conceptualization of CX is both diverse and fragmented [7].

Another issue frequently raised by researchers is the lack of a robust measurement of
CX in combinationwith an explicit call for neuroscientific approaches inCXand emotion
research [4, 8]. A recent literature review analyzed 45 retail CX research papers and,
after examining 22 empirical studies in detail, concluded that emotions play a particular
role for CX, and, that the research domain is dominated by self-report measures [7].

Yet, since self-report measures might not be able to properly measure emotions [9],
the purpose of the present study is to review the literature to gain a better understanding
of NeuroIS methods used to measure a customer’s emotional retail experience. We hope
that the findings of this research inspire newCX research under consideration of NeuroIS
approaches.

2 Customer Experience and Emotions

Palmer [10] points out that CX can either be seen as a noun, highlighting the outcome,
the retrospective, of the participation in an event or activity, or it can be seen as a verb,
highlighting the feelings and involvement during the actual event or activity. Building
on a recent literature review on the nature of CX [7], it can be concluded that there is no
clear understanding of what an experience is and how it is best measured. In their con-
ceptualizations, CX researchers included a vast majority of factors from retailer-related
factors (e.g., atmospheric store experience, product presentation, and social experience)
as well as various psychological factors (e.g., cognition). Yet, emotion-related concepts
were themost studied factors in this context [7]. Just to name a few examples, researchers
included the hedonic [11], the affective [12, 13], or an overall emotional experience [14].
Note: We are aware of the different meanings of the terms emotion, affect, feeling ([9],
see also [15]), yet most of the reviewed literature used the terms interchangeably.

Bosnjak, Glasic and Tuten [16], for example, conducted a CX study in the context
of online shopping, and they concluded that the affective involvement was a significant
determinant of the willingness to shop online, while cognitive involvement was not. To
learnmore about the particular emotions researched,we extend the previouslymentioned
literature review by Hermes and Riedl [7] and reviewed the 22 empirical studies with
a pure focus on emotions. Please refer to Table 1 for a list of studies and the studied
emotions. We used a seminal classification of positive and negative emotions by Laros
and Steenkamp [17] to search for and classify emotions during this review. We only
looked at emotions mentioned as a construct to operationalize CX. First, we reviewed
emotions listed in the research framework under CX subconstructs like feel, hedonic,
emotional or affective experience. Yet, when there was no such specific construct, we
reviewed all constructs operationalizing CX. In case the framework did not provide
enough information, we expanded the search to, for example, survey designs (e.g., [18,
19]). We further made small word adjustments to classify the emotions in the schemata
of Laros and Steenkamp [17] (e.g., ease of navigation [20] classified as at ease [17];
Peace of mind [21] as Peaceful [17]; playfulness [22] as playful [17]). Three papers did
not include or specify specific emotions [23–25].
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Table 1. List of emotion words used to operationalize CX in retail

Authors Context Emotion word by
[17]

Positive
(+)/Negative (−)
emotions

Count

[20, 26–30] Online, In-Store,
Virtual

Enjoyment + 6

[11, 12, 31–34] In-Store, Online,
Smart

Excitement + 6

[11, 13, 14, 26, 32] In-Store, Online,
Smart

Entertainment + 5

[12, 13, 26, 31] In-Store, Online Pleasure + 4

[12, 20, 26] Online At ease + 3

[28, 29, 31] Online, Virtual,
In-Store

Curiosity + 3

[26, 34] Online, Smart Arousal + 2

[12, 34] Online, Smart Calm + 2

[11, 35] In-Store, Smart Comfortable + 2

[18, 33] In-Store, Mobile Frustration − 2

[21, 33] In-Store Peaceful + 2

[19, 22] Online, Mobile Playful + 2

[12, 34] Online, Smart Relaxed + 2

[12] Online Annoyance − 1

[18] Mobile Confused − 1

[12] Online Content + 1

[18] Mobile Disappointed − 1

[20] Online Distrust − 1

[18] Mobile Optimism + 1

[18] Mobile Relief + 1

[18] Mobile Satisfaction + 1

Twenty-one emotions were revealed, as indicated in the third column in Table 1,
of which sixteen were positive and five were negative (fourth column). The most
researched emotions were enjoyment, excitement, entertainment, pleasure, at ease,
curiosity, arousal, calm, comfortable, frustration, peaceful, playful, and relaxed. Thus,
we conclude that positive as well as negative emotions play a central role in CX research,
yet, researchers mostly consider positive emotions.
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3 Measurement of Experiences in Consumer Behavior

To learn more about possible studies using NeuroIS tools when researching retail cus-
tomer behavior in the context of CX, we conducted a literature review. We used the gen-
eral keywords “customer experience” AND “emotion*” AND “neuro*”. To find specific
keywords for commonly usedNeuroIS tools we consulted a recent NeuroIS review paper
[36]. The most used NeuroIS tools in this review were: eye-tracking, electroencephalog-
raphy (EGG), functional magnetic resonance imaging (fMRI), as well as the measure-
ment of heart rate, blood pressure, skin conductance (electrodermal activity, EDA), and
hormones. Additionally, we included facial electromyography due to its importance in
emotion research [37]. Hence, we used the search queries “customer experience” AND
“emotion*” AND “eye*/heart*/facial*/EGG/electroencephalography/fMRI/functional
magnetic resonance imaging/blood pressure/skin/hormones/EDA/electrodermal” in the
database Web of Science. To strengthen the focus on specific NeuroIS papers, we also
searched for papers with the word “emotion*” in the title in the existing NeuroIS Retreat
proceedings (2009–2019). We identified a total of 62 papers from which 56 were elimi-
nated because they did not use NeuroIS tools, or did neither focus on consumer/shopping
behavior nor on CX. Hence, we identified five studies and one literature review (see [38]
which reviews the use of EDA measurement in customer emotions research).

Observing customer’s liking and wanting when choosing one of two products, Ahn
and Picard [39] used facial valence and self-reports to predict beverage preferences and
market success. In another study, Guerreiro, Rita and Trigueiros [40] use eye-tracking,
skin conductance, and self-reports. They conclude that attention and arousal were impor-
tant markers when predicting product choices. The researchers also call for the use
of physiological measurements in the domain of customer behavior. Kindermann and
Schreiner [41] used the implicit association test (IAT) and measurements of pupil dila-
tion, eye blinks, and skin response to study brand perception. Further, Popa et al. [42]
study arousal and eight other emotions through facial impressions in the context of emo-
tions toward products. Wang et al. [43] use eye-tracking to study the emotional shopping
effects of human images as visual stimuli on B2C websites (with product types as mod-
erator). Altogether, as shown in Table 2, only a very limited number of studies have used
facial measurements, eye-tracking, and skin conductance tomeasure emotions in a brand
and shopping-related context. Other methods, related to both brain activity measurement
and autonomic nervous system activity measurement (for an overview, see Chapter 3 in
[37]), have not been used so far.
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Table 2. Customer behavior in retail research papers applying NeuroIS methods

Paper Organism responses Outcome Methods

[39] Affective liking value,
affective wanting value,
cognitive liking value,
cognitive wanting value

Beverage Preference,
Product market success

Facial valence, self-report

[40] Visual attention, pleasure,
emotional arousal

Consumer (product)
choice

Eye-tracking, skin
conductance, self-report

[41] Arousal, valence Brand perception IAT, Eye-tracking, Galvanic
skin response, self-report

[42] Arousal, valence,
admiration, like,
happiness, dislike,
disagreement, disgust,
and neutral

Product appreciation Facial expressions, self-report

[43] Image appeal, enjoyment,
perceived social presence

Attitude towards online
shopping site

Eye-tracking, self-report

4 Discussion, Implications, and Future Research

With the increasing number of shopping channels, CX grows in importance for retailers.
While emotions play a crucial role in the CX literature, the field is still dominated by
survey research [7]. Our literature review revealed only a few studies applying NeuroIS
tools (e.g., eye-tracking, skin conductance), we also found that research mostly focused
on product, brand, or specific website experiences and not on omnichannel experiences
as awhole.Hence,we call to deepen the research in this domain including the comparison
of multiple channels along the whole customer journey.

Emotions are crucial to CX, yet, as demonstrated in this short review, the use of Neu-
roIS tools to examine CX is still rare. This is in line with findings from other researchers
(e.g., dominance of surveys and questionnaires in the CX literature [7] as well as in
IS research in general [44]). However, this finding is surprising considering that some
researchers argue that emotions cannot be communicated properly [9]. Additionally,
various researchers also made an explicit call to widen emotions research using NeuroIS
methods [15, 36, 37, 45–47].

The NeuroIS community, as well as other scientific communities, should expand
CX research to physiological measurements such as heart rate or heart rate variability,
skin conductance, and other measures related to autonomic nervous system activity
measurement [15, 36, 37, 45–47]. It follows that we propose the following research
question: How can we utilize NeuroIS methods to collect unbiased data on emotional
CX? As highlighted in Chapter 2 of this paper, a wide range of emotions play a crucial
part in the individual CX process. Methods that allow to identify or cluster emotional
CX responses into positive and negative states are, hence, especially important for CX
research. In particular, we recommend to use NeuroIS tools like a combination of facial
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muscular movement and eye-tracking with pupil dilation to learn more about the roles of
different emotional states during a customer’s experience in digital contexts [37]. Further,
using Walla and Koller’s [48] Startle Reflex Modulation (SRM, eye-blink amplitudes)
as well as skin conductance measurements could reveal valuable information on the role
of stress and arousal during CX [37].

Another finding from our research was that none of the reviewed papers had con-
sidered the effects of psychological factors like personality on emotional CX. This is
surprising since we know from other customer behavior studies in the retail domain (e.g.,
the Big Five and its influence on the willingness to shop online [16], or the influence
of the Big Five traits on internet use, e-selling and e-buying [49]) that personality is an
important factor predicting channel choice and shopping behavior, likely mediated by
customer emotions. Thus, our causal logic that we suggest to empirically examine in
future studies is: Personality (e.g., neuroticism)→ Emotional Response (e.g., distrust or
stress)→ Shopping behavior (e.g., rejection of an offer). Hence, we propose the follow-
ing research question: Does, and if so how emotional CX (e.g. distrust or stress) mediate
the relationship between stable psychological factors (e.g. personality) and shopping
behavior?

Despite the fact that we believe that our work provides value to the NeuroIS com-
munity, we emphasize limitations. The first limitation of our work concerns the process
of the literature review. Our keyword list might not have involved all possibly rele-
vant keywords and in not all possible constellations. Another limitation is that only one
database (Web of Science) was examined. It follows that future research should extend
the keyword list and also consider additional databases.
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Abstract. Whether males and females evaluate ecommerce websites differently
has long been discussed and has resulted in inconsistent research findings. While
some studies identified gender differences in the evaluation ofwebsites, other stud-
ies indicate that these differences are inexistent. To shed light on these hypothetical
gender differences on ecommerce website perceptions, a behavioral and func-
tional near-infrared spectroscopy (fNIRS) experiment in which participants had
to use and evaluate three different ecommerce websites was conducted. While the
questionnaire-based behavioral results showed no significant differences between
gender, neural gender differences could be discovered. In particular, well rated
websites resulted in increased neural activity for men in brain regions of the dlPFC
and vlPFC in the left hemisphere, while the lower evaluated websites resulted in
an increased neural activity in brain regions of the vmPFC for men in the right
hemisphere. Consequently, the results suggest that men seem to require higher
neural activity for the emotional appraisal of, and decision making on ecommerce
websites.

Keywords: Gender differences · fNIRS · eCommerce · Online shopping ·
Neural measurements · Behavioral measurements

1 Introduction

Gender differences in the perception and processing of real-world objects have been
investigated across different research fields, demonstrating that gender differences are
predominately driven by biological, cognitive, behavioral, or social factors [1–3]. In
particular, men and women tend to process and perceive information differently [4, 5].
Aspects that seem to be particularly relevant for the field of ecommerce, given the fact
that the way information is perceived determines how easily it is accessible and how
trustworthy it appears [6, 7]. Research demonstrated that both of these aspects can be
influenced through website design [8–10]. Consequently, different design choices can
impact women andmen in different ways. Against this background, given the anticipated
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gender-based differences in the perception of website designs, it seems to be crucial to
also consider gender (defined as the biological sex and/or perceived gender role) as a
critical influencing factor on the perception of a website (design). Previous research
that investigated gender effects in an ecommerce context indicated that men focus more
on the utility and usefulness of websites [9, 11, 12]. Whereas women tend to focus to
a greater extent on consistent button use and the aesthetic design of the website [11,
13–15]. Nevertheless, there are also contradicting research findings, which did not find
any significant differences related to website evaluations of men and women [16, 17].
Moreover, whether the indicated gender differences are caused by a websites’ design,
or whether they occur due to biological, cognitive or societal effects, has not been
considered by now on a neural level.

Hence, the given research work aims to shed light on (possible) gender-related dif-
ferences in the perception of ecommerce websites, while focusing on website design.
Whereas prior studies frequently utilized self-reported measurements, which might not
be sensitive enough to detect subtle differences in the processing and evaluation of web-
sites [18], the current study applies the neuroimaging method functional near-infrared
spectroscopy (fNIRS) in order to collect neural – for the user often unconscious – data.
In the frame of NeuroIS research, the application of (neuro)physiological measurements
has proven to be a reliable and additional data source, which provides profound insights
of biological/neural processes of human beings [18, 19]. Especially the neuroimaging
method of fNIRS seems to offer unique advantages, as it is a lightweight, portable, and
user friendly method, which allows to measure users in real-life scenarios such as sitting
in front of the computer screen or whilst operating a machine, due to the fact that fNIRS
is mostly robust to movement artefacts [20–24].

Consequently, this paper addresses the following research question, which is
answered by means of fNIRS: How differently do men and women process ecommerce
websites? The remainder of the paper is structured as follows. First, relevant literature
considering gender effects related to the perception of websites is reviewed. Second, the
experimental design and the data analysis to investigate the users behavioral and neural
reaction to the three predefined websites, employing fNIRS in a real-world setting, is
explained. Finally, the results are discussed, and conclusions are drawn.

2 Gender Differences Related Literature

Given the tremendous amount of research concerning gender differences, the following
literature review focuses on two overarching topics. The first topic reviews the general,
neural gender differences, which can be observed cross-disciplinary. The second topic
focuses on ecommerce-specific gender differences.

2.1 Neural Gender Differences

On a neural level, males tend to show generally higher oxygenated hemoglobin (HbO)
– which is a proxy for increased neural activity – in brain regions of the prefrontal cor-
tex (PFC) in comparison to females in several cognitive activities, excluding emotional
processing [25–27]. In line with previous research [28], a possible explanation for this
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might be the fact that males use more rational, cognitive-focused strategies when evalu-
ating a situation or an entity. Moreover, previous studies indicated that the female brain
requires less neural activity for the same behavioral performance than men [27]. Also
in other contexts, such as learning a second language, women tend to perform better
than men – both on a behavioral and neural level [29]. This shows that there seem to be
some general differences in the emotional and cognitive processing between males and
females [26, 30–33].

These gender differences can also be found in the lateralization of the neural activity.
Thereby, men’s neural activity pattern of the PFC seems to be more left-lateralized
[34]. Moreover, previous research findings indicated that apparently, neural activity is
influenced by genes and sex-hormones [35, 36], which might explain the ’lateralization’
phenomenon and gender differences. A prominent example in this regard might be the
hormone estrogen. Estrogen is a hormone,which is important for sexual and reproductive
development. Given the fact that estrogen is mostly found in women, it is expected that it
modulates the neural activity in the dorsolateral prefrontal cortex (dlPFC), a brain region
that is, among other functions, related to affective processing [37]. Consequently, it is
thought to impact women to a greater extent than men, and thus, it is influencing the
women’s emotional processing. Consequently, based on the influence of the different
hormones the neural processing might be different between men and women, a fact that
also counts for the perception of ecommerce websites.

2.2 Gender Differences on eCommerce Websites

In this research work, the reviewed literature revealed four overarching areas for which
self-reported gender differences apply: (i) visual design and aesthetics, (ii) perceived
trustworthiness, (iii) perceived usefulness (PU) and website navigation, and finally, (iv)
perceived ease of use (PEOU).

(i) Visual design and aesthetics are the first cues users perceive when visiting a web-
site. Before any content is processed, thewebsite’s colors, shape, font styles, and pictures
are perceived almost immediately [38, 39]. These components influence the perceived
visual complexity of the interface, which have a direct impact on the users’ evaluations
and their associated behavior on the website. While the objective complexity (e.g. the
amount of website cues) might be the same for several websites, the individual perceived
complexity of users might be different, i.e. depending on their cultural background [40].
Nevertheless, differences in the perceived complexity of a website might also appear
between gender, given the fact that women tend to prefer media-rich websites in com-
parison to men [15]. Interestingly, also the overall visual design of websites seems to be
evaluated as more important for women than for men [9]. Consequently, the importance
of the visual appeal and its association to the overall satisfaction of a website has been
evaluated as more important for women in comparison to men across several studies
[13, 41–44].

(ii)The influence of the perceived trustworthiness of awebsite seems to be consistent
across most studies [45]. Thereby, women tend to be more skeptical, whether they can
trust an ecommerce website or not. A fact, which seems to be particularly relevant for the
first-time usage of a website. Besides, research results indicated that men are generally
more willing to make online purchases (PUI) than women [46], which demonstrated that
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security and privacy aspects seem to be more important for women than for men [41].
Preliminary studies, exploring the neural processes involved in the formation of trust in
online environments, demonstrated that trust can be linked to (1) cognitive processes
within the prefrontal cortex, and (2) emotional processes within the limbic system [6].
Furthermore, neural gender differences related to the perception of the trustworthiness of
an internet offer identified that women significantly activate more brain regions thanmen
[7]. This is crucial, given that the perceived trustworthiness of online shops influences
also other concepts such as PU and PEOU and finally, the intention to make a purchase
decision [47].

(iii) Perceived usefulness and website navigation are both functional aspects of web-
sites, which are closer related to task performance than to emotional experience. Several
studies have shown that for men PU seems to be more important than for women [3,
12, 44, 48, 49]. Findings that are supported by the fact that men tend to focus more
on the content displayed and pay less attention to the visual appearance or the website
design [50, 51]. With regard to website navigation, opposite results have been found, as
in one study, men evaluated the ease of navigation as a more important construct than
women [41], while in another study, women evaluated the ease of navigation as more
important than men [11]. However, as men and women tend to have different naviga-
tional styles, their preferences might be severely dependent on the stimuli presented
[52]. Furthermore, women seem to be influenced by norms and standards, which result
in more extreme reactions to i.e. inconsistent button use [11, 48, 49].

(iv) Finally, the gender related differences of the ease of use are still unexplored [9,
53]. Some early studies focusing on PEOU and potential neural correlates in the pre-
frontal cortex even suggest that this construct might not have specific neural processing
when investigated alone [54]. Further research that investigated the impact of PEOU
on purchase intentions also found, that PU and trust have a greater impact on purchase
intentions [55]. This lays the assumption near, that PEOU might not be observable in
the brain or as an impact factor on PUI, when considered as only construct.

Therefore, in order to shed light on (possible) gender differences in the perception
and evaluation of ecommerce websites, the given research work explores the constructs
aesthetics (AEST), PU, PEOU, and PUI with self-reported evaluations, while also inves-
tigating the neural brain activity of the prefrontal cortex (PFC), during the perception
and actual use of websites, while utilizing the neuroimaging method fNIRS. This is
done because gender differences might only count for perception processes but cannot
be directly observed by the intended or actually shown behavior or verbalized by the
users [56]. The additional data source of neural data and the consideration of actual
website usage in a realistic situation will, consequently, advance the understanding of
the users’ perception of websites and expose potential gender differences.

3 Study Design and Results

3.1 Method

The method of fNIRS has been applied in the field of neuroscience as well as cognate
disciplines [18, 21, 23, 57]. Likewise, fNIRS has been shown to be a feasible method for
measuring usability and user experiences of graphical user interfaces [20, 24, 58, 59].
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Furthermore, fNIRS has proven to provide a reliable source to investigate cognitive and
emotional processes. In comparison to functional magnetic resonance imaging (fMRI),
fNIRS offers a lightweight and portable method, which can be applied in real-life con-
texts, while measuring the same biological processes of cortical brain regions. Further,
when compared to electroencephalography (EEG), which offers the same mobility and
even a better temporal resolution, fNIRS tends to be more robust to movement artefacts,
when showing natural behavior (e.g. talking or body movements) [21, 58, 60].

The fNIRS device applied in this research work is an 8 source/7 detector continuous-
wave headband with 22 channels fromNIRX (montage depicted in Fig. 1). The sampling
rate is 7.81 Hz and the average distance between sources and detectors was set to 30mm.
The wavelengths of the infrared light are 760 nm and 850 nm, with the associated
differential pathlength factor (dpf) set to 7.25 for the 760 nm and to 8.38 for the 850 nm,
which is in accordance to commonly reported values [61–63]. To avoid data biases due to
experiment equipment interference, several variables were controlled for such as room
luminance, head movements, and the relocation of hair to guarantee skin contact of the
sources and detectors. The headband was calibrated individually for every participant
through which data quality was assured.

Fig. 1. fNIRS montage on PFC including optodes (red and blue), numbered channels (black) and
EEG10–20 reference points (orange)

3.2 Sample, Stimuli and Data Pre-processing

For this study, a sample of N = 20 participants (40% female) were recruited from the
local university, with 73% being students and 27% being employed. The here employed
sample size thus represents the average employed in neuroscientific studies in general
[64], and in studies using fNIRS in particular [65]. For the data analysis, the sample was
divided into two groups. The female group consisted of n = 8 participants and the male
group consisted of n= 12 participants. Regarding their age, no significant differences (p
> .05) were found between females (M = 25.63) and males (M = 26.50) participants.

For the research scenario of this study, the recruited participants were asked to use
three included websites on an iPad Pro 12′′. On each website, they were asked to search
for digital cameras; and after a while select their favored digital camera and place it in
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the shopping basket. With this, the task was completed, and participants were asked to
answer a short website evaluation questionnaire. Afterwards, participants were asked to
proceed with the next website. Having completed this procedure for all three websites,
participants were asked to complete a final questionnaire, integrating demographical
and control questions. Three ecommercewebsites with comparable assortment, acting as
stimulimaterial in the experiment (depicted in Fig. 2), were selected in a pre-study (N =
150 participants), inwhich thewebsite’sAEST, PU, PEOU, and PUIweremeasured. The
threewebsiteswere selected based on their evaluations, integrating the highest significant
differences related to thementioned constructs; resulting in a ‘high’, ‘medium’ and ‘low’
evaluated website (with p< .05, uncorrected). The pre-study revealed that CUwas rated
‘highest’ in all constructs, DIG was rated ‘medium’, and PN was rated ‘lowest’ in all
constructs.

Fig. 2. Stimuli of the experiment

The raw fNIRS data was pre-processed by applying a band-pass filter with a low
cut-off frequency of 0.01 Hz and a high cut-off frequency of 0.2 Hz, which allows to
filter out noises such as heart rate and respiration [66–69]. Afterwards, the hemodynamic
states of oxygenated hemoglobin (HbO) are computed using the modified Beer-Lambert
law [70, 71]. Finally, task relevant changes in hemoglobin concentrations are calculated,
using a general linear model (GLM) with the canonical hemodynamic response function
(hfr) as a baseline. The included, self-reported data was analyzed using ANOVAs with
post-hoc Tukey tests.

4 Results

To evaluate theTAMconstructs (PU, PEOU, andPUI), previously applied questionnaires
(taken from [72]) as well as the short version of the VisAWI scale to evaluate website
aesthetics [73] have been used in this study. Each item was evaluated on a 5-point Likert
scale, ranging from 1 ‘totally disagree’ to 5 ‘totally agree’. To test the scales reliability,
we calculated Cronbach’s alpha (CA), which resulted in excellent reliability with CA
for AEST being .934, for PU being .906, and for PEOU being .913, as well as very good
reliability for PUI being .851 [74].

For the self-reported data, two one-way ANOVAs have been conducted - one, in
which the three websites were compared to each other for the whole sample (within-
group), and one in which the two gender groups were compared for each website
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(between-group). The results indicate significant differences for each construct between
the three included websites for the within-group comparisons: FPU(2, 60) = 11.982,
FPEOU(2, 60) = 17.583, FPUI(2, 60) = 16.926, FAEST(2, 60) = 29.687 p < .001. The
website PN was evaluated significantly lower than the websites DIG and CU; and CU
was evaluated highest on all constructs. Between gender, no significant differences were
found in any of the included constructs for the websites between-groups: FPU(1, 61) =
.074, FPEOU(1, 61) = .063, FPUI(1, 61) = .275, FAEST(1, 61) = .739 p > .05. How-
ever, a pattern was identified, signifying that male participants consistently evaluated
CU highest on all constructs, while also rating PN lowest on all scales. Next to the
questionnaire-based behavioral (intention) results, the neural activity of the PFC has
been explored by utilizing fNIRS. In this study, the HbO levels have been used as an
indicator for the neural activity of participants and contrasts between-groups for each
website have been calculated. More precisely, to investigate the gender related neural
activity patterns, the average HbO levels of the female group were contrasted to the
average HbO levels of the male group. For the interpretation of the neural results, the
HbO level acts as a proxy for (increased or decreased) neural activity.

The neural results for the between-group contrasts are displayed in Fig. 3. For the
‘highest’ rated website CU, significantly higher HbO levels were found for the male
group in the left ventrolateral prefrontal cortex (vlPFC) and the left inferior dorsolateral
prefrontal cortex (dlPFC) (p < .01). Furthermore, for the ‘lowest’ rated website PN the
right superior ventromedial prefrontal cortex (vmPFC) indicated an increased neural
activity for the male group (p < .01), in comparison to the female group. Finally, the
‘moderately’ rated website DIG showed an increased neural activity in the left superior
dlPFC for the male group (p < .01).

Fig. 3. T-statistic HbO results for between-group contrasts male > female

5 Discussion

The results indicate an increased neural activity in the left vlPFC and inferior dlPFC
for the website, which was rated highest in all the questionnaire constructs for male
participants. In general the vlPFC has been linked to semantic processing [75], control-
ling hand and eye movements [76, 77] as well as processing emotional stimuli due its
connectivity to the amygdala [78]. Whereas the right vlPFC has also been related to the
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processing of negative emotional stimuli [78]. In line with these results and in accor-
dance with the hemisphere specific hypothesis (HSH) [79], the increased neural activity
only in the left hemisphere in male users might indicate that men perceive the website
(unconsciously) asmore pleasing than female users. A hypothesis, which is supported by
the questionnaire-based behavioral (intention) results, indicating that men evaluate the
website slightly higher than women. Therefore, it can be assumed that this finding is not
due to biological differences, but also due to (unconscious) perceptional and evaluation
differences. Further, the increased activation in the left vlPFC might also point to men
requiring more oxygen to process text elements on websites. However, in this case the
left vlPFC would have also been found on the lowest rated website PN. Consequently,
and as we did not find significant increases in this area for the other websites, the prior
interpretation relating to the HSH can be regarded as most plausible.

Furthermore, increased neural activity in the left dlPFC was found for the ‘highest’
as well as the ‘medium’ rated website for male users. The dlPFC has been frequently
found to be activated in decision-making processes [80–83]. In this context, the dlPFC
seems to play a major role in processing sensory information, whilst making a decision
and planning further actions that have to be taken [84]. Moreover, an increased neural
activity of the dlPFC was also shown when participants were confronted with their
favorite product [57]. Consequently, based on the fact that men indicate a higher neural
activity in the dlPFC when making a ecommerce related decision, it can be suggested
that men require more neural activity to process information in comparison to women
[25–27], which might indicate that men are more attracted by the website design. An
aspect that might predominantly be driven by PU and PEOU, as some of the prior
described studies found that PU is more important to men than to women.

Finally, the inferior dmPFC, which was found activated for men on the lowest rated
website has also been linked to decision processes [80–83] and has been found to be
active in the (re-)appraisal of emotional stimuli [85, 86].While drawing back to theHSH,
dmPFC increases for men were only found in the right hemisphere, which may imply
that men require more neural activity to process aversive stimuli (in this case unaesthetic
websites). This is also supported in the self-reported scales, as men consistently rated
PN lower in all constructs compared to women.

Next to the mentioned effects, the neural results provide additional evidence that
there are (unconscious) differences between men and women. These differences might
be purely influenced by hormones such as estrogen. However, they might also relate
to unconscious cognitive and emotional processes. This becomes especially evident
for the lowest rated website, as men tend to, if at all, show increases primarily on the
left hemisphere and not on the right. This is further supported as the significant neural
findings represent the not significant, but observable findings of the questionnaire data.

6 Conclusion

Numerous conclusions and implications can be drawn from our preliminary research
findings. Thereby, websites evaluated as aesthetically pleasing, useful and easy to use
showed increased neural activity in the left hemisphere of the users’ brain, whereas less
aesthetically and as not useful evaluatedwebsites result in increased neural activity in the
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right hemisphere of the users’ brain. These results further support the HSH. On a general
level, the results show that men require consistently more HbO to process the included
websites for both, the emotional appraisals and the decision-making processes. A fact
that supports recent gender related research findings, which pointed out that men require
generally more HbO levels for the same performance [27, 29]. Against this background,
the preliminary results support the suggestion that females like complex websites more
than men and that men tend to favor clean and simple designs. A point which became
ultimately evident in the activation of the right dmPFC for men on the lowest rated
website, which was also the most complex website in terms of the number of content
elements.

Consequently, from a practical point of view, website designers are advised to also
consider their target groups’ gender when designing a website, offering different com-
plexity and media-richness levels. Whether this also counts for other software products
requires further investigations. Nevertheless, the current research work provides a first
step to address different user groups based on their neural, gender related information
processing capabilities. Further research should therefore take also other website for-
mats such as social networks or purely informational websites as well as individual
characteristics such as age, culture, or experience levels into account.

While being a preliminary study, this paper has some limitations, which need to be
taken into consideration in future research work. First, only three different ecommerce
websites, focusing on electronic devices, were included. Thus, our results might not
be generalizable to other website designs or software products. Consequently, future
research might expand the research results of this study and investigate gender differ-
ences for other products and websites. Second, only German participants were included
in the sample. This might be a limitation, given that cultural effects seem to have an
impact on informational processing, too [8]. Third, the reported information in this
study relies only on the HbO signal. To also integrate the deoxygenated hemoglobin
signals can, consequently, add further information and insights to gender differences,
whilst validating the research findings of the HbO signals. Finally, the here presented
and discussed functions of the activated PFC areas represent only some PFC functions
related to decision making processes. Future research could therefore also focus on a
more holistic review of typical functions specifically for the dlPFC, vlPFC, and dmPFC
to add additional insights and interpretations to the here observed neural patterns.
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Abstract. Electronic Performance Monitoring (EPM) refers to the computerized
collection, storage, analysis, and reporting of information in the work context.
Based on a literature review, we argue that the use of physiological measure-
ment methods in the research field of electronic performance monitoring (EPM)
should be considered more frequently in future studies. Analyses of the extant
literature revealed that pulse rate, cheek-skin-temperature, blood pressure, and
inter-heartbeat-latency measurements have been the only physiological measure-
ment methods used to investigate EPM the outcomes stress and arousal, and that
these few methods have been used in a very limited number of studies only. Most
studies focused on retrospective measurement methods, predominantly survey.
As the consequences of EPM application are known to be significantly related to
employee reactions, including those related to the nervous system, application of
physiological measurement methods promises to deliver novel research findings.

Keywords: Blood pressure · Brain · Computer monitoring · Electronic
Performance Monitoring (EPM) · Heart rate · Physiological measurement

1 Introduction

Since the original proposal of “ElectronicWorkMonitoring”, which describes the “com-
puterized collection, storage, analysis and reporting of information” [1] about employ-
ees within an organization, many changes in digital technology have substantiated the
relevance of this topic, both in science and practice. Nowadays the term “Electronic
Performance Monitoring” (EPM) is more common within the literature and media. The
ubiquitous use of technology at theworkplace enablesmanagers tomonitormany aspects
related to an organization and employee behavior [2]. Using new data sources and tools,
the market research firm Gartner expects that about 80% of all companies worldwide
will be monitoring employees in 2020 (gartner.com). The general development of tech-
nology has improved at a very high pace, thereby enabling new ways of monitoring.
Smartphones and wearables (e.g., smartwatches) in order to track physiological param-
eters, such as heart rate or blood pressure, have become ubiquitous devices [3]. Many
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newspapers around theworld reported cases where EPM leads to unacceptable employee
privacy invasion and morally questionable monitoring methods. The New York Times [4]
reports that Amazon is developing a wristband, which tracks every single movement of
its warehouse workers in order to control the productivity level and to identify possible
inefficientwork behaviors.Business Insider [5] reported onmeasures tomonitor employ-
ees working from home during the coronavirus pandemic, including being photographed
every five minutes to check whether they are working or not. BBC [6] disclosed that Bar-
clays, a British bank, installed software to track how much time their employees spend
at their desk. Such developments towards EPM appear particularly bizarre in light of
the European general data protection regulation (GDPR). Against the background of the
increasing importance of EPM in organizations, we reviewed the scientific literature on
EPM. Specifically, we were interested in the adoption of neurophysiological measure-
ment for the study of EPM outcomes. We chose this focus on outcomes as application
of EPM was expected to be significantly related to employee reactions (e.g., stress),
including those related to the nervous system.

In Sect. 2, we briefly outline our review method. What follows is, in Sect. 3, a
description of outcomes in EPM research. In Sect. 4, we discuss the few studies that
used neurophysiological measurements. In Sect. 5, we provide our conclusion.

2 Review Methodology

In order to identify EPM studies, we conducted a keyword search using Scopus, Web of
Science, and Google Scholar. Keywords included “electronic performance monitoring”,
“electronic monitoring”, “computer monitoring”, “workplace monitoring”, “workplace
surveillance”, and “EPM”. We only focused on peer-reviewed journal articles within
the fields of management, business, human resource, computer science, social sciences,
and psychology. We did not limit our search to a specific time period in order to get
a full overview about the topic. Both authors of the paper then read article abstracts
to check for relevance. We excluded articles that did not specifically focus on EPM,
such as monitoring in medicine or public monitoring. In total, we investigated 165
articles and our analyses resulted in 124 articles with a clear focus on EPM. Based on
analysis of the full content of these articles, we could only identify three papers that
included physiological measurement methods in their data collection instrumentation.
More information about the review methodology can be obtained from the authors upon
request.

3 Outcomes in EPM Research

Based on our review, we identified sixmajor outcome variables.We discuss the variables
in the following.

Stress – The effect of EPM on stress is described by many authors. The ubiquitous
technology and its pervasiveness can lead to technostress and consequences such as
fatigue, burnout, or even depression [7–9]. Most authors who investigated the impact of
EPM on employee stress reveal adverse effects. Thus, most studies show that application
of EPM in an organization increases employee stress (e.g., [10]). More specifically,
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physiological stress [11] and psychological stress [12–15] is reported in the literature.
Yet, some studies also report only weak, or even no, correlation between EPM use and
stress [16–18]. Because (techno)stress is a construct with an outstanding reference to
human physiology [8, 19], investigating the relationship between EPM and stress should
see more studies with physiological measurements in the future. Table 1 groups EPM
studies on stress based on self-report versus physiological measurement. As can be seen,
self-reports dominate by far.

Table 1. Referenced measurement methods of stress.

Stress Authors

Survey/Questionnaire Aiello et al. 1995, Bartels et al. 2012, Carayon 1994, Davidson et al.
2000, DiTecco et al. 1992, Galletta et al. 1995, Hawk 1994, Henderson
et al. 1998, Huston et al. 1993, Kolb et al. 1996, Mallo et al. 2007,
Nebeker et al. 1993, Rogers et al. 1990, Smith et al. 1992, Sarpong et al.
2014, Sprigg et al. 2006, Varca 2006, Visser et al. 2008, Westin 1992

Physiological Galletta et al. 1995, Henderson et al. 1998, Huston et al. 1993

Motivation – In order to accomplish objectives, motivation is an important concept
within the work environment [20]. The results of EPM and its effect on motivation are,
despite the relative lack of studies, rather inconsistent. Individual EPM seems to have a
positive effect onmotivation if compared to groupmonitoring [16, 21, 22]. Nevertheless,
there are also studies that show no effect [23, 24] or even a negative effect [25]. EPM
seems to have a positive impact on job motivation when simple and repetitive tasks have
to be executed by the employee. Yet, the limited number of available studies does not
allow for definitive conclusions. Table 2 summarizes our results. We could not identify
studies with physiological measurement in this domain.

Table 2. Referenced measurement methods of motivation.

Motivation Authors

Survey/Questionnaire Aiello et al. 1995, Arnaud et al. 2013, Bartels et al. 2012, Gichuhi et al.
2016, O’Donnell et al. 2013, Rietzschel et al. 2014

Physiological No studies

Job Satisfaction – A crucial factor from a business perspective and a major deter-
minant of organizational performance is job satisfaction (e.g., [26]). Receiving positive
feedback about monitoring itself is a crucial part, since this affects job satisfaction in a
positive way. Importantly, perceived inappropriateness of EPM methods leads to nega-
tive intrinsic and extrinsic job satisfaction [27]. Moreover, there are studies that found a
decrease in job satisfaction with increasing monitoring intensity [16, 24]. Privacy con-
cerns also lead to a satisfaction decrease [28]. Employees’ possibility to turn off EPM
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systems may positively affect job satisfaction [29]. In addition, it was found that provid-
ing employees information about monitoring in advance and informing them that quality
aspects get monitored, rather than their behavior, are two factors that may increase job
satisfaction [30]. Table 3 summarizes our results. We could not identify studies with
physiological measurement in this domain.

Table 3. Referenced measurement methods of jobs satisfaction.

Job satisfaction Authors

Survey/Questionnaire Bartels et al. 2012, Chalykoff et al. 1989, Douthitt et al. 2001, Holman
et al. 2002, Jeske et al. 2014/15, Nebeker et al. 1993, McNall et al.
2011, Rietzschel et al. 2014, Stanton et al. 1996/2002, Wells et al.
2007, Zweig et al. 2007

Physiological No studies

Trust – Trust between employees and their supervisors, as well as employee trust
into the organization, is critical for organizational success (e.g., [31]). EPM may have a
negative impact on employees’ trust towards the organization [30, 32, 33].However, there
are also studies indicating that there may be a positive impact on trust when employees
receive notice on EPM system implementation in advance and its purpose [30, 34, 35].
What follows is that negative effects of EPM on trust are reported frequently, but it might
not be the mere use and invasion of monitoring technology that leads to a decrease of
trust, but more the lack of transparent communication why monitoring is used. Table 4
summarizes our results. We could not identify studies with physiological measurement
in this domain.

Table 4. Referenced measurement methods of trust.

Trust Authors

Survey/Questionnaire Alder et al. 2006, Alge et al. 2004, Carpenter et al. 2016, Holland et al.
2015, Hovorka-Mead et al. 2002, McNall et al. 2009, Stanton et al.
2003, Westin 1992, Workman 2009

Interview Stanton et al. 2003

Physiological No studies

Commitment – There are three different types of commitment: organizational com-
mitment [36], organizational citizenship behaviour (OCB), and counterproductive work
behaviour [33]. Organizational commitment is defined as a behavioural attitude, where
employees’ identify themselves with the organization [36]; OCB is defined as positive
employee behaviour that is beneficial to the organization [33], and counterproductive
work behaviour refers to where employees’ want to harm the organization and its stake-
holders [33]. EPM has a negative impact on organizational commitment when the extent
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of monitoring is too strong [37, 38]. The results on OCB are mixed. There are results
for a positive impact of EPM on OCB [39], negative results [25, 40], as well as no
impact [33, 41]. For counterproductive work behaviour, only a positive correlation is
reported [33, 42–44]. Table 5 summarizes our results. We could not identify studies with
physiological measurement in this domain.

Table 5. Referenced measurement methods of commitment.

Commitment Authors

Survey/Questionnaire Bhave 2014, Chang et al. 2015, Vries et al. 2015, Greenberg et al.
1999, Jensen et al. 2012, Jeske et al. 2015, Martin et al. 2016, Niehoff
et al. 1993, O’Donnell et al. 2013, Spitzmüller et al. 2006, Visser et al.
2008, Wellen et al. 2009, Yost et al. 2019

Interview Sherif et al. 2017

Physiological No studies

Performance – Taking Zajonc’s [45] social facilitation theory into account, the sheer
presence of EPM should affect performance positively. This does not seem to hold true
for regular work of employees or students [46], as well as for simple tasks [47]. Yet,
there are also studies that indicate a positive performance effect [48–51]. Irving et al.
[10] report an increase in office productivity on easy short-circle tasks. Similar results
are reported in other studies [18, 52]. In addition to positive and negative impact studies,
we also found examinations, which report no significant effect of EPM on performance
at all [51, 53, 54]. Table 6 groups EPM studies on stress based on self-report versus
physiological measurement. As can be seen, self-reports dominate by far.

Table 6. Referenced measurement methods of performance.

Performance Authors

Survey/Questionnaire Aiello et al. 1993, Al-Rjoub et al. 2009, Bartels et al. 2012, Becker et al.
2014, Brewer 1995, Brewer et al. 1998, Davidson et al. 2000, Douthitt
et al. 2001, Griffith 1993, Henderson et al. 1998, Huston et al. 1993,
Irving et al. 1986, Kolb et al. 1996, Larson et al. 1990, Mallo et al.
2007, Nebeker et al. 1993, O’Donnell et al. 2013, Stanton et al. 2003

Physiological Henderson 1998, Huston et al. 1993

4 Physiological Measurement in EPM Research

Amajority of the reviewed studies investigated EPM based on survey (e.g. [16, 21]) and
only a few authors quantified the impact of EPM based on physiological measurement.
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We only found three publications with a focus on EPM using physiological mea-
surement methods. Considering that our review covers a total of 124 papers, we observe
a rate of 2.4% of papers with physiological measurement in the EPM literature. Table 7
summarizes the three papers. We briefly discuss the papers in the following.

Table 7. Referenced physiological measurement methods.

Author Year Published Sample size Measurement
method

Investigated
outcome

Huston et al. [17] 1993 HICSSa 18d Earlobe pulse
meter; cheek skin
temperature probe

Performance [~],
Stress [~]

Galletta et al.
[55]

1995 AMITb 18 Pulse rate; skin
temperature

Stress [~]

Henderson et al.
[56]

1998 IJHCSc 32 Blood pressure;
inter-heartbeat
latency

Performance [~],
Arousal/Stress [-]

aProceedings of the Annual Hawaii International Conference on System Sciences
bAccounting, Management and Information Technologies
cInternational Journal of Human-Computer Studies
dFull sample size was 44. Yet, physiological measures were only used from 18 participants.

Huston et al. [17] performed two separate studies. In the first study, 18 participants
had to fill out several STAI (Spielberger State-Trait Anxiety Index) forms and an ear-
lobe pulse meter sensor as well as a cheek skin temperature probe were attached to each
participant. Regarding physiological measurement, the authors write: “[T]he physiolog-
ical measures used in the first experiment were discarded because of the extremely low
variation in the measures […] Also, because the physiological measures of experiment
one did not yield significant results and, because the subjects may have been affected
by the physical attachment of these devices, it was helpful to assess the performance
of a group that was placed in a more natural work environment without the possible
interference of the physiological devices […] promising physiological measures should
be considered once again. Options for such measurement would include skin conduc-
tance; cortisol secretions in saliva, blood, or urine; or combinations of skin temperature,
pulse rates, and skin conductance as measured by a polygraph. Selection of measures
is highly dependent on their obtrusiveness, ease of capture, and sensitivity. Promising
measures might be galvanic skin response and salivary cortisol; researchers who hope
to make use of these measures should investigate ways to diminish their obtrusiveness”
(pp. 571–573). What can we conclude based on this study by Huston et al. [17]? Despite
the fact that the authors report low inter-individual variation and potential obtrusiveness
issues, they made a call for application of neurophysiological measurement in future
studies.

Galletta et al. [55] also conducted two separate studies with 18 participants to inves-
tigate the relationship between EPM and stress. Participants were randomly assigned
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to either a computer-monitored or a human-monitored group. During the experiment,
the participants had to complete a competitive and a non-competitive task. Pulse rate
and skin temperature measurements were used. They also used the STAI form to collect
retrospective stress measurements. The pulse rates decreased over time, because partic-
ipants probably became more comfortable and lost their initial laboratory anxiety from
task to task. The authors concluded that pulse rate only revealed small differences that
were not significant, theywrite: “Pulse rates. For virtually all subjects, pulse rates slowed
as they performed each task. The task was not strenuous, therefore it is not surprising to
find this decline. The subjects probably became more comfortable over time as they lost
their initial laboratory anxiety and became accustomed to the tasks. What was impor-
tant, therefore, was the within subjects perspective afforded by this study; our analysis
concerned the differential rate at which pulse rates slowed for each group. By the final
composition task, the mean pulse rate for each group slowed to about 95% of what it
was for the practice task. Both ANOVA and repeated measures ANOVA revealed that
the small differences were not significant for any of the five pulse measures” (p. 170).

Skin temperature measurements yielded similar results. The authors indicate: “Skin
temperatures. The skin temperature of all subjects appeared to increase along with the
room temperature, which drifted upwards as the day progressed. In fact, there was a
striking temperature pattern for all subjects; by the end of the last task, temperature had
increased nearly one degree. ANOVA and repeated measures ANOVA again confirmed
that noneof the fractional differences in anyof thefivemeasureswas significant” (p. 170).
Thus, this study failed to discover any significant physiological differences between the
computer-monitored and a human-monitored group.

Henderson et al. [56] conducted another study, based on 32 participants, in order to
investigate the impact of EPM on performance and stress. They used inter-heartbeat-
latency and blood pressure measurement. The computer task required the participants
to enter mock clinical case notes under various conditions. In condition 1, subjects were
required to enter the case notes while keystroke data were collected. Condition 2 was
divided into three discrete stages. In stage 1, the security baseline condition, participants
were informed that a keystroke security monitoring system had been instituted, but no
security challenges occurred. In stage 2, the security challenge condition, a several secu-
rity challenges occurred. In stage 3, the performancemonitoring condition, subjects were
informed that their data entry speed was monitored and they were placed on a response-
cost schedule for poor performance. Results indicate that monitoring systems caused
“altered arousal states in the form of increased heart rate and blood pressure” (p. 143)
and “Electronic monitoring systems, whether they be security or performance, would
seem to have the potential to be stress evoking. This was evidenced by the decreased
inter-heartbeat latency observed during the security baseline condition. The altered car-
diovascular state was elicited just by the knowledge that such a monitoring system was
in place” (p. 154). Moreover, it is reported that the hypothesized improvement in task
performance within the performance monitoring condition could not be observed.

5 Conclusion

Current studies in the EPM literature mainly use retrospective measures (predominantly
survey). We only found three papers that used physiological measurement methods.
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Those papers investigated the impact of EPM on stress and arousal. What follows is
that physiological measurement has not been applied so far in the investigation of EPM
consequences on motivation, job satisfaction, trust, and commitment. Another finding
of our study is that the methods that were used so far only refer to measurement of auto-
nomic nervous system activity, but not to brain activity measurement (e.g., fMRI, EEG,
fNIRS) [57]. Based on these findings, we argue that future studies on the consequences
of EPM use should consider application of physiological measurement. Importantly,
physiological measurements should be used as complements to self-reports and other
methods (such as behaviour observation), and not as substitute. Because important EPM
outcomes such as motivation, satisfaction, and trust have physiological correlates (see,
for example, a review by Riedl and Javor [58], on the neurobiological correlates of trust,
as well as literature cited in Riedl and Léger [57], on other correlates in the cognitive
neuroscience literature), we foresee high potential of neuroscience approaches in the
research field of EPM.
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Abstract. Tacit coordination games are coordination games in which communi-
cation between the players is not allowed or not possible. Some players manage
to reason about the selections made by the co-player while others fail to do so
and might turn to rely on guessing. The aim of this study is to examine whether
good coordinators are associated with a higher or lower cognitive load relative to
weaker coordinators. We aimed to answer this question by using an electrophysi-
ological marker of cognitive load, i.e., Theta/Beta Ratio. Results show that good
coordinators are associated with a higher cognitive load with respect to weaker
coordinators.

Keywords: Tacit coordination games · EEG · Theta/Beta Ratio

1 Introduction

In this study we have applied a dual process account to human decision making in the
context of a pure coordination game. In pure coordination games both players share
common interests, and each player has an equal interest to successfully coordinate with
the other player since coordinating on the same solution is beneficial for both [1].

Dual process cognitive framework posits that an interaction exists between intuitive
automatic processes andmore deliberate processes which aremore controlled and reflec-
tive [2]. These two processes (intuitive and deliberate) are assumed to be involved in
effective coordination [2] which requires reliance on common knowledge [3].

From the perspective of a dual process account, good coordinators might rely on
a certain strategy [4–6] that may ease the coordination process and therefore reduce
the associated cognitive load. Thus, the convergence on the same solution to achieve
coordination might be entirely intuitive, involve heuristic choice strategies [7] and may
therefore be regarded as a highly automatic process [8]. On the other hand, it might be
that deliberate coordination relies on more cognitive resources and therefore entails a
higher cognitive load when coordination is performed.

Thus, good coordinators manage to reason about the selections made by the co-
player while weak coordinators fail to do so and might turn to rely on guessing. In tacit
coordination games, the pure coordination game used here, players reach an agreement
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regarding a salient solution (i.e. a focal point) without any communication, (e.g. [1, 14,
20, 22]) considering only pay-irrelevant cues [9] such as spatial location. Therefore, tacit
coordination games provide an excellent experimental environment for testing cooper-
ative decision making in the context of dual process theory, since it is the most basic
form of coordination and does not include any form of communication or conflicts of
interest [9].

In this study we aimed to test whether there is a difference in cognitive load between
good and poor coordinators in the context of a tacit coordination game by using an
electrophysiological marker of cognitive load, i.e., Theta/Beta Ratio (TBR) [10–12].
TBR is known to decrease as cognitive load increases and vice-versa. Hence, in this
study we utilize the TBR to find out whether good coordinators are associated with a
lower TBR with respect to weaker coordinators.

2 Materials and Methods

The EEG Data acquisition process during the tacit coordination game session was
recorded by a 16-channel g.USBAMP biosignal amplifier (g.tec, Austria) at a sampling
frequency of 512 Hz. 16 active electrodes were used for collecting EEG signals from the
scalp based on the international 10–20 system. Recording was done by the OpenVibe
[13] recording software. Impedance of all electrodes was kept below the threshold of
5K [ohm] during all recording sessions.

In this study players were presented with a tacit coordination task in which they
had to select a word from a given set of four words (in Hebrew) in order to coordinate
with an unknown co-player [14]. This task consists of 12 different instances each with a
different set of words. For example game board #1 displayed in Fig. 1 (B) contains the
set {“Water”, “Beer”, “Wine”, “Whisky”}. All the words belong to the same semantic
category, however, there is at least one word that stands out from the rest of the set
because it is different in some prominent feature, e.g., in the current example, a non-
alcoholic beverage (“water”) which stands out among other alcoholic beverages. The
more salient is the outlier, the easier it is to converge on the same focal point [15, 16].

Fig. 1. (A) Stand by screen (B) Game board #1 [“Water”, “Beer”, “Wine”, “Whisky”]

Figure 2 portrays the outline of the experiment. The list of four words were embed-
ded within a sequence of standby screens each presented for U(2,2.5) sec. The slide
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presenting the list of words was presented for a maximal duration of 8 s and the next
slide appeared following a button press. The order of the 12 games was randomized in
each session. In each of the games the players were told that they have to coordinate with
an unknown randomly selected co-player by choosing the same word from the given
set of words. Participants were further informed that they will receive an amount of 100
points each in case of successful coordination and that otherwise they will get nothing.
The participants were 10 students from Ariel University that were enrolled in one of the
courses on campus (right-handed, mean age = ~26, SD = 4).

Fig. 2. Experimental paradigm with timeline

In this study the following measures were computed.

Individual Coordination Ability (iCA) – The iCAmeasure reflects the individual coordi-
nation ability of each player with respect to the other players in the group [5, 6, 17]. The
iCA calculates the total number of games in which each player was able to coordinate
their responses against the entire population. The iCA is formally defined as follows:

iCA(i) =
∑N

j=1|(j �=i)

∑t

k=1

CF(i, j, k)

(N − 1) ∗ t
(1)

Where i denote the ith participant, j denotes the index of the jth co-player, N denotes
the total number of participants, and t denotes the number of games in the experiments.
The CF (coordination function) is defined as follows:

CF(i, j, k) =
{
1; if players i and j chose the same label in game k
0; otherwise

(2)

The higher the player’s iCA value (ranged in [0, 1]), the higher the coordination
ability.

Theta Beta Ratio (TBR) – is known from the literature to reflect cognitive load in various
cognitive tasks and to covary with activity in the executive control and default mode
networks [10, 12]. It was shown that the smaller the TBR, the cognitive load is higher
[10, 12] (see Sect. 3 for more details).

3 EEG Metrics for Assessing Cognitive Load

Cognitive load refers to the amount of working memory resources required to perform
a particular task [18] and there are two basic approaches for estimating cognitive load
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from EEG data. The first approach relies on power spectrum analysis of continuous
EEG that reveals the distribution of signal power over frequency. In this method the
EEG signal is divided into different frequency bands (i.e. delta, theta, alpha, and beta) in
order to detect the bands sensitive to variations in load as a function of task demands. To
estimate cognitive load, power-based features are extracted such as the signal’s average
or maximum power, and the ratio between bands may also be calculated (e.g. [19–22])
as was done in the current study (i.e. the energy ratio between the theta and beta bands,
the TBR measure, was computed). Power spectrum analysis was used in various studies
associated with the information systems (IS) discipline [27].

The second approach involves measuring the neural signal complexity that has been
associated with both memory ability [23] and cognitive load [21]. Common methods in
this category include fractal dimension (e.g. [24]), multi-scale entropy (e.g. [25]), and
detrended fluctuation analysis [26, 27]. Table 1 summarizes the above-mentioned EEG
metrics.

Table 1. EEG metrics for assessing cognitive load

Cognitive load
estimation technique

Metric 1 Metric 2 Metric 3

Power spectrum
analysis

Accumulated band
power ratio (e.g.
accumulated TBR)

Maximal band power
ratio (e.g. maximal
TBR)

Average band power
ratio (e.g. mean TBR)

Neural signal
complexity

Fractal dimension Multi-scale entropy Detrended fluctuation
analysis

Xie and Salvendy [28, 29] have differentiated between several main indices meant to
quantifymentalworkload. Thesemeasures include instantaneous load (dynamic changes
in load during task performance), peak load, average load, overall load and accumulated
load. In the current study we have created a hybrid index as follows. For each epoch
we have first calculated the accumulated cognitive load [12], by calculating the energy
ratio between theta and beta bands for each participant on each single epoch. Then, we
have averaged the ratio across all epochs of an individual player to obtain the average
cognitive load.

4 Data Processing and Analysis

Based on the literature (e.g. [11, 30–32]), we focused on the following cluster of frontal
and prefrontal electrodes (Fp1, F7, Fp2, F8, F3, and F4). The preprocessing pipeline
(see Fig. 3) consisted of band-pass filtering [1, 32] Hz Subsequent by notch filtering of
[50] Hz for an artifact removal following iCA. The preprocessing pipeline (see Fig. 3)
consisted of band-pass filtering [1, 32] Hz an artifact removal following iCA. The data
was re-referenced to the average reference and down sampled to 64Hz following baseline
correction. Data was analyzed on a 1-s epoch window from the onset of each game.
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Fig. 3. Preprocess pipeline

To calculate the energy in the Theta and Beta bands, for each epoch, we have used the
Discrete Wavelet Transform (DWT) [33, 34]. The DWT is based on a multiscale feature
representation. Every scale represents a unique thickness of the EEG signal [35]. Each
filtering step contains two digital filters, a high pass filter, g(n), and a low pass filter h(n).
After each filter, a downsampler with factor 2 is used in order to adjust time resolution.
In our case, we used a 3-level DWT, with the input signal having a sampling rate of
64 Hz. As can be seen in Fig. 4, this specific DWT scheme resulted in the coefficients
of the four EEG main frequency bands (see red rectangles in Fig. 4).

Fig. 4. 3 level DWT scheme

To calculate the cognitive load, which is expressed by the TBR, theDWTwas applied
on all the epochs to calculate the TBR. That is the ratio of the average energy in each
one of the Theta and Beta bands (Theta/Beta) was calculated in each of the epochs.

To find outwhether there is a direct and significant relationship between each player’s
individual coordination ability (iCA) and the cognitive load (TBR)we performed several
computations. First, we calculated the iCA value of each player. Next, the average
individual TBR was calculated for each of the six channels by weighting the 12 epochs.
Finally, for each channel, the relationship was calculated between the mean individual
TBR and the iCA using linear regression (Table 2).
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Table 2. Results of modeling the relationship between ICA* and TBR

Regression model p-value R-squared

Channel 1 – Fp1 TBR = 18.415 – 46.802*iCA p = 0.0147 0.5456

Channel 2 – F7 TBR = 17.886 – 45.396*iCA p = 0.0240 0.4901

Channel 5 – Fp2 TBR = 18.401 – 46.191*iCA p = 0.0251 0.4859

Channel 6 – F8 TBR = 18.200 – 44.376*iCA p = 0.0235 0.4934

Channel 9 – F3 TBR = 19.660 – 50.880*iCA p = 0.0475 0.4062

Channel 13 – F4 TBR = 19.785 – 50.793*iCA p = 0.0068 0.6207

(*in this table ICA denotes individual coordination ability)

Table 2 presents the regression model for each of the six channels. It can be seen
that all regression lines turned out to be significant (p < 0.05). The highest coefficients
in the regression model were obtained for F3 and F4, while the most significant p-value
was obtained for F4. The negative coefficient denotes that there is a negative relationship
between iCA and TBR. That is, the higher is the iCA, the smaller is the TBR. Hence,
higher iCA is associated with a higher cognitive load. Figure 5 presents the regression
line for the F4 channel. The regression line shows a clear negative relationship between
iCA and TBR.

Fig. 5. The regression model of F4

5 Conclusions and Future Work

To the best of our knowledge, this is the first time in which a correlation is shown
between individual coordination ability in tacit coordination games and electrophysio-
logical marker of cognitive load. Specifically, we have demonstrated this relationship
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by using a prefrontal and frontal cluster of electrodes. This result corroborates previous
research showing that complex cognitive tasks depend on prefrontal [11] and frontal
[12] cortex activation. This result also strengthens the connections found between TBR
fluctuations and executive control [11]. It might have been hypothesized that better coor-
dinators lean on a certain behavioral strategy, and in turn utilize less cognitive resources
than weaker coordinators. However, our results do not coincide with this assumption
but rather demonstrate the opposite, namely that better coordinators use more cognitive
resources in order to coordinate. Hence, our results also support the dual process theory
as was utilized by Tversky and Kahneman to discuss human bounded rationality [36].
It appears that in order to coordinate, players rely on deliberation (System-2) mode of
thinking which is more deliberate and analytical than intuition (System-1) which relies
on fast heuristics and is therefore more automatic.

Apparently, the results of this study stand in contrast to previous findings showing
significant negative correlations between glucose consumption and task performance
[37–39]. These studies indicate that good performers of a complex task may use less
brain circuits or less inefficient brain areas compared to poor performers and underscore
the effects of practice. These results are also in agreement with behavioral findings
showing that experts perform more efficiently than novices in decision-making contexts
[40–42]. Taken togetherwith the glucosemetabolism studies, itmay verywell be the case
that more efficient performers, as a result of expertise and practice, rely more efficiently
on cognitive resources. However, in our study better coordinators may be associated
with a higher cognitive load, not because of less efficiency in the functionality of brain
circuits, but rather because they reason more deliberately (a system 2 process) about the
selections made by the other co-player to reach successful coordination.

There are many avenues for future research. For example, previous studies have
shown that culture [6, 43] and social value orientation [44] affect human behavior in
tacit coordination games. It will be interesting to see if the TBR is also correlated with
the abovementioned measures. Also, it will be interesting to observe fluctuations in TBR
as a function of varying levels of difficulty and complexity of other tacit coordination
games.

Acknowledgement. This research was supported by grant number RA1900000666 provided by
the Data Science and Artificial Intelligence center at Ariel University.
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Abstract. In the light of the fact that advertising contacts can be affected by
the surrounding contents, this paper focuses on answering the question to what
extent the mood, triggered by an online news article in which a banner is placed,
influences the brand decision. It seems that, the content of an articlewill not impact
the effect of the banner and thus on brand decisions. A conducted experiment
revealed that neither negative, neutral nor positive articles had a significant impact
on the brand decision.

Due to the exploratory approach of the study and the fact that simi-
lar publications show different results, more research is needed to clarify the
discrepancy.

Keyword: Banner advertising · Online news article ·Mood · Brand decision

1 Introduction

Online advertising has been part of the standard bouquet of companies to spread advertis-
ingmessages andgenerate clicks or purchases. Investments in this area are also increasing
annually [1].

Because banner ads are embedded in websites, they provide a context to the adver-
tising. Therefore, this work aims to investigate whether online news articles have an
influence on brand decisions through the moods they trigger.

In order to evaluate the effectiveness of banner advertising, companies usually use
click-through rates (CTR). However, it is also possible to measure constructs such as
attention, recall, recognition, etc., as well as some long-term communication effects such
as behavioral changes [2, 3]. However, research on how banners influence effectiveness
is still at an early stage [4]. At the same time, a number of studies on this topic came to
controversial empirical results [5].

We speak of a context effect when an independent context feature is significantly
related to a dependent individual feature, evenwhen other relevant individual and context
features are controlled [6].

Weber/Fahr came to the conclusion that especially in media advertising the media
context can influence the effect of the web contact [7]. In addition, Internet advertising is
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valuedmore favorably and results in a greater purchase intention of consumers compared
to the advertised products when ads are embedded in contextually relevant websites [8].

When speaking about context effects, the term priming plays a role. This is a well-
knownphenomenon in psychology,which describes the influence of a preceding stimulus
that has activated implicit memory content on the processing of stimuli. This activation
based on previous experiences occurs often or in most cases unconsciously [9]. Psycho-
logical basis for these effects are the neuronal networks, which consist of many different,
interconnected nodes. If one of these nodes is activated, an activation of the other con-
nected nodes follows (spreading activation). At the same time, the concepts that are not
connected to the triggered node are suppressed. Connections between the nodes can be
more or less distinct. In addition, these components have different valence regarding
positive or negative evaluation [10–12].

Schemer writes about the priming effect of media coverage that certain information
activates certain cognitions in the cognitive network of people. These are then more
readily available than non-activated concepts. This effect can also influence behavior
[9].

If one relates to the behavior-influencing impacts of contextual effects to online
banner advertising [9], it is reasonable to assume that the sympathy of brands that place
banners depends, among other things, on the context in which the banner is placed.

Therefore, it is the aim of this thesis to find out to what extent the mood triggered
by an online news article in which a banner is placed influences the brand decision.

In order to avoid misunderstandings the authors find it necessary to explain what
is meant by the term “mood”. It is important to remark that the term mood may not
synonymously be used with the terms “emotion”, “affective state” and “feeling”. In this
paper, when using the term “mood”, the authors refer to a mental state, that is triggered
by reading an online news article. By using a pretest, these articles were classified by
the mood they were supposed to trigger: positive, neutral and negative. This was done
through a simple self-assessment of the test subjects. According to the results of the
pretest, we assumed that by reading the articles the respective moods would indeed be
triggered in the subjects: That means for example, it was assumed that those subjects
reading the article which was classified as positive mood triggering, were actually set
into a positive mood.

2 Methodology

Empirical research was conducted to answer the research question. It was designed as an
exploratory study just to find out any coherences. The experiment was conducted using
an online questionnaire.

Initially, the test subjects were asked to assess different brands to the extent that they
like them. After that, the subjects were given the actual task. The aim was to determine
whether the type of content of a typical article in daily newswill have a short term impact
on a purchase decision or whether no influence can be demonstrated. For this purpose,
the following experiment was carried out.

All subjects (n = 157) were randomly divided into four groups (three experimental
groups and one control group). At the beginning, the test subjects of the experimental
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Fig. 1. Exemplary screenshot of the neutral article
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groups were asked to assess a typical newspaper article, to what extent this article was
formulated objectively. As a reward for this task, a bottle of mineral water was promised.
Depending on the random group allocation, the test subjects were presented with an
article with a neutral (group 1), a negative (group 2) or a positive message (group 4),
which they should evaluate. A banner from the brand “Römerquelle” was built into each
article. In order to determine whether the respective content of the article influences
the banner effect, the subjects were immediately afterwards offered to choose out of
two similar mineral water brands (Römerquelle versus Vöslauer). The remaining control
group did not have to assess an article. So, they could choose from the same two mineral
water brands without a preceding specific task. Figure 1 shows exemplary the neutral
article which the experimental group 1 had to read.

Chi-squared tests of independence were carried out to determine whether the content
of the article influenced the choice of brand. The brand decision served as a dependent
variable. Group membership was the independent variable. The Kronen Zeitung was
used as the medium from which the articles were taken, as it is the newspaper with the
highest print run in Austria [13]. The news articles thus originated from the website
krone.at and were presented as screenshots in the questionnaire.

The articles were selected by means of a pretest. A total of nine articles were prese-
lected – three negative, three neutral and three positive. For the pretest, these were not
yet preperated with the banner used later in the experiment. The articles were presented
to a total of 20 people for reading. Using a questionnaire, the subjects of the pretest were
instructed to rate the different articles on a seven-part Likert scale (“−3” = negative,
“0”= neutral, “+3”= positive) according to the mood they triggered (question: “ What
mood does the article trigger in you?”). The articles with the most extreme mean value
of the negative, neutral or positive mood were selected and later used for the experiment.
For the experiment as such, screenshots of these articles were used and included in the
questionnaire. These were edited to eliminate disruptive factors as far as possible. The
date and the region reference (krone.at has subpages for each region in Austria) removed
and the side news bars unified.

The format chosen for the banner was Medium Rectangle, because this format inte-
grates the ad into the editorial part of the website and thus increases the visibility for
the users. In addition to the increased visibility, a higher credibility of the advertisement
can be achieved [14].

3 Results

As described at the beginning, the aim is to find out whether the moods triggered by the
individual articles influence the brand decision.

The data was evaluated using contingency tables and chi-square tests. Each brand
selection decision was evaluated individually. Table 1 shows the results. In the table,
which represents the evaluation by means of cross tables, the expected number indi-
cates how many people should select the respective brand with complete independency.
The more the “number” differs from the “expected number”, the more the result was
influenced by the article.

The Chi-square tests statistic of Chi-Square= 4,411 (df= 3) indicate non significant
results (p = 0.220).



Analysis of Contextual Effects of Advertising Banners 257

Table 1. Selection decisions Römerquelle vs. Vöslauer: Cross table

Group

Nobanner Negative article Neutral article Positive article

Vöslauer Number 31,0 18,0 27,0 23,0

Expected
number

27,7 22,7 24,6 24,0

Römerquelle Number 13,0 18,0 12,0 15,0

Expected
number

16,3 13,3 14,4 14,0

4 Discussion

Combining the results of the evaluation according to individual groups (negative, neutral,
positive, no article), it can be clearly deduced that the mood triggered by an article with
an integrated banner has no significant influence on the brand decision.

This result is insofar surprising, since most of the existing papers that investigated
the same or very similar topics with similar research designs came to the conclusion that
the media content in which the banners are embedded influences the attitude towards
the brand [5, 15–17].

For example Kindermann, who has examined to what extent the banner blindness
occurs, came to very different results. For this study, banners of three different soft
drink brands (Pfanner, Bravo, Happy Day) were inserted into the lower right corner
of an existing online newspaper site. Similar to the current study, the test persons in
Kindermann’s study were confronted with the screenshot of the website with one of the
above mentioned banners or with the version without such a banner, depending on their
group affiliation. Immediately after the confrontation with the websites including the
banners and a distraction task, the test persons were asked to indicate their preferences
for these brands. For this purpose they were then confronted with all three possible
pairs of the three brands mentioned above. The results show, among other things, that
an initially positive presentation of a brand has a positive effect on brand selection, and
an initially negative presentation of a brand has a negative effect. A banner is therefore
only effective if someone has mainly positive images of the brand in mind. In all other
cases, the opposite is the case and the probability is high that such a banner will worsen
future buying behavior [15].

In another paper, Kindermann came to the conclusion, among other things, that a
negative banner brand could benefit from the positive brand by being placed on the side
of a positive brand and was therefore perceived more positively than at the beginning of
the experiment. Huang drew similar conclusions from the results of his research. Here it
could be observed that a positive attitude of the test persons towards the website content
had a positive influence on their attitude towards the advertising banner [5, 16].

In light of the big contrast of the results this paper conducted compared to other
studies, more research has to be done in different settings, to come to a final conclusion,
if and how context effects influence banner brands.
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Abstract. Using a modern fine-graded machine learning approach we show that
it is possible to distinguish extraverts from introverts on the basis of resting-
state EEG data. We correctly identify extraverts with a prediction performance of
67% and achieve a balanced accuracy of 60.6%. Our results have theoretical and
practical implications.
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1 Introduction

For some time scholars have argued that personality influences behavior [1]. As a result,
researchers in the field of psychology have intensively investigated the impact of per-
sonality on behavior and have shown that it, in fact, has a lot of influence on how people
act, think and behave [2–5].

Extraversion describes social skills, talkative ability, and personal charm [6]. Fur-
thermore, extraverted people have a higher need for self-presentation [3]. Currently,
extraversion is assessed through questionnaires [7].

EEG is one of the most widely used tools in NeuroIS research [8, 9] and new studies
show that extraversion has a positive correlation with alpha subbands in social interac-
tions, showing the influence of personality traits on EEG data [10]. EEG measurements
can hardly bemanipulated by the patient, therefore, providemore unbiased results [11]. It
is also more reliable than the time-consuming assessments using questionnaires. There-
fore, we investigate the possibility of predicting personality traits based on EEG data
using a modern fine-graded machine learning approach. We successfully developed a
novel machine learning approach for the detection of extraversion from resting state
EEG data.

2 Methodology

2.1 Data and Participants

The data we used in our research is part of the Leipzig Study for Mind-Body-Emotion
Interactions (LEMON) Dataset [12]. This data is publicly available and consists of a 62-
channel resting-state EEG experiment and the NEO-FFI personality assessment [12].
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The EEG data collected is a 16-min resting state record, consisting of 16 blocks of 60-s
records, eight with eyes open and eight with eyes closed. The dataset comprised of 202
patients. Answers for the NEO-FFI range from 0 (strong denial) to 4 (strong approval)
on a 5-point Likert scale. The extraversion score reached from 1.00 to 3.92 with a mean
score of 2.41 and a standard deviation of ±0.52. The participants were grouped into
introverts and extroverts by splitting at the mean score.

2.2 Preprocessing

We applied an anti-aliasing FIR filter before downsampling the data from 2,500 Hz to
250 Hz, applied a bandpass filter (0.5–50 Hz) and removed EEG artifacts using the
FASTER automated ICA algorithm [13]. The tool used in our preprocessing, containing
the automated ICA and other tools was provided by eegUtils v.0.5.0, R x64 3.6.1.

2.3 Machine Learning and Feature Extraction

To extract a rich feature space for machine learning, we used the fine-grained EEG
spectrum [14] to get a 99-power band spectrum. The signal was transformed into a
frequency signal via the fast Fourier transformation, using the eight blocks of eyes
closed data Contrary to the traditional division into five bands (delta, theta, alpha, beta,
gamma [15]) of unequal step size, the fine-grained sub-bands have an equal 0.5 Hz
range. The fine grained EEG spectra approach was already successfully applied in the
detection of different health conditions such as alcoholism [16], schizophrenia [17], sleep
disorders [18] and epilepsy [19]. As for themachine learning algorithm, aRandomForest
algorithm was used [20]. By using a Random Forest, we can also evaluate the frequency
sub-bands with the most support for the correct classification of extraversion. In order to
find these specific frequency bands and gain more insights into the underlying processes,
we evaluated the variable importance of the Random Forest algorithm [21].

2.4 Validation Procedure

For training and evaluation purposes, the dataset was split into a 75% training partition
and 25% evaluation partition. To ensure the validity of our model we used a holdout
10-fold cross-validation [22, 23] and evaluated on the holdout testing part. The dataset
used to train contained 152 participants with 71 encoded as introverts and 81 encoded
as extraverts. In the validation set, the distribution of the labels was 23 introverts and 27
extraverts.

3 Results

The results are shown in Table 1. The trained model has a mean balanced accuracy of
60.60%.
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Table 1. Model performance based on the validation set

Performance indicator Value SD

Balanced accuracy 60.60% 1.7%

True positive rate 54.54% 6.5%

True negative rate 66.66% 6.0%

Positive predictive value 58.39% 2.4%

Negative predictive value 63.39% 1.9%

Prevalence 46.00% –

4 Discussion

While former approaches using the traditional wide-ranged EEG bands (e.g. Korjus et al.
[24]) were not able to predict extraversion from EEG data, we are the first to predict
extraversion using the fine-grained EEG spectrum approach. The current baseline for
extraversion detection is at 50% (e.g. random guess). By using the three most predictive
EEG sub-bands (1.5–2 Hz; 2.5–3 Hz; 13.5–14 Hz) based on the Random Forest feature
importance (all above the importance of 80) we achieved a balanced accuracy of 60.60%,
showcasing the potential to predict personality traits solely from resting state EEG data.
We could archive a predictive gain of 21.2% from the baseline model. As we can see in
Table 1, we can identify extraverted people with a performance of 66.66%. With these
results, we can provide a basis for the further development of an alternative measure for
personality traits and a better classification of the extraversion trait.

5 Limitations and Future Work

While introverts show greater reactivity to sensory stimulation than extroverts, under
neutral conditions such as resting-state EEG, there is little difference in baseline levels
[25]. In our study, this could mean that stimuli induced differences between extroverts
and introverts are not present in the data.UsingEEGdata including a stimulus could show
these differences and might support a better separation between the two groups. Another
limitation concerns the ground truth of the extraversion trait for the model training.
Since our model is trained on the scores obtained through the NEO-FFI questionnaire,
our model cannot outperform the questionnaire at the current stage and any potential
bias in the extraversion scores are inherited by our model. Therefore, further research
is required in order to assess the extraversion score more objectively and established a
new ground truth for the model training.

In future work we evaluate the robustness of the approach by assessing the influence
of individual states and mental concepts such as cognitive workload [26–28], concentra-
tion [29] and mindfulness [5, 30] in multi-agent-settings [31–34]. Furthermore, we will
triangulate psychophysiological and physiological data (i.e., electroencephalographic
data and spectra [35, 36], electrocardiographic data [37, 38], electrodermal activity [39],
eye fixation [40, 41], eye pupil diameter [42–44], facial data [45]) to increase reliability.
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In addition, we will evaluate technology acceptance [46–49] and trust in our machine
learning-based personality trait prediction method [50–56]. Furthermore, we want to
apply our identified resting-state EEG sub-bands to convolutional neural networks [57–
60] and test for the influence of eyes closed vs. eyes open conditions on the prediction
of personality traits.
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Abstract. In the age of information, officeworkers process huge amounts of infor-
mation and distribute their attention to several tasks in parallel. However, attention
is a scarce resource and attentional breakdowns, such as missing important infor-
mation, may occur while using information systems (IS). Currently, there is a lack
of support to understand and improve attention management to avoid such break-
downs. In the meantime, self-tracking applications are becoming popular due to
the increasing sensory capabilities of smart devices. These systems support their
users in understanding and reflecting their behavior. In this research-in-progress
paper, we suggest leveraging self-tracking concepts for attention management
while working with ISs and describe the design of the NeuroIS-based system
called “AttentionBoard”. The goal of AttentionBoard is to help office workers in
improving their attention management competencies. The system records atten-
tion allocation in real-time using eye-tracking and presents the aggregated data
as metrics and visualizations on a dashboard. This paper presents the first step by
motivating and introducing an initial design following the design science research
(DSR) methodology.

Keywords: Attention · Eye-tracking · Quantified-self · Self-tracking · Design
science research · NeuroIS

1 Introduction

With the emergence of sensor-enriched smartphones and smartwearables, tracking infor-
mation about oneself like steps, climbed stairs, calories, etc. became very easy. Thus,
we observe a massive increase in the usage of such self-tracking systems. In 2007, Gary
Wolf and Kevin Kelly founded the blog quantifiedself.com that is focused on sharing the
best practices of the self-tracking community [1]. The quantified-self community is built
around the credo that self-knowledge is gained through data [1]. The research stream
focusing on systems that support tracking and reflecting personal information to better
understand behavior is called personal informatics [2]. Self-tracking, self-analytics, life
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logging or personal informatics are common paradigms used for regularly tracking infor-
mation about oneself to create statistics and data visualizations and to analyze behaviors,
habits or feelings [3]. Existing research puts a strong emphasis on technology [4] and
tracking physical activities [3].

Nowadays, attention allocation is becoming more important because attention is
distributed continuously partial and not focused [5]. Thus, it can be a promising new
field of application for leveraging on self-tracking. Mobile operating systems, like iOS
or Android, provide users the summary of their interaction with the system to increase
the users’ self-awareness of usage. These systems are working mainly based on ana-
lyzing touch interactions with the system and are not based on actual users’ attention.
In addition, self-tracking is mostly applied in private life rather than in the working
environment [6]. In the age of information, office workers frequently need to shift their
attention between various tasks and get used to have continuous partial attention. How-
ever, in various situations, like monitoring tasks while working with an information
dashboard, focused attention is required. It has been seen that users of these systems
have difficulties tomanage their limited attentional resourceswhile exploring dashboards
[7]. Besides, the huge amount of available information creates a poverty of attention [8].
Following the NeuroIS paradigm, one can design advanced self-tracking systems that
increase users’ awareness about specific affective and cognitive states [9–11]. Therefore,
office workers would benefit of a self-tracking feature that helps them to analyze and
understand their attention management while using an IS like an information dashboard.

Based on the eye-mind hypothesis, attentional resources are dedicated to the location
where users are fixating as it reflects their underlying cognitive process [12]. Moreover,
eye-movements are indicating overt attention [13]. Thus, tracking eye-movements can
provide more accurate information about attention allocation than interaction data. Eye-
tracking also proved to be a reliable source of information of attention for neuro-adaptive
systems in previous research [14–16]. With the help of eye-trackers, we are capable of
designing a neuro-adaptive IS that is sensitive to the attention of the user. Therefore, we
suggest using eye-tracking devices to track the attention of the user and design self-aware
services for office workers while working with IS applications.

Dashboards are a common visualization technique of information to ease analysis in
business and learning [17, 18]. Executive IS included the first dashboards that aggregated
information from different sources to key performance indicators (KPIs) and visualized
those on a single screen in a comprehensible way [17, 19]. Since then dashboards were
used in various forms [19]. Following this paradigm, we suggest designing a dashboard
called “AttentionBoard” to visualize the previous attention allocation of office workers
based on eye-movement data as an attentionmanagement support. Although theNeuroIS
community called for the usage of eye-tracking devices to design and evaluate innovative
systems [20–22], to the best of our knowledge, personal informatics systems to support
the users in tracking and reflecting attention are not investigated well so far [10]. As an
example, in a previous study we investigated the usage of offline records as well as real-
time sensing of eye-movement data to increase users’ self-awareness about their attention
[14]. However, this system only included the gaze duration of the user and presented it
in a time format. Considering more eye-tracking metrics and proper visualizations are
suggested as future work for such systems [14]. In this research, we focus on providing a
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comprehensive overview of users’ attention in the form of a dashboard, AttentionBoard.
Therefore, we answer the following question:

RQ: How to design a quantify-self dashboard to enhance office worker’s attention
management?

In this research project, we will follow the design science research (DSR) method-
ology and use eye-tracking as a NeuroIS tool [22]. This research-in-progress paper
is focused on motivating the need for such a dashboard and on providing the first
design ideas for AttentionBoard. Furthermore, the system architecture and an initial
user interface (UI) idea are presented.

2 Methodology

In this DSR project, we follow the approach suggested by Kuechler and Vaishnavi
[23]. The first step of the DSR project is identifying and understanding the problem.
Previous studies in human-computer interaction (HCI) highlighted the need for designing
different types of attention support systems [24–26]. Moreover, by investigating the
basket of eight in the IS field, we uncovered that although researchers in the NeuroIS
field highlight the need for designing neuro-adaptive systems [21] and providing live-
biofeedback [10], there is a lack of research about systems that actually support users’
attention management. Furthermore, our previous study showed the difficulty of users
in managing their limited attentional resources while working with IS applications such
as information dashboards [7]. In that study, we designed a lab experiment in which
participants received a dashboard with six graphs with the same level of complexity. As
a result, we identified that users are biased to the left part of the dashboard and ignored
the information on the right side. Also, by giving them a second chance to improve
their behavior, participants had difficulty in remembering their previous information
processing and repeated the same behavior. Finally, the findings from this study highlight
six meta-requirements for designing user-adaptive information dashboards that include
providing attention feedback to support user’s data exploration.

Besides, we conducted a focused group study with office workers that create or
work with information dashboards, as an example of IS application, within a big energy
company. In total 13 persons (4 females, 9 males) participated in this focus group. After
a brief introduction to eye-tracking and its capability, we did a brainstorming to extract
their opinion about eye-tracking and providing attention support features. The result
of the brainstorming was a SWOT analysis where they classified their ideas. During
this process, the participants reported the need for having a summary of their previous
attention to conduct their task properly while working with IS applications.

In 2007,GaryWolf andKevinKelly started their blog quantifiedself.com that became
the first address for the quantified-self community and provides access to best practices
of self-tracking. Since then quantified-self has been researched in different domains like
technological, medical and social domain [27]. In IS and other domains, research is
mainly focused on usage and adoption of self-tracking technology [4]. However, there
is little research on how to support reflecting self-tracking information, like in a format
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of a dashboard. Also, to the best of our knowledge, there is no research investigating
self-tracking features for attention management support.

To design such support, the system needs to track the attention of the user while
interacting with it and providing live biofeedback by visualizing the previous attention
allocation. Therefore, in this research-in-progress paper, we come up with a preliminary
list of suggestions for designing an attention management support system called “At-
tentionBoard”. The identified meta-requirements (MRs) as well as preliminary design
principles (DPs) are explained in the following chapter. In future steps,weplan to develop
and evaluate AttentionBoard in a large-scale study to identify the effects of it. In the last
chapter, possible further applications of the AttentionBoard concept are provided.

3 Designing the AttentionBoard

3.1 Meta-Requirements

In this chapter, we describe the MRs of AttentionBoard. The goal of AttentionBoard is
to support office workers in attention management when required. Therefore, it should
provide information about the previous attention allocationwhile using an IS application,
like an information dashboard. This information can be visualizations of the user’s
eye-movement data as an indicator for overt attention.

While using an IS application, like an information dashboard, the office workers
should be able to decide whether they want support in attention management or not.
The capability of having individualized attention management support based on the
user’s need and character was identified in our previous study [7]. Furthermore, privacy
has become an important aspect to consider when introducing new software. To cover
for privacy concerns, it is important that the feature can be turned off when the user
doesn’t want to feel observed. Therefore, if the office worker has concerns about using
eye-trackers, the system should provide the office worker with the ability to control the
attention tracking feature by turning it on and off (MR1).

Attention is considered as a selective process that guides the perception of incoming
sensory information [28]. It is known as an important component in processing infor-
mation. Attention is divided into two different types, covert and overt attention [29].
Overt attention refers to the type of attention that users need to change their head or
eye to process information. In contrast, covert attention is happening internally such
as allocating attention to a topic while thinking about it. Both types are considered as
limited resource and users cannot allocate attention to several stimuli at the same time.
Overt attention is measurable with eye-tracking devices and covert attention is trackable
with fMRI or EEG tools. In this study, we focus on the overt attention of the users to
enhance attention management. Eye-movements are a good estimator for overt attention
[13, 29]. Our previous study shows that tracking user’s eye-movements in real-time and
providing the summary of attention allocation supports them in having a better informa-
tion processing performance [14]. Therefore, the system should track the office worker’s
overt attention and estimate it by recording eye-movements (MR2).

The recorded raw eye-movement data points do not provide meaningful insights on
attention allocation and thus need to be further aggregated. Identification of fixations and
saccades plays an essential role in analyzing users attention as common metrics [30].
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Therefore, the raw eye-movement data should be aggregated to fixations and saccades
which are stored on a database (MR3). As office workers probably are not familiar
with the used terminology in eye-tracking, such as fixation, saccade, etc., visualizations
and understandable KPIs are necessary to increase the usefulness of the dashboard for
unexperienced users. Researchers suggest heatmaps and scan paths as useful visualiza-
tions to present recorded eye-movement data [31]. Therefore, to ease the analysis of
attention for the office worker, the recorded eye-movement data should be aggregated
to comprehensible visualizations and dedicated KPIs (MR4).

The information gathered and visualized by the eye-tracking system should be avail-
able in an easy and comprehensible way to enhance the attention management capability
of the office worker. Dashboards aggregate information on a single screen to support
decision making [17, 18]. Therefore, the recorded eye-movement data and extracted
attention should be visualized on a dashboard to provide a comprehensive overview
(MR5).

3.2 Initial Design Principles

In the following, the designprinciples of the attentionmanagement support system, called
AttentionBoard, will be described. To support the office worker when facing attention
management problems, it is essential that AttentionBoard can be easily turned on. As
this attention management support is not required all the time, the user should also be
able to turn it off when not required. Additionally, we found out in the focus group that
being able to turn off the attention tracking feature is important to increase acceptance
by office workers to avoid privacy concerns. Moreover, there has to be a function to
get updated visualizations and metrics of previous attention allocation. Therefore, the
attentionmanagement support systemhas dedicated buttons to start and stop the attention
tracking feature and to create the analysis in order to support attentionmanagement upon
request (DP1).

As AttentionBoard aims to enhance office worker’s attention management, we focus
on overt attention while working with IS. When taking a closer look at the workplace,
most office workers interact with IS applications via computers. Thus, the overt attention
should be measured while working with these devices. As we want to focus on desktop
applications, like information dashboards, the attention management support system
uses a display mounted eye-tacker in order to record the overt attention of the user in
real-time (DP2).

In dashboard design, it is common to rely on graphical visualization of data instead
of pure metrics [19]. A good dashboard balances between visual complexity and infor-
mation utility [17]. Furthermore, the usage of KPIs to aggregate data is a key concept
in dashboard design [19]. Thus, the attention management support system provides the
corresponding visualizations and KPIs of recorded eye-movement data on a dashboard
in order to support the reflection and enhancement of attention management (DP3).
Table 1 presents the summary of derived MRs and DPs for designing AttentionBoard.
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Table 1. Meta requirements and design principles

Meta requirements Design principles

MR1: If the office worker has concerns about
using eye-trackers, the system should provide
the office worker with the ability to control the
attention tracking feature by turning it on and
off

DP1: Provide the attention management
support system with dedicated buttons to start
and stop the attention tracking feature in order
to support attention management upon request

MR2: The system should track the office
worker’s overt attention and estimate it by
recording eye-movements

DP2: Provide the attention management
support system with a display mounted
eye-tacker in order to track the users
eye-movement data and extract overt attention
of the users

MR3: Raw eye-movement data should be
aggregated to fixations and saccades which are
stored on a database

DP3: Provide the attention management
support system with corresponding
visualizations and KPIs of recorded
eye-movement data on a dashboard in order to
support the reflection and enhancement of
attention management

MR4: Recorded eye-movement data should be
aggregated to comprehensible visualizations
and KPIs

MR5: The recorded eye-movement data and
extracted attention should be visualized on a
dashboard

3.3 Development: System Architecture and Mockup

Figure 1 visualizes the proposed systemarchitecturewhich instantiates theDPs. This sys-
tem architecture consists of three subsystems: event handler, eye-tracking, dashboard.
Providing such an architecture supports a further extension of the system and allows
for future integration of new subsystems, like for interruptions or mind-wandering. To
increase the adoption of AttentionBoard, we rely on Tobii 4C Eye-Tracker as an appa-
ratus. We chose this eye-tracker since it is easy to carry, to setup on different systems
and it is known as a low-cost eye-tracker useful for real-word use cases.

The event handler subsystem is the instantiation of DP1. On starting the attention
management feature, this subsystem connects to the eye-tracker and starts the record-
ing of eye-movement data. Furthermore, the event handler subsystem triggers the eye-
tracking subsystem in order to store the recorded eye-movements on the database.When-
ever the user stops the recording of eye-movements, the event-handler hands over this
command to the eye-tracking subsystem to stop the recording of eye-movement data.
Additionally, the analysis of eye-movement data is triggered, and the update dashboard
function opens AttentionBoard in the browser. It is implemented in C# to ensure a native
integration into Microsoft Windows.

The eye-tracking subsystem takes care of recording, storing, calculating and visualiz-
ing the eye-movement data. The eye-movement recorder and storage are the instantiation
of DP2 and coded in C# due to the better integration of the Tobii 4C and the database
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into Microsoft Windows. The eye-movement handler, calculator and visualizer are sup-
porting the instantiation of DP3. We developed this handler with Python as we rely
on the code of Pygaze Analyser to produce the heatmaps and scan paths [32]. Also,
the eye-movement data handler calculates fixations and saccades out of the stored eye-
movements and saves them on the database. The eye-movement metrics calculator loads
the fixations and saccades as an input and calculates related measures such as number of
fixations, fixation duration, saccade length, etc. Later, the eye-movement visualizer loads
the calculated fixations and saccades and creates heatmaps and scan path visualizations.
These visualizations are dynamic videos that show the temporal course of fixations and
saccades.

The output of the eye-movement metrics calculator and visualizer are then handed
over to the dashboard subsystem. The dashboard subsystem is the final instantiation
of DP3. Up on user request, the dashboard system loads the generated visualizations
(dynamic heatmap and scanpath) and metrics of attention allocation to the dashboard.

Figure 2 shows the proposed UI of the AttentionBoard and the corresponding DPs.
At the top of AttentionBoard, there are dedicated areas for eye-movement visualizations
like heatmap and scan path. These can be created for a specific time frame of the users’
interaction with the IS application. Furthermore, an overview of usage is given in the
form of an attention timeline. For deeper analysis, detailed KPIs of eye-movements,
gaze and general usage are given (e.g. average fixation duration, number of fixations,
average saccade length, system usage).
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Fig. 2. Mockup of the AttentionBoard

4 Discussion and Next Steps

We presented AttentionBoard, a self-tracking system to support attention management
of office workers. Following the DSR paradigm, we identified MRs by focusing on the
users’ difficulties inmanaging limited attentional resources which were identified in pre-
vious studies. Furthermore, we articulated three DPs that aim to increases the attention
management performance of office workers while conducting complex tasks. Later, we
described an initial system architecture and presented the first draft of the UI for Atten-
tionBoard in a form of dashboard. This research-in-progress paper comes with several
limitations and open issues. In the next step, we plan to instantiate AttentionBoard as
an extension for users working with IS applications such as business intelligence dash-
boards. Later, we will test the designed AttentionBoard in a controlled lab experiment
to evaluate whether having such a system for an IS application affects users’ attention
awareness andmanagement.We assume that by increasing users’ capability inmanaging
their attention, they are able to process more information and avoid missing important
information while working with IS applications.

5 Conclusion

In the age of information, attention is a limited resource and attentional breakdowns
happen on a regular base while using IS applications. Advances in eye-tracking tech-
nology as a NeuroIS tool enabled measuring attention within the working environment
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and provide a summary of attention to the users to increase their awareness about their
performance. This research-in-progress paper represents the start of aDSR project called
AttentionBoard. It focuses on how to design a self-tracking attention dashboard for office
workers using their eye-movement data. After identifying the need for such support, in
this study, we presented the initial steps of designing AttentionBoard by providing MRs
and DPs. Moreover, we described the first idea of the system architecture and user inter-
face of AttentionBoard and explained the next steps. The application of the concept of
AttentionBoard is not limited only to office workers and can also be applied in various
contexts, like IS application training, e-learning, reading and entertainment.
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Abstract. In this work-in-progress paper, we present preliminary results of a
large pilot study for implementing a novel machine learning approach presented at
HICSS2019 [1] and ICIS2019 [2] in aGermanhospital to detect epileptic episodes
in EEG data. While the algorithm achieved a balanced accuracy of 75.6% on real
clinical data we could gain valuable experience regarding the implementation
barriers of machine learning algorithms in practice, which is discussed in this
paper. These lessons learned have practical implications for future work.

Keywords: Electroencephalography · Random forests · Spectral analysis ·
Machine learning

1 Introduction

Research in the field of machine learning for disease detection is a currently trending sci-
entific topic. The data gathered for studies are mostly collected under perfect laboratory
conditions and on the basis of two clearly separable groups of test persons.

In order to test the performance of machine learning algorithms in everyday clinical
practice, 21-channel EEG data were collected from the archive of the Ostalbklinikum
Aalen. Electroencephalography is a relevant topic for NeuroIS research [3]. In contrast
to the normal procedure using five frequency bands, a newly presented method for finer
frequency distribution of the data was applied. This approach has been presented at
various conferences within our scientific community [1, 2]. The fixed five frequency
bands have been the subject of frequent criticism in the past [4, p. 917].

In this work, we evaluate the performance of machine learning algorithms on data
from clinical routines. In this way we try to do justice to the complexity of the work of
physicians, who are usually under time pressure, work in imperfect laboratory conditions
and have less clear clinical pictures.

2 Methodology

The entire work was developed in line with NeuroIS guidelines [5]. The Design Science
Framework was chosen as the scientific framework [6].
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In order to conduct our retrospective pilot study, an application for anonymous data
collection was submitted to the Ethics Committee of the State Medical Association
and approved. The study was conducted in December 2019. The data collected were
all measured by the same EEG device and at 256 Hz with 21 channels. The length
of the measurement varies per recording and is between 8 and 15 min. During the
first few minutes a resting EEG is recorded with eyes open and closed, followed by
hyperventilation in the middle of the recordings. To replicate previous work, only the
resting-state EEG should be used [2]. Therefore, only 31.25 s of each recording were
selected. To avoid artifacts that may appear in the beginning of the measurement, the
first 8 s were excluded.

As medical data are involved, the data protection of patients was given the highest
priority. The data was made completely anonymous. Only age, gender, detailed findings
and raw EEG data were collected.

2.1 Step 1: Selection of Data for Consideration of the Study

To ensure the scientific quality of the study, strict criteria were established for the data
set to be collected. These were defined in discussion with the medical management of
the neurological department of the hospital.

Since the activities in the brain change over the course of life, an age restriction was
chosen for the data set. Thus, subjectswere not included in the dataset until adolescenceor
the age of 16. The age limit was 60 years. Not included in the data set were patients who,
according to the findings, were already receiving medication as, according to current
scientific discourse, these can influence the alpha frequency range [7]. Also excluded
were findings with diseases such as multiple sclerosis or meningitis and EEG data with
too many interference signals, where the quality of the data collected was insufficient.
Only clear epilepsy diagnoses were included in the data set. The control group consisted
of test persons suffering from headaches or sensory disturbances or migraines. Here, the
EEG was found by medical personnel to be free of the disease.

Approximately 8,000 findings were sighted. Due to the age restriction and the exclu-
sion criteria outlined above, 698 data sets were collected. After a further review of the
data to ensure the unambiguousness of the findings and data quality, a data set with 185
subjects remained (Table 1).

Table 1. Demographics

Epilepsy Control

Age min. 16 17

Age max. 59 56

Age av. 38.19 37.35

Male 60 28

Female 36 61
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2.2 Step 2: Data Pre-processing: Filter, ICA and Fine-Graded EEG-Spectrum

In a second step, the collected data were pre-processed. Before we transformed the data
into a fine frequency spectrum, the data was filtered (bandpass filter between 0.5 Hz
and 50.5 Hz). In addition, the linear decomposition approach by Bell and Sejnowski
was used to clean the data [8]. Independent components within a data recording can be
extracted by using their ICA. There are three requirements for performing an ICA: (i)
the mixed medium is linear and propagation delays are negligible, (ii) the time course of
the sources are independent from each other, and (iii) the number of sources is equal to
the number of sensors. All these conditions apply to EEG data. The ICA is based on the
central limit theorem: the sum of n independent variables gives a normal distribution.
If a signal has no normal distribution, it must be an independent component, while a
normally distributed signal is likely to be a mixture of several components. In this way,
the EEG data can be cleaned of interference artifacts such as blinking. We used an ICA
with 1-s windows and the hanning window approach.

Afterwards the fine frequency bands were calculated. For this purpose, the frequency
range of 0.5 Hz to 50.5 Hz was divided into a 50-point spectrum of 1 Hz spectra each.
This resulted in a matrix of 185 test subjects and 50 features each. The two classes
“epilepsy” and “control” were added.

2.3 Step 3: Training and Testing of the Random Forest Classifier

The Random Forest algorithm was proposed by Breiman [9], and is a machine learning
classifier which is based on an ensemble (a bag) of unpruned decision trees. A Random
Forest contains a collection of tree predictors, each tree being based on independently
selected vectors. The classification outputs of the individual trees are used to determine
the overall classification. Ensemblemethods are related to the concept that an aggregated
decision from various experts is often superior to a decision from a single system. The
final classification decision is built on the majority vote.

In order to obtain a robust model and avoid overfitting, the k-fold cross validation
was applied. This method randomly divides the existing training data set into k equal
parts. The training is executed on k-1 data, the validation is performed on the excluded
data, which is used as a test data set. This process is repeated k times so that each part
is used once as a test dataset [10]. For this work, a k of 10 was selected. For evaluation
purposes, 20% of the data were held out. The final model was evaluated based on these
20% of the data, which were not used for training the algorithm.

For training, 148 subjects were used. The trained algorithm was subsequently tested
on 37 subjects. Training was performed with ntree= 100. The depth of the tree structure
was mtry= 4. The best features are determined by the Gini coefficient, which calculates
the reduction of impurity of the relevant information that would result from splitting
the data set according to a certain feature. Thus, the Gini coefficient is suitable for
minimizing misclassifications.

3 Results

The classification results on the test data set of 37 subjects unknown to the algorithm
can be viewed in the following confusion matrix (Table 2).
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Table 2. Confusion matrix

Reference

Epileptic Control

Predicted Epileptic 12 4

Control 5 16

The algorithm was correct in 28 cases. Incorrect classification was made in 9 cases.
Overall, the algorithm achieves a balanced accuracy of 0.756 on the test data.

4 Discussion

Considering that this is not study data, the accuracy of 0.756 seems excellent - espe-
cially since only the patients’ resting-state EEG was used. Recent studies suggest that
between 23% and 30% of epilepsy diagnoses in clinical practice are erroneous. With
our algorithm, this error rate can also be roughly mapped.

The goal of our retrospective study was to test the performance of machine learning
algorithms in a real environment.While in scientific studies excellent results in diagnosis
can already be achieved by machine learning, we wanted to use a representative dataset
to train our algorithms.

The approach common in science of using two very discriminating groups of test
persons to collect data for studies is mainly used to gain knowledge about disease char-
acteristics. Patterns that distinguish sick people from healthy people can be identified.
These findings are relevant to decode diseases.

The frequently drawn conclusion that the trained algorithms can easily be transferred
from the laboratory environment into practice seems to be a fallacy. In everyday clinical
practice, there are hardly any examples of clearly healthy and clearly ill patients. The
patient comes with an individual ailment and the examination is often performed by
differential diagnosis.

So, we continue to see information technology and machine learning algorithms as
powerful new tools to decode diseases. In addition, we see the technical possibilities
offered by machine learning as a great opportunity to support physicians and to make
everyday clinical work more efficient. However, the wealth of experience of doctors
and patient conversations still seem to be a central element in the correct diagnosis of
epilepsy.

We were able to learn the following important experiences regarding the implemen-
tation of machine learning algorithms in everyday practice, based in part on discussions
with physicians:

– important information can be found especially in patient conversations
– the description of the symptoms and the patient’s history helps in finding a diagnosis
- this information is missing in the algorithm

– the medication of the patients can play a decisive role in the examination by EEG
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– in the context of diagnosis, differential diagnosis is often used, which is difficult to
map using algorithms

– the cooperation with physicians should be intensified in order to close the mutual
information delta and create the best possible algorithms.

5 Limitation and Future Work

The main limitation is related to the fact that our ambitious work is a research-in-
progress. Furthermore, it must be noted that the diagnoses used have been made by only
one physician in each case and therefore no gold standard exists. Unfortunately, this
can hardly be avoided in retrospective studies. In order to consolidate this result, further
retrospective studies on dementia, strokes, Parkinson’s and autism are to follow.

In future work we evaluate the robustness of the approach by assessing the influence
of individual states and mental concepts such as cognitive workload [11–13], concentra-
tion [14] and mindfulness [15, 16] in multi-agent-settings [17–20]. Furthermore, we will
triangulate psychophysiological [21–23] and physiological data (i.e., electroencephalo-
graphic data [24–27] and spectra [28], electrocardiographic data [29, 30], electroder-
mal activity [31], eye fixation [32, 33], eye pupil diameter [34–36], facial data [37]) to
increase reliability. In addition, wewill evaluate technology acceptance [38–41] and trust
[42, 43] by physicians and patients and if the automated approach improves the coordi-
nation [44–50] between physicians more efficiently. Furthermore, we want to apply our
identified resting-state EEG sub-bands to convolutional neural networks [51–54].
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Abstract. As technology evolves, studies of user emotion in naturalistic settings
in an utetherd manner becomes more and more necessary. To achieve this goal, we
present a proposed architecture for synchronized automatic facial emotion recog-
nition and physiological recording in a mobile environment in an IS context. We
describe a pilot study using this infrastructure and lessons learned for researchers
who wish to employ this setup in the future.

Keyword: Automatic facial emotion recognition · Naturalistic setting

1 Introduction

Facial emotion recognition is the detection of a person’s emotion as reflected from the
muscular contractions of their face [1, 2]. The relationship between facial expressions
and emotional state was established in the 1970s [3] and used to be studied by affixing
EMG electrodes to a person’s face [4]. Since then, the technology has evolved, and it is
now possible to detect those muscle contractions and the emotional state they denote by
recording a person’s face and analyzing it with specialized software [5]. Facial emotion
recognition has been used in NeuroIS for some time now [6–9], as it is a very useful
method since it is not invasive [1]. Participants can interact freely with technological
artefacts without any equipment on their bodies. It is even possible to simply record a
participant’s face with a computer’s webcam and post process the videos to detect their
emotional state. The method, however, has limits, mainly, the need for the participant to
be immobile in front of the camera. In addition, a recent review identified the three main
challenges of themethod as: “illumination variation, subject-dependence, and head pose-
changing” [10]. The ability to have participants interact with their environment as they
wish is important for the future of neurophysiological research as technology becomes
less and less tethered to computer screens. As such, calls for more naturalistic and in the
wild NeuroIS research have been made in recent years [2, 11].

Due to these limitations, facial emotion recognition has not been used in contexts
where people are mobile. For instance, facial emotion recognition cannot be used in
a physical store to capture a consumer’s facial emotion as she walks around the store
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shopping for an IT product. To our knowledge, only physiological data such as EDA
has been used in stores to capture consumers’ emotional reactions [12]. While useful,
EDA data can only inform about emotional intensity (i.e., arousal), but not emotional
valence, which facial emotion can provide. In order to address this methodological
issue, we present a new method that: 1) captures facial emotions of a person while
she roams freely in an environment of interest, 2) captures and precisely synchronizes
complementary physiological signals such as EDA and EKG. This will allow studies
of emotional responses in more naturalistic settings and more authentic responses from
participants.

To test the proposed method, we conducted a pilot study in a store of a telecommuni-
cation service provider.While it can be used in various contexts other than retailing (e.g.,
education and training, health, public services), this context was deemed relevant for the
purpose of the pilot study. There is a call for more research using psychophysiological
data in store contexts to better understand consumer behaviors in stores [13] and in store
pre-purchase information search has long been recognized in consumer research as an
important element of consumer purchase decision [14]. Moreover, contemporary phe-
nomenon such as showrooming reiterates consumers’ need to interact with technological
products and salespeople in physical stores [15].

2 Proposed Architecture for Synchronized Ambient Facial Emotion
Recognition and Physiological Recording in Mobile Environment

Using an IoT architecture, we propose a synchronisation framework that relies on the
exchange of Bluetooth Low Energy Beacons (BLE) amongst all the devices [16]. Each
device receives and broadcasts different types of beacons. Two processes are executed
simultaneously using beacons: devices synchronisation and participant localisation. An
indirect approach is used to synchronise the data from the different devices (physio-
logical, face images, and event markers) that broadcast synchronisation beacons (bs)
[17]. The data files of all devices are synchronized by aligning the timestamps of these
synchronisation beacons. Building upon [18], a linear regression method is then used to
correct clock drifting effects in the different data streams and ensures that synchroniza-
tion remains throughout the entire time course of a recording session. Event markers
describing the different steps of a session are synchronised using the videos and expert
live time stamping. The videos are synchronised to each other by using LED displays
(LED1 to 3) placed in the environment that visually relay the synchronisation beacons.

In order to ensure that only the participant’s emotions are recorded, the cameras need
to avoid recording bypassers’ faces. This is achieved using an indoor positioning system
(IPS) based on BLE beacons. Using the received signal strength indication (RSSI) of the
Bluetooth Low Energy beacons sent by the user device each camera was able to estimate
its current distance with the participant. Each camera then broadcasted its estimated
distance to the other cameras. Therefore, at any point in time, each camera knows its
relative proximity with the participant and can decide to start or stop capturing images
[19]. The localisation process is composed of the the following steps:
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1. The physiological recording device is broadcasting positioning beacons (bp).
2. Upon reception of bp, each camera (C1 to 8) estimates its relative distance to the

participant using RSSI (Received Signal Strength Indication) information of bp.
3. Each camera broadcasts its estimated distance with the participants (bd beacons).
4. Every 2 s, each camera computes the average distance between the participant and

all the camera groups (e.g. group 1 distance = distance(C1 + C2 + C3)/3)
5. When a camera estimates that its group is the current closest one to the participant,

it starts recording. Otherwise it stops recording (Fig. 1).

Fig. 1. Flowchart of the bluebox system.Cx: cameras to capture the participant’s signal; bx: broad-
cast synchronisation beacons to locate the participant and activate nearby cameras as well as input
synchronisationmarker in the signal feeds. The participant of interest is circled; LEDx: LED lights
used as visual event markers in the video feeds.

3 Pilot Study

The objective of the study was to test the feasibility of capturing facial emotions and
physiological data in an actual retail store context where participants can freely move
and shop for a product or service. The study was approved by our institution’s research
ethics committee.

To test the proposed architecture, multiple cameras were installed in the various
areas of a store. Cameras were bundled in each store area. Images were recorded under
normal store lighting conditions. A semi-opaque curtain was added on one large window
to avoid direct sun exposure. Video recordings were post-processed to eliminate empty
images and to select the optimal camera feed whenmultiple cameras from the same store
area recorded the same participant at the same time. In these cases, the weighted average
of emotion prediction was used. Image quality was used as the weighting factor. Each
participant’s video recording was synchronized with their physiological data following
Courtemanche and et al.’s [20] procedure. Finally, the recordings were processed in the
FaceReader (Noldus, Netherlands) software in order to assess each participant’s facial
emotion.
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The pilot study was performed in a physical store designed with different specific
areas (e.g., product demonstration, waiting area). Twenty-eight adults (50% female,
mean age: 39) were recruited to participate in the study. Before entering the store, they
were equipped with specifically designed physiological sensors (EDA and EKG) and
a Bluetooth emitter [16] (see Fig. 2). Then, their task was to shop for a specific new
product offered by the service provider. Following the completion of their shopping task,
participants were debriefed and received monetary compensation.

Fig. 2. a) Camera setup; b) Physiological sensors with Bluetooth emitter.

4 Results and Discussion

The pilot study was successful in collecting facial data of participants freely interacting
with products and salespeople in a physical store. The proposed method, in addition to
providing ambient facial emotion recognition, provided researcherswith complementary
synchronised physiological data such as EDA and EKG. Combined, the data presents a
clearer picture of the participants’ emotional and cognitive reactions to in-store stimuli
and interactions (e.g., arousal, cognitive load). Although the pilot study confirmed the
feasibility of the proposed method, it also highlighted many limitations and areas for
improvement, which are discussed next.

Environment. First off, the research environment should be mapped out to identify the
most likely places for the participant to be located. Cameras will need to be positioned
to capture the participant’s face in these locations. A challenge here rests in the zoom
adjustment of the camera, as it needs to be close enough to cover a large surface area but
small enough to detect facial microexpressions. Evidently, more cameras are preferable.
Our initial setup included 9 cameras, in the future we will at least double that number.
Secondly, the setup we used did not allow live viewing. Research assistants positioned
the cameras at a predetermined angle, but were unable to adjust them according to
participant characteristics. Thus, taller or shorter than average participants’ faces were
often not captured and the data was useless. Live viewing of the camera feed will be a
necessity in future setups. Thirdly, a significant challenge of facial expression analysis
is illumination variation [10]. Variations in lighting can lead to misidentification of
emotions. In a naturalistic environment with windows, time of day and weather can
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have a significant impact on the data. We recommend the use of curtains to standardise
illumination and/or scheduling participants at similar moments of the day to lessen the
variations.

User. As for the management of participants, it is a given that the participant’s face will
not be captured 100% of the time, thus the duration of the experiment and the number
of participants recruited need to be adjusted. It will also help to have other people in the
situation, a salesperson for example, or even a confederate, position themselves to help
the participants be in the right position.

Task. Allowing participants and salespeople to interact freely and with few directives
proves to be challenging for the segmenting of the interaction. In our case, we set up a
microphone on the salesperson and had an expert member of the research team listening
in in real-time. This person had preemptively identified different portions of the sales
experience thatwere of interest for comparisons andwouldmanually input eventmarkers
to identify the beginning of a new portion. This proved challenging for the expert as it
required their constant focused attention, and while the use of a second expert may
have alleviated the responsibility, interrater reliability would then have been an issue.
A natural sales context is not a linear interaction and it proved difficult to differentiate
when, for example, the consumer was providing their personal information to conclude
the sale (transaction), but then asked another question about the product (demonstration).
This also led to data samples that were of uneven lengths and sometimes a succession
of too short samples which proved challenging for posthoc processing.

5 Conclusion

The results from this pilot test suggest that the proposed architecture is likely to offer
significant benefits to study IS research questions in naturalistic contexts. While the
current state of this methodology and associated apparatus needs further testing and
adjustment to improve its reliability and accuracy, it is already possible to envision its
usage beyond the test case described in this paper. As interactions with IT evolve to vocal
and gesture-based interactions [21], this newmethod will enable the use of synchronized
neurophysiological recording in contexts that have never been used before. For example,
it could be possible to monitor synchronized physiological and facial data over long
usage duration (for example, a full day) a user at his/her desk without having to put an
artificial constraint on their positioning. It could also be possible to monitor the usage
of IT by shop floor workers that are using a manufacturing execution system while
doing their work on an assembly line. The same method could be used in a classroom to
monitor learners doing teamwork with a tablet. Any context of IT usage, which needs
free movement from the users could be within the scope of these new methods.
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Abstract. Brain-computer interfaces (BCIs) are computerized systems that con-
vert brain activity into control commands to operate software or external devices.
Though promising, BCIs currently have limited practicality and usership due to
poor signal classification and large training data requirements. The present study
aims to overcome both challenges by combining three brain signals. This paradigm
could improve existing BCI technical efficacy, and extrapolate to applications
where hands-free visual interfaces could equip users with communication and
information resources that improve work processes.

Keywords: Brain-computer interface (BCI) · Event-related potential (ERP) ·
Machine learning · Hybrid-BCI · Visual interfaces

1 Introduction

1.1 Background

A brain-computer interface (BCI) is an electronic system that converts a user’s brain
signals into control commands that operate software or external devices. Early BCI
technology allowed users to type words by attending to desired letters on an on-screen
keyboard (i.e., a “P3 speller”) [1].Modern iterations grant users access to basic Facebook
[2] and Windows Explorer [3] functions. Identity authentication security systems scan
users’ covert, idiosyncratic brain signals instead of fingerprints [4]. “The MOMENT”
is a choose-your-own-adventure style film with multiple versions of each scene and a
BCI that uses signals elicited by one scene to select which version of the next scene to
play [5]. In the field of NeuroIS, BCI could be useful for monitoring user activity and
responses during IT use. For example, Conrad and Newman [6] have explored the use
of EEG in identifying mind wandering during online learning. These authors noted that
if a reliable mind wandering signal is identified, it could be used in a BCI to adjust the
delivery of learning content in real time. However, BCIs do not work equally well for all
people, or at all for many. In fact, an estimated 15–30% of all people are “BCI illiterate,”
referring to a state of incompatibility between user and system [7].Overcoming the signal
variance problemwould increase BCI efficacy for current users, and grant it to new ones.
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To this end, we propose a novel system that could leverage weaker, less frequent signals
to perform as well as (or better than) current BCIs that require strong, frequent signals.
When successful, this would decrease training requirements, increase BCI usership, and
advance information system applications such as biometric security, entertainment, and
more.

1.2 Hypothesis Development

Many BCI use event-related potentials (ERPs)—electroencephalographic (EEG) activ-
ity time-locked to particular events of interest—to detect brain signals related to user
attention or intention (or both). Typical BCI application involves first a training, and
then a usage phase. In the training phase, a paradigm is used to elicit examples of the
ERP signal of interest, as well as samples of data where the signal is absent. The training
data is then submitted to a machine learning algorithm (classifier) to identify features
that discriminate between signal-present and signal-absent trials. This trained classifier
is then applied in the usage phase to automatically classify brain signals and use them
to control the interface.

For example, the seminal P3 speller BCI is so-named as it uses the P3 ERP—a
positive deflection in EEG activity that occurs roughly 300 ms after the onset of a task-
relevant, infrequent stimulus—as its dependent measure [1]. The P3 speller displays a
grid of letters and numbers, and the user is instructed to attend to the character they wish
to spell (the target) while the characters are highlighted in a random sequence. Since the
target is task-relevant (attended by the user) and infrequent (due to the random sequence
of highlighting all possible characters), a P3 is elicited when the target is highlighted,
relative to when any other character is.

BCI performance is typically measured on the basis of the classifier’s accuracy—
the proportion of trials correctly classified. In the literature, 70% accuracy [8] is often
considered "acceptable", although in real-world applications obviously higher accuracy
is always desirable. Although the speller paradigm is an effective method to elicit P3
signals, no method works equally well (if at all) for everyone (the universality problem
[9]). Signal strength and signal-to-noise ratio (SNR) vary both between users and within
a user over time, both due to individual differences, and the presence of artifacts in the
data such as those arising frommuscle contractions, eye movements, and poor electrode
contact (the non-stationarity problem [10]). The universality problem is in large part a
product of the non-stationarity problem, and the latter is often a matter of weak signals
and/or low SNR throughout the training data.

Previous studies have approached the SNR issue by increasing signal strength. For
example, the P3 speller paradigm has undergone several successful modifications in
recent years, including stimuli variations designed to elicit stronger ERP signals. It has
been found that flashing a familiar face over target characters in the P3 speller generated
a larger P3 amplitude than did classic character flashing [11], and larger still when the
face is inverted [12] or green [13]. This was possibly caused by the overlapping presence
of another ERP, the N170. As its name implies, N170 peaks approximately 170 ms after
the appearance of a face, and is negative over temporal-parietal scalp regions [14]. The
N170 is accompanied by a “vertex positive potential” (VPP) maximal over the top of
the head, similar to the location of the P3 [11]. This increased accuracy of a P3 speller
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that uses faces may be due to the salience of the face, and/or to the summation of the P3
and VPP components.

Notwithstanding signal summation, hybrid BCIs with dual-input classifiers [see 15
for a recent review] can be created to accurately determine a user’s target object with
less training data with convergent validity from a combination of two different signal
types, each from a different scalp region (e.g., the vertex P3 and temporal-parietal N170).
Many of these hybrid systems use steady-state visually evoked potentials (SSVEPs)—
oscillations in occipital neural activity entrained by flickering visual stimuli [16]—as
one of their input signals. In one study [17], a P3-SSVEP hybrid BCI achieved 93%
mean accuracy with minimal training data, though these results were similar to the
SSVEP-only (89%) and P3-only (90%) comparison iterations investigated in the study.

We aim to extend these approaches by using three distinct signals as input for a novel
tri-hybrid BCI paradigm. Using a visual oddball paradigm, we will present participants
with custom face stimuli to elicit P3 and N170 signals, and flicker each object at a
different frequency to elicit SSVEPs. We will vary face colour (Caucasian, Green) and
orientation (Upright, Inverted) characteristics to test which stimulus condition elicits the
strongest signals, and measure each signal at a different region of interest (ROI). We
hypothesize that (1) the custom stimuli will elicit strong P3, N170, and SSVEP signals,
particularly in the Green Inverted condition; (2) the three-class algorithm will achieve
very high classification accuracy; and (3) very little training data will be required to
optimize performance.

Below, we describe our custom stimuli, methodology, and planned analyses, and
outline potential information system applications.

2 Method

2.1 Participants

We will recruit 35 participants from our university to participate in a BCI pilot study.
Participants will be excluded if they report having any condition which affects brain
activity (e.g., neurological disorders; psychoactive medications) or have a hairstyle that
impedes EEG recording (e.g., dreadlocks). All participantswill providewritten informed
consent consistent with the declaration of Helsinki, and all procedures will be approved
by the Dalhousie University Research Ethics Board.

2.2 Stimuli

Stimuli will consist of six vector images of cartoon pirate faces purchased from Shutter-
stock.com [18] and six grey silhouettes (one of each face) created usingAdobe Illustrator
CC 2019 software. Cartoon faces have been shown to elicit N170s as effectively as pho-
tographs [19], and were chosen for the present study in effort to decrease user fatigue
by increasing user engagement. Stimuli will be presented using custom-built software
written in Python (v3.7.3) with the PyGame library (v1.9.6 [20]) open source software.
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2.3 Procedure

After informed consent, EEG setup (see below), participants will be seated 70 cm in
front of a computer screen angled perpendicular to their gaze. When participants are
ready to begin, the experimenter will dim the laboratory lights and start the stimulus.
Participants will be instructed to try to sit still, fix their gaze on target objects, and avoid
blinking during trials.

Stimuli will be presented in a series of experimental blocks, one block for each con-
dition (caucasian upright, green upright, caucasian inverted, and green inverted faces).
Each block will consist of six, 42 s trials. Each trial will begin with the display of six
solid grey silhouettes of cartoon pirate heads arranged in a circular array, equidistant
from a central red fixation cross, centered on a computer screen (see Fig. 1). After 3 s, the
fixation cross will disappear, and one of the six silhouettes will turn solid red to highlight
that trial’s target object. After another 3 s, the red silhouette will return to grey. One at a
time, and in random order, a cartoon pirate face will appear in place of its corresponding
silhouette. Each face will appear for 1 s and flicker at a different frequency (clockwise,
from top: 7 Hz, 11 Hz, 8 Hz, 15 Hz, 9 Hz, and 13 Hz). Each pirate face will appear six
times per trial, and never twice consecutively. After the end of the trial, there will be a
5 s pause, followed by the start of the next trial. There are 6 trials per block, such that
each pirate face serves as the target (in random order) once per block. A three-minute
rest period will be placed between each block to reduce fatigue and discomfort, during
which participants will be encouraged to relax and blink freely. In total, the experiment
will last roughly 30 min.

Fig. 1. Example stimulus presentation per trial. In order: (a) Solid fixation cross (3 s); (b) Solid
target object identification (3 s); (c) Target pirate face is randomly flashed or (d) Non-target pirate
face is randomly flashed (1 s per flash × 6 flashes per pirate × 6 pirates = 36 s).
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2.4 Data Collection

Data will be acquired using a BrainVision V-Amp EEG system [21], BrainVision
Recorder software, and actiCAP Control software. N170 ERPs will be elicited by the
face stimuli, P300s by unpredictable (i.e., random) and rare (1:5 target to non-target
flash ratio) appearances of target faces, and SSVEPs by flickering the stimuli. Sixteen
electrodes will be placed at locations relative to the international 10–20 EEG montage
system, selected to coincidewith themaximumamplitude of the targetedEEGeffects: P3
signal from Pz, Cz, C3, and C4; N170 fromTP9 and TP10; and SSVEP fromOz, O1, and
O2. We will then test a variety of classifiers (detailed below) to ascertain which achieves
the highest accuracy. Results will indicate which stimulus condition and classifier we
will take forward into our next phase--real time BCI usage.

3 Planned Analyses

3.1 Data Processing

Data will be processed in the MNE-python (v0.20.0 [22]) analysis and visualization
library, using standard procedures described elsewhere [23]. The dependent measures
we will extract from the data for hypothesis testing and classification will be focused on
the expected ERP components, the P3 andN170, as well as the SSVEP. Because this is an
exploratory study aimed at validating our approach, wewill determine the precise details
of these dependent measures based on visual inspection of the data once it is collected
(as experimental parameters can influence the timing and scalp location of ERP effects).
However, based on past literature we anticipate that the P3 will be quantified in the
200–400 ms time window as the adaptive mean positive amplitude (average over 50 ms
centered on the peak positive value) at electrode Cz; the N170 will be quantified as the
adaptive mean negative amplitude at electrodes TP9 and TP10 (temporal-parietal) and
the associated VPP as adaptive mean positive amplitude at Cz, from 125–205 ms; and
the SSVEP will be quantified as power centered on the flicker frequency of the target
stimulus over the 1 s epoch during which each stimulus flickers.

3.2 Hypothesis Testing

To determine the detectability of each EEG signal of interest at the individual subject
level, we will use permutation t-tests between pairs of conditions of interest (specif-
ically, target vs. Non-target, upright vs. Inverted targets, caucasian vs. Green targets;
caucasian upright targets vs. Green inverted targets) for the electrodes and time win-
dows of interest as well as additional electrodes and time windows that may be identified
as relevant through visual inspection of the data. In addition, to determine the efficacy
of our manipulations at the group level we will perform linear mixed effects modelling
with fixed effects of target status (target/non-target), orientation (upright/inverted), color
(caucasian/green), and scalp electrode location, alongwith randomby-subject intercepts,
and random electrode-by-subject slopes.
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3.3 Classification

For N170 and P3 signals, we will test three time domain classification algorithms—
dynamic logistic regression [24], support vector machines [25], and linear discrimi-
nant analysis [26]—with six-fold cross validation to determine which gives optimal
performance.

4 Applications for Information Systems

Weposit that our tri-hybrid paradigm could improve existing BCI technology by increas-
ing efficacy while decreasing training requirements. Once validated, this system could
augment even the most sophisticated heads-up displays (HUDs) such as Google Glass
[27] with image-based menus and thought-controlled navigation and selection features.
This may be particularly helpful in high-stakes work processes or other settings where
rapid, hands-free access to information or communication tools would be exceedingly
helpful. Furthermore, this paradigm could be extrapolated to rapid target identification
in virtual reality or in interaction with computer assistive avatars.

Future work could investigate applications of this BCI in the aforementioned
domains, particularly in situations where eye tracking is not feasible or where EEG
is already in use for other purposes. This paradigm might be specifically applied to the
design of interactive avatars which make use of face designs in a goal-oriented task,
such as visual search, immersive online learning contexts, or during interactive collab-
oration. With improvements to BCI signals and classification, it may also be possible to
implement BCI beyond a lab setting.
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Abstract. Insider threat represents a significant source of violations of infor-
mation security within corporations and government entities. Therefore, gaining
a clearer understanding of the factors that moderate insider threat is important
for the information systems community. The current study builds upon previous
behavioral research demonstrating that an imbalance between one’s sensitivity
to gains and losses may contribute to violations of information security by using
event-related brain potentials (ERPs) to examine the association between informa-
tion security decision-making and the neural correlates of the processing of gains
and losses. The ERP data revealed that the amplitude of differences in neural
activity between gains and losses was greater in individuals who were more likely
to endorse violating information security, and that this association was observed
regardless ofwhether gains or losses resulted from an active choice orwere outside
of the control of the individual.

Keywords: Information security · Reward processing · Feedback processing

1 Introduction

Insider threat represents a significant source of violations of information security,
accounting for roughly 50% of security violations [1], and many organizations realize
the extent of the problem. For instance, a 2015 survey [2] revealed that 89% of respon-
dents indicated that their organizations were at risk from insider threat. The potential for
insider threat has led to the widespread implementation of deterrence training programs.
However, some research has demonstrated that programs grounded in the threat of pun-
ishmentmay not decrease intentions to commit, or instances of, violations of information
security [3]. In contrast, meta-analytic work has revealed that the strongest predictors of
compliance with security policies are related to the values and characteristics of employ-
ees [4]. This and similar findings highlight the importance of identifying individual dif-
ferences that moderate compliance with, and violations of, information security policy.
Motivated by previous behavioral findings, the current study was designed to examine
the relationship between violations of information security in a hypothetical decision-
making task and the neural correlates of reward processing using event-related brain
potentials (ERPs).
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Some behavioral evidence indicates that individual differences in the perceptions of
rewards and punishers may be a predictor of individuals’ propensity to violate informa-
tion security. Meta-analytic work reveals that perceptions of rewards and punishment
embodied in security policies may uniquely account for 2%–6% of compliance with
information security policy [4]. Furthermore, Hu et al. [5] demonstrated that low self-
control may serve to enhance the perception of benefits and attenuate the perception
of sanctions in the context of information security. This finding is consistent with the
broader literature related to criminality demonstrating that poor self-control can be a
general predictor of deviant behavior resulting from an imbalance in the weighting of
immediate gains and longer term losses [6]. The swiftness, certainty, and severity of
sanctions (i.e., punishment) affect the perceived risk of violations of information secu-
rity [6]. However, it is also known that the threat of punishment may not be effective in
reducing violations of information security [5].

The Information Security Paradigm (ISP) has been used in previous research to
study the behavioral and neural correlates of decision-making related to information
security [7]. In the task, a set of scenarios are posed to individuals and they are asked to
decide whether a fictitious IS specialist should take an action described in the scenarios.
Some of the scenarios reflect benign actions (e.g., meet a friend for lunch), while others
embody a violation of information security policy or practice (e.g., unauthorized access
of a secure server). Performance on the task is sensitive to factors that are known to
moderate cyber-deviance (e.g., severity of the violation) [8] or that is associated with
violations of information security (e.g., individual differences in self-control) [3]. Given
these findings, it seems that the ISP provides a reasonable starting point to explore the
association between individual differences in decision-making related to information
security and reward processing.

Event-related potentials (ERPs) have been used in a variety of contexts to study the
neural correlates of reward processing in simple gambling and reinforcement learning
tasks [9]. The 2-doors task is one example of a gambling task used in this domain. In
this task two doors are presented and individuals are instructed to select the door they
believe hides a small reward (e.g., 50 cents) and avoid the door that hides a small loss
(i.e., 25 cents). The difference in the value of gains and losses is designed to account for
the general fact that losses are more salient than gains in decision-making [10]. After a
door is selected, individuals receive feedback indicating the outcome of the choice (i.e.,
a win or loss) represented by an upward or downward pointing arrow, respectively. In
the current study, we used the modified 2-doors task wherein each trial begins with a
cue indicating whether the participant or computer will make the choice of a door for
the current trial. Participants win or lose money on both person and computer selected
trials. This modification of the task allows us to disentangle the effects of choice or
agency and outcome on the ERPs related to feedback processing, and has proven useful
in understanding the relationship between various individual differences and reward
processing (e.g., self-control [11], socioeconomic status [12], depression [13]).

In the 2-doors task the ERPs elicited by feedback begin to differ between wins and
losses over the midline frontal-central region of the scalp around 200 ms after feedback
is presented. Between 200–300 ms the ERPs are more positive going for gains relative
to losses representing the Reward Positivity (RewP) or Feedback Negativity (FN) [10,
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14]. The RewP reveals a clear effect of agency, being greater in amplitude for person
select trials than for computer select trials. Following the RewP, the ERPs become
more positive for losses than gains representing the frontal P3. The frontal P3 typically
peaks around 400 ms after feedback is presented. This component is much greater in
amplitude for person select trials than for computer select trials, and in some studies
is limited to losses that result from the action of the individual [14]. These midline
frontal components are accompanied by transient and sustained ERP components over
the lateral frontal-temporal and occipital regions [14].

The imbalance in the perception of reward and punishment related to individual
differences in self-control in the context of violations of information security policy [7],
is interesting within the broader literature related to Neural Imbalance Theory (NIT)
[15] and the relationship between individual differences in self-control and the neural
correlates of rewardprocessing.NIT represents a general theory of riskydecision-making
wherein variation in the contribution of subcortical and cortical systems underpinning
reward processing and cognitive control is thought to moderate the frequency of risky
decisions. For instance, the violation of an information security policy might arise from
strong input from the ventral striatum reward systemmaking the potential gain associated
with a violation particularly salient, coupled with weak input from control systems
supported by the medial and lateral frontal cortex resulting a failure to weigh the longer
term costs (i.e., penalties) associated with violating an information security policy.

In the context of the current study, our group has observed that individual differences
in self-control are associatedwith two effects in themodified 2-doors task [11]. First, low
self-control is associated with an attenuation of the RewP for both person and computer
select trials, demonstrating a general decrease in the sensitivity to gains with low self-
control. Consistent with the finding, other evidence indicates that individuals that engage
in risky decision-making (i.e., driving behavior) also demonstrate an attenuation in the
amplitude of the RewP relative to non-risky drivers [16]. Second, individuals with high
self-control distinguish between gains and losses for both person and computer select
trials, while individuals with low self-control distinguish between gains and losses for
person select trials, but not computer select trials.Given thesefindings and the association
between individual differences in self-control and violations of information security
[5], we predicted that individuals more likely to violate information security would
demonstrate decreased in the amplitude of the RewP for gains and a reduction in the
differences between the ERPs elicited by gains and losses in the computer select trials.

2 Method

2.1 Participants

Forty-eight individuals completed the study; the EEG data for one participant had a high
level of artifact and two participants did not complete the ISP. For the 45 participants
with complete data, the average age was 19.5 yr (range 18–33), there were 31 females,
13 males, and one unidentified, 33 of the participants were White-European, 6 were
Asian, 5 were Laninx, and 1 was Black-African American.
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2.2 Materials and Procedure

Individuals completed demographic and individual difference measures after providing
informed consent, and then EEG data were recorded while individuals completed the
ISP and themodified 2-doors task. The individual differencemeasures included the Self-
Control Scale [7], a 24 item scale measuring self-reported impulsivity, risk tasking, self-
centeredness, preference for simple tasks, preference for physical activity, and tempe
(emotion regulation); the CES-D measuring depressive symptoms, and a measure of
sensitivity to punishment and reward. The ISP included 45 scenarios that were equally
divided between control, minor violation, and major violation scenarios. In the ISP
individuals read a scenario and then responded to a promptwith a 1–4 scale. The complete
materials for the ISP can be obtained at (osf.io/f9dbv). In the modified 2-doors task
individuals either won 50 cents or lost 25 cents on each of the 80 trials. For half of the
trials a cue indicated that the subject should select one of the two doors; for the remaining
trials a cue indicated that the computer would select the door for that trial. Individuals
were instructed that they won or lost money on all trials, regardless of whether they or
the computer made the choice. Follow the presentation of the doors, visual feedback was
provided (win - upward pointing green arrow, loss -downward pointing red arrow).

2.3 EEG Recording and Analysis

The EEG was recorded from a 32-channel active electrode system from Brain Vision
(Fpz ground, Cz reference, 500Hz). The recordingmontage included 30 scalp electrodes
and 2 electrodes placed below the eyes to assist in compensating for blinks and eye
movements. EEGLAB [17] and ERPLAB [18] were used for data processing. Blinks
and saccades were corrected using ICA and a ± 100 µV threshold was used to reject
trials with remaining artifacts. The ERPs were averaged for −200 to 2000 ms around
onset of the feedback cues in the 2-doors task for subject wins, subject losses, computer
wins, and computer losses.

Task Partial Least Squares (PLS) Analysis [19] was used to examine differences in
the mean amplitude of the ERPs elicited by wins and losses in the person and computer
select trials for groups of individuals that varied in performance on the ISP. This approach
allowed us to consider the data for all conditions, time points, and electrodes within a
single set of analyses. The inclusion of the full data matrix, avoids the need to make what
can be somewhat arbitrary decision regarding specific time points to include in an anal-
ysis as can be the case when using measures of mean amplitude. The TaskPLS Analyses
were run with the ERP module of the PLSGUI (https://www.rotman-baycrest.on.ca)
under Matlab R2013b. The analyses utilized 1000 permutation or bootstrap samples to
evaluate the significance and stability of the latent variables that represent patterns of
mean differences in ERP amplitude across conditions and groups, and electrode saliences
that represent where in time and space (i.e., at which electrode(s)) mean differences are
observed.

https://www.rotman-baycrest.on.ca
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3 Results

3.1 Behavioral Data

The choice data for the ISP revealed an effect of scenario, F(2,88) = 190.25, p < .001,
with individuals being more likely to respond ‘Yes’ for control scenarios, M= 2.91, SD
= .32, than for minor violation scenarios, M = 1.76, SD = .42, t = 14.68, p < .001,
or major violation scenarios, M = 1.68, SD = .45, t = 14.12, p < .001; individuals
were also less likely to say ‘Yes’ to major violation scenarios than to minor violation
scenarios, t = 2.46, p = .05. The response time data also revealed an effect of scenario,
F(2,88) = 9.67, p < .001, with individuals taking longer to respond to minor violation
scenarios, M = 2.78 s, SD = 1.07, that to control scenarios, M = 2.45 s, SD = .97, t
= 4.20, p < .001, or major violation scenarios, M = 2.43, SD = 1.33, t = 4.73, p =
.002, the difference between control and major violation scenarios was not significant,
t = .12, p = 1.00.

Response choice for minor and major violation scenarios was highly correlated, r=
.86, p < .001, while choice for the violation scenarios was not significantly related to
choice on the control scenarios (minor r = .001, p = .99; major r = −.15, p = .33).
Given the strong correlation between choice for the two violation scenarios, a composite
representing the average of the minor and major scenarios was used for further analyses.
The composite measure of violations was significantly correlated with impulsivity and
self-centeredness from the self-control scale (Table 1), consistent with the association
between violations of information security and self-control observed in previous research
[3].

Table 1. Pearson correlations between composite of choice for Minor and Major Violation
scenarios and subscales of the Self-Control scale.

Impulsivity Risk taking Self centered Simple task Physical

activity

Tempe

Violation .31* .18 .34* .15 .03 −.05

Note: *p < .05.

3.2 ERP Data

To examine the relationship between information security violations and the ERP cor-
relates of reward processing we split the subjects into three groups each including 15
individuals based upon tertiles of the violation composite. Scores for the low group
ranged from 1.20–1.27, scores for the middle group ranged from 1.67–1.80, and scores
for the high group ranged from 2.10–2.43. Two TaskPLS analyses were considered, one
that contrasted wins and losses for the person select trials and one that contrasted wins
and losses for the computer select trials. These analyses included data for 30 electrodes
and 0–1000 ms after onset of the feedback stimulus, as beyond 1000 ms differences in
the ERP largely seemed to have been resolved.
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Fig. 1. Grand-averaged ERPs at electrodes Fz, Cz, and Pz for the low and high information
security violation groups demonstrating the greater amplitude for the RewP and frontal P3 in
high than low violation individuals over the frontal and central regions, but not the parietal region
(parietal P3).

The analysis of the person select trials revealed one significant latent variable
(66.79%, p= .001) that represented an interaction between outcome and violation group,
where the strength of the contrast was similar for the low and middle violation groups
and then increased for the high violation group (Fig. 2a). The latent variable reflected the
RewP/FN and frontal P3 over the midline frontal-central region and transient and sus-
tained ERP components over the posterior regions. The analysis of the computer select
trials also revealed one significant latent variable (63.64%, p= .001) that represented an
interaction between outcome and violation group. For this analysis the strength of the
contrast increased from the low violation group to the middle and high violation groups
(Fig. 2b). The latent variable reflected the RewP/FN, but not the frontal P3, in addition
to sustained ERP activity over the occipital-parietal region (Fig. 2b).

4 Discussion

The behavioral data for the study were generally consistent with evidence from previous
research. Choice behavior in the ISP was sensitive to the severity of the violation of
information security converging with the broader literature on cyber-deviance [8], and
was correlatedwith impulsivity and self-centeredness [20]. This later finding is consistent
with the idea that aspects of poor self-control (i.e., impulsivity and self-centeredness)
are one factor that may contribute to violations of information security [3, 7, 20].
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Fig. 2. Design scores and electrode saliences at electrodes Fz and Cz for the person (a) and
computer (b) select analyses for the low, middle, and high violation groups.

Counter to our hypothesis that was grounded in the literature examining the relation-
ship between self-control and the ERP correlates of reward processing, the PLS analyses
revealed that the strength of the effect of outcome on the ERPs increased as individuals
became more likely to endorse a violation of information security. This effect could be
seen for both the ERPs related to gains (RewP) and losses (frontal P3) over the midline
frontal-central region. Based upon these data, it seems that violations of information
security may be associated with a general increase in ones sensitivity to both positive
and negative outcomes, rather than an imbalance between the processing of gains and
losses. A supplemental analysis of the parietal P3 revealed that the amplitude of this
component was insensitive to individual differences in violations of information secu-
rity. These data are important, as they demonstrate that the effects observed over the
midline frontal-central region are selective to feedback processing, and do not simply
reflect a nonspecific increase in neural activity in the high violation group.

The failure of the ERP data to support our hypotheses that were grounded in previous
research exploring the relationship between self-control and reward processing [11, 16]
is interesting when considered within the context of our behavioral data. These data did
reveal reliable correlations between two aspects of self-control (i.e., impulsivity and self-
centeredness) and choice behavior in the ISP, this finding indicates that decision-making
in the current task and sample was related to individual differences in self-control as
has been reported in previous research [5]. Together, the behavioral and ERP data may
indicate that the relationship between the neural correlates of feedback processing and
information security decision-making in the current study arise from attributes of the
participants that are not driven by individual differences in self-control, since the effects
are the opposite of what was anticipated based upon the extant literature. Following the
findings Crum et al. [4], these data may indicate that considering individual differences
in the processing of gains and losses could provide unique information when attempt-
ing to understanding the factors that contribute to compliance with, and violation of,
information security policies.
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There are some limitations of the study that should be considered. First, the sam-
ple was relatively small (i.e., 45) and the primary findings were inconsistent with our
hypotheses that were grounded in the extant literature. This might lead one to have
concern regarding the robustness or replicability of the results. To this point, we have
collected data for a second study with a larger sample using the modified 2-doors task
and a different version of the ISP. The pattern of data for this study is similar to what
is reported here, so it seems that the association between information security decision-
making and reward processing reported here is likely robust. Second, in the best case, the
ISP measures the intention to violate information security policy rather than actual vio-
lations of these policies. This could lead one to wonder whether the associations reported
herein would in fact translate to real-world decision-making. Cram et al. [4] reported that
similar factors tended to predict intended and actual compliance with information secu-
rity policy, possibly providing some reassurance that the current findings could provide
insight that is useful to information security professional. Third, the current participants
were primarily female and undergraduate students. Given this, one line of future research
could be to examine the relationships observed in the current study in a more represen-
tative sample with a balanced gender distribution and a broader range of professionals
with greater work experience wherein issues relevant to information security are more
salient.

In conclusion, the current findings demonstrate the utility of incorporating methods
and data from neuroscience when considering factors that contribute to violations of
information security policy [7].Additionally, these data provide novel evidence revealing
that the relationship between reward processing and information securitymay not simply
reflect a shared relationship with individual differences in self-control. Future studies
may seek to identify self-report or behavioral measures of reward sensitivity that could
be used in large-scale individual difference studies wherein the collection of EEG/ERP
data may not be practical given sample size or approaches to data collection (e.g., online
surveys).
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Abstract. Technostress (TS) research has been conducted since the early 1980s.
With regard to the relationship between user age andTS perceptions, research find-
ings are inconsistent. While some scholars argued, and empirically showed, that
older users are more prone to experience TS, other studies report opposite results.
In this paper, we briefly review the literature and summarize major empirical
findings on the relationship between age and TS, thereby documenting the incon-
sistency of results. Based on this review, we outline neurophysiological insights
which might serve as an explanation for the mixed evidence. Specifically, we
outline insights from physiology and brain research which describes neurobiolog-
ical changes in normal aging (i.e., changes that are unrelated to pathologies). We
focus on age-related changes related to the human stress system as we expected
that these alterations might predominantly contribute to a better understanding of
age-related differences in TS perceptions. We close this paper with a concluding
comment.
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1 Introduction

Technostress (hereafter TS) refers to stress that results from both the use of information
and communication technologies (ICTs) and the pervasiveness and expectations of ICT
use in business and society [1, 2]. TS has been studied since the early 1980s [3], and
hence a large body of research exists. Research indicates that TS negatively influences
technology-supported performance [4, 5] and user satisfaction [6, 7].Moreover, a review
of the negative neurophysiological consequences of ICT use indicates that several detri-
mental processes may occur in a user’s body, including elevations of stress hormones
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(adrenaline, noradrenaline, cortisol), increased activity of the sympathetic branch of the
autonomic nervous system (e.g., increase in heart rate, reduction in heart rate variabil-
ity, skin conductance elevation), and even changes in neural processes in the brain are
reported [2].

Because the current wave of digitalization and digital transformation implies increas-
ing future rates of ICT penetration in business and society, it is very likely that TS will
remain a highly relevant phenomenon. This foreseeable trend is accompanied by another
trend, namely the rapid aging of the workforce in industrialized countries, referred
to as “graying of the workforce” [8]. If both trends are considered in conjunction, a
fundamental question arises: Is there a relationship between age and TS?

Most people would expect that such a relationship exists. One widely held notion
points towards a positive relationship: The older a person, the higher the TS level. A
major argument underlying this notion is that the older generations (born in the 1960s
or earlier) neither grew up with ICT nor used it frequently (if at all), and this may affect
beliefs about, and attitudes towards, ICT [9]. Most people born in the 1990s at least
had a chance to get in touch with ICT during their childhood and adolescence, both in
business and at home, as the Personal Computer (PC) became pervasive in the 1980s.
Yet, general usage of ICT, if compared with today, was much lower. Individuals born in
the 2000s or later were exposed to, and used, ICT more than ever before, predominantly
as a consequence of the availability of the Internet and corresponding applications,
including the smartphone which began its “success story” with the introduction of the
iPhone in 2007. A seminal research agenda paper by Tams et al. [8] starts with a vignette
that supports the “have-not-grown-up-with-IT” argument, they write: “Benita Oldfellow,
who just turned 68, has to use information and communication technologies (ICTs) in
support of her work as an accountant. She has a positive attitude toward the technology
and believes it may be useful to her job, but she faces great trouble in using it effectively
– in contrast to her grandson Frank who grew up with ICTs […] (p. 284, italics in
original).

However, recent evidence indicates that smartphone use as predominantly practiced
by the younger generations is related to increased stress (for a review, see [10]). Thus,
recently a phenomenon referred to as smartphone use disorder began to develop, and it
has been shown that use of applications such as WhatsApp or Facebook, among many
others, may lead to notable stress reactions in users and to a reduction in life satisfaction
[11]. What follows is that it is also possible that a negative relationship between age and
TS could exist today: The younger a person, the higher the TS level. All in all, therefore,
the relationship between age and TS is not clear today. Some arguments may support
a positive relationship, while other arguments may substantiate a negative relationship
(Note that some papers indicate that eventually no relationship exists at all, see [12]).

Against this background, we reviewed papers to develop a picture regarding the
empirical evidence on the relationship between age and TS perceptions. What follows
is that our focus is on studies in which users’ (techno)stress, or a related construct
(e.g., communication load), was measured through a self-report. Thus, both survey and
experimental research is covered by our review.
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As the findings of our review show, research findings are inconsistent (for details,
see Sect. 2). We used this inconsistency as a starting point to search for neurophysiolog-
ical insights which might explain the mixed evidence. To this end, we studied literature
describing the neurophysiological changes in normal aging (i.e., changes that are unre-
lated to pathologies). In particular, we studied age-related changes related to the human
stress system as we expected that these alterations might specifically contribute to a
better understanding of age-related differences in TS perceptions (Sect. 3). We close
this paper with a concluding comment (Sect. 4).

2 Evidence on the Relationship Between Age and TS

On February 1, 2020, we conducted several search queries in Web of Science, one
of the worldwide largest databases with scientific articles, based on the following
keywords: “technostress”/“computerstress”/“digital stress” (specification “Title”) AND
“age” (specification “Topic”). In total, we identified eight papers of which five were con-
sidered as relevant, based on studying the full text of the papers [1, 13–16]. In addition to
these 5 papers, we identified 7 further relevant papers [7, 17–22], based on forward and
backward searches and personal communication in the scientific community. In Table 1,
in ascending order based on publication date, we summarize the main findings of the 12
papers. We cite relevant text passages literally and indicate our conclusion in bold.

In essence, the findings of our review indicate that 4 studies report a direct positive
influence of age on TS (i.e., the older, the more TS), while 3 studies report a direct
negative influence (i.e., the older, the less TS). The remaining studies either report an
indirect effect of age on stress-related outcomes (e.g., Maier et al. [7]; mediator: social
networking site usage characteristics) or moderation effects (e.g., Tams et al. [16]; age
moderates the effect of interruption characteristics on stress perceptions, whereat age
increases the effect). Moreover, our analyses reveal that even one and the same research
group found inconsistent findings (see [18] and [22]). Also, our analyses do not suggest
that the relationship between age and TS has changed systematically over the years.
Rather, we observe that what earlier studies already found in the 1980s and 1990s,
namely that age may positively affect TS, was replicated in more recent studies in the
2010s. Finally, the more recent studies have a focus onmore complex moderation effects
rather than on direct effects of age on TS.

Altogether, based on the evidence presented, we observe that research findings on
the relationship between age and TS perceptions are inconsistent. While inconsistent
research findings can be attributed to a number of factors (e.g., those related to method-
ology, research context, or sample characteristics), in the following we discuss neuro-
physiological insights that support either a positive, or a negative, relationship between
age and TS.
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Table 1. Review of papers on the relationship between age and TS perceptions

Source and sample Main finding

Elder et al. [19]
N = 403; white-collar workers in government
offices; USA

“The percentage of technostressed respondents
older than 50 years of age is more than double the
percentage of respondents under 30.” The
percentages of technostressed people in the four
investigated age groups are: <30 years = 14.8%,
30–39 y. = 13.0%, 40–50 y. = 20.4%, >50 y. =
31.9%. (p. 19)
Conclusion: Age → TS (+)

Birdi and Zapf [17
N = 134; office workers in 12 companies; Germany

“The present study examined the reactions of older
and younger workers to the situation of
encountering an error during computer-based work.
It was expected that older workers would have a
stronger negative emotional reaction to such an
error […] this was found to be the case.” (p. 309)
Conclusion: Age → TS (+)

Ragu-Nathan et al. [1]
N = 608; end users of ICT in five organizations;
USA

“With respect to age, we expected that it would not
affect technostress, whereas our findings show that
older people experience less technostress. This
result can be explained by possible greater
organizational tenure of older employees, leading to
more organization-specific experience and better
understanding of how to assimilate the stress
creating effects of ICTs in their work context. This
finding may be sample specific.” (pp. 429/430)
Conclusion: Age → TS (−)

Sahin and Coklar [22]
N = 765; Internet users; Turkey

“This finding [… indicates] that users of ages 26
and above have lower technostress levels due to use
of technology than users under 20 years of age. The
effect of age on technology use generally shows that
younger individuals have a more positive attitude
regarding the use of technology […] However, it
appears that regarding technostress, age has an
inverse effect. The lower technostress levels of 26
year or older participants may be attributed to their
lifelong experiences. These experiences may have
had an effect on the results.” (p. 1441)
Conclusion: Age → TS (−)

Coklar and Sahin [18]
N = 287; Internet users; Turkey

“An interesting finding is that technostress levels
appear to rise with age […] technostress levels of
social networking users may change based on their
age […] This finding shows that users aged 31 and
above have greater technostress levels than those
aged 20 and below.” (p. 179)
Conclusion: Age → TS (+)

(continued)
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Table 1. (continued)

Source and sample Main finding

Tarafdar et al. [21]
N = 233; information systems users in 2
government organizations; USA

“Older professionals experience less technostress.
Intuitive reasoning suggests that younger people,
being more familiar with technology, would
experience less technostress. However, it is also true
that older people are better able to handle stress in
general and computer-related changes because of
maturity. Also, the older employees in our sample
had greater organizational tenure, which means they
had more organization-specific experience and
better understanding of how to assimilate the
stress-creating effects of IS in their work context.
Further, having possibly greater power within the
workplace, they are likely to have had more choice
and latitude in their use of IT. Hence, they were
possibly able to appropriately pace out IT-related
change and learning activities, thus experiencing
lower technostress.” (p. 119)
Conclusion: Age → TS (−)

Jena and Mahanti [20]
N = 116; Internet users; India

“The results also show that the older [users]
experience more technostress than younger [users
…] the obvious reasoning suggests that the younger
people are more familiar with latest technology and
hence would experience less technostress.”
Conclusion: Age → TS (+)

Maier et al. [7]
N = 571; Internet users; Germany

“Although age has no significant effect on social
overload, bivariate correlations indicate a
relationship between an SNS [Social Networking
Site] user’s age and the two SNS usage
characteristics [UC] extent of usage and number of
friends in SNS […] On the basis of this, it might be
justified to say that the effect is mediated on social
overload [SO] through these two variables.” (p. 475)
Conclusion: Age → UC → SO (+)

Reinecke et al. [15]
N = 1,557; Internet users; Germany

“As predicted […] communication load [CL] was
positively related to perceived stress [PS] in the age
range of 50 to 85 years […] but not in the
subsamples of participants aged 14 to 34 years […]
and 35 to 49 years […] this pattern of results
suggests a moderation effect of age on the effect of
communication load on perceived stress […] As
predicted […] Internet multitasking [IM] was
significantly related to perceived stress in the age
range of 14 to 34 years […] and 35 to 49 years […]
but not in the subsample of participants ages 50
years and above.” (pp. 103–104) “While the present
study clearly underlines the universal relevance of
ICT-related stress over the life span, our findings
also demonstrate marked discrepancies between
different age groups both with regard to the effects
of communication load and Internet multitasking on
psychological health.” (p. 106)
Conclusion: CL → PS (Age ↑), IM → PS (Age ↓)

(continued)



312 R. Riedl and K. VanMeter

Table 1. (continued)

Source and sample Main finding

Tams et al. [16]
N = 128, subjects in experiment, half younger (on
average 21 years) and half older people (on average
71 years), North America

“[A]ge acts as a moderator of the interruption-stress
relationship due to age-related differences in
inhibitory effectiveness, computer experience,
computer self-efficacy, and attentional capture. We
refer to these age-related differences as
concentration, competence, confidence, and capture
[…] We tested our model through a laboratory
experiment with a 2 × 2 × 2 mixed-model design,
manipulating the frequency with which
interruptions [IR] appear on the screen and their
salience (e.g., reddish colors). We found that age
acts as a moderator of the interruption-stress link
[measured as perceived stress, PS] due to
differences in concentration, competence, and
confidence, but not capture.” (p. 857)
Conclusion: IR → PS (Age ↑)

Hauk et al. [13]
N = 1,216; employees; longitudinal data collection
(T1, T2, T3); Germany, Austria, Switzerland

“Contrary to our hypothesis, age was negatively
related to techno-stressors at T2 […] and not related
to techno-stressors at T1 and T3 […] there was no
significant relationship between age and the level of
techno-stressors after controlling for job-related
ICT dependency. Therefore, in occupational settings
higher age is not per se connected to an increased
prevalence of situations in which ICT-related
demands exceed workers’ abilities to meet them.”
(pp. 9/14)
Conclusion: Age → TS (−), Age ↔ TS (n.s.)

Marchiori et al. [14]
N = 927; users in 14 public institutions; Brazil

“Regarding the effect of the age of the workers on
technostress […] we tested hypotheses that when
compared to younger workers, older workers are
more affected by (a) techno-overload, (b)
techno-invasion, (c) techno-complexity, and (d)
techno-uncertainty. In this sense, the evidence
supported hypothesis H1c and did not support
hypotheses H1a, H1b, and H1d. More precisely, we
detected a difference related to the age of users: the
results suggest that older users tend to perceive the
organizational technology environment
(techno-complexity) to be more complex than
younger users.” (pp. 8/9)
Conclusion: Age → TS (+) (but only for
techno-complexity)

3 Neurophysiological Changes in Normal Aging

Normal aging causes various forms of neurophysiological degeneration as well as some
cognitive decline [23], obviously with individual differences. The overall reduction in
brain volume and weight during the normal aging process has been well documented
with a particular decline in the prefrontal cortex (PFC) [24]. Essig [25] indicates that
with a maximum weight in the third decade of age, a gradual decline of brain volume
takes place thereafter. Other studies report similar findings. For example, it has been
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found that the volume of the brain and/or its weight declines with age at a rate of
approximately 5% per decade after age 40, with the actual rate of decline eventually
increasing with age particularly over 70 [26, 27]. Baron and Godeau [28], reviewing
original empirical studies, indicate that decline in postmortem brain volume with age
is smaller than reported in other studies (around 1.5% per decade or even smaller).
Independent from whether changes in brain volume that result from aging occur at a
rate of 1% or 5%, it is an established fact that volume changes can be attributed, among
others, to loss of neurons, reduced dendritic arborization, decreased spine density and
loss of synapses, as well as reductions in the amount of white matter [28].

As summarized in Riedl and Léger ([29], p. 37), the PFC constitutes the neural basis
for the implementation of several mental processes. First, PFC is critical for the neural
implementation of inhibitory control, a cognitive process that makes possible that an
individual is able to inhibit impulses in order to select more appropriate behaviors. A
recent TSpaper found that inhibitory effectiveness is better in younger than in older users,
and relates this finding to alterations in the aging brain (“As people age, the frontal lobe’s
connections with other brain areas change and the frontal lobe shrinks, resulting in an
inhibitory deficit” [16], p. 866). Moreover, Riedl and Léger outline that the dorsolateral
PFC is critical for general thought processes, workingmemory, and fairness perceptions,
while the ventromedial PFC is important for executive functions and abstract thinking.
Several of these mental processes play an important role in the perception and evaluation
of potential stressors [30, 31], including those related to use of ICT [2]. Perception and
evaluation of stressors influence stress consequences such as health issues [32].

White matter forms a large portion of the deep brain areas and the outer parts of
the spinal cord. It is composed of myelinated axons allowing rapid communication
between the regions of gray matter. The myelin sheaths in the central nervous system
are produced by oligodendrocytes (glial cells) and function in the protection of the
axons as well as allowing saltatory conduction of axon potentials. Degenerative changes
of myelin during the normal aging process could lead to cognitive decline. However,
there are some indications that the number of oligodendrocytes increases during aging,
suggesting that some myelination is still possible [33].

Thus, white matter alterations directly affect information transmission in the brain,
and possibly also information processing and information integration, because white
matter subserves the functioning of graymatter (the latter consists primarily of neural cell
bodies and is located in different brain areas). Such alterations, in turn, affect cognitive
functions. Therefore, it is possible that TS research findings like “age acts as a moderator
of the interruption-stress relationship” ([16], p. 857) can be traced back to anatomical
and/or functional alterations in the PFC and white matter.

Even without any disease processes, the anatomical changes in the aging brain do
not occur at the same extent in all brain regions, just as it is the case throughout the aging
body in general. As indicated, while the PFC does seem to be affected the most and earli-
est, the hippocampus, insula, thalamus, and basal ganglia, among others, are affected as
well [24, 25]. As summarized in Riedl and Léger ([29], Chapter 2), the mentioned brain
areas contribute to the neural implementation of the following mental processes, among
others: learning and memory (hippocampus), homeostasis and emotion (insula), regula-
tion of alertness, attentiveness, and sleep (thalamus), and reward processing, learning,



314 R. Riedl and K. VanMeter

and motivation (basal ganglia). Because all these processes are related to stress percep-
tions [2, 30, 31], including stress in the context of ICT use, it is evident that declines in
these areas could explain why older people experience more, or less, TS than younger
people.

In stressful situations, two major biological systems become activated: sympathetic-
adrenomedullary (SA) and hypothalamic-pituitary-adrenocortical (HPA). The former
system controls the stress response and describes the “[o]utflow of sympathetic auto-
nomic nervous system [ANS] that triggers rapid physiological and behavioral reactions
to imminent danger or stressors,” while the latter system “describes the complex chain of
physiological events that characterizes […] stress response systems” ([34], pp. 147–148).

Regarding the SA system, several studies indicate an increase in basal plasma nora-
drenaline levels with age suggesting that healthy aging is associated with elevated basal
sympathetic activity; the reactivity of the sympathetic and parasympathetic branches of
the ANS, however, seem to be reduced [35]. What follows is that some effects of aging,
at least theoretically, should result in increased physiological stress (e.g., higher basal
plasma noradrenaline levels, reduced reactivity of the parasympathetic ANS), while
other effects could lead to attenuated stress (e.g., reduced reactivity of the sympathetic
ANS). In this context, it is critical to emphasize that noradrenaline, much more than
adrenaline, acts as a neurotransmitter in the human nervous system.What follows is that
changes in basal plasma noradrenaline levels with age necessarily have strong effects
on the brain and ANS, thereby likely affecting stress perceptions.

Regarding the HPA system, Sampedro-Piquero et al. [36] write: “During aging,
excessive activation of the HPA axis and hypersecretion of glucocorticoids can lead to
dendritic atrophy in neurons in the hippocampus, resulting in impairment in learning and
memory functions. Damage or loss of hippocampal neurons would result in impaired
feedback inhibition of the HPA axis and glucocorticoid secretion, leading to further
damage caused by elevated glucocorticoid concentrations. This feed-forward effect on
hippocampal neuronal loss is known as the glucocorticoid cascade hypothesis” (p. 285).
Research also indicates that diurnal cortisol increases with age and glucocorticoid sen-
sitivity decreases with age, resulting in a higher peak of cortisol levels and a longer stress
response [37].

In their review, Sampedro-Piquero et al. [36] also refer to neurotransmitters and
neuropeptides. Serotonin levels, a substance related to emotion, mood, anxiety, impul-
siveness, sleep, and stress ([38]; [29], p. 33), change with age [39, 40]. Based on this evi-
dence, Sampedro-Piquero et al. [36] argue that “it is highly possible that age-dependent
changes in the serotonergic system contribute to the vulnerability to stress in old age”
(p. 286, italics added). Further substances discussed in the review by Sampedro-Piquero
et al. are, among others, brain-derived neurotrophic factor (BDNF, “[a]ging itself appears
to be associated with decreased BDNF signaling in the brain and depressed patients are
also characterised by low blood BDNF levels”, italics added) and GABA (“the pri-
mary inhibitory neurotransmitter in the brain, progressively decreases during aging […]
Dysfunction of the GABAergic system is heavily implicated in anxiety and depression
[…] Therefore, decreased GABA in the brain may contribute to problematic mood and
anxiety symptoms during aging”, italics added) ([36], p. 286).
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Also, it is reported that dopamine levels decline by around 10%per decade from early
adulthood. Regarding the specific underlying mechanisms, Peters [24] indicates, based
on a review of original studies, that it is possible that “dopaminergic pathways between
the frontal cortex and the striatum decline with increasing age, or that levels of dopamine
itself decline, synapses/receptors are reduced or binding to receptors is reduced” (p. 85).
There is evidence for a relation between HPA axis responses and the dopaminergic
system [41]. Moreover, it was found that a positive interaction exists between dopamine
and oxytocin [42], a neuropeptide that has been shown to positively affect human social
behavior and trust among humans (for a review, see [43]). Because a negative relationship
between oxytocin and the stress hormone cortisol iswell established in the literature [44],
and considering the positive interaction between oxytocin and dopamine, what follows
is that decline in dopamine levels with aging presumably increases stress through HPA
axis alterations.

Finally, another factor to consider in the normal aging process and stress are telom-
eres, the caps that protect the end of chromosomes. With each cell division these telom-
eres become a little shorter, providing less protection to the chromosome. Blackburn
and her team described the role of the telomeres in the aging process and how stress can
shorten the telomeres, thus accelerating aging and also influencing the response to stress
[45, 46]. What follows is the following causal chain: Stress → Telomeres → Aging →
Stress (then the loop begins again). Thus, it is possible that changes in telomeres, which
are both a consequence of stress and an (indirect) stress determinant, could help explain
why older users experience more TS than younger ones.

In Table 2, we summarize major findings regarding neurophysiological changes in
normal aging with effects on stress. This list is not exhaustive. Yet, the indicated changes
constitute a starting point to better understand the review findings on the relationship
between age and TS (Sect. 2).

So far, our discussion in Sect. 3 has dealt with neurophysiological changes in normal
aging that predominantly explain why older users experience more TS than younger
ones [Age → TS (+)]. As briefly discussed in the following paragraph, the literature
on changes in normal aging has identified several factors that may significantly slow
down aging processes, thereby attenuating negative consequences such as those related
to stress. Thus, the factors that we outline in the following, referred to as “protective
factors” [24], can explain why some older users experience little TS, or even no TS, and
that is consistent with the studies in Sect. 2 which indicate that age negatively relates
to TS [Age → TS (−)], that is, older users experience less TS than younger ones.
Importantly, genetic predisposition, along with interaction of that predisposition with an
individual’s environmental influences, may not only affect stress reactions and percep-
tions (as discussed in a review by Riedl [2] on TS), but also neurophysiological changes
in normal aging. However, the “protective factors” below can be directly influenced by
an individual. Thus, users—independent from their age—should be aware of the fact
that consideration of these factors is likely to reduce stress in general, and hence also
TS.

First, diet significantly affects aging. Evidence indicates that a diet higher in energy
and/or lower in antioxidants accelerates aging;moreover, it is reported that energy restric-
tion may prolong life [47–50]. Second, moderate, low, or no alcohol intake may help
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Table 2. Selected neurophysiological changes in normal aging with effects on stress

Physiological system Main finding

Brain Decline mainly in the prefrontal cortex (PFC),
but also in other brain regions, including
hippocampus, insula, thalamus, and basal
ganglia. Reductions in the amount of white
matter

Hormones, Neurotransmitters, Neuropeptides Increase in basal plasma noradrenaline levels
and in diurnal cortisol levels. Glucocorticoid
sensitivity decreases. Changes in the
serotonergic system. Decreased BDNF
signaling and decreased GABA in the brain.
Reduced dopamine levels

Genes Stress can shorten the telomeres, thereby
accelerating aging, which, in turn, affects the
response to stress. A telomere is a region of
repetitive nucleotide sequences at each end of a
chromosome, which protects the end of the
chromosome from deterioration or from fusion
with close-by chromosomes

to avoid accelerated aging. Specifically, Peters [24] reviewed papers and reports that
“moderate drinkers show reduced white matter lesions, infarcts, and even dementia”
(p. 86). Third, exercise is also beneficial and it was found that it improves neurocog-
nitive function with aging; moreover, aerobic fitness reduces brain tissue loss in aging
humans [51, 52]. Fourth, it is reported that “increased cognitive effort in the form of
education or occupational attainment” ([24], p. 84, italics added) may also be a good
defense against the alterations in an aging brain.

4 Concluding Comment

TS research has been conducted since the early 1980s. A fundamental research question
in this field is whether a relationship between user age and TS perceptions exists, and
if so, what the exact nature of this relationship is. To date, research findings are incon-
sistent. While some studies showed that older users are more prone to experience TS,
other studies report opposite results. Some papers found no relationship at all. As dis-
cussed in Riedl et al. [53], NeuroIS research should also consider application of existing
neuroscience findings to interpret, or reinterpret, existing behavioral findings or find-
ings that are based on self-reports. Here, we discussed insights on neurophysiological
changes in normal aging in order to provide possible explanations for the inconsistent
research findings on the relationship between user age and TS perceptions. As deductive
argumentation (based on neurophysiological insight in our case, as reviewed in Sect. 3)
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cannot substitute for original empirical research, it is hoped that the present paper insti-
gates future studies which empirically examine, based on neuroscience methods, what
we derived theoretically in this publication.

Complementary to this “neuroscience direction” of research, purely behavioral
research could also contribute to a better understanding of the inconsistent research
findings on the relationship between age and TS perceptions. To resolve the conflicting
findings in prior work effectively, it would be necessary to develop a theoretical model
examining the moderating factors that determine when the relationship between age and
perceived TS is negative and when it is positive. Moreover, a mediation model could be
developed that explains which mediating factors create a positive or negative indirect
relationship, when the direct effect has the opposite directionality. As a starting point,
we refer the reader to research by Tams and colleagues, which may serve as an example
for what we call “high-caliber” theorizing, see [8] and [16].

It is hoped that the present paper instigates future studies at the nexus of TS and user
age, both behavioral and neurophysiological in nature. It will be rewarding to see what
insight future research will reveal.
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Abstract. Smartphones have become ubiquitous in society; for instance, 81%
of Americans report they own at least one device. Along with an increase in
smartphone use, there is growing concern surrounding the pathological use of these
devices. Pathological smartphone use is associated with elevated anxiety, sleep
disturbance, and increased impulsivity. Given these concerns, the current study
examined the relationship between pathological smartphone use and the neural
correlates of reward processing in a college-aged sample. The amplitude of neural
activity elicited by gains and losses was negatively correlated with pathological
smartphone use when individuals were the choice agent, but not when a computer
was the choice agent. These data reveal that overlapping neural systems may
contribute to pathological technology use and other forms of addictive behavior
and substance abuse.

Keywords: Smartphone pathology · Feedback processing

1 Introduction

Smartphone use is pervasive in today’s society and has become integral to how we
socialize and operate in our everyday lives. 81% of Americans owned smartphones
as of 2018, which increased from only 35% in 2011 [1]. We have become so closely
attached to our smartphones that 46% of people say they cannot live without them [2].
Pathological smartphone use has been linked to increased neuroticism, impulsivity, sleep
disturbance, anxiety, and depression [3]. Due to these significant issues and the fact that
20–40% of individuals may be pathological smartphone users, emerging research seeks
to identify the correlates and causes of pathological smartphone use [3]. To this end, the
current study builds upon research examining the psychological and neural correlates of
pathological technology use (i.e., social media and video games) [4] by examining the
relationship between pathological smartphone use and the neural correlates of reward
processing using event-related brain potentials (ERPs).

Substantial research has beendevoted to identifying the neural correlates of substance
abuse and chemical dependence, while less is known about the neural underpinning of
the pathological use of technology. For instance, in an influential review paper Goldstein
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and Volkow [5] demonstrated that there was significant overlap in the neural structures
that revealed differences between individuals experiencing addiction and controls related
to cognition, emotion, and motivation on the one hand, and feelings of craving, intoxica-
tion, and withdrawal on the other. These differences were widely distributed across the
medial, lateral, and orbital surface of the prefrontal cortex [5]. While other research has
consistently demonstrated that altered activity within the reward system involving the
ventral striatum and medial frontal cortex are associated with the presence of substance
abuse [6].

In the context of technology use, many of the symptoms of pathological smartphone
use (e.g., impulsivity, depression) are associated with altered neural activity related to
the medial and lateral prefrontal cortex. As an example, depression is associated with
attenuated ERPs related to the processing of rewards and positive outcomes over the
medial frontal cortex in late childhood to adulthood [7, 8]. Also, there is some evidence
indicating that the influence of depression and impulsivity on reward processing may
interact [9, 10]. Together, the general effects of addiction on reward processing [5, 6]
and the association between pathological smartphone use and psychiatric correlates of
addiction [3] led us to the current exploration of the relationship between pathological
smartphone us and reward processing.

The findings of studies examining the pathological use to social networking sites
(SNS) [4] and video games [11] are consistent with the idea that pathological technology
use is associated with alterations of the processing of gains and losses in addition to
differences in decision-making that involve the reward system. For instance, Meshi et al.
[4] reported a negative correlation between the pathological use of SNS and performance
on the IowaGambling Task (IGT) that could reflect either a failure to learn from negative
outcomes over time or a greater sensitivity to gains than losses within the task. At the
neural level, Turel et al. [12] demonstrated pathological SNS use was associated with a
reduction in volume of the posterior insula that contributes interoceptive information to
decision-making, and that this reduction was related to steeper delay discounting rates
in individuals with greater SNS pathology. Together these findings may reveal a shift in
subjective value related to pathological SNS use wherein individuals place greater value
on immediate rewards. Complimenting the evidence from studies of pathological SNS
use, pathological video gaming is associated with poor decision-making in the IGT and
diminished learning from positive and negative feedback in the Probabilistic Selection
Task [11]. Related to this finding, high levels of action gaming – that is correlated with
pathological gaming – are associated with a reduction in the amplitude of ERPs related
to negative feedback resulting from the action of the player (i.e., busts) in a virtual
Blackjack game [13]. While action gaming was not related to the processing of wins or
losses, that did not result from the direction action of the individual (i.e., dealer wins).

To explore the association between pathological smartphone use and the neural
correlates of reward processing we used ERPs in combination with a modified 2-doors
gambling task. The 2-doors task is a simple gambling paradigm that has been widely
used in basic research to explore the neural correlates of reward processing [14], and
in applied research to examine the effects of psychopathology (e.g., depression and
anxiety) on reward processing [7]. In the modified 2-doors task, a cue is presented at
the beginning of each trial indicating whether the participant or computer will make the
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selection for the current trial. Individuals win or lose somemoney on each trial regardless
of whether they or the computer chooses for the given trial. This manipulation allows one
to consider the effect of choice or agency on the ERPs related to processing gains and
losses, and has been useful in exploring the relationship between reward processing and
various individual differences including socioeconomic status [15], self-control [16],
and depression [17].

Differences in the ERPs related to outcome (i.e., wins vs. Losses) in the modified
2-doors task emerge around 200 ms after feedback is presented over the frontal-central
region of the scalp. The Reward Positivity (RewP) represents greater positivity for gains
than for losses, while the Feedback Negativity (FN) represents greater negativity for
losses than for gains, both occurring between 200–300ms [14]. Following the RewP/FN,
the ERPs become more positive for losses than for gains over the frontal-central region
reflecting the frontal P3 [16, 17]. The amplitude of the RewP and FN are modulated by
agency (i.e., greater for subject than other select trials), while the frontal P3 appears to
be limited to person select trials [16, 18] only being observed when the participant is the
agent of choice.

Given the associations between pathological smartphone use and impulsivity and
depression [3], the association between these individual differences and reward process-
ing [7, 9], the relationship between pathological technology use (i.e., SNS and video
games) and reward processing as well as decision-making [4, 13], we predicted that
elevated pathological smartphone use would be associated with a decrease in the ampli-
tude of the RewP for wins and the frontal P3 for losses in the person select condition.
Based upon evidence from the video game literature [13], we can also predict that the
association between pathological smartphone use and reward processing will be limited
to the person select trials. Furthermore, based upon work related to depression, we pre-
dicted that pathological smartphone use would not be related to the amplitude of the
parietal P3; revealing a selective effect of pathological smartphone use on the neural
correlates of reward processing rather than a general effect of information processing
and decision-making.

2 Method

2.1 Participants

Sixty-nine individuals who were undergraduate students at DePauw University partici-
pated in the study (age M = 19.5 years, 15 male, 53 female, 1 unidentified) for course
credit. Data for 4 participants were incomplete (i.e., either the survey data were missing
or there was a high degree of artifact in the EEG data) and not included in the analyses.

2.2 Materials and Procedure

Participants provided informed consent and then competed a survey including the demo-
graphic and individual difference measures. These measures included the Smartphone
Addiction Scale-Short Version (SAS-SV) [19], the Self-Control Scale [20], the CES-D
to measure depressive symptoms [21], and short measures of Internet [22] and video
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game pathology. The Smartphone Addiction Scale-Short Version [19], is a 10-item scale
that measures the physical, psychological, and social implications of smartphone use.
Some examples of items are “Missing planned work due to smartphone use, using my
smartphone longer than intended.” and “Having my smartphone in mind even when I
am not using it”.

For the modified 2-doors task, subjects were presented with a cue that indicated
whether they or the computer would choose one of two doors for the trial. Half of the
80 trials were person select trials and half were computer select trials. Individuals either
won 25 cents or lost 12.5 cents for each trial, regardless of whether they or the computer
chose the door. The difference in the value of gains and losses was implemented to
control for loss aversion within the paradigm with the goal of balancing the subjective
value of wins and losses on average across participants [14]. An upward pointing green
arrow indicated a win, and a red downward pointing arrow indicated a loss. Unknown to
the subjects, outcomes in the task were random so that all individuals won $5 and were
paid in cash at the end of the task.

2.3 EEG Recording and Analysis

The EEG was recorded from a 32 channel actiCHamp system using the Brain Vision
Recorder software and a standard 32 channel actiCAP scalp montage where CP5-CP6
were replaced with active electrodes located below the eyes to monitor blinks and ver-
tical saccades. During recording, the electrodes were grounded to electrode Fpz and
referenced to electrode Cz, for data analysis the data were re-referenced to the aver-
age reference. The EEG was digitized at 500 Hz and then bandpass filtered between
.1–30 Hz using an IIR filter implemented in ERPLAB (5.1.1.0) [23] for the analyses.
Ocular artifacts associated with blinks and saccades were corrected with ICA imple-
mented in EEGLAB (13.6.5b) [24]. Trials contaminated by other artifacts were rejected
before averaging using a ±100 µV threshold. The ERPs were averaged for −200 to
1500 ms around onset of the feedback cues for subject wins, subject losses, computer
wins, and computer losses.

3 Results

For the SAS-SV the median score was 22 and the range of scores was 9 to 44, revealing
a fairly broad distribution in the level of pathological smartphone use across the sample.
Scores on the SAS-SV were highly correlated with pathological use of the Internet
(Table 1), and moderately correlated with video game pathology. Consistent with the
extant literature [3], elevated pathological smartphone use was associated with both
greater impulsivity and higher levels of depressive symptoms.

To determine whether the data for the modified 2-doors task studies were consistent
with previous research [17], we first examined the effects of outcome and agency on the
RewP, frontal P3, and parietal P3 in a set of ANOVAs. Consistent with previous research,
at electrode FC1, the effect of outcome was greater on the RewP for the person select
trials than for computer select trials (outcome × agent F(1,64) = 15.08, p < .001). At
electrode Fz the frontal P3 was also greater for person select trials than computer select
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Table 1. Correlations between pathological smartphone use and individual difference measures.

Internet Video game Impulsivity Depression Simple
tasks

.60** .38** .29* .29* .43**

Note: p < .05 *, p < .01 **

trials (outcome × agent, F(1,64) = 24.97, p < .001). In contrast, at electrode Pz the
parietal P3 revealed an effect of agent (F(1,64) = 144.79, p < .001), and no effect of
outcome (F < 1.00).

Fig. 1. Grand-averaged ERPs for wins and losses on the person and computer select trials demon-
strating the association between smartphone pathology and the RewP and frontal P3 for person
select trials; and the absence of an association for the parietal P3. The Low, Mid, and High groups
represent tertials of the distribution of SAS-SV scores.

In exploring the association between smartphonepathology and theERPdata (Fig. 1),
we observed that the ERPs tended to be similar for individuals with moderate and high
levels of pathology relative to individuals with low levels of pathology. Therefore, for
the analyses of the brain behavior relationships we considered both linear and quadratic
(i.e., ERP amplitude squared) associations.

The RewP and parietal P3 for wins are presented in the left panel of Fig. 1. For the
RewP, person select trials revealed a linear association between smartphone pathology
and ERP amplitude that was marginally significant (r=−.19, p= .06); and a significant
quadratic effect (r = −.26, p = .02). For the computer select trials, the correlation
between the RewP and smartphone pathology was not significant (r = −.13, p = .147).
The parietal P3 and smartphone pathology were not significantly correlated for either
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trial type (person r=−.11, p= .19, computer r=−.05, p= .35). These findings support
the hypothesis that increasing levels of pathological smartphone use would be associated
with a reduction in the amplitude of the RewP for person select trials.

The frontal and parietal P3 for losses are presented in the right panel of Fig. 1. For
the frontal P3, smartphone pathology was significantly correlated with ERP amplitude
for the person select trials (linear r=−.30, p= .009; quadratic r=−.29, p= .01); while
these correlations were not significant for computer select trials (r = .14, p = .13). For
loss trials the parietal P3 was not significantly correlated with smartphone pathology in
either person (r= .08, p= .73) or computer (r= .03, p= .60) select trials. These findings
are consistent with the hypothesis that increasing levels of pathological smartphone use
would be associated with a reduction in the amplitude of the frontal P3 for person select
trials.

4 Discussion

The individual difference data revealed reliable correlations between smartphone pathol-
ogy and Internet and video gaming pathology. This finding leads to two conclusions.
First, there appears to be significant overlap in symptoms of pathological technology use
across the three measures that may reflect a core predisposition to pathological technol-
ogy use; second, the moderate size of these correlations also leads to the suggestion that
there are likely unique contributors to pathological use of the three media. Consistent
with previous research [3], smartphone pathology was also correlated with depressive
symptoms and impulsivity. In future studies it would be interesting to explore the direc-
tion of this association (i.e., does impulsivity lead to pathological smartphone use or does
smartphone use increase impulsivity) or whether it is reciprocal (i.e., does smartphone
use increase depression that in turn leads to greater smartphone pathology).

The ERP data provide support for our hypotheses, and revealed that greater patho-
logical smartphone use was associated with a reduction in the amplitude of the RewP
and the frontal P3, influencing the processing of both gains and losses, that emerged
even at moderate levels of pathology. These findings may indicate that alterations of
reward processing are observed in individuals expressing levels of smartphone pathol-
ogy that are below the threshold of what would be considered disruptive or clinically
relevant in previous research [19]. Converging with evidence from a study examining
the relationship between action video gaming and reward processing [13], the influence
of pathological smartphone use was limited to person select trials where the partici-
pant was an active agent of choice for the RewP and frontal P3, and did not extend
to the parietal P3. Together these findings reveal that pathological smartphone use is
not associated with a general disruption of information processing, but is specifically
related to the attenuation of neural activity associated with the processing of gains and
losses that are tied to the actions of the individual. Future studies could seek to further
explore the boundary conditions of the association between pathological smartphone
use and the neural correlates of cognitive, affective, and social information processing
and decision-making.

The current findings demonstrate that pathological smartphone use was associated
with a decrease in the amplitude of neural activity related to the processing of both gains



Smartphone Pathology, Agency and Reward Processing 327

and losses when the individual was the agent of choice in the modified 2-doors task.
These findings compliment those of other recent studies demonstrating that various
forms of digital technology use are associated with alterations in the processing of
positive and negative outcomes that may serve to guide decision-making over time.
Specifically, our data are consistent with evidence indicating that video game pathology
is associated with decreases in the efficient processing of both positive and negative
feedback related to gambling and reinforcement learning [11]. At the neural level, there
also seems to be some overlap in the relationship between pathological smartphone
use and high levels of action video game play, as both are associated with a decrease
in the amplitude of ERPs elicited by losses resulting from one’s own actions [13]. Our
findings are also consistent with the finding that the pathological use of social networking
sites may be associated with disruptions of feedback processing that guide decision-
making in the Iowa Gambling Task [4]. Together, these data may reveal a behavioral
and physiological phenotype of individuals that are susceptible to the development of
pathological technology use that transcends the specific device, platform, or medium
embodied within a given piece of technology.

Some commentators have questioned the appropriateness or utility of terms like
smartphone addiction or addiction to other forms of digital technology (e.g., social
network sites, video games) [25]. In the context of pathological smartphone use, these
authors argue that the current literature is insufficient to demonstrate that pathological
smartphone use rises to the level of an addiction in the way that substance abuse or
gambling might; and that it is unclear whether smartphones merely provide a vehicle to
support the pathological use of other formsof technology. For instance, using one’s phone
to play games on the Internet or surf social media sites. Our data do reveal moderate to
strong correlations between smartphone, Internet, and video game pathology; so it seems
possible that in the current study the smartphone pathology scale is serving as a surrogate
for the pathological use of technologies that can be accessed via the device. This may
to some degree provide an explanation of the higher rates of pathological smartphone
use that are described in the literature relative to pathological Internet and gaming, as
measuring smartphone pathology may be capturing different samples of individuals.
One avenue of future research could be to attempt to tease apart the various elements of
smartphone use that contribute to smartphone pathology in order to gain a deeper and
more nuanced understanding of the phenomenon.

There are some limitations of the study that are worth considering. First, the partici-
pants included in the study were generally recruited through convenience sampling and
were drawn from a pool of students taking introductory psychology and more advanced
content courses. Relevant to this concern, a screening sample used to recruit participants
with elevated scores on the SAS-SV revealed that approximately 20% of the sample
would have met criteria used in previous studies for smartphone addiction, a value that
is similar to some published research [3]. This may indicate that our sample is similar
to those reported in prior research in this area. Second, the modified 2-doors task does
not provide meaningful behavioral data, so it is impossible to determine how patho-
logical smartphone use may have contributed to decision-making guided by feedback
processing. This could be addressed in future research using tasks with well character-
ized behavioral outcomes such as the IGT, probabilistic selection task, or the balloon
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analogue task. Third, ERPs do not provide direct measures of subcortical structures that
contribute to reward processing, therefore, future work in this area may benefit from
the use of fMRI to provide a more complete view of activity within the reward net-
work related to pathological smartphone use. Finally, the sample was primarily female,
and this likely limited the correlation between smartphone pathology and video game
pathology that is more common in males [11]. Therefore, it may be worthwhile to obtain
larger and more gender balanced samples in future research to estimate the true size of
this relationship.

In conclusion, the current study revealed reliable correlations between pathological
smartphone use and ERP activity related to processing both gains and losses in a simple
gambling task when the individual was an active agent in determining the outcome of the
trial. In contrast, pathological smartphone use was not associated with the parietal P3.
Together, these findings demonstrate a specific association between pathological smart-
phone use and reward processing rather than amore general associationwith information
processing and decision-making. Finally, consistencies between our findings related to
pathological smartphone use and those from other digital technologies including social
networking sites and video games may reveal a general behavioral and physiological
phenotype that is marked by the disruption of reward processing and underpins the
pathological use of technology.

References

1. Pew Research Center Infographic (2019). https://www.pewresearch.org/internet/fact-sheet/
mobile/

2. Ning, W., Davis, F., Taraban, R.: Smartphone addiction and cognitive performance of college
students. In: Twenty-Forth Americas Conference on Information Systems (2018)

3. De-Sola Gutiérrez, J., Rodríguez de Fonseca, F., Rubio, G.: Cell phone addiction: a review.
Front. Psychiatry 7, 175 (2016)

4. Meshi,D., Elizarova,A.,Bender,A.,Verdejo-Garcia,A.: Excessive socialmedia users demon-
strate impaired decision making in the Iowa Gambling Task. J. Behav. Addict. 8, 169–173
(2019)

5. Goldstein, R.Z., Volkow, N.D.: Dysfunction of the prefrontal cortex in addiction: neuroimag-
ing findings and clinical implications. Nat. Rev. Neurosci. 12, 652–669 (2011)

6. Bechara, A.: Decision making, impulse control and loss of willpower to resist drugs: a
neurocognitive perspective. Nat. Neurosci. 8, 1458–1463 (2005)

7. Foti, D., Hajcak, G.: Depression and reduced sensitivity to non-rewards versus rewards:
evidence from event-related potentials. Biol. Psychol. 81, 1–8 (2009)

8. Bress, N.B., Smith, E., Foti, F., Klein, N.D., Hajcak, G.: Neural response to reward and
depressive symptoms in late childhood to early adolescence. Biol. Psychol. 89, 152–162
(2012)

9. Novak, B.K., Novak, K.D., Lynam, D.R., Foti, D.: Individual differences in the time course of
reward processing: stage-specific links with depression and impulsivity. Biol. Psychol. 119,
79–90 (2016)

10. Oumeziane, B.A., Foti, D.: Reward-related neural dysfunction across depression and
impulsivity: a dimensional approach. Psychophysiology 53, 1174–1184 (2016)

11. Bailey, K., West, R., Kuffel, J.: What would my avatar do? Gaming, pathology, and risky
decision making. Front. Psychol. 4, 609 (2013)

https://www.pewresearch.org/internet/fact-sheet/mobile/


Smartphone Pathology, Agency and Reward Processing 329

12. Turel, O., He, Q., Brevers, D., Bechara, A.: Delay discounting mediates the association
between posterior insular cortex volume and social media addiction symptoms. Cogn. Affect.
Behav. Neurosci. 18, 694–704 (2018)

13. Bailey, K., West, R.: Did I do that? The association between action video gaming experience
and feedback processing in a gambling task. Comput. Hum. Behav. 69, 226–234 (2017)

14. Proudfit, H.G.: The reward positivity: from basic research on reward to a biomarker for
depression. Psychophysiology 52, 449–459 (2015)

15. Munoz, A., Freeman, E., Budde, E., West, R.: The influence of socioeconomic status on the
neural correlates of feedback processing. J. Cogn. Neurosci. (Suppl. 46) (2019)

16. West, R., Freeman, E., Munoz, A., Budde, E.: The influence of agency and self-control on
the processing of gains and losses. J. Cogn. Neurosci. (Suppl. 46) (2019)

17. Zhu, S., Budde, E., Malley, K., Ash, C., Dapore, A., West, R.: Agency matters: the interaction
between agency and depressive symptoms on the neural correlates of reward processing.
Unpublished data

18. West, R., Bailey, K., Anderson, S., Kieffaber, P.D.: Beyond the FN: a spatio-temporal analysis
of the neural correlates of feedback processing in a virtual Blackjack game. Brain Cogn. 86,
104–115 (2014)

19. Kwon, M., Kim, D., Cho, H., Yang, S.: The smartphone addiction scale: development and
validation of a short version for adolescents. PLoS ONE 8(12) e83558 (2013)

20. Hu, Q., West, R., Smarandescu, L.: The role of self-control in information security violations:
insights from a cognitive neuroscience perspective. J. Manag. Inf. Syst. 31, 6–48 (2015)

21. Easton,W.W., Smith, C., Ybarra,M.,Muntaner, C., Tien, A.: Center for epidemiologic studies
depression scale: review and revision (CESD and CESD-R). In: Maruish, M.E (ed.) The Use
of Psychological Testing for Treatment Planning and Outcomes Assessment: Instruments for
Adults, pp. 363–377. Lawrence Erlbaum Associates Publishers, New Jersey (2004)

22. Pawlikowski, M., Alstötter-Gleich, C., Brand, M.: Validation and psychometric properties
of a short version of Young’s Internet Addiction Test. Comput. Hum. Behav. 29, 1212–1223
(2013)

23. Lopez-Calderon, J., Luck, S.J.: ERPLAB: an open-source toolbox for the analysis of event-
related potentials. Front. Hum. Neurosci. 8, 213 (2014)

24. Delorme, A., Makeig, S.: EEGLAB: an open source toolbox for analysis of single-trial EEG
dynamics. J. Neurosci. Meth. 143, 9–21 (2004)

25. Panova, T., Carbonell, X.: Is smartphone addiction really an addiction? J. Behav. Addict. 7,
252–259 (2018)



Hedonic Multitasking: The Effects
of Instrumental Subtitles During Video

Watching

Félix Giroux1(B), Jared Boasen1,2, Sylvain Sénécal1, and Pierre-Majorique Léger1

1 Tech3Lab, HEC Montréal, Montréal, QC, Canada
{felix.giroux,jared.boasen,sylvain.senecal,

pierre-majorique.leger}@hec.ca
2 Faculty of Health Sciences, Hokkaido University, Sapporo, Japan

Abstract. Hedonic videos are often accompanied by instrumental text/subtitles.
However, the neurophysiological effects of task-switching between instrumen-
tal text processing and audiovisual processing during hedonic video watching
remains unexplored. We investigated these effects using changes in pupil diame-
ter and theta-band spectral power as indices of cognitive load, and self-reported
and automated facial expression-based measures of emotion. We found that the
presence of instrumental subtitles subjectively improved comprehension without
negatively impacting cognitive and emotional response. These findings contribute
to the literature by showing that in this specific context, multitasking does enhance
the user experience. Further research is needed to explore the extent to which
instrumental text is useful, and how its effects change in accordance with audio
presence during passive hedonic experiences across various contexts.

Keywords: Multitasking · Hedonic · Subtitles · Facial expression · Emotion ·
Cognitive load · Eye tracking

1 Introduction

Switching between tasks involving text processing and those involving non-textual
audiovisual processing is a form of multitasking which is commonplace in our mod-
ern technological world, and of great interest to information systems (IS) research [1].
Typically, tasks involving text processing will interfere with other tasks and increase
cognitive processing load. This in turn has been associated with attenuated task perfor-
mance [2], reduced emotional responsiveness to hedonic activities [3], increased pupil
diameter [4], and even sustained increases in electroencephalographic (EEG) theta and
alpha band spectral power [5].

However, there are occasions where text processing can instrumentally support
another task. One example of this is reading intralingual subtitles during video watch-
ing. Although the presence of intralingual subtitles during hedonic video watching can
reportedly erode comprehension of the imagery content, reading subtitles in this context
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has nevertheless been associated with increased comprehension of dialogue and local
narrative coherence [5, 6]. Furthermore, reading intralingual subtitles during academic
video watching has also reportedly been associated with increased comprehension and
reduced cognitive load as indexed via pupil diameter [7]. Although these studies show
that multitasking in such context has benefits for the viewer, they do not simultane-
ously take into account emotional, cognitive and behavioral responses of users. Thus,
our understanding regarding the effect of subtitles on cognitive load and emotional
response remains limited. Considering the ubiquitous instrumental use of subtitles in
online advertising videos, educational training, news, games, and movies, further IS
research targeting subtitles is highly desirable.

The present study takes a step in this direction by investigating the effect of intralin-
gual subtitles during hedonic videowatching.Using eye-tracking, EEG, automated facial
expression-based emotion, and self-reported emotion, we compared neuropsychophysi-
ological responses between scenes with and without subtitles. Given the aforementioned
evidence on subtitle reading during hedonic video watching, we hypothesized that sub-
title presence would improve dialogue comprehension, but would distract from image
content and thereby reduce emotional responsiveness to it. Correspondingly, for sub-
titled compared to non-subtitled conditions, we predicted: smaller pupil diameter, a
sign of lower cognitive load; lower EEG theta-band spectral power; and lower AFE-
based emotion for image content. Our study contributes to IS research by advancing our
understanding of how instrumentally supportive text information affects users during
multisensory hedonic experiences.

2 Methods

2.1 Subjects and Stimuli

Subjects comprised 17healthy young adults (M:8, F:9;mean age± std: 23.7±3.5 years).
They sat in a cinema seat and watched 16 scenes from a 720p high definition cinematic
recording of Georges Bizet’s opera, Carmen1. Opera was chosen as it is intrinsically
hedonic, and the display of subtitles is traditional [8], making it a relevant real-world
case study and therefore congruent with the future direction of IS research [9]. The
scenes were randomly presented with or without subtitles (four trials each per subject)
to control for variance in emotionality. The video was presented centrally on the screen
(hereafter: image zone) and flanked on top and bottom by black bars. Subtitles appeared
in the bottom bar (hereafter: subtitle zone). Subjects viewed the stimuli on a 70 × 120
cm high definition TV at a distance of 262 cm, with the audio presented in 2.0 stereo.
Subtitles were intralingual and native to the subjects.

2.2 Measurements and Processing

Gaze fixation location and pupil diameter were recorded at a 60 Hz sampling rate with
Smart Eye Pro 6.2 (Gothenburg, Sweden). Image and subtitle zone fixations were delin-
eated for each subject individually according to the Y-axis value between the two zones

1 Produced by Opéra Royal de Wallonie-Liege, directed by S. Scappuci, with staging from H.
Brockhaus (2018).
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that had the lowest frequency of fixations. No fixation outliers were excluded on either
the x or the y axis. Cognitive load was indexed via pupil diameter. Because, pupil diame-
ter varies across individuals [10], mean pupil diameter in each condition was normalized
as a percent change from the mean pupil diameter across both conditions. Synchronous
with eye-tracking, the facial expressions of subjects were continuously sampled at 30
fps with a high definition webcam using MediaRecorder (Noldus, Wageningen, Nether-
lands). Based on these recordings, the AFE detection software FaceReader 7.0 (Noldus,
Wageningen, Netherlands) was used to assess the frequency (%) of one positive (happi-
ness) and four negative basic emotions (anger, disgust, sadness, and scared). Subjective
emotional valence toward the stimuli was assessed after viewing each scene using a nine-
point version of the Self-Assessment Manikin (SAM) pictogram scale ranging from the
feeling of sadness (1) to happiness (9) [11]. Finally, in post-experiment interview, sub-
jects were asked their preference for presence or absence of subtitles and the reason for
their response. 32-channel electroencephalographs (EEG) and electrode positions were
additionally recorded for all subjects throughout the experiment at 500 Hz (BrainProd-
ucts). EEG signal was cleaned with independent component analysis and band-pass
filtered from 1–40 Hz. Source-level Hilbert transforms were applied to extract mean
theta (5–7 Hz) activity in 62 cortical areas (Mindboggle Atlas) for each condition based
on 10 s post-scene windows normalized as a percent deviation from the mean activity
over 10 s pre-scene windows for each condition.

2.3 Statistical Analyses

A three-way repeated measures analysis of variance (RM ANOVA) was performed to
assess differences in the frequency of AFE-based emotions according to fixation zone
and subtitle condition (2: conditions × 2: zones × 5: AFE-based emotion types). Paired
t-tests were used to compare the difference in subjective emotional valence, and the
difference in image zone PCPD, between subtitled and non-subtitled conditions. Note
that we restricted our analyses of PCPD to the image zone as pupil diameter changes
according to brightness of the point of focus [12], thereby making comparisons between
the bright image zone and the dark subtitle zone inappropriate. Two-way RM ANOVA
was performed to assess differences in cortical theta activity between conditions (2: con-
ditions × 62: brain areas). All statistical analyses were performed using SPSS software
version 22 (IBM, Armonk, NY, USA), with a threshold for statistical significance set at
p ≤ 0.05.

3 Results

Three-wayRMANOVArevealed amarginally significantmain effect of subtitle presence
(F(1, 16) = 4.469, p= .051), with higher AFE-based emotional frequency in the subtitled
versus non-subtitled condition. There was also a significant main effect of AFE-based
emotion type (F(4, 64) = 26.316, p < .001), indicating differences in the occurrence
frequency of AFE-based emotions according to their type. There was no significant main
effect of fixation zone (F(1, 16) = .220, p = .225), nor was there a significant interaction
between subtitle presence and fixation zone (F(1, 16) = 1.929, p = .184). However, there
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was a significant interaction between subtitle presence and AFE-based emotion type
(F(4, 64) = 4.878, p = .002), with simple main effects testing revealing significantly
greater frequency sadness in the subtitled versus non-subtitled condition (p = .033).
Meanwhile, there was a significant three-way interaction between subtitle presence,
fixation zone, and AFE-based emotion type (F(4, 64) = 4.366, p = .003). Simple-main
effects testing revealed no difference in the frequency of any AFE-based emotion type
in the image zone between subtitled and non-subtitled conditions. However, frequency
of sadness was significantly higher in the subtitle zone compared to the image zone
in subtitled conditions (p = .007) (see Fig. 1). Paired t-test revealed no difference in
subjective emotional valence between subtitled and non-subtitled conditions (t= .046, p
= .964). In fact, post-experiment interviews revealed that 15 out of 17 subjects preferred
subtitles as they improved narrative comprehension. That said, paired t-test revealed
no significant difference in image zone PCPD between the subtitled and non-subtitled
condition (t = −.022, p = .983). Meanwhile, two-way RM ANOVA on source-level
theta activity revealed no main effect of condition (F(1, 17) = 1.991, p = .176) or brain
area (F(61, 1037) = .741, p = .931), nor interaction between condition and brain area
(F(61, 1037) = .826, p = .827).

Fig. 1. One subject’s aggregated fixations associated with automatic facial expression-based sad-
ness. Fixations are displayed in 2D plans. Mean sadness frequency in each condition’s zone of
interest is indicated by the darkness of the colored circles.

4 Discussion

The present study explored task-switching between instrumental text processing and
hedonic audiovisual processing by examining the effect of intralingual, native-language
subtitle presence on neuropsychophysiological response to viewing cinematic opera.
Gaze fixation measures clearly indicated that subjects looked at the subtitles (Fig. 1).
In line with our hypothesis, subjects reported that the presence of subtitles improved
their subjective comprehension of the opera. However, the absence of correspondingly
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significantly smaller pupil diameter and lower EEG theta-band spectral power for sub-
titled compared to non-subtitled conditions indicated that whatever improvements in
comprehension, reading subtitles did not translate to any marked changes in cognitive
processing burden. Meanwhile, a lack of significant differences in self-reported valence
and AFE-based emotions associated with the image zone between conditions similarly
indicated that the improvement in subjective comprehension due to subtitle presence did
not come at the cost of emotional responsiveness to audiovisual content. In short, the
subtitles appeared to serve their instrumental purpose without significantly disrupting
the hedonic experience.

Interestingly, our analysis of AFE-based emotion indicated a significantly higher
frequency of sadness in the subtitled compared to the non-subtitled condition, which
simple-main effects testing revealed to be driven specifically by a high detection rate
of AFE-based sadness for fixations in the subtitle zone. Although the opera, Carmen,
is a tragedy, increased sadness due to text information is suspicious, particularly when
there was no difference in self-reported emotion between conditions. Riedl and Léger
(2016) stressed the importance of considering the impact of non-emotional cognitive pro-
cesses on facial expressions, and perhaps herein lies the explanation [13]. AFE software
are based on the Facial Action Coding System (FACS), where emotion is determined
according to specific muscle activity configurations or action units (AUs) [14, 15]. The
principal muscle activity responsible for the AU related to AFE-based measures of sad-
ness is the corrugator muscle [16]. Reports have implicated greater corrugator muscle
activity during reading in association with decreased text readability, and with increased
mental effort during sustained information processing [17, 18, 19]. Meanwhile, Kaiser
(2014) observed the mere act of reading itself to induce corrugator muscle activity [20].
Although our results did not indicate any cognitive differences between conditions, the
observed AFE-based phenomenon, together with the above evidence strongly points to
non-emotional drivers of facial muscle activity during reading.

The present study has limitations. For instance, it did not address more specific ques-
tions such as to what extent the text information is really necessary, and how do its effects
change due to the presence/absence of audio during the hedonic video experience. These
are important questions for hedonic systems, for as van der Heijden (2004) observed,
subjective enjoyment and ease of use more strongly determine intent to use/consume
than subjective usefulness [21]. Additionally, our neurophysiological measures were not
sensitive enough to detect differences in correspondence with those regarding subjective
comprehension. To better support these subjective results, future studies could benefit
from an EEG approach based on eye-fixation related potentials, which could provide
insight into cognitive processing load at the time of each eye fixation [22].

In conclusion, the present study provides first-time combined evidence that task-
switching between instrumental subtitle processing and audiovisual processing dur-
ing hedonic video watching subjectively improves comprehension without negatively
impacting cognitive and emotional response. Our findings also demonstrate the impor-
tance of multitasking studies relying on AFE-based emotion to differentiate measures
according to task due to the potential influence of non-emotional cognitive drivers of
facial muscle activity. This study highlights the importance and need for further neu-
rophysiological investigations into instrumental text processing during hedonic video
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watching, not only in cinema, but also in other contexts such as educational training,
online advertising, gaming, and even live contexts.
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Abstract. Use of social media is pervasive, and research has identified many
benefits that arise from the affordances of socialmedia platforms.Yet, socialmedia
use can often interfere with other areas of life, a condition termed social media
overuse. Prior literature suggest that social media use can satisfy basic hedonic
needs, triggering activation of the brain’s reward processing network and inducing
higher levels of use. In this paper we propose a study to examine the relationship
between social media cues and the neurological reactions that underlie social
media overuse. The study employs the affect misattribution procedure (AMP) to
elicit spontaneous reactions to cues from three task conditions (social media logos,
office images, non-social media company logos). Participants complete the study
while situated in a magnetic resonance imaging (MRI) machine. We postulate an
interaction between task condition and reported social media cravings/usage in
rewards network regions of the brain.

Keywords: Social media · Social media overuse · Affect misattribution
procedure · Rewards processing network

1 Introduction

The rise and broad adoption of social media is one of the most expansive phenomena of
the last two decades. As such, the topic of social media usage has become amajor stream
of study within information systems (IS) research. Previous IS research has explored
mappings between psychological needs and social media affordances [1] how social
media consumption and production lead to various gratifications [2], and the underlying
motivations behind social media usage [3]. In addition to the many proposed advantages
of social media, researchers have begun to more thoroughly examine its “dark side” [4].
Individuals who turn to social media to satisfy basic wants and needs can fall into a
behavioral pattern of social media overuse, which can be destructive on a personal level
[5] and also disruptive on a societal level [6].

Research has explored many of the elements of social media overuse including
antecedents [7], consequences [8], and intervention options [9]. From a neurological

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Switzerland AG 2020
F. D. Davis et al. (Eds.): NeuroIS 2020, LNISO 43, pp. 337–343, 2020.
https://doi.org/10.1007/978-3-030-60073-0_39

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60073-0_39&domain=pdf
https://doi.org/10.1007/978-3-030-60073-0_39


338 M. Matthews et al.

perspective, scholars have also begun to explore the effects of social media overuse on
morphology of the brain network [10] and alterations of the brain anatomy [11]. Never-
theless, while there is a rich body of behavioral and psychological literature surrounding
social media overuse [12], our understanding of how the brain is implicated in social
media overuse is less developed than that in other domains of compulsive behavior
research (e.g., gaming, pornography, gambling, alcohol, etc.). In the IS field, the appli-
cation of NeuroIS methods and tools [13] can help to enhance our understanding of the
neurological drivers of social media overuse.

In this paper, we propose a study which will examine how exposure to visual social
media cues can trigger spontaneous hedonic reactions (manifested both behaviorally
and neurologically) that derive from and reinforce social media overuse behavior. We
designed a custom experimental instrument that implements theAffectiveMisattribution
Procedure (AMP) [14] to measure how affective reactions to prime stimuli are implicitly
transferred to neutral target stimuli. Specifically, we examine how affective reactions to
target stimuli differ when they are associated with social media cues (i.e., logos of
social media platforms) vs. when they are associated with other types of control cues,
particularly among individuals who report high levels of social media use and craving.
By implementing this instrument within an fMRI experimental protocol, we aim to
capture the neurological activation patterns that are associated with spontaneous hedonic
reactions to social media cues. We anticipate that the findings of this research stream
will enrich our theoretical understanding of the drivers of social media overuse.

1.1 Theoretical Development

People use social media for both utilitarian and hedonic purposes; however, research
indicates that hedonic use of social media use, such as entertainment or sharing experi-
ences with friends are among the most important drivers of social media use [15]. People
engage in hedonic social media use because it helps to satisfy basic human needs such
as the need to connect with other individuals or feel a sense of self-worth [1]. The grati-
fication of these needs induces a pleasurable psychological and emotional response that
can relieve stress or boredom and help to maintain emotional equilibrium, etc. However,
this pleasurable response can also induce users to overextend their use behavior [12].

Classical conditioning models demonstrate that exposure to visual stimuli can evoke
feelings of pleasure and a reinforced desire to engage in the hedonic experience related
to the pleasurable experience [17]. In a recent study that explored this phenomenon in
the domain of social media, van Koningsbruggen et al. [18] reported the results of an
experiment that tested hedonic reactions to Facebook cues cue using the AMP, an app-
roach for measuring implicit affective reactions to a stimulus [14]. In their experiment,
participants who reported heavy Facebook use were briefly exposed to a prime stimulus
consisting of either a Facebook logo or a control image (e.g., picture of an office product
such as a stapler) followed by a neutral target image consisting of a Chinese pictograph.
Participants then rated the pictograph as either pleasant or unpleasant. According to
the AMP, affective reactions to the briefly displayed prime stimulus will transmit to
the target stimulus as participants “misattribute the spontaneous affective reactions trig-
gered by the prime pictures to their evaluations of the ambiguous pictographs shown
milliseconds after the prime” [18, p. 335]. Results of their experiment confirmed that
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participants who reported higher levels of Facebook use and craving exhibited more
positive affective responses to target stimuli associated with Facebook cues than those
associated with control cues, leading the authors to conclude that “frequent social media
users’ spontaneous hedonic reactions in response to social media cues might contribute
to their difficulties in resisting desires to use social media” [18, p. 334].

The present study seeks to both replicate and extend the findings of van Konings-
bruggen et al. [18] using a NeuroIS methodology. Based on previous results, we antici-
pate that individuals who report high levels of social media use and craving will exhibit
greater spontaneous hedonic reactions to social media cues than to other types of control
cues. However, leveraging our fMRI experimental design, we extend our exploration
beyond that of van Koningsbruggen [18] in three important ways. First, we employ an
fMRI experimental protocol to complement behavioral results with neurological data.
Because spontaneous hedonic reactions to social media cues observed during the AMP
presumably arise from associations between these cues and the gratifications that social
media provides [18], we examine whether exposure to these cues stimulates activa-
tion of the brain’s reward processing network, including areas such as the bilateral
nucleus accumbens, bilateral midbrain, bilateral ventromedial prefrontal cortex, and left
orbitofrontal cortex [19]. Second, to rule out the possible alternative explanation that
such reactions are associated with mere familiarity, we enhance the design of our experi-
mental instrument to include logos of highly recognized, non-social media companies to
see whether neural activation differences exist between these types of stimuli. Finally, to
broaden the external validity of our findings, we extend our social media stimuli beyond
Facebook to include logos associated with three additional top social media platforms.

2 Proposed Method

AMP is designed to measure implicit responses [14] and performs favorably in compar-
ison to other traditional implicit methods [20]. As can be seen in Fig. 1, AMP displays a
randomized prime image for 75 ms, followed by a blank screen (125 ms), an abstract or
unfamiliar image (in this case a randomChinese character for 100ms), and then displays
amask screen until soliciting a response from the user. Before and during the experiment,
the participant is asked to focus on the Chinese character and to evaluate whether they
found it pleasant or unpleasant. The amount of time participants take to evaluate each
character may vary. After inputting their response, the next iteration begins. However,
to better differentiate between events in the fMRI study, we also display a fixation cross
for a random amount of time between 1.0 and 1.5 s.1 Thus, the experiment implements
an event-related design with the study’s four separate stimulus types randomly inter-
mixed with one another. By placing the focus on the Chinese character—and due to the
rapid nature of the experiment—users implicitly report to the previously displayed prime
images. In other words, AMP posits a “carry over” effect from the prime image which
is manifested in the participants’ reporting of the pleasantness of the Chinese character.

1 The effective “jitter-range”will be calculated as theminimumandmaximumdelay between trials
of the same type (e.g., while some trials within the same category (non-social media company,
social media, control, and filler) are displayed in back-to-back sequences, others are separated
by many trials).
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Fig. 1. Graphical representation of the AMP procedure

Our implementation of AMP includes four sets of prime images. Prime images are
composed of 10 non-social media company icons, 10 images of each of four social
media platforms (Instagram, Facebook, Twitter, and Snapchat) and 10 office product
images. Each of these image sets contains 10 unique images related to that category.
For example, the office product set had images such as a stapler, marker, etc. The social
media platforms had 10 distinct—but related—images within each set. During the study
individuals are presentedwith the logos from the socialmedia platform that they usemost
(For example, a participant who uses Snapchat most will be exposed to the set non-social
media company icons, the set of office product images, and 10 unique images related
to Snapchat during the experiment. In this instance, the user would not be exposed to
any Facebook, Twitter, or Instagram logos). After matching their social media usage to
the correct prime image, the instrument administers several practice rounds to acclimate
the participants to the experiment design. Exposure to company cues, control cues,
and the filler image were held constant between all conditions. The only variation was
the category of social media cues that the users was exposed to, but each participant
was exposed to 10 distinct images related to the social media platform they used the
most. Once they complete the practice sets, participants begin the main experimental
procedure, which consists of 10 images of each of the prime categories in two back-
to-back iterations for a total of 80 post-practice exposures. In this case, individuals
would see each of the images (10 company, 10 social media image, 10 non-social media
company) exactly twice.

After completing the AMP experiment, participants are asked various questions
regarding their social media usage and social media cravings. These survey questions
are adapted from the van Koningsbruggen et al. [18] study and serve as our independent
variables.
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2.1 fMRI Implementation

We follow guidelines established in NeuroIS literature [13, 21, 22] for conducting and
analyzing the data from the fMRI portion of the study. All imaging is conducted in
a Siemens TIM-Trio 3.0T MRI scanner at a private university in the western United
States. At the NeuroIS 2020 Retreat, we intend to report data on 35 participants who
will have undergone the experiment while situated in a MRI machine. Participants are
excluded if they areMRI-incompatible, if they are left-handed, are familiar with Chinese
characters, non-native English speakers, had a history of head injury, or had a history of
physiological, psychological, or neurological disorders. Participants are compensated
with $20 or a digital file with a 3D model of their brain. This study, including the
compensation options, has been approved by the Institutional ReviewBoard (IRB)where
the data is collected.

Upon arriving at theMRI facility, participants are given a brief safety explanation and
then asked to indicate which social media platforms they use most frequently. They are
then placed in theMRImachine to complete the experimental protocol. After undergoing
a structural scan, participants then perform the practice trials and main trials. Upon
completion, participants exit themachine and are complete the post-exit survey regarding
basic demographics, social media usage, and social media cravings.

3 Expected Outcomes

The primary measurement of this study is the hemodynamic response in relation to
activation of the rewards processing center of the brain, primarily between the ventral
tegmental area (VTA) in the midbrain and other regions of the brain that are the recip-
ients of the neurotransmitter dopamine. Since our hypothesis focuses on the brain’s
rewards processing network, we will create anatomical regions of interest (ROIs) that
corresponded to that network. Masks will be generated from Neurosynth [23] using a
threshold of z> 6. As mentioned previously, four ROIs have been identified as potential
areas of interest for our current study: the bilateral nucleus accumbens, bilateral mid-
brain, bilateral ventromedial prefrontal cortex, and left orbitofrontal cortex. For each of
these four regions, we anticipate an interaction between task condition and social media
use, as well as between task condition and reported social media cravings. Specifically,
we anticipate that participants who report high levels of social media use and craving
will exhibit higher activation levels in areas associated with the reward network when
presented with social media cues vs. control cues (non-social media company logos,
office product images). Statistically significant interactions would suggest that any or
all of the selected ROI differentially process the different types of logos based on social
media use. Relevant findings would thus imply that social media stimuli evoke a hedonic
response among frequent users and/or individuals with high levels of cravings due to
physiological reactions. These results would highlight the mediating factors behind pre-
viously observed spontaneous hedonic reactions [18] and would corroborate behavioral
findings with a unique NeuroIS lens.
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Abstract. Passive brain-computer interfaces (pBCIs) can be used to inform
humans about their current mental state or in human-machine interaction (HMI)
scenario. We introduced the perturbation-evoked potential (PEP) in the context of
pBCI and are further investigating how neural correlates in a HMI could interact.
In the current studywe investigate the neural correlates after perturbation followed
by motor reaction. We found that the PEP as well as a movement-related cortical
potential appear, and that the latter has an influence on the shape of the PEP.

Keywords: Passive brain-computer interface · Perturbation-evoked potential ·
Human-machine interaction · Rehabilitation · Assistive device

1 Introduction

A brain-computer interface (BCI) is a system that translates mentally modulated brain
activity into one or more control commands for computers, machines or devices. Since
the beginning of BCI research in the early 1990s, BCIs have mainly been researched to
compensate for lost neural functionality and restore or replace several key abilities in
people with severe motor deficits [1–3]. BCI systems for the application to people with
disabilities are usually described as active aBCI or reactive (rBCI) BCIs. These terms
reflect the goal of the systems to provide users with autonomous control over a target
computer or machine, or to react on external stimuli provided, e.g., by a spelling device.

In recent years, BCI systems to enrich human-machine interaction with implicit
information about the user’s state have been researched – the so-called passive BCIs
(pBCIs) [4]. A pBCI system, mainly based on electroencephalography (EEG) [5], relies
on activity pattern that are not voluntarily modulated by users, but automatically occur
due to changes of their internal or external parameters, or changes in the situation.
Proposed systems used e.g. mental workload [6], error-related potentials (ErrP) [7], or
other brain states [8]. The implicit information about the user’s mental state encoded in
these activity patterns is used to evoke a reaction of the controlled machine or computer,
e.g. Zander et al. used a pBCI to implicitly control movement of a cursor based on
workload [6].
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A relatively new neural correlate in this area is the so-called perturbation-evoked
potential (PEP). Such a PEP is elicited whenever a person loses balance. In order to use
PEPs for a pBCI, a robust detection and classification of this activity pattern have to be
possible. Our group performed a first study in this direction recently [9, 10]. The general
goal is to use the PEP in a pBCI system, i.e. the real-time detection of this correlate in a
human-machine interaction scenario. Specifically, we are aiming at applying this form
of BCI in a clinical and aviation environment (cf. [9]). In the clinical setting, detecting
the perturbation would permit to promptly correct the position when e.g. wearing an
exoskeleton for walking. In an aviation scenario, it would permit to give the plane a
faster reaction than it could be done with a motor reaction (e.g. during glider flying).

In this work, we further investigate the neural correlates of users when they react
to a perturbation, and give an outlook on how we are going to use this in a further
PEP-enriched HMI.

2 Perturbation Evoked Potential

A number of EEG studies have revealed that full-body perturbations are reflected by a
specific cortical activity [11–15], called perturbation potential (PEP). In a recent work
[10], we investigated the PEP from persons sitting in a car chair and getting either
perturbed to their left or to their right side. We could also show that the PEPs are almost
identical, independently from the side of perturbation. We were finally able to classify,
in a group of 15 participants and in a single trial basis, the PEP against rest with an
average accuracy of 85% [10]. However, the main aim of this work was not to study
neurophysiology, but to detect this event-related potential (ERP) in an ongoing EEG.
Since we are going to apply the PEP in an environment where motor reaction will be
necessary, we investigate here how a motor reaction changes the PEP.

3 Experiment and Data Analysis

Participants: EEG recordings were performed with 10 healthy volunteers (5 males and
5 females). The age ranged from 22 to 26 (mean 23.90 ± 1.29) years. All participants
provided written informed consent prior to the experiment. After data examination,
three participants were excluded from further analysis due to technical problems during
recordings.

Experiment: Participants were sitting (see Fig. 1) on a fully removed car-chair, which
was assembled on a plate and connected to a bar to tilt the participant 5° to the left and to
the right. The experiment was split in two different tasks, with a total of 160 trials. The
first part consisted of 80 trials of one tilt movement each, i.e. the participant was rapidly
tilted 40 times to the left and 40 to the right. In the second part of the experiment, the
plate was again similarly tilted (40 times left and 40 times right), but the participants
were asked to react with a joystick positioned on their laps. Whenever the participants
were tilted to the left/right, they had to move the stick to the opposite direction.

During the whole experiment, participants had to focus on a fixation cross on the
wall, to reduce eye-blinking artifacts. Rest-EEG was collected for 3 min before the
experiment started, for 5 min following the first 80 trials, and finally 3 min in the end.
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EEG Recording: The participants were equipped with a 32 channels EEG cap (F1,
FFC1h, FC3, FC1, FCC1h, C5, C3, C1, CCP1h, CP3, CP1, P1, Pz, P2, CPz, CP2, CP4,
CCP2h, Cz, C2, C4, C6, FCC2h, FCz, FC2, FC4, FFC2h, Fz, F2, Fpz (GND) reference
left mastoid, LiveAmp BrainProducts GmbH). Sampling rate was 500 Hz. Additionally
to EEG, the in-built accelerometer and the joystick data was recorded.

Signal Processing: The EEG was filtered with a causal bandpass IIR filter with order 4
from 0.3–30Hz and then epoched between 0.5 s and 1.5 s with respect to the perturbation
onset. An outlier rejection was done to exclude contaminated trials. On average 59 trials
and 77 trials per participant were used for averaging. Finally, the EEG was averaged
to retrieve the PEP. This was done for trials without as well as with reaction to the
perturbation. The average reaction time was derived from the joystick data and the
perturbation onset. To assess whether a movement-related cortical potential (MRCP)
during the joystick movement occurred, the EEG was also averaged according to the
joystick movement onset. The same analysis was done on the trials without joystick
reaction, by using the same distribution of reaction times from the second part of the
experiment.

Fig. 1. Picture of the custom-build chair used to induce perturbations. The chair can be tilted
using the handle seen behind the backrest. The amplifier is attached at the top of the backrest in
order to record movements of the chair with the in-build accelerometer. In the second part of the
study, participants used a joystick to “steer” to the opposite side.

4 Results

Neurophysiologically, the perturbation potential appears to be largest at electrode posi-
tion Cz. The PEP was larger (N1) in the “reaction” condition than in the “no reaction”
condition. Latencies of the N1 was almost identical in both conditions (see Fig. 2).
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Fig. 2. Group responses of the perturbation at Cz. Upper panel: perturbation potential without
reaction of the participants. Middle panel: PEP when participants reacted to the perturbation with
movement of the joystick. The vertical red line indicates the mean reaction time. Lower panel:
when averaging according to each single joystick movement (vertical line, reaction condition), a
movement-related cortical potential (violet) appears. This does not happen, when the no-reaction
data gets averaged (black dotted line).

From the behavioural point of view, participants needed 0.24 s± 0.035 s to react on
the perturbation and perform a joystick movement. The N1 amplitude was 8 µV ± 5
µV lager in the “reaction” condition, however this cannot be confirmed with statistics
since the number of participants is too low. Also, N1 latencies were in the same range.
Interestingly, the PEP had a slightly different shape and N1 amplitude in the “reaction”
condition, so EEGwas also investigated in relation to the joystickmovement onset. Here,
clearly anMRCPappears after averaging to individualmovement onsets (see violet curve
in Fig. 2, lower panel). By analysing the data from the “no reaction” condition, a smeared
curve (arbitrary signal) of the perturbation potential appears (Fig. 2, lower panel black
dottet line). This reflects, in contrast to the MRCP, no real physiological signal.
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5 Conclusion and Outlook

With thisworkwe have taken one step further towards a PEP-based pBCI.We could show
that the shape of the PEP remains the same, although the N1 component was larger in
the “reaction” condition. Also, we could provide some evidence that the motor reaction
on the perturbation is also reflected in EEG, by showing an MRCP. The motor reaction
modulates the PEP since the participants were already preparing (“Bereitschaftspoten-
tial”) to react. Several points are of interest in a future study: (i) is it possible to detect the
PEP in real-time on a single-trial basis? (ii) Since we did not find a difference in left/right
PEPs in our recent study [10], is the difference visible through the motor reaction? (iii)
How sensitive is our body in terms of perturbation (perturbation speed and tilt angle).

Our next intention is to move the current setup into a 2D scenario for the simulation
and investigation in our described use cases.
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Abstract. Application of good methodological standards is critical in science
because such standards constitute a precondition for high-quality research results.
A fundamental question which has recently been raised in the NeuroIS literature is
whether consumer-grade electroencephalography (EEG) instruments offer mea-
surement quality that is comparable to research-grade instruments. Importantly, a
notable number of EEG papers in the NeuroIS literature already used consumer-
grade instruments, predominantly because such tools are typically portable, wire-
less, cheap, and easy to use. However, there is an ongoing discussion in the sci-
entific community about these tools’ measurement quality. To contribute to this
discussion, we reviewed prior research to document major insights on the mea-
surement quality of consumer-grade products. In essence, our results indicate that
consumer-grade EEG instruments constitute a viable alternative to high-quality
research tools. However, there are two important constraints on their use. First, as
with any research, the use of consumer-grade systems is appropriate only when
tied to the correct type of analysis. Second, in order to establish more definitive
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1 Introduction

Electroencephalography (EEG) measures electrical activity of neuronal networks in
the brain. Using electrodes placed on the scalp, EEG captures with a very high tem-
poral precision (milliseconds) the summation of synchronous postsynaptic potentials
produced by a population of neurons. EEG is a widely used research tool in many
scientific disciplines, including medicine, cognitive neuroscience, and psychology. In
Neuro-Information-Systems (NeuroIS), EEG has been a subject of discussion since the
genesis of the field (e.g., [1–5]), and the tool has also been applied frequently. A recent
review indicates that EEG is even “the dominant tool in NeuroIS research” [6]. Specifi-
cally, it is reported that 37% of the empirical NeuroIS research applied EEG, followed by
measurement of heart rate (22%), skin conductance (19%) and functional brain imaging
(fMRI, 15%).

However, this review also points to an important detail of the EEG studies. Riedl et al.
[6] indicate that several papers used instruments that were not developed for research
purposes, they write: “In the last decade, companies with a primary focus on video gam-
ing developed relatively inexpensive EEG-based headsets for players to control the game
[…] Such EEG systems differ from established EEG research tools […] this finding is an
observation that deserves closer attention in future methodological papers”. Examples
for portable and wireless EEG tools which were not originally developed for research
purposes are, among others, EPOC (Emotiv, San Franciso, USA), MUSE brain sens-
ing technology (InteraXon, Toronto, Canada), and ThinkGear/MindWave (Neurosky,
San Jose, USA). Motivated by this call for “closer attention,” we conducted a litera-
ture review to identify and analyze scientific studies on the measurement quality of
consumer-grade EEG instruments. Major results are reported in this paper.

Next, we briefly outline the methodology of the review (Sect. 2), followed by a
description of major insights that we developed from the analyses of reviewed studies
(Sect. 3). Finally, we report our conclusion (Sect. 4).

2 Methodology

Current best practice for research reviews is to include all relevant papers that aremethod-
ologicallycorrect, regardlessofsource,becausedifferent sourceshavedifferentbiases [7].
For example, journal articles are less likely to publish papers that report no significant dif-
ferencesandthosethatchallengethestatusquo[7]. InFebruary2020,weusedfivedifferent
searchstrategiestoidentifyrelevantpapers.First,weconductedseveralsearchqueriesinWeb
ofScience,oneoftheworldwidelargestdatabaseswithscientificarticles,basedonthefollow-
ing keywords: “EEG”/“Electroencephalography” (specification “Title”) AND “reliabili-
ty”/“validity”/“validation”/“sensitivity”/“diagnosticity”/“objectivity”/“accuracy”(spec-
ification“Title”).Thetermsrelatedtomeasurementwerederivedfromawell-citedpaperon
NeuroISmethodology [8].The searchyielded the followingnumber of hits: reliability (32
EEG/2Electroencephalography),validity(13/1),validation(26/1),sensitivity(23/1),diag-
nosticity(0/0),objectivity(0/0),accuracy(12/0).Second,wesearchedGoogleScholarusing
theterms“EEG”and“reliability”/“validation”and“Emotiv”(themostpopularconsumer-
grade EEG system found by ourWeb of Science searches). Third, we examined the Emo-
tivWebpagedevotedtoresearchusingtheirsystem.Fourth,weusedforwardandbackward
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searchonthepaperswefound.Fifth,weusedpersonalcommunicationinthescientificcom-
munityinanattempttoidentifyfurtherpapers.Specifically,researchrelatedtothekeywords
“evaluation”and“classification”wasaddedinthisstep.Weendedupwithatotalof16relevant
papers,whichconstitutethebasisofourreview.

3 Results

We present two tables. In Table 1, in ascending order based on publication date, we sum-
marize the main findings of the 10 papers that sought to validate consumer-grade devices
against research-grade devices. Presentation of the studies’ main findings is based on
literal citation of relevant text passages in order to avoid potential misinterpretations.We
classify papers as using point-related analyses (e.g., Event-Related Potential, ERP) or
time-frequency and spectral analyses (e.g., Event-Related Spectral Perturbation, ERSP).

In Table 2, we present the 6 studies that allow neurophysiological signals from
consumer-grade devices to be classified using algorithms from research-grade devices.
These studies include feature extraction studies, as well as ERP, and time-frequency
analyses.

4 Conclusion

We reviewed 16 studies in which the measurement quality of consumer-grade EEG
devices was assessed. The most commonly used device was the Emotiv EPOC. Table 3
summarizes the conclusions of the research studies in Tables 1 and 2. The majority of
studies (14 out of 16) concluded that use of consumer-grade EEG was acceptable. The
presented evidence suggests that reliability (assessed via test-retest: [18]), concurrent
validity (assessed via benchmark to research-grade tools: [10, 11, 13–15, 19]), and
comparative validity (assessed via predictable sensitivity of a measure to variations in
psychological state: [10]) are acceptable. One of the ERP studies in our sample, however,
reports less positive results. Duvinage et al. [12] write that “the Emotiv headset performs
significantly worse” than the research-grade ANT system (p. 1). Based on this finding,
Duvinage et al. [12] recommend that Emotiv should only be used “for non critical
applications such as games” (p. 1).

When interpreting this finding, several limiting factors have to be kept in mind.
First, no study in our sample used more complex tasks such as those typically used in IS
research.We cannot conclude that results from less complex tasks (e.g., auditory tasks or
basic visual tasks such as n-back) generalize or do not generalize to more complex tasks
used in IS research (e.g., perception of complex visual stimuli such as websites), so we
needmore research comparing consumer-gradeEEG instruments to research-grade tools.
It is likely a question of when and with what analyses these consumer-grade systems
are appropriate in the IS context. Thus, we call for future studies which examine the
appropriateness of consumer-grade EEG for different tasks and environmental settings
which are typical for IS research.

Second, as indicated in Tables 1 and 2, EPOC was the most frequently studied tool.
This tool is a 14-channel instrument. Other tools such as ThinkGear (single-channel
EEG), or Muse headband (4 channel tool) use fewer channels, while OpenBCI has
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Table 1. Papers Validating Consumer-grade EEG against Research-grade Equipment

Source/Sample/Task (1) Consumer-grade Equipment and (2) Research-grade Equipment, (3)
Type of Analysis, (4) Finding

Alzu’bi et al. [9]
N = 3 (adults)
Visual and acoustic
mental tasks

➊ EPOC (Emotiv, USA, www.emotiv.com) ➋ BrainAmp (Brain
Products, Germany, www.brainproducts.com) ➌ Variety of feature
extraction ➍ “The average 4-fold cross-validation accuracy over the
three subjects were around 53% using PSD feature extraction and LDA
classifier. Comparing this result to the one by […] which gains 58%
accuracy by using the same feature extraction and classification
methods but different EEG recording device (BrainAmp with Ag/Cl
electrodes), it can be concluded that Emotiv can be used to gain
comparable results to advanced EEG recording devices […] A
comparison was attended to compare outcome accuracy of using
inexpensive device and the accuracy [that] comes from advanced EEG
recording device. The outcome results suggest that an inexpensive
device, such as Emotiv, can gain comparable accuracy to the advanced
devices, such as BrainAmp” (p. 100)

Johnstone et al. [10]
N = 20 (study 1,
adults)
N = 23 (study 2,
children)
Eyes open (EO) and
eyes closed (EC)
resting conditions
(study 1),
EO and EC resting
conditions and
active conditions
(relaxation,
attention, cognitive
load) (study 2)

➊ ThinkGear (Neurosky, USA, www.neurosky.com) ➋ Neuroscan
(Compumedics, Australia, www.compumedicsneuroscan.com) ➌

Spectral (relative power) ➍ “The present study provides preliminary
data concerning the validity of a new method of single-channel EEG
measurement, examining concurrent validity via comparisons to a
research system, and comparative validity via predictable sensitivity to
variations in psychological state […] Overall, these results suggest
acceptable validity for the new single-channel dry-sensor method, but of
course there are trade-offs associated with the use of the headset. While
the headset is convenient and wireless, and the dry-sensor takes less
than 20 s to fit, there is a minor trade-off in terms of data quality
compared to the research system considered here and a major trade-off
in the number of recording locations” (p. 119)

Badcock et al. [11]
N = 21 (adults)
Measurement of
auditory
event-related
potentials (ERPs),
566 standard
(1000 Hz) and 100
deviant (1200 Hz)
tones under passive
(non-attended) and
active (attended)
conditions

➊ EPOC (Emotiv, USA) ➋ Neuroscan (Compumedics, Australia) ➌

ERP ➍ “Considered together, the results of this study suggest that the
gaming EEG system compares well with the research EEG system for
reliable auditory ERPs such as the P1, N1, P2, N2, and P3 measured at
the frontal sites […] The apparent validity of the gaming EEG system
for measuring reliable auditory ERPs, paired with its quick and clean
set-up procedure and its portability, makes it a promising tool for
measuring auditory processing in people from special populations who
are unable or unwilling to be tested in an experimental laboratory”
(p. 14)

(continued)

http://www.emotiv.com
http://www.brainproducts.com
http://www.neurosky.com
http://www.compumedicsneuroscan.com
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Table 1. (continued)

Source/Sample/Task (1) Consumer-grade Equipment and (2) Research-grade Equipment, (3)
Type of Analysis, (4) Finding

Duvinage et al. [12]
N = 9 (adults)
P300 paradigm in
terms of recognition
performance under
walking and sitting
conditions

➊ EPOC (Emotiv, USA) ➋ AdvancedNeuroTechnology acquisition
system (ANT Neuro, Netherlands, www.ant-neuro.com) ➌ ERP ➍ “The
Emotiv headset performs significantly worse than the medical device;
observed effect sizes vary from medium to large. The Emotiv headset
has higher relative operational and maintenance costs than its
medical-grade competitor […] Although this low-cost headset is able to
record EEG data in a satisfying manner, it should only be chosen for
non critical applications such as games, communication systems, etc.
[…] the design of a specific low-cost EEG recording system for critical
applications and research is still required” (p. 1)

Badcock et al. [13]
N = 19 (children)
Passive (P) and
active (A) listening
conditions. In P,
children were
instructed to watch a
silent DVD and
ignore 566 standard
(1,000 Hz) and 100
deviant (1,200 Hz)
tones. In A, they
listened to the same
stimuli, and were
asked to count the
number of “high”
(i.e., deviant) tones

➊ EPOC (Emotiv, USA) ➋ Neuroscan (Compumedics, Australia) ➌

ERP ➍ “three key findings. First, whilst both EEG systems recorded a
high proportion of accepted epochs, fewer were acceptable for EPOC
[…] may stem from reduced stability of EPOC’s saline-soaked cotton
sensors resting on the scalp, relative to the gel used with Neuroscan,
which effectively glues to sensor the scalp with gel […] Second, the
systems produced similar late auditory ERP [event related potential]
and MMN [mismatch negativity] waveforms […] Third, there were only
a few differences between the peak amplitude and latency measures
produced by the EPOC and Neuroscan systems, which mostly related to
delayed latencies for the EPOC system […] Overall, the findings of the
present study paired with Badcock et al. (2013) suggest that EPOC
compares well with Neuroscan for investigating late auditory ERPs in
children.” (p. 13/14)

De Lissa et al. [14]
N = 13 (teenagers
and adults)
Face perception task
(stimuli were
upright and inverted
gray-scale images of
wrist-watches and
emotionally-neutral
Caucasian faces)

➊ EPOC (Emotiv, USA) ➋ Neuroscan (Compumedics, Australia) ➌

ERP ➍ “The N170 recorded through both the gaming EEG system and
the research EEG system exhibited face-sensitivity […] The EPOC
system produced very similar N170 ERPs to a research-grade
Neuroscan system, and was capable of recording face-sensitivity in the
N170, validating its use as research tool in this arena […] though with
modifications tailored to specific research questions and methodologies.
Thus, the use of such devices may prove a useful neuroscientific tool for
investigating the neural correlates of face processing in populations of
people who cannot attend, or cannot tolerate, ERP research
laboratories” (p. 47/53)

(continued)

http://www.ant-neuro.com
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Table 1. (continued)

Source/Sample/Task (1) Consumer-grade Equipment and (2) Research-grade Equipment, (3)
Type of Analysis, (4) Finding

Wang et al. [15]
N = 30 (adults)
ERPs were induced
by an auditory
oddball task;
amplitudes and
latencies of N1, N2,
and P3 were
analyzed; reaction
time (RT) and
response accuracy
were derived from
synchronously
recorded behavioral
data

➊ EPOC (Emotiv, USA) ➋ Neuroscan (Compumedics, Australia) ➌

ERP ➍ “Electrophysiological analysis demonstrated that Emotiv system
was able to detect component N1, N2, and P3. The peak magnitudes of
these components recorded in the Emotiv group were remarkably lower.
That might be explained by the different standard of amplifiers in two
systems. Obviously, the amplifier for Neuroscan system is much better
in sensitivity […] patterns of the amplitudes were similar which
representing a same relationship, N1 < N2 < P3. These comparative
results confirmed that Emotiv device could provide reliable auditory
ERP signals, suggesting its potential for further development in medical
applications” (p. 4)

Friedman et al. [16]
N = 44 (adults)
Video clips to elicit
emotional responses.
Positive and negative
valence and arousal
studied. Frontal
wave asymmetry
was examined

➊ EPOC (Emotiv, USA) ➋ Compared to Davidson et al. [17] ➌ ERP ➍

“Our results indicate that hemispheric asymmetry may be used as a good
marker for emotional valence in EEG, even when using a consumer
device. The analysis is mostly based on extreme segments, for which
high arousal was reported, so it is likely that our results indeed related to
the valence component of the emotional experience of our subjects. Our
results are in line with the classic studies by Davidson et al. (1990) […]
our conclusion is although the levels of noise and artifacts are extremely
high it is nevertheless possible to extract useful information, in this case
emotional valence, from such devices” (p. 935/936)

Rogers et al. [18]
N = 59 (youth,
adults, old adults)
Conditions were
eyes-open,
eyes-closed,
auditory oddball,
and visual n-back
Longitudinal data to
calculate test-retest
reliability (n, n + 1
day, n + 1 week, n
+ 1 month)

➊ ThinkGear (Neurosky, USA) ➋ not applicable (test-retest reliability
of consumer-grade tool) ➌ ERP ➍ “Relative power (RP) of delta, theta,
alpha, and beta frequency bands was derived from EEG data obtained
from a single electrode over FP1 […] Intra-class correlations (ICCs)
and Coefficients of Repeatability (CRs) were calculated from RP data
re-collected one-day, one-week, and one-month later […] Eyes-closed
resting EEG measurements using the portable device were reproducible
(ICCs 0.76–0.85) at short and longer retest intervals in all three
participant age groups. While still of at least fair reliability (ICCs
0.57–0.85), EEG obtained during eyes-open paradigms was less stable
[…] Combined with existing validity data (Johnstone et al. 2012), the
current results suggests a portable device may provide a viable
alternative to conventional lab-based recording systems for assessing
changes in electrophysiological signals, and further application to the
study of brain function using the system can be encouraged” (p. 87/95)

(continued)
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Table 1. (continued)

Source/Sample/Task (1) Consumer-grade Equipment and (2) Research-grade Equipment, (3)
Type of Analysis, (4) Finding

Krigolson et al. [19]
N = 120 (adults)
Tasks: visual oddball
paradigm, standard
reward-learning task

➊ MUSE brain sensing technology headband (InteraXon, Toronto,
Canada, www.choosemuse.com) ➋ Brain Vision Recorder (Brain
Products, Germany) ➌ ERP ➍ “Our results demonstrate that we could
observe and quantify the N200 and P300 ERP components in the visual
oddball task and […] the reward-learning task […] 95% confidence
intervals all statistically verified the existence of the N200, P300, and
reward positivity in all analyses […] our work highlights that with a
single computer and a portable EEG system such as the MUSE one can
conduct ERP research with ease thus greatly extending the possible use
of the ERP methodology to a variety of novel contexts” (p. 1)

Table 2. Papers using classification to validate consumer-grade devices

Source/Sample/Task (1) Consumer-grade Equipment and (2) Research-grade Equipment, (3)
Type of Analysis, (4) Finding

Ramírez-Cortes
et al. [20]
N = 8 (adults)
P300 paradigm to
attend to an object
when it appears on
the screen

➊ EPOC (Emotiv, USA) ➋ classification study ➌ ERP ➍ “The results
presented in this paper are part of a project with the ultimate goal of
designing and developing brain computer interface systems. These
experiments support the feasibility to detect P300 events using the
Emotiv headset, through an ANFIS approach, which can be used as
information control for external devices in BCI applications” (p. 5)

Debener et al. [21]
N = 16 (adults)
Auditory oddball
task while
participants walked.
P300 classification

➊ EPOC (Emotiv, USA) ➋ classification study ➌ ERP ➍ “We show that
good quality EEG data can be obtained in such adverse recording
conditions as naturally walking outdoors. All recorded trials were
entered into the classification, after only moderate preprocessing that
could be implemented online. Moreover, a chronological classification
strategy that aimed at avoiding pitfalls in machine learning applications
was chosen Lemm et al. [22]. The drop in classification performance
from training (88%) to testing (73%) revealed nonstationarities in the
data, a common problem in EEG-based BCIs. Advanced feature
selection strategies implementing spatial filters may be needed to
optimize classification performance. However, the good across-subjects
and acrosstrials consistency, in combination with the excellent ERP
test-retest reliability, suggests that our results are robust and should
generalize to other real-world scenarios” (p. 1450)

(continued)

http://www.choosemuse.com
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Table 2. (continued)

Source/Sample/Task (1) Consumer-grade Equipment and (2) Research-grade Equipment, (3)
Type of Analysis, (4) Finding

Rodriguez et al. [23]
N = 16 (adults)
IAPS pictures of
positive and neutral
valence.
Alpha-band ERD
study

➊ EPOC (Emotiv, USA) ➋ classification study ➌ Alpha-ERD
(time-frequency analysis) ➍ “These results show evidence of a frontal
asymmetry in the EEG of the participants during a positive induction,
which is in accordance with science literature, that affirms that activation
of left hemisphere is linked with positive emotion induction. This result
supports the possibility of using the low-cost EEG devices, in particular
Emotiv Epoc, as an emotional measuring tool in future studies” (p. 46)

Elsawy et al. [24]
N = 3 (adults)
Oddball P300
speller paradigm,
using a grid of
characters and
identification of
intensification of
target character row
or column

➊ EPOC (Emotiv, USA) ➋ classification study ➌ ERP ➍ “We examined
the performance of the PCA ensemble classifier on data recorded using
the Emotiv neuroheadset. We compared the performance of the method
to that obtained using a concatenated feature vector-based classifier. Our
results indicated that Emotiv neuroheadset can have acceptable results
for P300 speller applications using the PCA ensemble classifier”
(p. 5035)

Wang, Gwizdka
et al. [25]
N = 9 (adults)
Time-frequency
spectral analysis on
an n-back task.
Theta, alpha, and
low gamma band
corresponded to
varying levels of
workload level

➊ EPOC (Emotiv, USA) ➋ classification study ➌ Time-frequency
analysis ➍ “The behavioral measures (increased RTs and decreased
RAs) confirmed that different memory workload levels were
experienced corresponding to different n-back levels. Different memory
workload evoked associated EEG signal patterns that made it possible to
classify the corresponding memory load levels. The change in signal
power in the theta band (4–8 Hz) at frontal channels was found to be
significant for distinguishing the lowest workload level (0-back) from
the higher workload levels. The change in alpha band (9–13 Hz) and the
low gamma band (30–40 Hz) were found to be useful for distinguishing
memory workload levels between 1-, 2-, and 3-back levels” (p. 432/433)

Lakhan et al. [26]
N = 43 (teenagers,
adults)
Feature extraction
and classification of
video clips by high
or low level of
valence and arousal

➊ OpenBCI (OpenBCI, USA, www.openbci.com) ➋ classification study
➌ Feature extraction/time-frequency analysis ➍ “To our knowledge, this
study is the first to carry out an evaluation of OpenBCI applicability in
the domain of emotion recognition. In comparison to medical grade
EEG amplifiers with a greater number of electrodes and sampling
frequencies, OpenBCI demonstrably could hold its own. A consumer
grade, open-source device has a potential to be a real game changer for
programmers or researchers on the quest for better emotion recognition
tools. The device may facilitate further progress toward online
applications since it is inexpensive and possibly affordable even to those
with more limited purchasing power” (p.10)

http://www.openbci.com
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Table 3. Number of Studies with Conclusions about Use of Consumer Grade Devices

Type of Analysis Conclusion about Use of
Consumer-Grade Systems

Acceptable Mixed Unacceptable

ERP 9 1 1

Time
Frequency/Other

5 0 0

more (16 channels). The sole study examining use of the Muse system concluded that
it was successful in measuring N200 and P300 using ERP analysis. The two studies
examining ThinkGear found it to be adequate for spectral analyses, but fair or less stable
for ERP analyses. Thus, if researchers use ThinkGear or Muse headband, for example,
they should not use reliability or validity evidence from EPOC studies, because it is
not appropriate to generalize validation results across different consumer-grade tools
(in particular if the validation study assessed tools with more electrodes). Most of the
consumer-grade tools have fixed electrode positions, which might not fit the research
question under investigation, so researchers need to carefully select the most appropriate
consumer-grade tool for their research.

Third, because much fewer electrodes are typically used in consumer-grade tools
than in research-grade tools, various forms of EEG data analyses are hardly, or not at all,
possible (e.g., coherence analysis or source localization, refer to [3] as a starting point).
A similar issue exists if one wants to calculate the neural correlates of IS constructs
based on complex EEG metrics (see Table 3 in [3]). Some researchers have expressed
concerns that consumer-grade systems may have less precise time stamping of events
in the data stream as recorded, which is a potential problem because ERPs are quite
susceptible to even small variation in event locking, and measuring phase-locking can
be highly dependent upon precise time stamps. However, there is no evidence of this
problem in past research (see Tables 1 and 2). Nonetheless, given their generally lower
precision compared to research-grade tools, consumer-grade tools may be best suited to
spectral or time-frequency analyses that focus on larger brain regions over larger time
periods and larger frequency ranges.

Fourth, NeuroIS researchers should be aware of several potential data quality issues
related to those tools that could limit their use for certain types of research (e.g., see
[19]), such as: (i) sampling rates (i.e., ≥250 Hz), (ii) possible artifacts, (iii) electrode
type and quality, and (iv) event timing in ERP studies. Researchers should also consider
that dry electrodes are much more susceptible to movement artifact, electromagnetic
interference (50/60 Hz noise), and drift caused by sweating. This issue may be espe-
cially important when researchers are interested in detecting EEG components, such as
P300, and differences in component amplitude (or spectral power) between experimental
conditions. However, the empirical data in Tables 1 and 2 suggest this has not been an
issue in past research.

Fifth, one drawback of some consumer-grade tools compared to research-grade tools
is that access to the data stream is not well supported and can require more technical
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expertise to get into a form or output that is beyond what the built in algorithms provide.
In some cases, these algorithms are not well-defined in literature or are considered
proprietary. This is not an issuewith themost popular tool used in past research (Emotiv),
but we caution researchers to ensure the data produced by a consumer-grade tool is
compatible with the analyses they wish to perform.

However, keeping these limiting factors and potential issues in mind, we conclude
that consumer-gradeEEG tools are a useful research tool. Advantages of consumer-grade
products which are of particular relevance for NeuroIS researchers are the following:
Subjects frequently report discomfort during the lengthy fitting and calibration proce-
dures with research-grade products and hence fast participant preparation, as it is the
case with consumer-grade tools, is beneficial. Consumer-grade recording systems are
typically portable, easy to use, and can be used wirelessly (or in wired connections).
Thus, they can be applied in naturalistic and authentic research settings, even appli-
cation in field research is possible. Finally, the costs for consumer-grade tools make
research feasible at far more universities. Low cost devices are available for less than
US$ 500, while high-quality EEG research equipment may cost US$ 20,000 or even
more. We note that many of the features of consumer-grade systems are not unique to
them. Specifically, there are research-grade systems that are wireless, use dry electrodes,
use sponge electrodes, etc. Further, there are research-grade systems that employ low-
density setups as seen in the consumer-grade systems. Thus, when taking these factors
into account, the primary benefit to consumer-grade systems is, ultimately, cost.

Finally, we emphasize that in order to establish more definitive conclusions about the
measurement quality of consumer-grade EEG instruments, empirical validation studies
are needed based on IS tasks and paradigms. Based on these future studies, it will be
possible to better determine the research settings inwhich application of consumer-grade
systems is appropriate. Specifically, it would be useful to examine the performance of
research-grade and consumer-grade systems with core IS constructs, elucidating their
relative performance with ERP and time-frequency or spectral analyses. Further insight
into how these devices compare in measurement of more complex IS constructs will
provide further insight into their appropriate use in NeuroIS. Nonetheless, based on the
analyses of past research presented in this article, we conclude that consumer-grade EEG
tools produce results similar to research-grade tools, thus indicating the potential for the
application of consumer-grade systems in NeuroIS research.
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