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Abstract. Deep neural networks (DNN) can be used to model users’ behavior
sequences and predict their interest based on the historical behavior. However,
current DNN-based recommendation methods lack explainability, making them
difficult to guarantee the credibility of the recommendation results. In this paper,
a Multi-Timeslice Graph Embedding (MTGE) model is proposed. First, it can
effectively obtain the embedded representations of user behavior (or items) on a
single timeslice. Second, the dynamic evolution of user preferences can be
analyzed through integrating the embedded representations on multi-timeslices.
Then, an explainable recommendation algorithm based on MTGE is proposed,
which can effectively improve the accuracy of recommendation and support the
model-level explainability. The feasibility and effectiveness of the key tech-
nologies proposed in the paper are verified through experiments.

Keywords: Explainable recommendation � Multiple timeslices � Graph
embedding � User behavior sequences

1 Introduction

Personalized recommendation systems have played an increasingly important role in
people’s lives. Among a large number of recommendation algorithms, the collaborative
filtering algorithms has been widely used, but traditional collaborative filtering algo-
rithms are less accurate. Deep neural networks (DNN) can be used to capture deep
features of users and items to get more accurate representations. However, DNN is
often seen as a black box with the disadvantages of unexplainable processing.

Let us consider the following motivating scenarios.

Example 1.1: A month ago, a user gave a high rating to a smartwatch, while a week
earlier he was interested in a tennis racket. That is, the user’s interests are not static.
So, we need to describe the dynamic evolution of user preferences.
Example 1.2: Fig. 1 depicts DNN-based recommendation model and explainable
recommendation model. DNN-based recommendation model does not support
explainability, and it is difficult to convince users. On the contrary, the explainable
recommendation model can give supporting arguments for the results. Some rea-
sons such as “N users love this item” that can reflect the characteristics of the item.
It can help people understand the model and improve its transparency.
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In this paper, we propose an explainable recommendation method based on multi-
timeslice graph embedding model. Our main contributions are summarized as follows:

• A Multi-Timeslice Graph Embedding model (namely MTGE) is proposed. First, it
can effectively obtain the embedded representations of user behavior (or items) on a
single timeslice. Second, the dynamic evolution of user preferences can be analyzed
through integrating these embedded representations on multiple timeslices.

• An explainable recommendation algorithm based on MTGE is proposed, which can
effectively improve the accuracy of recommendation and support the model-level
explainability. On the one hand, the ratings are predicted based on the user’s latent
vectors and item latent vectors. On the other hand, the explainability of the model is
supported, which can effectively improve the transparency of the recommendation
model.

• Compared with existing methods through experiments, the effectiveness of our
method on real datasets is demonstrated.

The rest of this paper is organized as follows. Section 2 introduces the related work.
Section 3 defines several important concepts used in the paper. Section 4 proposes our
multi-timeslice graph embedding model. Section 5 proposes an explainable recom-
mendation algorithm based on MTGE. Section 6 shows the experimental results.
Section 7 concludes the paper and presents the future work.

2 Related Work

Many methods of recommendation have been proposed in recent years. First, we
review the techniques for them. Then we analyze how our work differs from them.

The collaborative filtering recommendation algorithm [1–5, 7] has been widely
researched and used in recent years. PMF [2] models the latent vectors of users and
items through a Gaussian distribution. Ma Porteous et al. [5] added auxiliary infor-
mation to Bayesian matrix factorization to improve the accuracy of the recommenda-
tion results.

Deep neural networks (DNN) [6, 8] have significant feature learning capabilities by
learning deep network structures to represent information about users and items.
NeuMF [6] presented a Neural Collaborative Filtering framework to learn latent fea-
tures of users and items by multi-layer perceptron. Some works have used DNN
modeling users’ behavior sequences to predict users’ preferences [12, 14, 15]. RRN

Fig. 1. Comparison of recommendation models
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[12] used a recurrent neural network (RNN) for the temporal recommendation, it can
capture the dynamic changes of users. M3 [14] combined the RNN model and atten-
tional to model the long-term sequence of user behaviors.

More recently, deep neural network (DNN) techniques in graph data [13, 18] have
made great developments. These deep neural network architectures are known as graph
neural networks (GNNs) [9–11, 17], which are used to learn meaningful representa-
tions of graph data. Vaswani et al. [16] proposed a graph attention network to resolve
the shortcomings of existing methods based on graph convolution. Fan et al. [17]
proposed a graph neural network framework for rating predictions that models social
graphs to learn user representations.

In previous work, traditional recommendation techniques have mainly considered
the static preferences of users. Although some works used DNN to capture users’
dynamic preferences, DNN are unexplainable, making the model difficult to under-
stand. In this paper, we proposed the multi-timeslice graph embedding model to obtain
the user dynamic preferences and MTGE-based explainable recommendation algorithm
can support the model-level explainability.

3 Problem Definition

User-Item Graph. R 2 Rn�m is user-item graph, also known as the user-item rating
matrix, where n is the number of users and m is the number of items, rij is the rating
score of user ui for item vj, which can be regarded as the opinion of ui for vj.

Latent Vector. The latent vectors of users and items can be regarded as their hidden
features, which can predict the user’s preference for items.

Temporal Recommendation. Given a user set U, an item set V , where the user-item
preference sequences from time 1 to time T is: R ¼ R1;R2; . . .;RT ;

� �
. The goal of

temporal recommendation is to predict the behavior of each user at time T þ 1.

Rating Prediction. The rating prediction is based on the user-item rating matrix R, r̂ij
represents the predicted rating of ui for vj, and we aim to predict the missing rating
value in R.

4 MTGE Model

In this section, we describe the model of MTGE. First, we introduce the overall
framework of the model, then the single-timeslice graph embedding method is
explained, finally, the integration method of multi-timeslice graph embedding is
proposed.

4.1 Model Overview

The basic idea of our MTGE model is shown as Fig. 2. The model consists of three
components: user embedding, item embedding and rating prediction.
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• User embedding. It is to obtain the user latent vectors. The features of users can be
reflected in a set of items that users interact with. Considering the dynamic features
of user preferences, the sequence of user behavior is first divided into T timeslices
in time sequence.

• Item embedding. It is to obtain the item latent vectors. Similarly, item latent vector
can be learned through a set of users that the item has interacted with. And since the
item features are not easy to change in a short time, we regard them as static.

• Rating prediction. It is to get the user’s predicted rating for the item. We integrate
user and item modeling to predict ratings and learn model parameters.

4.2 Single-Timeslice Graph Embedding

The graph neural network updates the current node status by aggregating the infor-
mation of neighboring nodes. Therefore, fusing neighborhood information from the
user-item graph, and the user latent vector is learned through the set N ið Þ of items that
the user has interacted with. The latent vector hi of user ui can be expressed as:

hi ¼ ReLU W �
X

k2N ið Þ [ if g aikoik
n o� �

ð1Þ

Fig. 2. Multi-timeslice graph embedding model
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where ReLU is the non-linear activation function and W is the weight matrix. oik is the
opinion interaction vector between ui and vk, which is obtained by aggregating the
embedding vector of vk and the rating embedding vector. Since the user’s rating of items
can reflect the user’s preference, encoding the interaction information into the latent
vector can get a higher accuracy vector. To distinguish the influence of each item on user
ui, aik denotes the attention weight of the interaction with vk in contribution to u0is latent
vector from the interaction history N ið Þ. And the attention network is defined as:

a�ik ¼ ReLU W2 � RELU W1 eiu; oik
� �� �� � ð2Þ

where the inputs of the attention network is the embedded vector eiu of the target user ui
and opinion interaction vector oik. Then the final attention scores are obtained by
normalizing a�ik using the Softmax function:

aik ¼
exp a�ik

� �
P

k2N ið Þ exp a�ik
� � ð3Þ

Likewise, we use a similar method to learn the latent vector of the items. For each
item, information can be collected from a group of users (denoted as D jð Þ) who
interacted with. The latent vector zj for item vj is:

zj ¼ ReLU W �
X

k2D jð Þ [ jf g ajtsjt
n o� �

ð4Þ

where stj is the opinion interaction vector of vj with ut and ajt represents the attention
weight to identify the importance of different users.

a�jt ¼ ReLU W2 � ReLU W1½e jv; sjt�
� �� � ð5Þ

ajt ¼
exp a�jt

� �
P

k2D jð Þ exp a�jt
� � ð6Þ

4.3 Integration of Multi-timeslice Graph Embedding

User preferences for items are not always static, but can change over time. Therefore,
user’s preferences are summarized as a matrix sequence R ¼ R1;R2; . . .;RT ;

� �
. For a

single timeslice, use the graph embedding method introduced in Sect. 4.2 to obtain the
latent factor of user ui on each timeslice: hi;1; hi;2; . . .; hi;T .

However, even if a user’s recent behavior is more likely to influence the current
decision, the user’s distant behavioral preferences can also influence current behavior
to some extent. As shown in Fig. 3, we introduce a time decay function to artificially
control the weight of each timeslice’ influence on the current user’s interest
preferences:
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b�t ¼ e�at ð7Þ

bt ¼
exp b�t

� �
P

t2T exp b�t
� � ð8Þ

where b�t is the value of b at moment t and a is the “cooling factor”, which takes a
smaller value if wants to slow down the rate of decay of interest, otherwise, it takes a
larger value. Then, the final time weight is normalized with a Softmax function.

For the weighted sum of the representations of user ui in each timeslice, the final
interest representation Hi of ui can be obtained:

Hi ¼
XT

t¼1
bt � hi;t ð9Þ

5 MTGE-Based Explainable Recommendation Algorithm

In this section, an explainable recommendation algorithm based on MTGE is proposed.
We first introduce the algorithm, then the rating prediction and parameter learning
section of the algorithm is represented, and finally analyze the explainability of the
algorithm.

5.1 Algorithm Description

Training Stage. First, construct the MTGE model with the training set as input. Then
initialize the model parameters, and calculate the predicted ratings of the model. Next,
the model parameters are updated by gradient descent to minimize the loss function.

Fig. 3. Time weight distribution
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Testing Stage. First, construct the MTGE model with the testing set as input. Then the
ratings were calculated using the trained model parameters as the final ratings predicted
output.

MTGE-based explainable recommendation algorithm is showed in Algorithm 1,
and the major steps are as follows.

Step 1 (line 1). Construct MTGE model based on rating matrix and the number of
timeslices.
Step 2 (line 2–4). Divide the rating matrix R according to the number of timeslices
T , initialize the user embedding vector matrix U, item embedding matrix V , score
embedding matrix S and loss value.
Step 3 (line 5–13). Calculate user latent vector Hi and item latent vector zj.
Step 4 (line 14–15). Learning Stage. Calculate the rating error, update the model
parameters by gradient descent until the stop condition is satisfied, and then stop the
iteration.
Step 5 (line 17–19). Generate prediction results. For the users and items to be
predicted, after obtaining the model parameters through training, the rating pre-
diction is performed based on the user latent vector and the item latent vector.
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5.2 Rating Prediction and Parameter Learning

Rating Prediction. The latent vectors of users and items can reflect their preferences
and features. We can first connect Hi and zj, then feed it into multilayer perceptron
(MLP) to obtain the rating prediction:

r̂ij ¼ MLP Hi; zj
� � ð10Þ

Parameter Learning. To learn the model parameters for MTGE, we specify a loss
function for optimization. The loss function is expressed as:

loss ¼ 1
2 Tj j

X
u;ið Þ2T rui � r̂ij

� �2 ð11Þ

5.3 Explainability Analysis

This paper consider that user preferences for items are change over time. Some
researchers have used deep neural networks (DNN) to model dynamic user preferences,
but the model is unexplainable, reducing the transparency of the recommended model.

Since the user’s behavior can reflect his or her current preferences, we split the user
behavior data based on timeslice and model the user behavior separately to obtain the
user preference representation on each timeslice. Next, combining the user’s interest
decay phenomenon, and then weighing and integrating the user’s preference repre-
sentation in each timeslice, which makes the user’s final feature vector have intuitive
meaning. For example, a user’s behavior a week ago usually has more influence on his
current preferences than his behavior six months ago. Moreover, the model-level
explainability has multiple significance for the recommendation system, which can
improve the transparency and persuasiveness of the system.

6 Experiments

6.1 Dataset

We choose the Epinions and the Ciao dataset, where users can score the products. The
statistics of the two datasets are shown in Table 1.

Table 1. Statistics of the experimental datasets

Dataset Epinions Ciao

Users 136 103
Items 7716 994
Ratings 12659 3016
Time windows 12 6
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6.2 Evaluation Metrics

For the rating prediction task of the recommended model, Root Mean Square Error
(RMSE) and Mean Absolute Error (MAE) are usually used to evaluate the prediction
accuracy:

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
Tj j

X
u;ið Þ2T rui � r̂uið Þ2

s
ð12Þ

MAE ¼ 1
Tj j

X
u;ið Þ2T rui � r̂uið Þ ð13Þ

where r is the true rating data from the testing set, r̂ is the predicted rating of the
recommended system, and T is the testing set.

6.3 Performance Evaluation

Hyperparameter Settings. To obtain the optimal combination of parameters, we
experimented with the main parameters.

Learning Rate. Figure 4(a) and 5(b) shows the changes in the RMSE and MAE at
different learning rates. It can be seen that when the learning rate is 0.005, the RMSE
and MAE are lowest on the two datasets. Therefore, we set the learning rate to 0.005.

Embedded Vector Dimension. Figure 5(a) and 5(b) shows the changes in the RMSE
and MAE at different embedding vector dimensions. It can be seen that when the
embedding vector length is 64, the RMSE and MAE are lowest on the two datasets.
Therefore, we set the embedding vector length to 64.

(a) RMSE (b) MAE

Fig. 4. The effect of learning rate of MTGE algorithm
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Baseline Algorithm. In order to evaluate the performance of the algorithm, we
compare our algorithm with four baseline methods:

• PMF: A probability matrix factorization model that uses a rating matrix to model
latent vectors of users and items.

• NeuMF: A matrix factorization model and neural network architecture, using a
deeper neural network can provide better recommendation performance.

• RRN: It used a recurrent neural network (RNN) for the temporal recommendation,
this model can capture the changes in users’ dynamic preferences.

• GraphRec: It proposed a state-of-the-art graph neural network model, which can
model graph data coherently for rating prediction.

Figure 6(a) and 6(b) shows the performance of methods. The PMF algorithm is a
traditional matrix factorization method, while NeuMF is based on a neural network
architecture. RRN takes into account the user’s dynamic interests, and its performance
has been significantly improved. The GraphRec algorithm good behavior implies the
power of graph neural networks in node learning. The MTGE algorithm performs well
in both RMSE and MAE, shows that using the graph neural network and considering
the user’s dynamic features can improve the recommendation performance.

(a) RMSE (b) MAE

Fig. 5. The effect of embedding vector length of MTGE algorithm

(a) Epinions (b) Ciao

Fig. 6. Performance comparison between MTGE algorithm and other algorithms
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Explainability Assessment. To better understand the temporal explainability of the
MTGE algorithm, the recommended performance under different time functions is
compared.

Figure 7(a) and 7(b) shows the results on the different time functions. The exponential
function represents that the user’s interest decreases exponentially with time. It can be
seen that considering the time factor can improve the recommendation performance.

For example, for the user preference representation within each timeslice, the closer
the timeslice is to the current point in time, the greater the contribution of the timeslice
to predicting the user’s current interest, while the impact weight of the timeslice
faraway is relatively reduced, i.e., the user’s current interest is more dependent on his
recent behaviors.

7 Conclusion

In this paper, a multi-timeslice graph embedding (MTGE) model is proposed, and the
model considers the dynamics of users’ interest preferences. Besides, this paper pro-
poses an explainable recommendation algorithm based on MTGE, which has better
results compared with existing methods. In the future, we will analyze the user interest
drift on multiple timeslices, then improve the model based on user psychology.
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