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Preface

It is our great pleasure to present the proceedings of the 17th Web Information Systems
and Applications Conference (WISA 2020). WISA 2020 was organized by the China
Computer Federation Technical Committee on Information Systems (CCF TCIS),
Guangzhou University, and Guizhou University. WISA 2020 provided a premium
forum for researchers, professionals, practitioners, and officers closely related to
information systems and applications, to discuss the theme of “Artificial Intelligence
and Information Systems,” focusing on difficult and critical issues, and promoting
innovative technology for new application areas of information systems.

WISA 2020 was held in Guangzhou, Guangdong, China, during September 23-25,
2020. Given the theme of WISA 2020, the focus was on intelligent cities, government
information systems, intelligent medical care, fintech, and network security, empha-
sizing the technology used to solve the difficult and critical problems in data sharing,
data governance, knowledge graph, and blockchains.

This year we received 165 submissions, each of which was assigned to at least three
Program Committee (PC) members to review. The peer-review process was double-
blind. The thoughtful discussions on each paper by the PC resulted in the selection of
42 full research papers (an acceptance rate of 25.45%) and 16 short papers. The
program of WISA 2020 included keynote speeches and topic-specific invited talks by
famous experts in various areas of artificial intelligence and information systems to
share their cutting-edge technologies and views about the academic and industrial
hotspots. The other events included industrial forums, CCF TCIS salon, and PhD
forum.

We are grateful to the general chairs Prof. Baowen Xu (Nanjing University), Prof.
Yanming Sun (Guangzhou University), and Prof. Ge Yu (Northeastern University), as
well as all the PC members and external reviewers who contributed their time and
expertise to the paper reviewing process. We would like to thank all the members of the
Organizing Committee, and many volunteers, for their great support in the conference
organization. Especially, we would also like to thank publication chairs Prof. Wei Song
(Wuhan University), Prof. Zhuoming Xu (Hohai University), and Prof. Genggeng Liu
(Fuzhou University) for their efforts on the publication of the conference proceedings.
Many thanks to all the authors who submitted their papers to the conference.

August 2020 Guojun Wang
Xuemin Lin
James Hendler
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Influence of Periodic Role Switching
Intervals on Pair Programming
Effectiveness

Bin Xu, Sheng Yan®™) | Kening Gao, Yu Zhang, and Ge Yu

School of Computer Science and Engineering, Northeastern University,
Shenyang 110189, China
{xubin,gkn,zhangyu,yuge}Omail .neu.edu.cn, yanshengl117@foxmail.com

Abstract. Pair programming has been widely used in programming
experiment teaching in programming courses. One of the important fac-
tors affecting the successful completion of pair programming is the timing
of periodic role switching. We organized an experiment in the course of
Python Programming for 102 freshmen who did not major in computer
science. By comparing the accuracy of code submitted by students in
the online judge system, we evaluated the influence of pairing program-
ming on students’ programming ability under three different periodic
role switching intervals of 15 min, 20 min and 30 min, and collected stu-
dents’ perception towards pairing programming under different modes.
We also made a standard to judge the normalization of code, to study the
influence of pair programming on the normalization of code written by
students. The results show that when the periodic role switching interval
is 30 min, pairing programming is helpful for students to solve difficult
problems, and it has a positive impact on the solution of subsequent prob-
lems after experiencing the process of solving difficult problems. When
the periodic role switching interval is 20 min, students have a positive
attitude towards pair programming. Therefore, the best switching inter-
val can be set between 20min and 30 min. However, in terms of code
normalization, there is no significant relationship between the standard
degree of student code and the switching interval of pair programming.
We gave some explanations for this in this paper.

Keywords: Programming course + Pair programming - Assessment

1 Introduction

In the past few decades, computers have become a basic tool in people’s daily life.
Programming is also required by all walks of life as an important skill. Therefore,
more and more people choose to study computer science courses in colleges and
universities [1]. Pair programming has been proved that students’ programming
levels can be improved in programming courses [13,14,16]. In pair programming,

Supported by the National Natural Science Foundation of China (U1811261).
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two students coordinate to build codes by playing different roles, the driver is
responsible for writing codes, and the navigator is responsible for finding errors
and providing feedback. Periodic role switching allows pairs of programming
students to share their ideas and collaborate in writing higher-quality programs
[5,17].

Previous studies have shown that there are many factors that have a signifi-
cant impact on the effectiveness of pair programming [6,8,19], including whether
students have been exposed to programming before and the differences between
teachers’ pair programming methods. We have studied the correct rate and stan-
dard degree of codes written by students at different switching intervals in pair
programming to explore the influence of different times on the effectiveness of
pair programming.

2 Background

Pair programming is a programming technique in which two programmers, usu-
ally from the same workstation, work together on a task. With the rise of extreme
programming [2], it has been widely used in professional applications for the
first time and has since become a common programming method in the software
industry. Two programmers work side by side in front of the same computer.
One enters the code, while the other reviews every line of code he enters. The
person who enters the code is called the “driver” and the person who reviews the
code is called the “navigator”. Usually, two programmers switch roles regularly.

Pair programming, as a well-known learning programming strategy, has
proved to be a more effective method than individual programming methods
[7,12,20], so pair programming is also used as part of or in conjunction with
various teaching methods [9,15]. One advantage of pair programming is accessi-
bility. Pair programming enables students who have just come into contact with
programming to have confidence in programming, which essentially lowers the
threshold for students to learn to program [4,18].

Under the educational background, there have been many kinds of research
on pair programming, such as exploring the correlation between self-reporting
preferences [10] and curriculum performance [3] and the core contributors in
projects [11]. Pair programming also enables students to constantly check their
views on programming and exchange learning strategies. This expands students’
learning programming strategies and helps to open up students’ thinking mode.
However, the factors that affect pair programming are still largely unexplored,
so this paper makes a quantitative analysis of the periodic switching interval of
the two roles in pair programming.

3 Method

3.1 Experimental Design

The data for this study come from the Python programming introductory
course of the Northeastern University of China in autumn 2019. Students have
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seven weeks of computer programming assignments throughout the semester.
We selected the last four weeks of the semester to conduct pairing programming
experiments to ensure that students have a certain programming foundation.
Students can choose whether to do pair programming or not, and the matching
partners of pair programming are chosen voluntarily. In the experiment, our class
time is usually 120 min, and we provide 15 min, 20 min, and 30 min for students
to switch drivers and navigators. Students can choose the role switching interval
of their group and the role switching interval chosen by each group of students
also remains the same, that is, the students use the same role switching interval
in the whole process of the experiment. There are eight programming problems
in the assignments arranged in four weeks. All students do not adopt pair pro-
gramming in the first week, and the students in the next three weeks will carry
out group pair programming. In the whole experiment, once random matching
partners are selected, the matching partners of each student are fixed. Figure 1
shows the design pattern of the experiment. We counted the behavior records
of the code submission of students in the online judge system, and the home-
work was only rated as passed or failed. In the following chapters, we also give
a standard method to evaluate the normalization of code written by students.

Week2 Week3 Week4
> PA4,5 > PAG6,7 > PAS
15min 15min 15min
Students are
divided into
Weekl groups. Week?2 Week3 Week4
PAL23 P> PA4,5 L PAG6,7 > PAS
Everyone 20min 20min 20min
Week2 Week3 Week4
> PA4,5 > PA6,7 > PAS
30min 30min 30min

Fig. 1. Design of experiments for comparing three different switching times in pair
programming.

3.2 Data

The data in this study were collected by two methods: (1) Homework records sub-
mitted by students in the online judge system; (2) Voluntary Pair Programming
Strategy Questionnaire. The homework records submitted by the students in
the online judge system include the time the students completed, the number of
exercises completed, and whether they passed the evaluation. The questionnaire
includes questions about pair programming activities. A total of 102 students
participated in the survey, of which 96 students were grouped into pairs for pro-
gramming, with a total inclusion rate of 94.1%. We selected 12 pairs of students
from three groups respectively and took the remaining 12 students who did not



6 B. Xu et al.

adopt pair programming as the control group for experiments. The information
we got from the questionnaire is shown in Table 1.

Table 1. Comparison of the number of people participating in the survey.

15 min | 20 min | 30 min | Solo
Total number 24 24 24 12
Male 18 14 13
Female 6 10 11
Have programming experience | 8 11 8 10
Heard of pair programming 8 9 4 6

In the experiment, each group of pair programming students completed an
assignment together, and the students who programmed independently com-
pleted an assignment. We can see from Table1 that some students have some
programming experience. Therefore, before the experiment began, we conducted
a test on the students to verify their programming level. We conducted two-
sample T-tests on the scores of each group of students in different modes and
the control group respectively, and the results are shown in Table 2.

Table 2. Differences in programming ability between groups.

Group |t Degree of freedom (df) | p Homogeneity of variance test (Sig)
15min | —1.42|212.38 0.16 | No
20min | 1.18249.36 0.23 | No
30min | —1.13 | 253.00 0.26 | No

The results showed that there was no significant statistical difference between
the test results of each group and the control group. Therefore, the level of
students’ programming ability in our experiment is similar and will not affect
the results of the experiment.

3.3 Research Questions
The research questions in this study are as follows.

— RQ1: What is the influence of different rotation intervals on the passing rate
of students’ pair programming code writing?

— RQ2: Will pair programming improve students’ coding normalization?

— RQ3: What are the students’ perceptions of pair programming under different
switching intervals?
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4 Result

4.1 RQ1: Code Pass Rate

To ensure that the students in each mode can accept the same amount of home-
work, we collected the passing rate of 8 program questions in the programming
task and scored the passing rate of each question equally. The code passing rate
of each homework in each mode can be calculated by the following formula:

N; ‘
1 YA, Py
R(Gi’Pj>_E;W .

Where G; represents the i-th mode; N; represents the number of people in i-th
mode; P; represents the j-th homework; 6] represents the k-th person in i-th

mode; A (H,i, Pj) represents the correct number of homework submissions in Pj;
S (92, Pj) represents the total number of homework submissions in P;.
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Fig. 2. Illustration of the passing rate of each group of codes and the difficulty of
homework. (Color figure online)

According to the students’ feedback and the weekly teaching content, com-
bined with the code submitted by all the students, the change curve of homework
difficulty can be obtained. As shown in Fig. 2, the yellow curve indicates the dif-
ficulty of the homework, and the smaller the ordinate indicates the greater the
difficulty of the homework. The difficulty of homework is calculated from the
records submitted by everyone on Online Judge, and the values of each point on
the curve indicate the passing rate of each homework submission. The lower the
pass rate, the more difficult the homework is, and the more difficult it is for the
students to solve the homework. The cylindrical graph represents the passing
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rate of students’ code submission in the online judge system under the switch-
ing interval of 15 min, 20 min, 30 min, and control group respectively. From the
picture, we can find that the passing rate of students’ codes is positively related
to the difficulty of homework, which accords with our cognition.

In the phase of no pair programming, the three groups of students all adopt
the single programming mode, and there is no obvious difference in the passing
rate of homework submission. In the phase of pair programming, all the students
begin pair programming. When solving the first homework, the group with a
switching interval of 15 min has great advantages, can quickly solve some prob-
lems, and improve the passing rate of homework, while the other two groups have
no obvious difference at the beginning. However, when the difficulty of home-
work increases, the group with a 30-min switching leads the other two groups
by more than 40%.

Two-sample T-test was conducted with the pass rate data of codes with a
switching interval of 15 min and 20 min and the data with a switching interval of
30 min respectively, and the difference between them is shown in Table 3. It can
be seen that the group with a switching interval of 30 min has obvious statistical
differences with the other two groups. Generally speaking, the difference in group
scores is negative, which indicates that the other two groups are worse than the
students whose switching interval is 30 min.

Table 3. Differences in performance between groups.

Group t Degree of freedom (df) | p Homogeneity of variance test (Sig)
15 min & 30 min | —6.89 | 212.38 0.00 | Yes
20 min & 30 min | —7.34 | 187.42 0.00 | Yes

4.2 RQ2: Normalization of Codes

To determine whether pair programming can make students write codes more
standardized, we have formulated a standard to grade students’ codes with a
standard degree, and detailed standard information is as follows:

1. Ttems with a weight of 3

(a) Indentation: Use 4 spaces per indentation level. Continuation lines should
align wrapped elements either vertically using Python’s implicit line join-
ing inside parentheses, brackets, and braces, or using a hanging indent.

(b) Tabs or Spaces: Spaces are the preferred indentation method. Tabs should
be used solely to remain consistent with code that is already indented with
tabs.

(¢) Maximum Line Length: Limit all lines to a maximum of 79 characters.

(d) Line Break: A-Line Break should before a Binary Operator.

(e) Blank Lines: Surround top-level function and class definitions with two
blank lines. Method definitions inside a class are surrounded by a single
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blank line. Extra blank lines may be used (sparingly) to separate groups
of related functions. Blank lines may be omitted between a bunch of
related one-liners (e.g. a set of dummy implementations). Use blank lines
in functions, sparingly, to indicate logical sections.

2. Items with a weight of 2

(a) Source File Encoding: Code in the core Python distribution should always
use UTF-8.

(b) Imports: Imports should usually be on separate lines. Imports are always
put at the top of the file, just after any module comments and docstrings,
and before module globals and constants.

(¢) String Quotes: When a string contains single or double quote characters,
however, use the other one to avoid backslashes in the string. It improves
readability.

(d) Whitespace in Expressions and Statements: Avoid extraneous whitespace.

3. Ttems with a weight of 1

(a) Comments: Good code should have wonderful comments.

(b) Naming Conventions: Naming in python code should conform to the nam-
ing specification.

The total score of the standard score is 30 points. If there is any nonconform-
ing item in the code, the corresponding points will be deducted. Students have
no professional foundation of programming before, so we pay more attention to
the standardization of students’ code layout. So when we calculate the deducted
score, we give different weights to different items. For example, we give smaller
weights to two items that enhance code readability (variable naming and code
comments). The specific calculation method is as follows:

11
S=p) nl (2)
i=1

Where I; represent the item ¢ in the table, § represents the weighting coefficient
of each term, and the basic score of each item is 1 point.

We collected the codes of all students participating in pair programming and
then calculated the standard rate according to the code length of each program.
The standard rate of each group of modes takes the average value of the standard
rate of all codes in that group. The formula of code normalization is calculated
as follows:

Seum — 5 (0}, ;)
N(GiPy) = Z ACHD 3)

Where N (G;, P;) represents the standard degree of the code of the i-th mode,
N; represents the number of people in the i-th mode, P; represents the j-th
topic, Ssum represents the total score of each program, S (F)k, P; )represents the
score deducted by each program according to the standard items, and L (Hk, P])
represents the length of the code.

Figure 3 shows the changing trend of standard rates for each group of codes.
It can be seen from the figure that there is no correlation between the standard
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Fig. 3. A comparative diagram of the changing trend of the standard rate of codes in
each group and the difficulty of homework.

rate and the difficulty of the homework, and the standard rate of each group
has no obvious upward trend with the pair programming. We analyze that the
reason why this may happen is that students learn and do while learning, which
leads to the students’ programming foundation not reaching the standard level.
Therefore, we analyzed the codes written by students in the final examination
and selected two questions to calculate the standard rate of codes written by
students in the examination. The significance test of the regression coefficient
for each group of data shows that there is no obvious linear correlation between
the standard rate of codes and the time of pair programming.

4.3 RQ3: Students’ Attitude to Pair Programming

After the experiment, to measure the students’ experience in pair programming,
a short questionnaire was distributed to the students.

— Q1: Are you willing to continue pair programming?

— Q2: Do you think pair programming is more efficient?

— Q3: Do you think pair programming is helpful to improve the programming
level?

The results in Fig.4 show that the students’ attitude towards pair program-
ming is positive. Most students are in favor of pair programming mode and
are willing to continue pair programming. Figures show that students with a
20-min switching interval for pair programming feel more able to benefit from
pair programming, and they feel that pair programming is more effective and
can improve their programming level.
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Fig. 4. Results of the questionnaire.

5 Discussion

The results show that the longer the pairing time is, the better it is for stu-
dents to overcome difficult homework. Moreover, judging from the submission
of homework after solving difficult problems, the passing rate of the submitted
codes of this group of students is higher than that of the other two groups after
experiencing cooperation in solving difficult problems. This shows that students
benefit more from pair programming within 30 min.

In order to verify the validity of this result, we have a test for students after
the pair programming course. It includes a simple programming problem and
a programming problem beyond the syllabus. We counted the passing rate of
each group of students. The results show that whether it is a simple question
or a more difficult question, the students with a 30-min rotation time for pair
programming have a higher pass rate. This shows that our previous results are
valid.

As far as the normalization of codes is concerned, from the data obtained
from the overall statistics, pairing programming has no effective influence. There
is no significant linear correlation between the increase of pairing time and the
standard degree of codes. We analyze the possible reasons for this situation
include students’ lack of programming experience, a small number of samples,
and difficulty in homework. In order to verify whether it is related to the students’
programming experience, we also selected the codes submitted by the students
at the end of the final exam and calculated the standard scores of each group.
The results show that after the end of the course, the code normalization has
not been greatly improved, and there is no significant difference between the
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code normalization when the pair programming is not adopted and when the
course is not studied. This reason is not the cause of this result. In the following
research, we will expand the sample of the experiment and set up homework
with different difficulties to analyze the normalization of the code.

In the process of practice, it is found that when the pairing programming
mode is not carried out, the students with weak foundation are more dependent
on the guidance teachers and treat the problems that cannot be solved passively.
After developing the pairing programming mode, this part of the students can
discuss it with the pairing members. According to the code submission time
recorded by the system, it is found that these students can quickly solve the
problems in programming, and students can obtain more satisfaction, and their
learning enthusiasm and initiative have also been greatly improved. And we can
see from the statistical results that students with a 20-min switching interval
for pair programming think they can benefit more from pair programming. This
also inspired us that the switching interval of pair programming is not as long
as possible. Excessively long switching intervals will cause students to have a
negative attitude towards pair programming.

6 Conclusion

In this study, we discussed the influence of periodic role switching interval on the
effectiveness of pair programming and analyzed the pass rate, normalization, and
students’ cognitive attitude towards pair programming under different switching
intervals. Our results show that students can benefit from pair programming
when the switching interval for pair programming is 30 min. However, when we
investigate students’ attitudes, we find that students prefer to set the switching
interval at 20 min.

Therefore, in the actual programming language teaching environment, we
suggest that more attention should be paid to the pairing scheme of pairing
programming. However, in the switching interval, we suggest to give priority to
work continuity, and there is no need to specify specific time rigidly. According to
the experimental results, to balance students’ enthusiasm for pair programming
and the benefits of pair programming in normal teaching, we suggest that the
switching interval of pair programming in class can be set to 20-30 min.

When studying the influence of pair programming on the normalization of
students’ code writing, we got the opposite result. Our results show that there is
no obvious linear correlation between the standard degree of code and the time
of pair programming. We analyzed and verified that the reason for this result
has nothing to do with whether the students study the whole course. In the
following research, we will further expand the sample size and set up different
difficult assignments to verify the remaining reasons.
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Abstract. Composite service implements complex functions by comb-
ing different web services. It evolves a lot during its life cycle, and external
web service may evolve without prior notice. To ensure the correctness
of each evolved version, regression testing must be performed. In this
article, an approach is proposed to automatically minimize test cases
for regression testing of WS-BPEL (Web Services Business Process Exe-
cution Language) compositions based on modification impact analysis.
The proposed approach can detect interfacial, structural, and variable
changes of WS-BPEL compositions on the basis of WP (WSDL Parsing),
BH (BPEL Heading), and BAST (BPEL Abstract Tree). Afterward, we
perform a dependency analysis by extracting def-use pairs of modified
variables to cover all affected paths. We conducted experiments with
8 WS-BPEL compositions to evaluate the efficiency of our approach.
Experimental results show that our approach can recognize the modifi-
cations in most cases, and can reduce the original test suite to 51.75%
on average.

Keywords: Test case minimization - Modification impact analysis -
Regression testing

1 Introduction

With the rapid development of cloud computing, web services have gained sig-
nificant attention due to their characteristics of well-encapsulation and loose-
coupled. Web services are usually described by WSDL (Web Services Description
Language) [1], a language based on XML.

Since single web service provides limited functions, multiple web services
have been composited to achieve complex tasks [2]. WS-BPEL [3] has become a
standard for service compositions. To adapt to various of requirements in daily
business, the structure of WS-BPEL has to keep evolving. Apart from structural
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changes, external web services also evolve without prior notification. Given these
circumstances, any change in the WS-BPEL compositions should be fully tested
before and during its deployment.

Currently, many tools exist for testing WS-BPEL to ensure correctness by
automating test case generation [4-8]. However, the execution of a great number
of test cases is time-consuming yet ineffective. Therefore, regression testing [9]
has gained growing concerns. Although frequent execution of regression tests can
maximize the discovery of errors in WS-BPEL compositions, the process itself
consumes too much time. To reduce the cost of regression tests, researchers have
conducted in-depth research on automated regression testing techniques. Typical
regression testing techniques include test suite minimization [10-12], test case
selection [13-15], and test case prioritization [16-19].

In this work, we present an approach to the minimization of test cases based
on modification impact analysis. Since WS-BPEL is a kind of programming lan-
guage, we can define an AST (abstract syntax tree) to extract necessary infor-
mation. Then with the generated BASTs (BPEL Abstract Syntax Tree), we can
perform modification analysis. Specifically, we compare two versions of BASTs
and discover interface, structural or variable changes, and use dependency anal-
ysis to locate influenced nodes. With modified nodes and influenced nodes, we
can then minimize test suite to exclude redundant test cases.

The rest of the paper is organized as follows: Sect.2 gives an motivating
example. Section 3 introduces the methodology. Section4 presents our imple-
mentation. Section5 discusses our experiment and evaluation, Sect.6 is about
related work, and Sect. 7 is about the conclusion.

2 DMotivating Example

When an external service of a WS-BPEL composition is deemed unsuitable, the
service integrators may modify the binding address to a replacement service.
The changes are known by testers if is notified. However, there could be some
other modifications that involve without prior notice.

We motivate our work via a model of WS-BPEL evolution to illustrate the
different types of change. Figure 1(a) shows an original version of a composition
that contains three services A, B and C.

Consider the next evolved version in Fig. 1(b), although the interface of ser-
vice B remains unchanged, its internal functions have been edited. This situation
occurs when the service provider finds that some operations in the original ser-
vice B need to be changed to meet current requirement better. Since changes to
these external services will not notify the service integrator, we need to actively
retrieve the WSDL documents of these services.

In Fig. 1(c), suppose that when the edited Service B’ is deemed unsuitable, it
is more practical to replace it. In this case, we should ensure that the newly added
service is compatible with the original WS-BPEL composition and that no new
errors will be introduced. Therefore, our tool should automatically minimize the
original test suite and not perform redundant tests on parts that are not affected.
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Fig. 1. Illustrations of WS-BPEL evolution

Suppose that there is an incoming requirement that makes the original
<SEQUENCE> structure unsatisfactory. To make the WS-BPEL composition
meet the requirement, as Fig. 1(d) shows, the service integrator decides to intro-
duce service E and add the control structure of <IF-ELSE>. This complex type
of modification could introduce new errors.

How to discover errors while reducing test overhead is an urgent problem we
need to solve. We will introduce our method in Sect. 4.

3 Methodology

This section introduces the methods we used in modification extracting. The
key idea is using DOM4J to parse the information of WSDL, XSD, and BPEL
documents and transforms them into the structure we need.

3.1 WSDL Parsing

In WP, we implement WSDLParser and XSDParser to retrieve service informa-
tion. WSDLParser is shown in Algorithm 1. XSDParser is not shown for space
concerns, since besides enumerated types, XSDParser is generally the same as
WSDLParser.

For WSDL, (1) we first parse the <PORTTYPE> nodes (Line 6 to 7 of Func-
tion WSDLParser()) to obtain the operations and each <OPERATION> contains
input and output <MESSAGE>. (2) Then we parse the <MESSAGE> nodes to
obtain the parameters of each operation (Line 8 to 10). (3) Parameter informa-
tion is described in <TYPES> of the WSDL or XSD document (Line 11 to 17).
(4) Also, we parse the <SERVICE> and <BINDING> in the WSDL to obtain the
target address and the protocol type (SOAP GET POST). This article only
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Algorithm 1. WSDLParser()

Input: file //XML file(*.wsdl,*.xsd)
Output: List<service> servicelnfo

1: enum WSDLNodeTypes {portType, message, types, service, binding}
2: if file isInstanceOf(*.wsdl) then

3: for element in elements do

4: nn=element.getName())

5 if nn in WSDLNodeTypes then

6: if nn.equals(“portType”) then

7 portType.add(createNode(element))

8 if nn.equals(“message”) then

9: message.add(createNode(element))
10: portType.addOperation(message);
11: if nn.equals(“Types”) then
12: if hasAtrribute(“Import”) then //means has a *.XSD file
13: parameters.add(createNode(XSDParser()))
14: message.add(parameters);
15: else parameters.append(createNode(element))
16: message.add (parameters)
17: if nn.equals(“binding”) then
18: binding.add(createNode(element))
19: for element in elements do
20: if nn.equals(“service”) then
21: service.add(port Type)
22: service.set Address()
23: serviceInfo.append(service)

24: return servicelnfo

considers the SOAP protocol (Line 18 to 24). The output of WSDLParser is an
array list of service information. Each service information has a top-down tree
structure, and the structure follows the parsing order.

3.2 BPEL Parsing

BPEL parsing takes BPEL documents as inputs, BAST(BPEL abstract syn-
tax tree) and BH(BPEL headers) as outputs. The parsing method is similar to
Algorithm 1, except for some details. To distinguish different types of modifica-
tions, we traverse BPEL documents and then split them into BH and BAST.

Definition (BH). BH is defined as a triad (I, PL, V'), where I is a set of imports,
PL is a set of defined partnerLinks, V is a set of defined variables.
I = I, U I;. The information about external services is included in node I,
where I,, denotes external services’ namespace, and I; denotes the location.
PL records related information of each partnerLink, namely partnerLink
name, namepspace and role.
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V' records related information of each variable, namely variable name,
namespace and messageType. It should be noted that messageType corre-
sponds to <message> in WSDL documents.

Definition (BAST). BAST is defined as a quintuple (N,C, PL,V, F), where
N is the BAST node, C is a set of pointers to children nodes, PL is a set of
partnerLinks, V is a set of variables and F' is the field of each BAST node.

N = NgpUNgUNpUNpUN¢. In BPEL, basic and structural activities can
be transformed into the five kinds of BAST nodes.

— Np is created for basic activities, i.e. <receive>, <reply>, <assign>,
<invoke>.

— Ng is created sequential activities, i.e. <sequence>.

— Np is created for selective activities, i.e. <if>, <elseif >, <condition>.

— Ny, is created for loop activities, i.e. <while>, <for>.

— Ng¢ is created for concurrency activities, i.e. <flow>.

C stores the pointers to the address of children nodes. The root node is
<sequnce>. If current node is a leaf node, the value of C' is empty.

PL and V are sets of partnerLinks and variables defined in BH and used in
current node.

F records related information of each BAST node.

id: records the identification of a node with a unique natural number.
— name: records the name of a node in XML documents.

— type: records the type of a node.

— Gen(n): records the set of variables defined in a node n.

— Kill(n): records the set of definitions killed in a node n.

— Use(n): records the set of variable used in a node n.

Gen(n), Kill(n) and Use(n) in F field are used for dependency analysis. With
Gen(n) and Kill(n), we can further compute In(n) and Out(n) sets. In(n) and
Out(n) denote the reaching definitions at the point before and after each node
n. The computation formulas are as follows [21]:

Out(n) = Gen(n) U (In(n) — Kill(n)) (1)
mmy = |J Oulp) ®
pEpred(n)

where Gen(n) is the set of definitions generated by the statement in n, Kill(n) is
the set of all other definitions of the defined variable in the program, and pred(n)
is the set of predecessor nodes of n. In our approach, we consider concurrent
activities as asynchronous to simplify dependency analysis.

In(n) and Out(n) will be applied to data dependency analysis in Sect. 4.

4 Modification Impact Analysis

In this section, we propose a method of modification impact analysis. In Sect. 4.1,
we present the framework of our approach. In Sect. 4.2, we give a detailed expla-
nation of extracting rules.
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Modification Impact Analyser
BPEL BPEL L e T | Test Min-
—] . |

Parser Information : BPEL 1 : WSDL : BPEL 1 : imization
| Heading ', Parsing ! | AST ! :
[ P oo oo

Y
WSDL Servwﬁ: [—>| Test Case Generator [—>| Test Suites
Parser Information

Fig. 2. Framework of our approach

4.1 Framework

Figure 2 is the general framework of our approach. We utilize BPEL Parser and
WSDL parser to conduct modification impact analysis. The BPEL information
contains two elements, namely BH and BAST. BH is for variable inspection, and
BAST is for BPEL comparison. After analyzing of modifications, we minimize
test suites with the results. To support new services, we develop a tool for test
case generation (Sect.5.1).

4.2 Extracting Modification Rules

Our extracting modification rules focus on the revision of variables. Since most
changes all involved in the modification of variables, directly or indirectly, i.e.,
in Fig.1(d), the predicate of <IF-ELSE> contains constraints with variables,
and the newly introduced service E must also include new variables. We use
portType as additional information since in BPEL activities, portType either
appears with variable or does not appear.

A modification rule, denoted r, represents how a variable of WS-BPEL com-
position is changed to a new one. The rule can be expressed as a 3 tuple, i.e.,
r = (C, L, R), where C represents the composition, L the outdated variable, and
R the new variable. For example, service B’s old variable, which is Message in
Fig. 1(b), can be expressed as follows: (C',Message — Message’).

A change rule r can have three different cases:

- (C,0 — R)
- (C,L — R)
- (CaL*)@)

These three cases are associated with corresponding actions. For example,
when a variable is added or invoked, r has the change case (C,0) — R). If the
variable is edited or replaced, r has the change case (C, L — R). If the variable
is deleted or spared, r has the change case (C, L — 0). We extract modification
rules according to three cases and six actions shown in Table 1. To extract change
rules, we use BH, WP and BAST in order, with regard to a modification set
My (k). We explain the details in the following subsections.
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Table 1. Extracting modification rules

Rules Action Description Method Change patterns
(C,0 — R) | ADD R is added BH Additional External
Service
INVOKE | R is invoked BAST Idle Functionality of
Composition
(C,L — R) | EDIT L is changed into R | WP Edited External Service
REPLACE | L is replaced by R | BAST Replace of Existing

External Service

BH/BAST | Replace of Additional
External Service

(C,L — 0) | DELETE | L is deleted BAST Removed External
Service
SPARE L is spared BAST Decreasing Functionality

of Composition

4.2.1 Using BPEL Headings

Since BH contains the <import>, <portType> and <variable>, we can com-
pare two versions of headings to extract modifications. If a new variable appears
in the new revision, the modification action may be ADD or REPLACE and can
be further distinguished with BAST. The new variables will be added into set
Mvar'

4.2.2 Using WSDL Parsing

Even if some variables may remain the same in both BHs, there may be modifi-
cations in the WSDL. We locate the codes in WSDL with the information pro-
vided by <wariable> in BH. According to the previous introduction, we know
that <variable> has two attributes: namespace and messageType. namespace
can link a variable to corresponding <import> and <import> stores the loca-
tion of WSDL. messageType name is matched to the <message> in WSDL.
With location and <message>, we use WP to retrieve the information from
two versions and compare them to determine if something has changed. The
edited variables will be added into set M.

4.2.3 Comparing BPEL AST

We compare two BAST's through pre-order traversal. Figure 3 shows two simpli-
fied BASTsS, circle boxes represent structural nodes, and rectangle boxes repre-
sent basic nodes, e.g. <receive>. The numbers are unique for different nodes.
As is shown in Fig. 3, traversing the v1.0 in pre-order yields 1 —2—3—4 and v1.1
yields 1 —2—3"—4—6 — 7 — 8. Through comparing two traces, we can extract 2
kinds of modifications (EDIT and ADD) and 4 changed variables(3’,6 — 7 — 8).
Changed variables will be added into set M.
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4.2.4 Data Dependence Analysis

We have obtained the changed variable set M,,, through previous steps. In
the regression testing of WS-BPEL compositions, it is not sufficient to consider
the variables that are directly changed. To ensure that there is no error in the
changed service composition, we need to extract the nodes with variables that
depend on the variables in set M,,,. The method of extraction is data depen-
dency analysis.

<assign> <assign> <condition>
<from> <to> <from> <elseif>
.. EDIT o ADD
v1.0 S vl.1l

Fig. 3. BAST modification example

In Sect. 3, we store Gen(n),Use(n), Kill(n) of node n during parsing, and
compute In(n) and Out(n). If a node A’s Use(A) contains a definition defined
in node B, i.e., in Gen(B), and other nodes between the two nodes do not kill
the definition, then we infer that node A data depends on node B.

For each variable var in M., we look for other variables that depend on var
and add these variables into affected nodes set E,,.. With the changed variable
set and the affected node set, we reduce the test suite by removing test cases
that do not cover these two node sets.

5 Evaluations

In this section, we first introduce some implementation issues of our prototype
tool in Sect. 5.1, and then conduct several experiments in Sect. 5.2.

5.1 Implementation

According to the extracting rules (Table 1), we have implemented a prototype
tool. The inputs of this tool include composition documents, namely .bpel, .wsdl
and .xsd files and the outputs are minimized test suite.

We have also developed a tool for test case generation considering that there
may not be test cases for newly added services. This tool retrieves information
by parsing WSDL and XSD documents. Then, it generates values for the input
parameters of services with constraints and random values.
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We chose eight benchmarks to evaluate our work. These compositions come
from some popular BPEL engines and BPEL specification (Table2). They are
also used in other BPEL test case generation [19] or regression test prioritization
[20]. A to H are used to represent the corresponding benchmarks. The columns
“Benchmark,” “Source,” “Element,” and “LOC” represent the name of bench-
marks, the source, the number of XML elements, and the number of lines of code
of each composition, respectively.

Table 2. Relevant information of the experimental application.

Ref. | Benchmark Source Elements | LOC | Versions

A ATM ActiveBPEL 94 180 |4

B Gymlocker BPWS4J 23 52 |3

C Dslservice BPWS4J 50 123 |3

D | LoanApproval | ActiveBPEL 41 102 |7

E MarketPlace | BPWS4J 31 68 |3

F Purchase BPWS4J 41 125 |5

G | Loan Oracle BPEL Process Manager | 55 147 |3

H LoanProcess | WSO2 BPS 33 161 |5
A ] B ADD
g : ! @ EDIT
D : ] COREPLACE
E I ] [] DELETE
F I ] [J SPARE
G I I ]
< I — .

0 0.2 0.4 0.6 0.8 1

Fig. 4. The statics of extracting modifications for WS-BPEL compositions.

For evaluation, we need some modified versions of these WS-BPEL composi-
tions. Therefore, we invited some research partners (non-authors) to make some
modifications to the 8 original compositions. To guarantee the independence of
modification, each version only involves one modification.

5.2 Results and Analysis

We apply the 3 rules in Table 1 to the original and modified versions respectively.

Figure 4 shows the results using stacked bar chart, the vertical axis represents
the benchmarks’ reference, and the horizontal axis represents the proportion of
different actions to all modifications. ADD, EDIT, REPLACE, DELETE,
SPARE are the actions of three extracting modification rules.
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The graph shows that for 7 of these compositions, our approach can detect all
the modifications. For example, composition B has 3 versions of modifications,
namely ADD, REPLACE, SPARE, and the amount of each modification is
1(1/3 of all versions). The graph also shows that 2 (40%) of the modified ver-
sion of H has not been detected. After checking the documents, we find that 2
modified versions are called external services through URLs, which caused our
tool to failed in obtaining the WSDL documents.

Figure 5 presents performance of test suite minimization, the value of each
column equals the mean of corresponding modified versions’ number of mini-
mized test cases divided by the number of test cases in the initial test suite. The
graph shows that the average minimization rate is 51.75%, our tool works best
for D’s test suite minimization, and the worst for F’s.

0.6

] ||| T

A BCDETFGH

Fig. 5. The statics of test suite minimization.

6 Related Work

At present, there are lot of researches in regression testing for WS-BPEL com-
positions, which can be divided into three categories: test suite minimization
[10-12], test case selection [13-15], and test case prioritization [16-19].

Francisco et al. [10] proposed a search-based test suite minimization tech-
nique. The approach generates mutants for original composition and compares
their behaviors with original composition under test suite. If the mutant cannot
be killed, the test case is deemed redundant.

Singal et al. [14] conducted test case selection based on the extended BPEL
flow graph (XBFG). It compares the XBFGs of compositions to extract modifi-
cations, select test cases, and generate test cases. However, the method assumes
that the system always needs to be fully tested, which is redundant.

Wang et al. [17] proposed a test case prioritization technique based on mod-
ification impact analysis. They build the BPEL activity dependency graph to
calculate the modification impact and priority. Compared with the coverage-
based method, this method can achieve a higher precision. The drawback is that
it is not suitable for large-scale compositions due to heavy work load.
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7 Conclusion

In this paper, we have proposed a modification impact analysis based regression
testing approach to capture the modification caused by interfacial, structural,
and variable changes. Our highlight is designing rules to comprehensively cover
possible changes. Compared to most technologies, we not only detect changes
in external services coarsely at the interface level but more fine-grained. It sig-
nificantly complements the inadequacy of existing work in theoretical studies of
TSM. We have verified our proposal through an experiment.

Our current work focuses on test suite minimization problem of service com-
positions in static testing environment. In the future, we will broaden our work
to solve regression test prioritization problem in dynamic testing environment.
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Abstract. With the rapid development of Internet technology, the application
of Web service and their combinations is spreading widely as a vital role.
However, due to the black box feature of Web services, test cases of Web
service can be obtained only from the perspective of users, which is more
challenging than traditional tests. We propose a method based on semantic
matching and condition recognition, combined with document parsing to gen-
erate test cases of composite Web services. In this method, the first step is to
parse the relevant XML documents, then to obtain the parameter types, key-
words, as well as conditions and orders in the control flow. The following step is
to match the parameter instances according to the conditions in the process or
the semantic knowledge base. The last is to encapsulate them into test cases.
Experimental results show that our method can generate test cases with low
redundancy and high coverage, which can cover more than 85% nodes and paths
in BPEL.

Keywords: Composite Web services - Test case generation - Document
parsing - Semantic matching

1 Introduction

Web services [1] adopt a Service-Oriented Architecture (SOA) [2] to achieve service
invocation through the interaction among entities such as service providers, registration
centers and service requesters, without depending on language, platform and protocol.
With the rapid development of Internet, cloud computing technology and service-
oriented technology tend to mature, Web services have also been put in wide utiliza-
tion. Developers combine several atomic Web services in accordance with a certain
process to provide users with more comprehensive value-added services. It is necessary
to test them fully to guarantee the accuracy and stability of the combined Web services.

The generation [3] of test cases is the first stage of composite Web service testing.
This paper aims to achieve automated generation of test cases at a relative low cost and
high coverage. In this paper, we propose a method to generate test cases for composite
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Web services based on semantic matching and condition recognition, and verify the
effectiveness of this method through comparative experiments.

The rest of this paper is as follows. Related work is discussed in Sect. 2. Pars-
ing XML documents related to Web services is in Sect. 3. How to generate test cases
based on semantic matching and condition recognition is presented in Sect. 4.
Experiments and evaluation are in Sect. 5. The last part is conclusion and future work.

2 Related Work

Test case generation is crucial for software testing, model-based test case generation is
the most popular method [1, 4-8]. This method improves the accuracy of test cases, but
few of them are fully automated without the testing of atomic Web services.

Zhou et al. [9] proposed a test case generation method based on parsing document
and solving constraint, which parses XML documents related to composite Web Ser-
vices. They obtain and encode constraint conditions, and then use the Z3-Solver [10] to
solve the encoded constraints, and finally combine the SOAP protocol to generate test
cases. However, the speed that Z3 processes string type variable is relatively slow.

Estero-Botaro et al. [11] proposed a genetic algorithm with some bacterial algo-
rithm characteristics to generate a test suite for mutation testing. Experiment shows that
the error detection rate and coverage of test cases rise greatly, but costs a lot of time.

In addition, Sun C et al. [12] and Mei et al. [13] studied BPEL runtime testing from
the perspective of workflow, and proposed a scenario oriented testing framework for
the runtime binding characteristic of composite Web services.

3 Document Parsing

Since service integrators cannot obtain the source code of Web service, test cases can
only be generated with the information from interface documents [14]. This section will
introduce the parsing method of XML documents in composite Web services in detail.

3.1 XML Documents in Web Services

XML documents related to Web services include BPEL, WSDL and XSD documents,
which are respectively used to describe the business processes, interface information,
and variable format information. The relationship is shown in Fig. 1 [9].

The basic unit of BPEL [15] is activity, which can be divided into basic activities,
structured activities and fault handling activities. In addition to the above three types of
activities, there are some nodes in the BPEL documents that describe the external
service addresses, partner links, and variable declarations of Web service references.

WSDL document contains nodes: <service>, <binding>, <portType>, <message>
and <types>, which are respectively used to describe the information of interface
address, communication protocol, operation, message and variable type.

XSD document makes formal definition of the variables with XML format, whose
composition structure is in the XSD part in Fig. 1.
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BPEL WSDL XSD
process definitions FeTsma
variables types element
- element | restriction
variable glement
e rnamespace pattern
message lype= message enumeration
namespace_| Li,| — th
S part element= CLUES
Other nodes
Other nodes O nodes

Fig. 1. Relationship of documents related to Web services

3.2 Analytical Method

When parsing the composite Web service document, we start with the BPEL document,
where all the atomic Web services and business processes are defined. To construct the
controlling flow graph, it starts from the root node <process> to all the nodes in turn,
and stores the relationship between nodes and information of themselves. We obtain
node information such as loop conditions and branch conditions, and then obtain child
nodes iteratively.

Then, we parse WSDL documents. We first retrieve all the <service> elements, for
which we jump to <binding> and the elements that match the service. Thus, we get a
set of operations (<operation>), and then jump to <portType> to find the input and
output <message> corresponding to each operation. Next, we parse the <message> and
<types> nodes to obtain the constraint information. Further, it needs to obtain the
namespace of the WSDL file for parsing the nodes and constructing test cases.

When parsing XSD documents, we still need to traverse all the nodes to obtain
constraint conditions, such as the ordering relationship, values, types, lengths, value
ranges, and regular expressions of variables. In addition, the variable definitions in the
WSDL file need to parse the XSD file with the same namespace.

4 Test Case Generation Based on Semantic Matching
and Condition Recognition

Former test cases generated based on interface parameter types have high redundancy,
mainly because many invalid cases are generated based on the type information instead
of taking the actual meaning of the parameters into account. For example, in the Web
service of attribution query of domestic mobile phone numbers, when we input
parameter named “mobileCode” with type “string”, it is likely to generate a bunch of
meaningless strings if we only judge by the type “string”.

Likewise, we also need to generate test cases in accordance with various process
conditions. For example, a loan service needs to deal with business processes according
to the user’s loan amount.
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In this section, we extract the input parameter keywords and process conditions by
parsing the XML documents, and generate test cases on the basis of semantic matching
and condition recognition.

4.1 Keyword Extraction Optimization

Before the semantic matching, we must preprocess the parameter names and operation
names to extract keywords. Since different developers have different definitions, the
parameter names are irregular and require text processing to find the keywords that can
explain the parameters most clearly. We propose a method to deal with the parameter
names by analyzing the thousand parameter names in WSDL documents:

(1) Consider IO (input/output): Many inputs and outputs of the same service share the
same forms, such as input in the form of “getAbyB”. Obviously, B is the input
keyword and A is the output keyword. For example, we can extract the keyword
“Currency” in the service “currencyService” with an operation “getCurrencyRate”.

(2) Separate Words: Considering the definition of parameter names without spaces,
we separate these words according to the capitalized first letter.

(3) Filter meaningless words: After separation, some high-frequency but meaningless
words should be ignored. The frequency of occurrences of such words in WSDL
exceeds 90%, which are saved in a table of our database.

4.2 Building a Local Semantic Library

Building a local semantic library is to facilitate the semantic matching method. We
combine both the automatic and manual method to construct the local semantic library:

(1) Automatic method: Present Web services sometimes provide interfaces for the
access of specific values allowed by them. For example, a weather forecast service
[16] offers weather forecast of 400 cities through the interface “getWeatherby-
CityName”. We call these interfaces for the legal input parameter value, tag them
(the name of a city) with labels like weather, city, and then store into the database.

(2) Manual method: For various parameter types, we have designed a table with
artificial maintenance. For example, for the type “double”, 3.2, —983.2 and types
like “dateTime”, “int” etc. are stored in the database. With this table, the program
only needs to parse the parameter type for the corresponding input instance.

4.3 Parameter Matching Based on the Semantic Library and DBpedia
Domain Knowledge

As the example of currencyService (Sect. 4.1), an operation named “getCurrencyRate”
queries the exchange rate between two currencies by inputting two currency codes with
an output named “getCurrencyRateReturn”. Through keyword extraction, the keyword
is “Currency”. Then we utilize the local library and DBpedia to match the keywords in
the service elements. The parameter matching mechanism is as follows:



Test Case Generation of Composite Web Services 31

(1) Query the local semantic library according to the input parameter type for the
suitable preset input instance, which should be listed to the instance table.

(2) Add the matching record to the instance table if it is in the local semantic library,
according to the “keyword” after parameter optimization.

(3) If there’s no instance to match, we call the DBpediaSpotlight service. We filter
parameters by configuring and input the keyword and its description. Spotlight
will respond content, which contains the DBpediaURI that matches the keyword,
then extracts the string that can be used as an input parameter and adds it to the
instance table.

44 Conditional Recognition

As mentioned in the previous section, only a part of the input values is obtained
according to semantic matching, while others involve in controlling the BPEL process.
Thus, we also need to consider the conditions (<condition>). For example, a parameter
“amount” of a loan approval service requests users to input the loan amount. The
program will estimate the loan risk based on the amount. For low-risk customers whose
request is less than 10,000, the loan will be automatically approved. If it is more than
10,000, the approver will check the loan with an <if> node in the process. Based on the
analysis result of the BPEL documents, we will identify the corresponding node for
condition judgment and match it with the input parameters.

4.5 Test Case Packaging

SOAP, as a protocol specification for exchanging data, is often used to exchange
structured and fixed information in a distributed environment. We need to encapsulate
the test data in a SOAP message to generate test cases. A test case for mobile phone
number location query service [17] is shown in Fig. 2.

<soapenv:Envelope
xmlns:soapenv="http://schemas.xmlsoap.org/soap/envelope/"
xmlns:web="http://WebXml.com.cn/">
<soapenv:Header/>
<soapenv:Body>
<web:getMobileCodeInfo>
<web:mobileCode>18111111111</web:mobileCode>
<web:userID>12345</web:userID>
</web:getMobileCodeInfo>
</soapenv:Body>
</soapenv:Envelope>

Fig. 2. Mobile phone number location query service.
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5 Experiment and Evaluation

5.1 Experimental Data and Environment

The hardware environment of the experiment is an Intel Core i5-6400 quad-core
processor, 8G memory and the operating system is Windows 10. The development
environment is jdk1.8 and Eclipse Oxygen.

We selected some typical composite Web services, including Loan Approval
Service (LAS), BookLoan, FlowLinks, and CaculatorProj. These services involve
various of activities in Sect. 3.1. The scale of the program is shown in Table 1. LOC
represents the number of lines of BPEL, and AN (activities number) is the number of
activities.

Table 1. Composite service information and experimental results.

Composite BPEL AN | Test case evaluation
Web service LOC Total |Redundancy | Node Path Time
coverage | coverage | (ms)
CombineUrl 38 4 2 0 100% 100% 93
HelloWorld 45 2 0 100% 100% 107
While 82 8 2 0 100% 100% 120
Alarm 86 11 3 33% 100% 100% 142
CaculatorProj | 151 13 3 0 100% 100% 97
LAS 204 14 7 40% 100% 100% 280
FlowLinks 92 22 4 33% 90% 86% 236
BookLoan 251 37 8 20% 89% 91% 302

5.2 Analysis of Results

In order to evaluate our method, we chose some common evaluation indicators,
including coverage, redundancy, generation time, etc. Since the composite Web service
was fully tested before the release, and there is no publicly known bug set, we have not
considered the evaluation of the ability to search for bug of the test case.

In Table 1, the evaluation indicators of test case are as follows:

(1) Total: the number of all test cases generated in one execution;

(2) Redundancy: the proportion of test cases that overlap with nodes or paths covered
by others;

(3) Node coverage: the proportion of nodes covered by the generated test case set;

(4) Path coverage: the proportion of paths covered by the generated test case set;

(5) Time (unit: milliseconds): the average time required to generate a test case.

The experimental results are shown in Table 1. We found that for small-scale
composite Web services (the first four in Table 1), we can achieve 100% coverage with
fewer test cases but almost no redundancy. For more complex services (the following
four in Table 1), the coverage may decrease, but still with little redundancy and low
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time cost. Compared with other work, the number of test cases generated by our
method is less, because generating by semantic matching is more practical, and the
scope of parameters is constrained by condition recognition.

5.3 Comparative Experiment

To verify the effectiveness, we set three experiments: (a) remove semantic matching;
(b) remove condition recognition; (c) remove both. The results are in Table 2.

Table 2. Comparison of node coverage.

Composite Web service | Result | Control group A | Control group B | Control group C
CombineUrl 100% | 100% 100% 100%
HelloWorld 100% | 100% 100% 100%

While 100% | 50% 50% 0

Alarm 100% | 100% 36% 36%
CaculatorProj 100% | 100% 38% 38%

LAS 100% | 60% 57% 35%

FlowLinks 90% | 32% 41% 23%

BookLoan 89% | 41% 32% 27%

By comparison, we found that when any one of the core points “semantic
matching” and “conditional recognition” is removed, the effect of test case generation
will shrink. When both are removed, similar to the traditional test case generation
method based on interface parameter types, the coverage of test cases is sharply
reduced. Therefore, using semantic matching and conditional recognition techniques is

necessary (Table 3).

Table 3. Comparison of path coverage.

Composite Web service | Result | Control group A | Control group B | Control group C
CombineUrl 100% | 100% 100% 100%
HelloWorld 100% | 100% 100% 100%

While 100% | 50% 0 0

Alarm 100% | 100% 0 0

CaculatorProj 100% | 100% 0 0

LAS 100% | 66% 66% 33%

FlowLinks 86% | 25% 50% 25%

BookLoan 91% | 40% 40% 20%
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Conclusion and Future Work

In this paper, we introduce a method for test case generation of composite Web service.
This method parses XML documents to obtain semantics, constraints, and other
information related to input parameters, overcoming the problem of high redundancy of
test cases used to be merely based on interface parameter type.

In the future, we plan to incorporate mutation strategies into our test case gener-

ation, combined with fuzzing technology to strengthen the detection of service vul-
nerabilities and to improve coverage.
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Abstract. Under the new mode of green supply chain management, in order to
overcome the trade-off problem caused by independent optimization, from the
global perspective, coordinating forward logistics and reverse logistics effec-
tively, integrating optimization the closed-loop structure of production and
distribution planning is very important. In this paper, aiming at the integrated
Production-Distribution—Recycle problem which consists of lot sizing, vehicle
routing and recycling simultaneously, a mathematical model is established. In
view of the complexity of the problem studied, a hybrid optimization algorithm
with a combination of harmony search algorithm and genetic algorithm is
proposed to solve the problem. Experiments are conducted on four different
scale problems adopting integrated approach and decoupled approach respec-
tively. Results show the superiority of integrated optimization approach.

Keywords: Supply chain management * Production—distribution-recycle *
Stochastic programming - Harmony search - Genetic algorithm

1 Introduction

Supply chain management (SCM) is very important to the operation of enterprises. It
includes a series of optimization topics [1]. Production and distribution are two very
important parts in the supply chain system. In the new mode of supply chain man-
agement, in order to effectively coordinate production planning and distribution
planning, from the overall point of view, the integrated optimization of production and
distribution planning has attracted the attention of many researchers and enterprise
managers. In particular, some research has been done on the model establishment and
algorithm design of the integrated optimization of production and distribution in
uncertain environment. An integrated optimization model coordinating production
scheduling, demand allocation and transportation was established [2]. The production-
distribution problem between suppliers and producers under the mode of centralized
distribution center was studied, without considering the random factors [3]. The
optimization of closed-loop supply chain network was studied including production,
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distribution and recycling, and a cultural gene algorithm was proposed, but without
considering both the random factors and distribution routing [4]. Integrated production-
distribution model was studied [5].

In the existing literature, either the random factors are ignored, or the distribution
process is simplified too much, and the vehicle routing problem (VRP) in the distri-
bution plan is not considered [6]. Some research is limited to a single enterprise or
single production system [7]. Especially the impact of the recycling link in reverse
logistics on the original production distribution system is not considered. Therefore, the
research on integration of forward logistics and reverse logistics, the integrated opti-
mization of production, distribution and recycling is still limited.

In view of the above situation, this paper considers a supply chain system with
multiple periods, single product, single factory and multiple distributors. Taking
minimizing the total cost of the system as the optimization objective, a stochastic
programming model with chance constraints is established. In the model, the pro-
duction lot size problem and the vehicle routing problem of pickup and delivery are
integrated as a whole. A hybrid optimization algorithm based on harmony search
(HS) and genetic algorithm (GA) is designed to solve the problem. The simulation
analysis highlights the superiority of the integrated optimization strategy.

2 Problem Description and Model Establishment

This paper aims at the integrated optimization of SC system under the structure of
production, distribution, recycling and redistribution under the uncertain demand. The
assumption is as follows. Products are produced in batches in the factory, and delivered
to the distributors after the completion of production in each period, regardless of the
inventory holding cost of the factory. The factory has a group of vehicles of the same
size, and the capacity of the vehicles can serve at least one distributor. The product
demand of each distributor in any period is random and subject to normal distribution.
Products in each period are allowed to be out of stock. The reworked products of the
distributors are not allowed to be used directly, and can only be returned to the market
after being transported back to the factory for maintenance. Each vehicle delivers goods
to each distributor and pickups goods from the distributor at the same time. Each
distributor only accepts one service in each period. The factory has production capacity
constraints, and the distributors have inventory capacity constraints.

For the convenience of expression, the following symbol system is established:
N denotes the number of distributors. I denotes the set of factories and distributors, O
denotes the set of factories. K denotes the number of vehicles owned by factories,
C denotes the capacity of each vehicle. T denotes the set of periods in the planning
cycle. DC; denotes the maximum inventory handling capacity of distributors 7 in each
time period. o denotes the level of customer demand satisfaction. Pc denotes the
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production cost of unit product. » denotes the maintenance cost rate of unit product, in
which, 0 < r < 1. Mc denotes the maintenance cost of unit product, in which, Mc =
rPc. Sc; denotes the unit inventory cost of distributor i in each period, Lc; denotes the
unit out of stock cost of distributor i in each period. C;; denotes the driving cost from
position i to position j, and d;, denotes the demand of distributor i in ¢ period, in which,
diy ~ N(p, aft), A is the product failure rate. p;, denotes the quantity of products to be
repaired at distributor i in period ¢, in which: p;, = A g;;—1). u;; denotes the total quantity
of products to be distributed to distributor i in period ¢, in which, u;; = g + pig—1)- Sir
denotes the product quantity at the end of period ¢ of distributor i. AC denotes the
maximum production capacity of the factory in each period, and ac is the production
capacity of unit product consumption. » X ac denotes the production capacity of unit
product maintenance consumption, which is consistent with the cost relationship.
Decision variables include:

x;: Production batch in period ¢

qi» Number of new products delivered to distributor i in period ¢
Zijte: Whether the vehicle k passes through the arc(G, j) in period ¢
v Whether the vehicle k serves the distributor 7 in period .

Objective function

~

N
C =Total cost = [x;Pc+Mc-> pi+ >,
=1 i=1 k=1i

T N N
+ > [%ZSC,’ - (max(S;;—1y, 0) +max(S;, 0)) + >_ Lc; - [min(S;, 0)]]
i=1 i—

=1 i=1

Ciziju]
1

N
=1j

N

The opportunity constraint model of this problem is as follows:

Min Total cost (1)

N
st > qi=xVt (2)
i=1

AC
X+reAoxen<— Vit (3)
ac

Sit = Si—1) +qie —diy —pu V1, iF#0 (4)

Si(t—1) + qie <DC; Vi # 0 (5)
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T T
prob{z qir— dy>0}>a Vi#£0 (6)
=1 =1
K
> yie=1 Vi, t#0 (7)
=1
N N
> =Y VLt #0 (8)
=0 =0
N N
Zzoikt + ZZiOkt = 2you Vk,t # 0 9)
=1 =1
N N
Zzilkt + ZZijz =2y VI, k,t #0 (10)
i=0 =0
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Zpityikl+ Z Mir}’iszC VOZOalaaNa kvt#o (11)
i=0 =011
Yikt» Zijkl‘E {Oa 1}7%;207 thO Vi7j7 k7l (12)

The objective is to minimize the total cost. (2) denotes the balance formula of
production and sales of the factory. (3) denotes the constraint of production capacity.
(4) denotes the inventory balance formula of the distributor. (5) denotes the constraint
of the inventory capacity. (6) ensures that the demand meets the level. (7-11) are the
constraints of VRPSPD. (12) gives the range of the decision variables.

3 Algorithm Design

The model includes the continuous production batch problem and the discrete vehicle
routing problem. In view of the successful application of GA and HS in various
optimization problems [8, 9], in particular, HS is suitable for solving production batch
problems; GA is suitable for optimizing vehicle distribution path. Therefore, this paper
proposes a hybrid intelligent optimization algorithm based on HS and GA. The algo-
rithm flow is shown in Fig. 1. Each harmony solution obtained by HS represents a
production batch plan. For each batch plan, GA is used to get the best distribution
scheme. This cycle continues until the algorithm is terminated.
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Fig. 1. Flow chart of HS-GA algorithm

The solution of batch part can be expressed as S = [s;]7, T is the number of time
periods, and s, is the production batch of the period 7. Generation method of initial

batch:

Step 1. Let p;, represent the mathematical expectation of d;. S, is randomly gen-
erated in [0.75 > i, 1.25>° uy

Step 2. Repair S to make the total planned batch equal to the total expected
demand. Repair the batch plan of each period according to formula (13), in which
T

b= S 0oi- L) 7.

i=1 i=1
max{s, — 6,0}, t<T

_ 1 13
VT eSS - L0} =T (13)
t 1 1=

A route can be encoded as a chromosome (i1, i12,..., i1s; 0, i215-++, D255...3 0, i1,...,
iny), in which O denotes the depot, iy denotes the distributor number in route k.
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3.2 Fitness Function

Constraint (6) is an opportunity constraint condition with random variables. Firstly,
transform it into the deterministic equivalent representation as formula (14). Using the
penalty function method, the penalty coefficient ¢ is introduced, and constraint (6) is
included in the objective function Z as formula (15).

(14)

T
an >0 ()
=1

T

T T
Y+ wi—> g 05 (15)
t=1 t=1

t=1

N
Z = Total cost—&—chax O ()

i=1

At last, transform Z into fitness function: f; = bZ / Z;, where, f; denotes the fitness
value of chromosome I, Z' denotes the best objective value corresponding to chro-
mosome in initial population, Z; denotes the objective value of chromosome .

3.3 HS for Batch Optimization

The steps of HS in this paper are as follows:

Step 1. Select the algorithm parameters and generate the initial harmony memory
randomly. The harmony memory is expressed as the set HM = [xil] umsxn» the element
x,, represents the nth component of the ith harmony solution. HMS represents the scale
of the memory. N is the dimension of the solution, in this paper, the dimension of the
batch solution is the number of production planning periods.

Step 2. Generate a new harmonic solution (x|, X,,- - -,xy), in which each compo-
nent x/n is obtained according to the formula (16).

rand 1 — Py
x, =4 xM ¢ {x,ll,x,zl7 .. -foS} Pry % (1 = Ppiren) (16)
XM 4 bringe X & Pry X Ppircn

In the formula, Py, is the probability of selecting a component from the harmony
memory. 1 — Ppgy, represents the probability of randomly generating the component.
Py 1s a probability of variation of components obtained from harmony memory, i.e.
harmony adjustment rate. b,,,. represents the harmonic adjustment bandwidth. € is a
random variable that obeys the uniform distribution on [—1, 1].

Step 3. Update the harmony memory.

Step 4. Repeat step 2 and 3 until termination conditions are met. End algorithm.
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3.4 GA for VRPSPD

In this paper, an improved genetic algorithm with adaptive selection mechanism is used
to optimize the vehicle routing.

Adaptive Selection Mechanism. In order to overcome the premature convergence of
the algorithm, the adaptive selection mechanism is introduced to adjust the individual
selection probability [8].

Crossover Operator. A crossover operator based on gene location in the spouse [§]
presented in this paper is as follows: firstly, two parents are selected randomly from
groups; secondly, two crossover points are selected randomly from the first parent and
the segment between two points copied to the first offspring; thirdly, other genes are
written to the first offspring according to the order in the second parent. Similarly can
the second offspring be obtained. An example of the crossover method used is the
following:

Before A:5-3-4-2-1-9-10-7-6-8 B:4-2-7-6-5-1-8-3-10-9
After A:7-6-4-2-1-9-10-5-8-3 B:3-4-7-6-5-1-8-2-9-10

Reciprocal Exchange Operator. Two positions are selected randomly and the genes
on the position are swapped.

4 Computational Results and Analysis

In order to test the algorithm, four groups data with different scales are designed, they
(distributors x periods) are 10 x 4,20 x 4, 10 x 8, 20 x 8 respectively. The model
parameters are set as follows: The location coordinates of factories and distributors are
randomly generated in the area (=50, 50) x (=50, 50). d;; ~ N (i, 0',2,), the expecta-
tion and variance are generated between 50-100 and 5-10, respectively. Pc is gener-
ated between 0.3-0.5. Sc; of distributor i in each period is generated between 1.5-2.0.
Lc; of distributor i is generated between 1.5-2.0. A is 10%. Customer demand satis-

faction level is 90%. The vehicle capacity is C = 1.5 x (Z > ,u,-,/T X K)
i#0t>0

The algorithm parameter settings of HS and GA are shown in Table 1, evolution
generation (G,,,,) is 100, population size (NP) is 100.

Table 1. The algorithm parameters.

MaxTrial de}mp HMS Pum Ppitrh brange Gm(Lx NP Pcrossover Pmutation
50 100 5 0.85{03 |5 100 |20 |0.855 0.055
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Experiments are carried out with two strategies of independent optimization and
integrated optimization respectively. The independent optimization strategy is to
optimize the production batch first, then optimize the distribution path according to the
final batch plan. The integrated optimization strategy is to optimize the production
batch and distribution path in coordination. GA optimizes each path solution, and then
the path results are fed back to HS. The optimization results of 4 different scale
problems under two optimization strategies are shown in Table 2.

Table 2. Results comparison of different scale problems under two optimization strategies.

Total Production | Distribution |Inventory | Shortage
cost cost cost cost cost

10 x 4 | Independent 141491.6 | 51033.6 72722.7 7001.5 10733.8

optimization

Integrated 132105.5 | 48754.8 68308.2 6600 8442.5

optimization

Improvement rate | 6.63% 4.47% 6.07% 5.73% 21.35%
20 x 4 | Independent 262977.4 | 100994.4 126802.8 13176.9 22003.3

optimization

Integrated 249329.7 | 98480.4 118935 13076.8 18837.5

optimization

Improvement rate | 5.19% 2.49% 6.20% 0.76% 14.39%
10 x 8 | Independent 317988 | 104797.2 159173.1 21267.4 32750.3

optimization

Integrated 301628.9 | 102868.8 152123.4 20716.3 25920.4

optimization

Improvement rate | 5.14% 1.84% 4.43% 2.59% 20.85%
20 x 8 | Independent 590292.7 | 206106 276459.3 41108.1 66619.3

optimization

Integrated 565378.8 | 204723.6 | 262566 41218.1 56871.1

optimization

Improvement rate | 4.22% 0.67% 5.03% -0.27% 14.63 %

From Table 2, we can see that, compared with the independent optimization
algorithm, the integrated optimization algorithm reduces the total system cost by
6.63%, 5.19%, 5.14% and 4.22% respectively. The improvement of the distribution
cost and the shortage cost is very significant. Shortage cost has been reduced by
21.35%, 14.39%, 20.85% and 14.63% respectively, which shows that though the
improvement of the total cost of the system is not great, shortage cost has been greatly
reduced, that is, the customer’s demand has been met to a greater extent, which can
greatly improve customer satisfaction. Distribution cost decreased by 6.07%, 6.20%,
4.43% and 5.03% respectively. With the increase of the number of distributors, the
improvement rate of distribution cost also increased. This is because, through coor-
dination production batch and distribution plan, the distribution plan can be reasonably
arranged according to production batch in real time, the vehicle loading rate can be
improved.
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To sum up, the integrated optimization can meet the customer demand to the
greatest extent and improve the logistics service level of the enterprise on the basis of
reducing the total cost of the system. This is the value of integrated management of
logistics system: through optimizing the allocation of logistics resources, integrating
the logistics system, strengthening the coordination among the elements of the system,
and achieving the overall benefits of logistics system integration.

5 Conclusion

In this paper, the integrated optimization problem of production distribution recycling
and distribution under uncertain demand is studied. A stochastic programming model
considering both forward logistics and reverse logistics with opportunity constraints is
established. A hybrid optimization algorithm based on HS and GA is proposed. Results
of numerical experiments show that the integrated optimization can effectively reduce
the operating costs of enterprises. With the increase of the problem scale and the
improvement of service level, the value of integration optimization strategy increases
correspondingly.
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Abstract. This article explores how to use the technology of text sum-
marization and keyword extraction to automatically extract key knowl-
edge points from massive educational resources and use open resources
to generate feature portraits of relevant knowledge points. Specifically,
this article takes the field of programming competitions as an example,
firstly, crawl the problem solution resources of program design related
issues, use data preprocessing to clean the data, then, use unsupervised
extraction models based on Bert and centrality to summarize the docu-
ments of the resources, the LDA model is used to extract keywords from
the generated document summary to identify relevant knowledge points
in the resource. Finally, crawl and analyze resources based on knowledge
points to establish relevant feature portraits for knowledge points. Unlike
manual analysis of resources, this method can automatically select can-
didate knowledge points, greatly reduce labor costs.

Keywords: Open educational resources * Text summarization + Key
words - Knowledge points - Feature portraits

1 Introduction

With the advent of the information age and the rapid popularization of net-
work technology, learning and communication on the Internet has become an
indispensable and important part of daily life. News, blogs, and forums are all
very mainstream sources of information. The acquisition of a large number of
learning resources on the Internet is simple, but the sharp contrast is that the
sorting of related knowledge points relies on manual sorting, and often requires
people with rich knowledge in the field to sort out. Such work is undoubtedly
time-consuming and laborious.
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How to extract useful information from a large number of lengthy open
resources, the text summarization is very suitable for this scenario. The text
summarization is to keep the most important information in the source docu-
ment as possible while generating a short version of the source document [1].
Relying on the gradual enrichment of corpora and the continuous advancement
of neural network technology [2], the effect of text summarization is increasing
year by year. The main methods of text summarization can be roughly divided
into two categories, extractive and generative [3]. Extractive text summarization
extract the sentences or words in the original document according to a given
number and through a certain algorithm, and extract them. Generative sum-
maries are often obtained through neural networks to obtain deep information
of the source document, generate new documents, and can generate new words
to replace the words in the original document [1]. At present, the extractive and
generative methods cannot distinguish between the better and the worse. The
results of the extractive method are often more coherent and easy to read, but
the disadvantage is that the information compression may not be comprehensive,
which makes the abstract not concise. The possible shortcoming of the genera-
tive text summary is that the content is not smooth enough. When faced with
OOV (out-of-vocabulary words) words, the processing of the generative model is
often not ideal, and there will be cases of ignorance or inaccurate replacement,
resulting in practical application is more difficult. It also depends on the data
set, and different scenarios of the data set have their own efficiency.

Keyword extraction technology is also an important means to obtain key
information. If the keywords in the document can be well extracted, then there
is no doubt that the efficiency of reading the document can be improved. Key-
word extraction techniques can be roughly divided into three categories, includ-
ing supervised, unsupervised, and semi-supervised methods [4]. Some commonly
used algorithms are TF-IDF, Text-rank, and Topic model, which TF-IDF [5] has
good results in most application scenarios.

In this paper, Our goal is to automatically extract knowledge points from a
large number of learning resources. In terms of models, consider using abstract
and keyword extraction techniques to obtain knowledge points. Summarizing
open learning resources can extract important information in the text, thereby
facilitate the extraction of keywords and reduce interference. We carefully design
a set of processes to extract knowledge points from open learning resources. First,
we use the crawler architecture to crawl network resources, and use the PacSum
model [2] with the versatility advantage to extract the part of the important
information of network resources. Finally, we use the LDA model to extract
keywords to generate knowledge points. According to the generated knowledge
points, we use the obtained information to generate customized feature portraits,
and excavate a rich information chain.

2 Background

Scrapy is a crawler framework for crawling data and extracting structured data
written based on pure Python. It uses the Twisted framework to implement
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automatic asynchronous processing in the background. It does not require users
to write asynchronous processing code. Several important components, the com-
ponents are engine, scheduler, downloader, crawler, physical pipeline, crawler
middleware and download middleware. Scrapy-splash is to encapsulate the splash
in the scrapy framework, users can easily use splash in the scrapy framework.
Why use splash? Some simple web pages can be processed in the scrapy frame-
work, but it seems to be unable to deal with complex front-end web pages.
Because many web pages use Javascript rendering, ordinary crawlers cannot
normally obtain the content that the page actually sees, and splash can return
the rendered page.

The methods of extractive summarization are achieved by selecting impor-
tant parts (usually sentences) in the article [6]. Before the population of deep
learning, traditional methods use word frequency and corpus information, lin-
guistic rhetorical structure, traditional machine learning, etc., and achieved good
results. The simpler method is TF-IDF. This method was proposed by Salon,
using the information provided by the corpus to consider word frequency and
inverse document frequency as elements [5], Textrank is another graph-based
sorting algorithm [7], which treats all sentences in an article as nodes, the method
of calculating the weight of the edge is to calculate the similarity between the
node and the node, and iteratively calculate the importance of each node by
referring to the method of Pagerank [8]. An important help of deep learning in
summarization is to obtain word vectors in sentences. Sentence representation
based on deep learning can better mine word-level information. In the extrac-
tive model using neural network, most of the text summaries are converted into
sentence classification problems. The SummaRuNNer model can be visualized
due to multiple features such as novelty and saliency [9]. It has simple and inter-
pretable characteristics. It is the earliest batch of models that use RNN as a
model encoder. It incorporates the training methods of the generative model
and provides ideas for training the model. Rouge [10] is a commonly used scor-
ing rule in text summary evaluation. The REFRESH model optimizes the Rouge
score globally through reinforcement learning to optimize the summary model
[11], the BERTSUMEXT [12] model uses the latest Bert [13] technology. Bert can
grasp the semantics of the document and express the sentences in the document,
this article emphasizes the importance of Bert model encoding for text summa-
rization, and the paper applies Bert to both extractive and abstract tasks at the
same time, and has achieved very good results. In the paper of NEUSUM [14],
the abstract selection and scoring methods in the article are merged together
to prevent the separation of the two in the previous work, and the goal of the
training function is to maximize the Rouge score. In addition to the extractive
model for label prediction, there are also extractive models that incorporate deep
learning Bert and traditional graph-based sorting algorithms, which is PacSum
[2], under the influence of Textrank and other graph-based sorting algorithms,
reconsidering the calculation method of sentence centrality.

The extractive summarization focuses on the selection of important sentences
in the text, while the abstractive summarization is more similar to human think-
ing. After reading the full text, it is summarized according to the semantics of the
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document. It has the characteristics of abstract overview and new word replace-
ment. The PTGEN [15] paper is originally the Seq2Seq model is improved, and
a pointer generation network is designed. The pointer part allows the network
to directly copy words from the original document, while the generation part
retains the function of replacing new words with the network. BERTSUMABS
[12] is different from the previous work using RNN, the model uses Transformer
to solve the problem of generative summary. The encoder part is the same as the
encoder in the previously described BERTSUMEXT, using the improved version
of Bert as the encoder.

Keyword extraction technology relied on humans in the early, requiring man-
ual annotation by people with rich domain knowledge to expand the keyword
library. TF-IDF has an important meaning in keyword extraction technology,
and it relies on word frequency and inverse document frequency to sort the
importance of words. This method relies on the construction of a corpus and has
good results in most common. Because the method is simple and fast, it can be
used as a baseline to judge the performance of other models. At the same time,
the shortcomings of this method are also obvious, relying too much on statistics,
ignoring the situation that the word frequency is less but equally important.
The other direction of keyword extraction is subject-oriented, and the notable
representatives are the PLSA [16] and LDA [17] models. The idea of this type
of model is based on the consideration of people when writing an article. When
writing an article, you need to determine several topics. After determining the
topic, consider the relevant words based on each topic.

3 Related Work

The automatic summarization of single documents has gained extensive atten-
tion in recent years due to the availability of large-scale corpora and the continu-
ous renovation of deep learning models, but it is unrealistic to expect high quality
corpus training sets for different languages and different summary types [2].

Therefore, PacSum [2] attempts to solve the above problems from the tra-
ditional graph-based sorting abstraction method. First of all, in view of the
problem that traditional graph-based sorting algorithms treat graphs as undi-
rected graphs, the paper was inspired from the viewpoint of rhetorical structure
theory RST and modified undirected graphs in traditional algorithms to directed
graphs, which means that the centrality of the two sentences before and after will
be affected by the position, and the similarity between each other is different.
The centrality score can be defined as follows:

centrality(s;) = A\ Z eij + A2 Z €ij- (1)
j<i J>i
A1, Ao are different weights for forward-looking and backward-looking
directed edges. e;; is the similarity score between sentences s; and s;.
How to express the sentence well, this problem is chosen to be solved with
Bert in PacSum. As the best neural network representation learning model, Bert
has a very good effect on obtaining sentence semantics.
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The LDA topic generation model is a document topic generation model pro-
posed by Blei et al. [17], which is essentially a three-layer probability model
based on the Bayesian principle. The LDA model can use the co-occurrence
characteristics of words to mine text topics without knowing the relevant back-
ground knowledge of the text. The premise of the LDA model is that an article
is composed of several topics, and a topic is composed of several words. In this
way, the process of generating a document can be divided into two parts, from
the document to the topic generation process and from the topic to the word
generation process, both of which are based on probability distribution.

4 Resource Crawling

Web Crawler ] PacSum
Web _ Solution | Knowledge
Pages Resources Points
LDA
Counting
Web Crawler
\
Knowledge
Points
Portrait

Fig. 1. Process for generating feature portraits of knowledge points.

The crawling goal of this article is problem-solving resources. As POJ (pku
judgeonline) is an important domestic problem-solving website, it has a large
influence, a large number of people who solve problems, and related problem-
solving resources are also relatively rich (Fig. 1 shows how to obtain a feature
portrait of knowledge points through network resources).

Perform Baidu search based on the POJ title number, select the content in
the specified web page to crawl. From the question bank according to POJ, from
question number 1000 to question number 4053, using “POJ” and the question
number as a keyword, crawling the web resource returned by Baidu, because the
time to render the page and obtain the page resource is not stable, it depends
on when the actual crawling code is running, the network congestion is good
or bad, so need to set the wait time so that the splash has enough time to
render the page. If the time is too short, the content of the returned page may
be incorrect. In the returned rendered page, we filter the page according to the
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url in the response, and reserve the website of a specific domain name. The
content structure of each type of web page is different, so we choose those more
important sites and crawl them according to the site structure.

5 Knowledge Point Extraction

For the crawled open learning resources, preprocessing is important, because the
crawled content may not meet the expected requirements, such as the crawled
text content is empty, or there is no solution information about the relevant
topic in the text content, so in the document it will interfere with the extraction
of important sentences and knowledge points. At the same time, because the
method used in this article is an extractive text summary, it is necessary to
perform sentence processing on the content. After preprocessing the resources,
the PacSum method will be used to extract the document sentences.

According to the content of the article it is cleaned, the content with empty
text or meaningless part is removed, and the article is sentence-processed, each
article is processed into a list, and each element in the list is a sentence of the
article. Then process each sentence and divide it into units of characters.

The first step of PacSum is to get the Bert pre-trained model. In the paper,
the author uses the news training set as an input to fine-tune the Bert model,
and then uses this model as a pre-trained language model to express sentences,
but this method is not applicable in web blogs, because the structure of web blog
resources is more scattered, the content is written more casually, and because it
is a solution, the blog is full of code and comments. Therefore, if the method in
PacSum is used, Bert cannot grasp the deep semantics well. In this paper, the
Bert model [18] using the whole word masking technology and a large amount of
data training is used. This technology is based on an upgraded version of Bert
released by Google. This technology uses the training generation sample gener-
ation strategy to change to train the model, the original Bert training strategy
is to mask based on some Chinese characters in the word, and this method per-
forms Mask on all words in a word, so that the pre-trained language model can
better express the deep semantics of the sentence. The Chinese document data
used by the model is more extensive, including Chinese Wikipedia, and other
data sources, such as encyclopedia, news, Q& A, etc. The total size of other data
sources is about 10G, and the number of words is about 5.4B. Experiments
show that this type of model has an improvement on the downstream natural
language processing tasks compared to the original Bert model, so this model is
more suitable for the task requirements of this paper.

After obtaining the Bert pre-trained model, import the text resources and
first calculate the most suitable hyper-parameters. Because the crawled blog
resources do not have relevant abstracts as a match, the NLPCC training set with
a text style different from the general news writing style is selected. Conventional
news is more inclined to put abstract sentences in the first few sentences of the
article, the first three sentences are often used as baseline to get a good score.
However, due to the influence of its own structure, the sentence that appears in
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the front of the text is often not the body of the article, so it does not have the
writing characteristics of general news, so the hyper-parameters learned from the
NLPCC data set are used as parameters when extracting blog resources. After
performing the Pre-training processing on the NLPCC data set, the PacSum
is used to search for the optimal hyper-parameter settings, and the resulting
parameter (3, A1, A2) is (0.8, 0.2, 0.8), which is in agreement with the conclusion
of the original paper that A\; tends to be negative. Apply this parameter as a
hyper-parameter to the crawl resource dataset.

After completing the document summary of the resource, the LDA theme
model is used to extract keywords using the generated document summary. Dur-
ing the keyword extraction process of the LDA theme model, a stop word list
is first introduced to filter a large number of meaningless words. Secondly, jieba
word segmentation is used to perform word segmentation on the document con-
tent. Since the processing of LDA is based on word units, the quality of the word
segmentation tool directly affects the effect of document keyword extraction. We
introduced the latest vocabulary as a dictionary supplement to make to achieve
better results in word segmentation, run the LDA model multiple times. Because
the results of each run are different, the union of the set of run results is selected
as the final judged set.

6 Knowledge Point Feature Portrait

In view of the selected knowledge points, this article designed several attributes
to describe the feature portraits of knowledge points: commonness, related
knowledge points, encyclopedia abstracts, and encyclopedia features, of which
the last two points use knowledge points as keywords from the encyclopedia
Crawl relevant content as attributes of knowledge points.

According to the presence or absence of knowledge points in the original
resource, we can link resources to knowledge points, and count the frequency of
a single knowledge point in all resources, we divide the commonness of knowledge
points according to the threshold. This article chooses to divide the common-
ness of knowledge points into four categories, then use the knowledge points
as keywords to crawl the top three pages of Baidu search. Similarly, perform
domain name filtering, leaving certain reserved web pages such as Baidu Ency-
clopedia, extract the text content of the web pages, and count whether these web
pages have the knowledge points, in this way, the remaining knowledge points
associated with the current knowledge point can be counted. The source of the
encyclopedia abstract and encyclopedia features is the content part of Baidu
encyclopedia, and it also shows a brief introduction related to the knowledge
points collected manually and some of its own attributes, such as the English
name and the subject area to which it belongs.



Extraction and Portrait of Knowledge Points for Open Learning Resources 53

7 Experiment

7.1 Datasets

This article uses the NYT, CNN/DM, NLPCC competition 2017 text summary
data set and the blog data set we obtained by crawling blog resources. The NYT
dataset is called the New York Times Labeling Training Set. The content is the
New York Times content and the corresponding artificial summary. CNN/DM
is extracted from the US Daily Mail and Cable News Network. The content
is also for news. NYT and CNN/DM datasets are English datasets, which are
reproduced using the method in the article to view the results and verify the
summary effect of the PacSum method.

The NLPCC data set is used to approximate the setting of hyperparameters.
Finally, the blog resource data set crawled in this article is used to extract the
text summary of the data set using the PacSum method. More than 15000 blog
resources are crawled using scrapy and splash. The storage format is stored in
json format. The resource includes four keywords: id, content, number, and url.

7.2 Experimental Results

Table 1. Part of the knowledge point extraction results and corresponding related
knowledge points

Problem number | Knowledge points Related points

1007 Sort Heap, tree, queue, list

2020 Dynamic programming | Knapsack problem, recursion
2102 bfs stack, dfs

The summarization model filters the disturbing sentences in front of the docu-
ment. Comparing the original text and the summary, sentences such as “topic
link” will be filtered. In addition, it can be seen from the generated summary
that the generated summary contains some knowledge related to the Knowledge
point, such as keywords such as “Eulerian Path”, “Eulerian Ring” and “network
flows” (Table1).

After using the LDA model to extract keywords, we can find many knowledge
points, such as dictionary trees, dfs, bfs, etc., and the keywords in each type of
theme are in line with people’s common sense, such as search, dichotomy, bfs, dfs,
etc. Among the categories of topics, keywords like graph theory, network flows,
maximum flow, and minimum spanning tree are aggregated in another type of
topic. After multiple rounds of selection of knowledge points, a knowledge base
under all problems can be established.

In the construction of feature portraits of knowledge points, taking topolog-
ical sorting as an example, the first attribute is associated knowledge points,
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including ranking, partial order relationship, and queue. The commonness is
considered an attribute in this paper, because the keyword of topological sorting
is the highest in the number of occurrences of all knowledge points, the topolog-
ical sorting is classified as the most common type of knowledge points, namely,
type A.

7.3 Analysis

This article uses a variety of technical methods to try to mine knowledge points
and corresponding feature portraits from open learning resources and achieve
good results, but due to the limitations of extractive data sets, it is impos-
sible to use problem-solving blog resources for hyperparameter training. In the
future, we can consider constructing a text summary data set of problem-solving
resources to further improve the accuracy of extraction. Because the content of
blog resources is relatively fragmented, and the articles are filled with a lot of
code, comments, and other websites’ own content, it is difficult for clauses and
further Bert pre-training. If the document resources can be filtered, only the
body text is left by analyzing part of the topic, we can perform pre-training
in Bert. Due to the lack of problem-solving resource summaries, the effect of
extraction cannot be evaluated, and only the extraction of keywords can be
used to determine whether the extracted content is reliable. Therefore, it is very
important to manually construct the relevant text and corresponding abstract
of the problem-solving resources, which can be used as the focus of future work
to further improve the effect.

7.4 Conclusion

This article describes how to extract knowledge points and feature portraits for
open learning resources. At the beginning, the domestic and foreign research
process of text summarization and keyword extraction is introduced, and the
significance and value of open learning resources developed on the Internet are
analyzed. First of all, for the knowledge point extraction module, crawling data
for problem-solving blog resources is taken as the research object, and the text
summary and keyword extraction methods are used to obtain knowledge points.
Due to the strong applicability of the PacSum method, it can adapt to text
summaries in different languages and different writing styles. In this paper, the
PacSum technology is applied to the problem-solving blog resources to perform
text summaries and extract key sentences. For the obtained key sentences, LDA
technology is used to extract the key words of the key sentences. Since the blog
resources contain a large number of classified knowledge points, it is suitable
to use the topic model to extract keywords. Only need to manually filter the
keywords extracted by LDA, you can get the knowledge point database. Such
a convenient and efficient method greatly improves the efficiency compared to
manual, making the correspondence between the topic and the knowledge point
quick and efficient.
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Faced with the extracted knowledge base, this paper designs knowledge point
attributes to describe its characteristics. The attributes of the feature portraits
are derived from Baidu Encyclopedia resources, blog resources, and knowledge
crawling resources. Focusing on a knowledge point, it comprehensively depicts
the characteristics of all aspects. Using network resources, a chain of problem,
knowledge point, related knowledge point, knowledge point summary is formed,
and a wealth of information is mined.
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Abstract. In knowledge graph (KG) based recommender systems, path-based
methods make recommendations by building user-item graphs and exploiting
connectivity patterns between the entities in the graph. To overcome the limi-
tations of traditional meta-path based methods that rely heavily on handcrafted
meta-paths, recent deep neural network based methods, such as the Recurrent
Knowledge Graph Embedding (RKGE) approach, can automatically mine the
connectivity patterns between entities in the KG, thereby improving recom-
mendation performance. However, these methods usually use only one type of
neural network to encode path embeddings, which cannot fully extract path
features, limiting performance improvement of the recommender system. In this
paper, we propose a Deep Hybrid Knowledge Graph Embedding (DHKGE)
method for top-N recommendation. DHKGE encodes embeddings of paths
between users and items by combining convolutional neural network (CNN) and
the long short-term memory (LSTM) network. Furthermore, it uses an attention
mechanism to aggregate the encoded path representations and generate a final
hidden state vector, which is used to calculate the proximity between the target
user and candidate items, thus generating top-N recommendation. Experiments
on the MovieLens 100K and Yelp datasets show that DHKGE overall outper-
forms RKGE and several typical recommendation methods in terms of Preci-
sion@N, MRR@N, and NDCG@N.

Keywords: Top-N recommendation - Knowledge graph - Deep hybrid model -
CNN - LSTM - Attention mechanism

1 Introduction

Knowledge graphs (KGs) have proven to be effective in improving recommendation
performance [7, 16]. According to [7], there are three categories of KG-based rec-
ommendation methods: path-based methods, embedding-based methods, and unified
methods. Path-based methods make recommendations by building a KG which con-
tains users, items, and user-item interactions, and then exploiting connectivity patterns
between the entities (users or items) in the KG. The traditional meta-path based
methods use the semantic similarity of entities in different meta-paths [18] as graph
regularization to refine representations of users and items [7]. However, such methods
rely heavily on handcrafted meta-paths, which further rely on domain knowledge [14].
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To overcome the limitations of meta-path based methods, deep neural network
based methods have recently been devised to automatically mine the connectivity
patterns between entities (i.e., path embeddings) in the KG. Path representations are
learned by extracting path features from connectivity patterns to characterize user
preferences towards items, which are finally used to generate recommendation.

However, existing deep neural network based methods, such as the Recurrent
Knowledge Graph Embedding (RKGE) approach [14], usually use only one type of
neural network to encode path embeddings. But this cannot fully extract path features,
which limits performance improvement of the recommender system. Recently pro-
posed deep hybrid models, such as [12], can combine several neural building blocks to
form a more powerful recommendation model. To the best of our knowledge, existing
deep hybrid models seldom use KGs for recommendation.

To overcome the weaknesses of existing methods, in this paper we propose a Deep
Hybrid Knowledge Graph Embedding (DHKGE) method for top-N recommendation.
DHKGE encodes embeddings of paths between users and items that are involved in the
recommender system by combining convolutional neural network (CNN) and the long
short-term memory (LSTM) network. It further uses an attention mechanism to
aggregate the encoded path representations and generate a final hidden state vector.
This vector is then used to calculate the proximity between the target user and can-
didate items, and generate top-N recommendation for the user by ranking the
proximity.

In summary, the main contributions of this paper are as follows:

— We propose the Deep Hybrid Knowledge Graph Embedding (DHKGE) method for
top-N recommendation, which exploits a deep hybrid model to encode the path
between users and items.

— We propose to use the attention mechanism to distinguish the importance of mul-
tiple semantic paths between a user-item pair, so that salient paths play a greater role
in modeling user preferences.

— We evaluated our method on the MovieLens 100K and Yelp datasets. The exper-
imental results show that our method overall outperforms RKGE and several typical
recommendation methods in terms of Precision@N, MRR@N, and NDCG@N.

2 Related Work

2.1 Path-Based Recommendation Methods

Path-based methods make recommendations by building user-item graphs and
exploiting connectivity patterns between the entities in the graph [7]. Traditional meta-
path based methods rely heavily on handcrafted meta-paths. Deep neural network
based methods can automatically mine the connectivity patterns between entities in the
graph, thereby improving recommendation performance. For example, Hu et al. [9]
proposed to leverage meta-path based context for top-N recommendation with a neural
co-attention model. Sun et al. [14] proposed the RKGE approach that employs RNN to
learn high-quality representations of both users and items, which are then used to
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generate better recommendations. Wang et al. [15] proposed the Knowledge-aware
Path Recurrent Network (KPRN) which exploits KG to generate better recommenda-
tion, where the path embeddings in the KG are encoded with LSTM.

Existing path-based recommendation methods usually use only one type of neural
network to encode path embeddings, while our proposed DHKGE exploits a deep
hybrid model to encode path embeddings, which can generate a more comprehensive
path representation for better recommendation.

2.2 Deep Neural Network-Based Recommendation

Deep neural networks have been widely used in recommender systems. The existing
recommendation models can be divided into two categories: recommendation with
neural building blocks and recommendation with deep hybrid models [4, 20].

In the first category, the recommendation models are divided into several subcat-
egories [20] that exploit the deep learning models: CNN, recurrent neural network
(RNN), and attentional model (AM), etc. For example, Kim er al. [10] proposed a
context-aware recommendation model named convolutional matrix factorization
(ConvMF) that integrates CNN into probabilistic matrix factorization.

Recently, researchers have proposed deep hybrid models, which can combine
several neural building blocks to complement one another and form a more powerful
recommendation model [20]. For instance, Lee et al. [12] proposed a deep learning
recommender system that combines RNN and CNN to learn semantic representation of
each utterance and build a sequence model for the dialog thread. To the best of our
knowledge, existing deep hybrid models seldom use KGs for recommendation.

3 DHKGE: Deep Hybrid KG Embedding Method

In this section, we expatiate on our DHKGE method. After introducing concepts and
notations, we first briefly explain its overall framework, then describe its main com-
ponents, and finally describe model learning and recommendation generation.

Given a user set U = {uy, up, ..., uy,andanitemsetV = {v;, vo, ..., v} of
the recommender system, we construct the users’ implicit feedback matrix R € R™*",
where each element is defined as follows: when user u; interacted with item v; set
rj = 1 indicating that the user prefers the item, otherwise set r; = 0. Based on the
matrix R and an external knowledge source (e.g., the IMDB dataset) that describes the
items, we build a KG for recommendation, which contains the users, items, user’s
preference for the items, and the item descriptions extracted from the knowledge
source, such as actors, directors and genres (as entities), as well as rating, categorizing,
acting, and directing (as entity relations) in the domain of movie recommendation. We
refer to all objects (e.g., users, items, actors, directors, and genres) except for various
relations in the KG as entities. The definition [14] of the KG is given below.

Definition 1 (Knowledge Graph). KG is defined as a directed graph G = (&, L),
where £ = {ey, ez, ..., €|g‘} denotes the sets of entities and £ the sets of links. An

entity type mapping function ¢ : £ — A and a link type mapping function ¢ : £L — R
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are defined for the graph. Each entity e € £ belongs to an entity type ¢(e) € A, and
each link / € £ belongs to a link type (relation) ¢(I) € R.

Based on the KG definition, we further define the connected semantic paths between
entity pair (e;, e;) as P(e;, €;) = {p1, p2, ..., ps} With s being the number of paths.

r ¥ rr
A semantic path of length 7 in P is denoted as: p = ¢; —]>e1 I —'>ej.

Following the two semantic path mining strategies proposed in [14], DHKGE only
considers user-item paths P(u;, v;), u; € U, v; € V that connect user u; with all her
rated items v;, and sets a length constraint for such paths, i.e., path length is T.

3.1 Overview

Our goal is to fully extract the information in the semantic path to model user pref-
erences, which are then used to generate better recommendations. To achieve this goal,
we propose the deep hybrid knowledge graph embedding (DHKGE) method.

The core ideas of DHKGE is as follows: Given a user and an item, DHKGE first
automatically extracts all semantic paths between the user and the item from the KG
according to the semantic path mining strategies. It then uses a deep hybrid model to
obtain a final hidden vector for quantifying the relation (proximity) between the user
and the item. Finally, it generates a top-N recommendation list for the user by sorting
the proximity scores of the candidate items in descending order.

The overall framework of DHKGE is depicted in Fig. 1. As shown in the figure,
DHKGE is composed of four key components: the embedding layer, CNN layer,
LSTM layer, and attention layer, which are further described as follows:

— The embedding layer: This layer takes the semantic path of length T as input, learns
T + 1 low-dimensional embedding vectors for 7 + 1 entities on the semantic path,
and outputs these vectors as an embedding of the path.

— The CNN layer: This layer takes the path embedding as input, uses multiple filters
to extract the local features of the path to form T local feature vectors, and outputs
these vectors.

— The LSTM layer: This layer takes the ordered local feature vectors as input, encodes
them to get a representation of the path, and outputs the path representation.

— The attention layer: This layer takes the representations of s paths as input, uses the
attention mechanism to aggregate these path representations by weighting them to
obtain a final hidden state vector, and outputs the vector.

3.2 Embedding Layer

Given a set of s semantic paths of length T between user u; and item vj,
P(ui, vj) =A{p1, p2, ..., ps}, where the start entity and end entity of each path in P
are u; and v;, respectively. As shown in Fig. 1, eg = u; and er = v; in path p;. The
embedding layer maps each entity e, in such a path into a d-dimensional vector
e; € RY, which captures the semantic meaning of the entity. The vectors of all entities
in the path constitute an embedding p; = {eo, e, ..., er} of the path.
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Fig. 1. The overall framework of DHKGE, which describes the case of a user-item pair (u;, v;).

3.3 CNN Layer

The CNN layer takes path embedding p; as input, and then slides multiple filters with
the same window size over the path embedding to extract local features of the path. Let
W, € R>*?be a filter with a window size of 2. As shown in Fig. 1, W, is applied to
two embeddings e, and e, | of the adjacent entities to generate a local feature x;, which
is defined as Eq. (1) [5, 11].

x1= f(Wy o [e, e1] + by) (1)

where o denotes the convolution operation, b; is the bias, and f() is the nonlinear
activation function ReL.U.

This way, k filters with the same window size, W, W,, ..., are applied to the two
entity embeddings e; and e, | to obtain a local feature vector X, = [x1, X2, ..., X,
where k is a hyperparameter. The CNN layer slides & filters from entity embedding e,
to entity embedding er_; with stride 1, thus forming a sequence of local feature vectors
{X()7 X1, ... ,XT,I}.



64 J. Li et al.

3.4 LSTM Layer

Taking T ordered local feature vectors {X¢, X, ...,Xr_;} as input, the LSTM layer
uses LSTM to encode the sequence information in the local feature vectors to generate
a path representation. At the time step + — 1, LTSM outputs a hidden state vector

h,_; € RY, where hyperparameter d’ is the number of LSTM hidden units. As shown in
Fig. 1, the hidden state vector h,_; and the local feature vector x; are used to learn the
hidden state vector h, at time step ¢, and h;, is defined as Eq. (2) [6, 15].

ii = o(Ux, + Wh,_; + b))
f, = o(Ux, + Wsh,_; + by)
o(Uyx, + W,h,_; + b,) (2)
¢, = tanh(Ux, + W:h,_; + b,)
¢ =i ©¢ +f,0¢
h, o, ©® tanh(c,)

0;

where, i, f;, 0, € RY represent the input, forget, and output gates at time step ¢,
respectively. ¢, ¢, h, € R? denote the information transform module, cell state
vector, and hidden state vector at time step ¢, respectively. U;, Uy, U,, U, € R?* are
input weights, W;, Wy, W,, W, ¢ RY*" are recurrent weights, and b;, by, b,, b, €
R? are biases. o(+) is the sigmoid activation function and ® stands for the element-wise
product of two vectors.

As shown in Fig. 1, the learning process continues until the LSTM layer obtains the
hidden state vector at the final time step 7 — 1. This hidden state vector is therefore
output as a path representation, denoted m; € R?.

3.5 Attention Layer

Once the path representations are obtained, the attention layer takes these path repre-
sentations as input and uses the attention mechanism to generate a final hidden state
vector and output it. The process of generating hidden state vectors is as follows: First,
this layer learns an attention score score(m;) for each path representation m; in the path
representation set {my, my, ... ,m,}. Then these scores are normalized, and finally
these path representations are aggregated by weighting them to obtain a final hidden

state vector h € Rd,, which characterizes the user preferences towards items. The above
process is defined as Eq. (3) [17].

score(m;) = w) tanh(W,m;)

jexp(score(mi))
,Zl: exp(score(m;)) (3)
ﬁ = Z o;Im;

i=1

o =

where w, € R? and W, e R are weights, and o; the normalized attention score.
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Finally, DHKGE uses a fully connected layer to quantify the proximity 7;; of user ;
and item v;, which is defined as Eq. (4) [14]:

7 = o(W,h+b,) (4)

where W, € R and b, are the weights and bias, respectively.

3.6 Method Learning and Recommendation Generation

Like RKGE [14], given the training data Dy.,;,, which contains instances in the form of
(ui, vj, 1ij, P(u;, v;)), DHKGE also uses stochastic gradient descent (SGD) to mini-
mize the loss function defined as Eq. (5) to learn all the parameters in DHKGE.

1 ~
T = (D] 2t BCELOSS i ) )

where BCELoss(+) is the binary cross-entropy between the observed ratings and esti-
mated ones.

The recommendation problem can be dealt with as a binary classification problem
[8, 14]. When user u; prefers item v;, namely r; = 1, we expect the estimated proximity
r; to approach 1, otherwise it approaches 0. Once the learning process is completed,
DHKGE can obtain all trained embeddings of the users and items.

Following [14, 18], during the testing process DHKGE can obtain the proximity
scores between the target user and candidate items by calculating the inner products of
the user embedding and the item embeddings. DHKGE finally generates top-N rec-
ommendation lists for the user by sorting the proximity scores in descending order.

4 Experimental Evaluation

4.1 Experimental Setup

Datasets. Our experiment used two datasets MovieLens 100K' and Yelp published on
GitHub” by [14]. The former is a movie dataset containing user interaction with
movies. Sun et al. [14] combined this dataset with the IMDB dataset® to add
description information of movies, such as genre, actor, and director. Yelp contains
user check-ins to local business, user reviews, and local business information, and no
external information needs to be added to this dataset. The two datasets were used to
build two KGs following Definition 1. The statistics of two datasets are shown in
Table 1.

' The experiment of [14] used MovieLens 1M, but the pre-training vectors of users and items in
MovieLens 1M were not published on GitHub, so we can only use MovieLens 100K.

2 https://github.com/sunzhuntu/Recurrent-Knowledge-Graph-Embedding/tree/master/data.
3 https://www.imdb.com/.
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Table 1. Dataset and knowledge graph statistics

Datasets MovieLens 100K | Yelp

User-item interaction | # Users 943 37,940
# Items 1,675 11,516
# Ratings 99,975 229,178

Knowledge graph # Entities 7,744 50,028
# Entity types 5 4
# Links 112,321 272,057
# Links types 7 5

Following [3, 14], we sorted the two datasets according to the feedback timestamp,
and used the earlier 80% feedback as training data and the more recent 20% feedback
as test data. For each user-item pair in the training set, we extracted all paths with a
length of 3 and randomly selected five paths from them to train our model.

Evaluation Metrics. Three popular evaluation metrics [1], Precision at N (Prec@N),
Mean Reciprocal Rank at N (MRR @N), and Normalized Discounted Cumulative Gain
at N (NDCG@N), are adopted to evaluate the top-N recommendation methods in our
experiment. We set N = {1, 5, 10, 20} for Prec@N, and N = {5, 10, 20} for MRR@N
and NDCG@N.

Comparison Methods and Their Implementation. We compared our DHKGE with
the following four recommendation methods:

e BPRMF [13]: It is a Bayesian personalized ranking method based on Matrix Fac-
torization. We used the Cornac* framework to implement BPRMF.

e NCEF [8]: It is a classic neural network-based recommendation method. It was also
implemented by using the Cornac framework.

e CKE [19]: It is the recently proposed state-of-the-art KG embedding based rec-
ommendation method. This method directly used the Python code’ provided in [2].

e RKGE [14]: It is a state-of-the-art recommendation method based on KG path. This
method directly used the Python code published on GitHub® by the authors.

We used PyTorch to generate the code of DHKGE by modifying the recurrent
network module and performance evaluation module in the RKGE code.

Hyperparameter Settings. For DHKGE, we used grid search to select both the
dimension d of the entity embedding and the number k& of convolution filters in
{10, 20, 30, 40, 50, 100}, the number d’ of LSTM hidden units in {16, 32, 64, 128},
and the learning rate 4 of SGD in {0.001, 0.01, 0.1, 0.2}. The hyperparameters for

* https://github.com/Preferred Al/cornac.
5 https://github.com/TaoMiner/joint-kg-recommender.
© https://github.com/sunzhuntu/Recurrent-Knowledge-Graph-Embedding.
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DHKGE were set to d = 10, k = 10, d’ = 16, A = 0.2 on MovieLens 100K and d =
20, k=40, d =32, A =0.01 on Yelp. For the four comparison methods, the hyper-
parameters were set as suggested by the original papers.

4.2 Experimental Results

Tables 2 and 3 show the results of top-N recommendation performed on the two
datasets. In the tables, bold numbers indicate the best performance among all the
methods; underlined numbers are the best performance among the four comparison
methods; the numbers in the “Improve” column indicate the percentage (%) of per-
formance improvement achieved by DHKGE relative to the best performance among
the comparison methods. The same way as in [14], we also created two views for each
dataset: “All Users” means that all users are considered in the test data, whereas “Cold
Start” indicates that the test data only includes users with less than 5 ratings.
Observing these results, we can obtain the following findings:

1. The performance of both DHKGE and RKGE in terms of all metrics except for
Prec@1 is significantly better than the other three methods. This indicates DHKGE
and RKGE can make full use of the path information to model user’s preference for
items, thereby improving the recommendation performance.

2. DHKGE’s performance is better than RKGE in all metrics (the performance in
terms of Prec@1 on MovieLens 100K is the same). This indicates that deep hybrid

Table 2. Results of top-N recommendation on MovieLens 100K

Views Metrics BPRMF | NCF |CKE |RKGE | DHKGE | Improve (%)
All Users | Prec@1 0.0382 |0.0509  0.1044 | 0.1469 | 0.1548 | 5.38

Prec@5 0.0418 |0.04920.0826 | 0.1044 | 0.1103 | 5.65

Prec@10 0.0431 |0.0467 1 0.0735|0.0890 | 0.0962 |8.09
Prec@20 0.0467 |0.0481  0.06600.0777|0.0822 |5.79
MRR @5 0.1135 |0.12470.2272|0.2760 | 0.2883 | 4.46
MRR@10 |0.1221 |0.1388|0.2637 |0.3284 | 0.3416 |4.02

MRR@20 |0.1278 |0.1416 |0.3031 | 0.3760 | 0.3876 |3.09

NDCG@5 |0.0412 |0.0498 |0.1976 | 0.2552{0.2623 | 2.78
NDCG@10 | 0.0488 |0.0541|0.2133|0.2853 (0.3006 |5.36
NDCG@20 | 0.0705 |0.0735]0.2597 | 0.3256 | 0.3316 |1.84

Cold Start | Prec@1 0.0250 |0.0500 | 0.0503 | 0.0625 | 0.0625 |0.00
Prec@5 0.0225 |0.02750.0287 | 0.0325 | 0.0350 |7.69
Prec@10 | 0.0163 |0.0213 |0.0265 | 0.0263 | 0.0288 | 9.51
Prec@20 |0.0175 |0.0194|0.0239 | 0.0206 | 0.0213 |3.40
MRR@5 |0.0794 |0.0872|0.0922|0.1008 [ 0.1056 |4.76
MRR@10 |0.0823 |0.0953|0.1003 |0.114310.1206 |5.51
MRR@20 |0.0846 |0.1067 |0.1107|0.1237|0.1289 |4.20
NDCG@5 |0.0278 |0.0365|0.0744 |0.1029 [ 0.1103 |7.19
NDCG@10|0.0345 |0.0459 | 0.0953 | 0.1354 | 0.1404 | 3.69

NDCG@20 | 0.0530 |0.0635|0.1184 |0.1604 [ 0.1658 |3.37
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Table 3. Results of top-N recommendation on Yelp

Views Metrics BPRMF | NCF |CKE |RKGE | DHKGE | Improve (%)
All Users | Prec@1 0.0038 |0.0050 | 0.0076 | 0.0093 | 0.0102 9.68
Prec@5 0.0041 |0.0044 | 0.0053|0.0078 | 0.0085 8.97
Prec@10 0.0039 |0.0043 | 0.0050 | 0.0066 | 0.0075 | 13.64
Prec@20 0.0036 |0.0041 | 0.0047 | 0.0058 | 0.0063 8.62
MRR@5 0.0134 |0.0164 |0.0171|0.0194 | 0.0210 8.25
MRR@10 |0.0162 |0.0181|0.0195|0.0231 |0.0252 9.09
MRR@20 |0.0185 |0.0206  0.0226 0.0270 | 0.0286 5.93
NDCG@5 |0.0072 |0.0084 | 0.0197 | 0.0243 | 0.0253 4.12

NDCG@10|0.0103 |0.0118|0.0213 | 0.0320 | 0.0339 5.94
NDCG@20|0.0148 |0.0172|0.0256 | 0.0418 | 0.0432 3.35
Cold Start | Prec@1 0.0031 |0.0035 | 0.0064  0.0061|0.0062 |-3.13
Prec@5 0.0030 |0.0034 | 0.0045 | 0.0048 | 0.0050 4.17

Prec@10 | 0.0028 |0.0031 |0.0036 |0.0040 | 0.0043 7.50
Prec@20 | 0.0027 |0.0030 |0.0031 |0.0032 | 0.0035 9.38
MRR@5 |0.0108 |0.0114|0.0117{0.0121 | 0.0127 4.96
MRR@10 |0.0134 |0.0142|0.0144|0.0143 | 0.0150 4.90
MRR@20 |0.0149 |0.0161 |0.0162 0.0159 | 0.0168 3.70
NDCG@5 |0.0069 |0.0079|0.0134|0.0149 | 0.0157 5.37
NDCG@10|0.0100 |0.0114|0.0187 | 0.0200 | 0.0212 6.00

NDCG@20|0.0151 |0.0170 |0.0212 | 0.0259 | 0.0274 5.79

models can encode semantic paths more efficiently than one type of neural network,
because by extracting the local features of the path and encoding the sequence
information in the path, DHKGE can generate a more comprehensive path repre-
sentation for recommendation.

3. On most metrics, the performance improvement of DHKGE in the “All Users” view
is higher than in the “Cold Start” view. This indicates that in the “Cold Start” view,
the quality and quantity of the semantic paths extracted from the KG are limited,
which affects the recommendation performance of DHKGE since this method relies
on the user’s historical interaction information to make recommendations.

Based on these findings, we can draw the conclusion that DHKGE’s recommen-
dation performance is generally better than RKGE and other comparison methods.

5 Conclusions

To overcome the weaknesses of existing KG path-based recommendation methods, in
this paper we propose the DHKGE method for top-N recommendation. DHKGE
exploits a deep hybrid model to encode the path between users and items, and uses the
attention mechanism to distinguish the importance of multiple semantic paths between
a user-item pair. Experiments on the MovieLens 100K and Yelp datasets show that
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DHKGE overall outperforms RKGE and several typical recommendation methods in
terms of Precision@N, MRR@N, and NDCG@N. In future work, we plan to improve
our method by adding entity relations to path embeddings.
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Abstract. With the development of educational big data, personalized tutoring
has become an important research direction to help people find interesting
learning resources. However, due to limitation of learning resources, especially
for the resource in unfamiliar subject areas, it may bring data sparseness of
users’ learning matrix. In this paper, we propose PS-LDA, a potential proba-
bility generation model for course item on learning preferences and subject area
aware. By considering the mix of these two factors, our model provides per-
sonalized guidance for designated users. Moreover, we present a top-k method
for online recommendation by matching the results from P-LDA and S-LDA.
Finally, the experiments on two real-life datasets can verify the effectiveness and
efficiency of our model.

Keywords: Personalized recommendation + Course item model - Online
tutorial - Top-k recommendation

1 Introduction

With the widespread application in educational big data, varieties of online tutorial
approaches have been proposed to acquire knowledge and skills, such as MOOC. Most
of the existing learning systems have realized resource sharing, which helps users to
study by resource categories. However, users may confuse their learning goals
sometimes. In that case, it will lead to an inefficient guidance. Thus, personalized
recommendations [1, 2] are required for capturing users’ expectations.

Personal preferences and subject area are two factors of tutorial recommendations.
Many researches [2—4] are existing for tutorial personalized recommendation. For
example, the discussion on strategy behavior of teaching recommendation is based on
the user’s cognitive characteristics, cognitive style, learning motivation, personality
structure characteristics, and personality type factor theories. Sarwar et al. [1] presented
a method combining users’ learning preferences and subject area aware. By estab-
lishing prediction model, LCARS [5] can analyze the relationship between personal
preferences and hot topics. Unfortunately, it is difficult to make recommendations when
users face to unfamiliar subject areas, even confusion. Hence, we focus on the per-
ception of recommendation issues in different subject areas.

Note that, it brings a challenge to infer items from unfamiliar subject areas through
using a user’s historical learning data. CF (collaborative filtering) can make recom-
mendation by tracing users’ common interests. Usually, users only access a limited
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number of subject areas, this leads to data sparseness of users’ learning preference
matrix, even cold start to CF. In this case, it is not feasible to use only CF-based
methods [6], especially when dealing with problems in unfamiliar subject areas,
because query users often do not have sufficient activity history in their unfamiliar
subject areas. To solve this problem, we propose a potential probability generation
model PS-LDA, it consists of offline modeling and online recommendation. The offline
model is designed to take into account the following two factors in a unified way at the
same time. In fact, one has his own learning preference which can be obtained by trace
his historical learning data. Besides, popular learning courses in various subject areas
also attract one’s interests. When users access a new subject area, especially unfamiliar
subject areas, they are more likely to be interested in popular learning courses.
Specifically, our model employs P-LDA to understand the user’s learning preferences
from the user’s historical learning data. To pick the courses of subject areas aware, S-
LDA utilizes subject-area-aware information from the subject areas. Next, given the
query user # who visits the subject area s,, the online recommendation of our model
calculates the ranking score of each course item v within s, by automatically combining
u’s learning preferences and s,’s popular courses. Thus, our model contributes to
tutorial personalized recommendations both in one’s own subject areas and unfamiliar
subject areas.
The main contributions of our research are summarized as follows:

1) We propose a potential probability generation model PS-LDA. Specifically,
P-LDA performs user topic modeling to obtain user learning preferences. S-LDA
performs subject area topic modeling to obtain popular courses in the subject area.
We also investigate the inference problem of our model.

2) We present a top-k method for personalized recommendations by matching the
learning preferences and subject areas from the results of P-LDA and S-LDA.

3) We conducted experiments to evaluate the performance of our recommendation
model on two real-life datasets. The results verified the effectiveness and efficiency
of our model both in one’s own subject areas and unfamiliar subject areas.

The rest of the paper is organized as follows: Sect. 2 reviews the related work.
Section 3 details the model PS-LDA on learning preferences and subject area per-
ception. Section 4 introduces the top-k method for online recommendation. The
experimental results are reported in Sect. 5. The paper is summarized in Sect. 6.

2 Related Work

Recommender System. Collaborative filtering and content-based recommendation
techniques are two widely applied methods for recommender systems. They can find
relevant items according to the user’s personal interests. Collaborative filtering [1, 6]
automatically recommends related items to users by referencing item rating information
from other similar users. The content-based recommendation [7] assumes that the
descriptive characteristics of an item well reflect the user’s preference for the item.
Nevertheless, the data sparseness will affect CF, even cold start. It also brings limitation
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to content-based recommendations. Therefore, a great deal of researches [8] were
proposed on the advantages of combining both these approaches. Our recommenda-
tions focus on incorporating popular courses in subject areas.

Personalized Generation Model. Many models [9] were presented for obtaining and
analyzing users’ preferences. Yu et al. [11] used the content sentiment analysis to
improve the performance of recommendation algorithm based on CF. Based on the
LOM (Learning Object Meta-data), Mei et al. [10] modeled user interests and edu-
cational resources for online course recommendation. Apaza et al. [9] used the LDA
(Latent Dirichlet Allocation) model to extract the features of online courses. Chen et al.
[6] used cluster analysis and multiple linear regression models to recommend students’
interest courses from their behavioral information such as attendance. However, it is
lack of studies on the interaction between personal preferences and unfamiliar subject
areas.

Our recommendation model differs from the above in the following three aspects. 1)
We abstract a preference from user’s historical learning records to match unfamiliar
subject areas. 2) We analyze the popular courses to obtain the hot topic. 3) We propose
a course item model mixed with personal preferences and subject area aware.

3 Personalized Generation Model

In this section, we first introduce the key data structures and symbols used in this paper.
Then we propose PS-LDA on learning preferences and subject area awareness for
personalized recommendations.

3.1 Problem Definition

To facilitate the following demonstration, we have defined the key data structures and
symbols used in this article. Table 1 lists the relevant symbols used in this article.

Definition 1 Course Item. Course item v refers to a specific course in an access subject
area.

Definition 2 User Learning. The user learning is a triple (i, v, s,), which indicates that
the user u selects the course item v in the subject area s,.

Definition 3 User Learning Record. For each user u in dataset D, we create a user
learning record D,,, which is a set of quaternions associated with u. We denote users,
course items, subject areas and labels as (&, v, s,, ¢,) € D, whereu € U,v € V, 5, € S,
¢, € C,. C, represents the set of labels associated with the course item v. Note that,
course items may contain multiple labels. For the learning record of the user activity,
user u selects the course item v in s,. Then we have a set of quaternions, which is
D,, = {(u, v, sy, ¢,): ¢, € C,}. Obviously, D,,CD,.

Definition 4 Topic. A topic z in the course item set V is represented by the topic model
¢., {P(V‘(bz) :veEV} or {¢., :veEV}, which is the probability distribution of the
geographic items. By analogy, the learning preference topic in the user set U is
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represented by the label ¢, in the user’s historical learning record, and is represented by
the topic model ¢, {P(c|$.) :c € C} or {¢}.:c €C}, which is the probability
distribution of the user’s learning preferences. In summary, each topic z corresponds to
two topic models in our work, namely ¢, and qb;.

Table 1. Definition of symbols.

Symbol Description

N, V.M, C The number of users, course items, subject areas, labels
U, v,S,C The set of users, course items, subject areas, labels

Vs The set of course items belong to subject areas s

Sy The course item v of subject area s

¢y The label describing course item v

K The number of topics

D, The historical learning record of u

0, The learning preferences of user u, expressed by a multinomial distribution
over topics

0. The popular courses of subject Area s, expressed by a multinomial distribution
over topics

o, A multinomial distribution over course items specific to topic z

¢2 A multinomial distribution over labels specific to topic z

B, B Dirichlet priors to multinomial distributions ¢, ¢,

o, of Dirichlet priors to multinomial distributions 0, 0,

A The mixing weight specific to user u

7,7 Beta priors to generate A,

Definition 5 User Learning Preferences. The learning preference of user u is repre-
sented by 0,, where 0, is the probability distribution of the topic.

Definition 6 Popular Courses. Popular courses in subject area s are represented by 0,
the probability distribution of topics, which can mine popular courses in subject areas.

3.2 PS-LDA

The hybrid model considers the user’s learning preferences and the influence of
popular courses in a unified way. Given the querying user u and the visiting subject
area s, the probability that user u chooses course item v when visiting the intersection of
the subject area is sampled from the following model.

P(v[0u, 0, ¢, ¢') = 2P (v|0u, &, ¢) + (1 = 2)P(V] 0, &, ¢) (1)

P(v|0,,$,¢") is the probability of generating the curriculum item v based on
learning preferences 0, of u. And the process of generating P(v|0,, ¢, @) is denoted as
P-LDA. P(v‘()’ ¢, @) is the probability of generating the curriculum item v according

su?
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to popular courses . in the subject area s. And the process of generating P v}@w ¢, ")

is denoted as S-LDA. 4, is the parameter mixed weight for controlling the selection.
In order to further alleviate the problem of data sparseness, PS-LDA combines the

label information of user history learning records. We redefine Eq. 1 as follows:

P(v]0,, 0 . 9) = D P(v,¢]0, 00y b, ) (2)
P(]0u, &, ¢) = . POv,clbu, ¢,¢) (3)
’QYLH ) = ZCEC v C‘Qm, ) (4>

Where C, represents the set of labels associated with the course item v. In PS-LDA,
users’ learning interest 0, and popular courses 0 are both modeled by polynomial
distributions on potential topics. Each course item v is generated from a sample
topic z. PS-LDA also parameterizes the distribution of labels associated with each
topic z. So, z is responsible for generating course items and their labels at the same
time.

P(v,cl0u, b, ") ZPVC\ZM% P(z]0.) ZP v|z, ¢.)P(clz, ;)P (2]0.) (5)

V C|03u’ ZP v, C|Z7 ¢za¢ ZP V|Z7 P C|Z, (Z|0;u)
(6)

We assume that the course items and their labels are independent of the topic.
P(v,c|0,, ¢, ") and P(v c|9 ¢') are calculated according to formulas (5) and (6).

su’

e [@HE
>te e

>

Fig. 1. Graphical representation of PS-LDA
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By estimating the parameters of the PS-LDA model to obtain the topics of the
course items and labels, this validates our prior knowledge that course items with many
users. Otherwise, we cluster similar content into the same topic with high probability.
Figure 1 illustrates the generation process with a graphical model. Algorithm 1 outlines
the generation process, where Beta (.) is the Beta distribution. And y, y’ are two of the
parameters.

3.3 Model Inference

We use folded Gibbs sampling to obtain samples of hidden variable assignments,
which helps to estimate unknown parameters {0, 0, ¢, ¢', A} in PS-LDA. To simplify,
we specify the hyperparameters o, o, 8, f, 7, 7 with fixed values, e.g., « = &/ = 50/K,
B=p =001, y =7y =0.5. During the sampling process, we start with the joint
probability of all user profiles in the dataset. Next, using the chain rule, we obtain the
posterior probability of the sampled subject of each quadruplet (u,v,s,,c,). Specifi-
cally, we use a two-step Gibbs sampling procedure.

Algorithm 1. Probabilistic generative process in PS-LDA
Input: Topic z; User learning record D;
Output: Model parameters 8, 6, ¢, ¢ and 1;

1 For each topic z do
2 Draw ¢ ~ Dirichlet(- 1) ;
3 Draw ¢ ~ Dirichlet(- |8) ;
4: End

5 For each D, in D do
6‘

7

8

9

u

For each record (u,v,

u

li’S

ui?

CMI) G Du

Toss a coin t, according to bernoulli(t,) ~ beta(y,y’) ;

If ¢, =1 then
Draw @, ~ Dirichlet(: |a) ;

10: Draw a topic z, ~multi(6,) according to the learning preference of user u;
11: End
12: If £, =0 then
13: Draw @ ~ Dirichlet(- /) ;
14: Draw a topic z, ~nmulti(],) according to the popular courses of s;
15: End
16: Draw a course item v,, ~multi(@, ) from z,, - specific course item distribution;
17: Draw a label ¢, ~nmulti(@] ) from z, - specific label distribution;
18: End
19:  End

Due to space constraints, we only show the derived Gibbs sampling formula,
omitting the detailed derivation process. We sample ¢ based on the posterior probability
as show in Eq. 7 and 8:
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Where n,,, is the number of times when ¢ = 1 in the user profile D,,. So is n,,, when
t = 0. n,, is the number of times when the topic z is sampled from a polynomial
distribution specific to user. ny, is the number of times when the topic z is sampled in
the polynomial distribution of subject area s. The number n™ with a superscript —ui
indicates that it does not include the number of current instances.

For t,; = 1 and t,;, = 0, we sample the topic z according to the following posterior
probability as show in Eq. 9 and 10:

- —ui —ui /
P(Zui‘tui — 1, Zeuiis V, C, U, ') o uZL:lt + az“l nzulf‘iu: ﬁvm nZu‘ﬁm + B‘«m (9)
2o (it o) 32, (2 4 By) 30, (nki+ B)
—ui / = —ui /
n“ulleut + OCZM Zu’f‘iut + ﬁhﬂ nz:ﬁlu: + ﬁcm

P(Zui|tm' = 07Zﬁui7 V,C, U, ) 0.8 (10)

Dt ad) 35, (i + B) 3o, (nki+ B)

Where n,, is the number of times the topic z generates a course term v. n,. is the
number of times the label ¢ is sampled from the topic z.

After a sufficient number of sampling iterations, we can estimate the parameters
0,0',¢,¢" and A as shown in Eq. 11 to 15:

I S )
¢ = ﬁ (14)
Gy M ¥ (15)

nutl + nut(] + V + ’y/



78 Y. Du et al.

4 Top-K Online Recommendation

In our recommendation, we denote a two-parameter pair (u,s,) as query task with
query user u and subject area s,. The result of the query is a sequential list of course
items, which matches the user’s learning preferences. After we infer PS-LDA model
parameters 0,, 9;, ¢, q’)é, /A, during the offline modeling phase, the online recom-
mendation section calculates the ranking of each course item v in the query subject area
s, Scores.

S(uy sy,v) = ZF(su,v,z)W(u,su,z) (16)

S(u, s, v) is the ranking framework in Eq. 16, which separates offline process from
online process for scoring calculation. Specifically, F(s,,v,z) represents the offline
score part for the course item v with respect to the subject area s, in the dimension
z. F(sy, v, z) is independent to query users. The weight score W (u, s, z) is calculated in
the online part to find expected weight of the query task (u, s, ).

W (tt, 5u,2) = Jullh + (1 = 2,0, (17)
F u o (%ZV ZC\,ECV (i),cv Ve Vsu 18
R (18)

The main time-consuming components of W (u, s,,z) are implemented offline. The
online calculation can combine the processes shown in Eq. 17. In the process of
querying, the offline score F(s,,v,z) needs to be aggregated in the K dimension by a
simple weighted sum function from Eqgs. 17 and 18. W(u, s,,z) is composed of two
components, which are used to simulate user learning preferences and popular courses.
Each component is associated with a user motivation. F(s,, v, z) concerns about sim-
ilarities between the project co-occurrence information and the project content to
generate recommendations.

5 Experiments

In this section, we conduct several experiments to compare the recommendation quality
of our model.

5.1 Data Setting

Data Sets. We employ the two real-life datasets to evaluate the performance of our
model on the course recommendation task.
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EdX'. EdX is an online MOOC platform launched by Harvard and MIT. Users can
learn the super-quality courses offered by these two famous schools on edX, covering
different fields such as computer science, mathematics. EdX provides data on 290
Harvard and MIT online courses, 250 thousand certifications, 4.5 million participants,
and 28 million participant hours since 2012.

GCSE?. Google Custom Search Engine (GCSE) is designed to retrieve LinkedIn
profiles with the keyword “coursera”. Overall, the dataset consists of 15,744 coursera
MOOC entries for 5,668 professionals from LinkedIn.

Comparison Methods. We compare our proposed PS-LDA with the following five
recommendation methods.

User-Topic Model (UT) [12]: This model is similar to the classic author-topic
model (AT model) which assumes that topics are generated according to user
interests. The probabilistic formula of the user topic model is presented as follows,
where 60p is a background for smoothing.P(v|u; V) = AgP(v|0p) + (1 — Ag)
ZP (2]6.)P(v|¢h.).

Category—based k-Nearest Neighbors Algorithm (CKNN) [3]: CKNN projects a
user’s learning history into the category space and models user’s learning prefer-
ence using a weighted category hierarchy. When receiving a query, CKNN retrieves
all the users and course items belong to the querying subject area. Then it applies a
user-based CF method to predict the querying user rating of an unvisited course
item. Note that the similarity between two users in CKNN is computed according to
their weights in the category hierarchy, making CKNN a hybrid recommendation
method.

Item-based k-Nearest Neighbors Algorithm (IKNN) [13]: This method utilizes the
user’s learning history to create a user-course item matrix. When receiving a query,
IKNN retrieves all users to find k nearest neighbors by computing the Cosine
similarity between two users’ course item vectors. Finally, the course items in the
user-specific querying subject area that have a relatively high ranking score will be
recommended.

Learning Preference LDA (P-LDA): As a component of the proposed PS-LDA
model, P-LDA means our method without exploiting the subject area information of
course items. For online recommendation, the ranking score is computed by Eq. 16

with F(s,,v,2) = ¢, > cc, P, and W(u, s,,2) = O

Subject Area Aware LDA (S-LDA): As another component of the PS-LDA model,
S-LDA means our method without considering the content information of course
items. For online recommendation, the ranking score is computed by Eq. 16 with

F(sy,v,2) = q?)zv and W(u,s,,z) = }vuéuz—i— (1- 7 )0/

SuZ”

! https://www.edx.org/.
2 https://www.gcse.com/.
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5.2 Evaluation Methods and Indicators

To make an overall evaluation of the recommendation effectiveness of our proposed
PS-LDA, we first design the following two real settings: 1) querying subject areas are
new areas to querying users; 2) querying subject areas are familiar to querying users.
We divide a user’s learning history into a test set and a training set. And we adopt two
different dividing strategies with respect to the two settings. For the first setting, we
select all course items visited by the user in an unfamiliar subject area as the test set.
The rest of the user’s learning history is used as the training set. For the second setting,
we randomly select 20% of course items visited by the user in familiar subject area as
the test set. The rest of personal learning history is used as the training set. We split the
user learning history D, into the training data set Diyining and the test set Dy To
evaluate the recommender models, we adopt the testing methodology and the mea-
surement Recall @k for each test case (u, v, s,) in Djey.

1. We randomly select 1000 additional course in s, and unrated by user u. We assume
that most of them will not be of interest to user u.

2. We compute the ranking score for the test item v as well as the additional 1000
course items.

3. We form a ranked list by ordering all the 1001 course items according to their
ranking scores. Let p denote the rank of the test item v within this list. The best
result corresponds to the case where v precedes all the random items (i.e., p = 0).

4. We form a top-k recommendation list by picking the top-k ranked items from the
list. If p < k, we have a hit (i.e., the test item v is recommended to the user).
Otherwise, we have a miss. The probability of a hit increases with the increasing
value of k. When k = 1001, we always have a hit.

The computation of Recall @k proceeds as follows. We set hit @k = 1 for a single
test case if the test course item v appears in the top-k results. If not, hit @k will be set
with 0. The overall Recall @k are defined by averaging all test cases.

#hitQk

Recall@k =
Do |

(19)

Where #hit @k denotes the number of hits in the test set, and |D,,| are all test
cases.

5.3 Experimental Results

Overall Performance. We first present the optimal performance with well-tuned
parameters. And we also study the impact of model parameters. Figure 2 reports the
performance of the recommendation algorithms on EdX. We show the performance
where k is in the range from 1 to 20 since a greater value of & is usually ignored for a
typical top-k recommendation task. It is apparent that the algorithms have significant
performance disparity in terms of top-k recall. As shown in Fig. 2(a) where querying
subject areas are new areas, the recall of PS-LDA is about 0.34 when k& = 10 and 0.42
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when k = 20 (i.e., the model has a probability of 34% of placing an appealing event
within the querying subject area in the top-10 and 42% of placing it in the top-20).
Clearly, our proposed PS-LDA model outperforms other competitor recommendation
methods. First, IKNN, CKNN and UT drop behind three other model-based methods,
showing the advantage of using latent topic models to model users’ preferences.
Second, PS-LDA outperforms both P-LDA and S-LDA, showing the advantages of
combining learning preferences and subject area in a unified manner.

(a) Users learning in new (b) User learning in (a) Users learning in new (b) User learning in
subject areas familiar subject areas subject areas familiar subject areas
Fig. 2. Top-k performance on EdX Fig. 3. Top-k performance on GCSE

In Fig. 2(b), we report the performance of all recommendation algorithms for the
second setting where querying subject areas are familiar to querying users. We can see
that the trend of comparison result is similar to that presented in Fig. 2(a). The main
difference is that CKNN outperforms IKNN in Fig. 2(a) while IKNN exceeds CKNN
significantly in Fig. 2(b). It shows that the CF-based method (i.e., IKNN) better suits
the setting if the user-item matrix is not very sparse. The hybrid method (i.e., CKNN) is
more capable of overcoming the difficulty of data sparseness, e.g., the new subject area
problem. Another observation is that UT almost performs as well as PS-LDA, and
outperforms CKNN and IKNN in the familiar subject area setting, verifying the benefit
brought with the subject area influence. However, UT is still less effective than PS-
LDA under this setting. Furthermore, the performance of UT is poor in the new subject
area setting, as shown in Fig. 2(a), which shows that exploiting subject area influence
cannot alleviate the new subject area problem since there is no learning history of the
querying user in the new subject area.

Figure 3 reports the performance of the recommendation algorithms on the GCSE
dataset. We compare PS-LDA with UT, CKNN, IKNN, P-LDA and S-LDA. From the
figure, we can see that the trend of comparison result is similar to that presented in
Fig. 2, and PS-LDA performs best.
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(a) P-LDA (b) S-LDA (c) PS-LDA

Fig. 4. Impact of the number of latent topics

Impact of Model Parameters. Tuning model parameters, such as the number of
topics for all topic models, is critical to the performance of models. We therefore also
study the impact of model parameters on EdX dataset. Because of space limitations, we
only show the experimental results for the new subject area setting. As for the
hyperparameters o, o, B, ', v and 7, following the existing works [2], we empirically
set fixed values (i.e., « = o/ = 50/K, f = =0.01, y =7 =0.5). We tried different
setups and found that the estimated topic models are not sensitive to the hyperpa-
rameters. But the performances of the topic models are slightly sensitive to the number
of topics. Thus, we tested the performance of P-LDA, S-LDA and PS-LDA models by
varying the number of topics shown in Figs. 4(a) to 4(c). From the results, we observe
1) the Recall @k values of all latent topic-based recommender models slightly increase
with the increasing number of topics. 2) The performance of latent topic-based rec-
ommender models does not change significantly when the number of topics is larger
than 150. 3) P-LDA, S-LDA and PS-LDA perform better under any number of topics,
and PS-LDA consistently performs best.

6 Conclusion

This paper proposed a personalized recommendation, PS-LDA, which can facilitate
people’s study not only in their familiar subject area but also in a new area where they
have no learning history. By taking advantage of both the content and subject area
information of course items, our system overcomes the data sparsity problem in the
original user-item matrix. We evaluated our system using extensive experiments based
on two real-life datasets. According to the experimental results, our approach signifi-
cantly outperforms existing recommendation methods in effectiveness. The results also
justify each component proposed in our system, such as taking learning preferences and
subject area information into account.
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Public Opinion and Network Security Big Data System Engineering Laboratory.
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Abstract. Deep neural networks (DNN) can be used to model users’ behavior
sequences and predict their interest based on the historical behavior. However,
current DNN-based recommendation methods lack explainability, making them
difficult to guarantee the credibility of the recommendation results. In this paper,
a Multi-Timeslice Graph Embedding (MTGE) model is proposed. First, it can
effectively obtain the embedded representations of user behavior (or items) on a
single timeslice. Second, the dynamic evolution of user preferences can be
analyzed through integrating the embedded representations on multi-timeslices.
Then, an explainable recommendation algorithm based on MTGE is proposed,
which can effectively improve the accuracy of recommendation and support the
model-level explainability. The feasibility and effectiveness of the key tech-
nologies proposed in the paper are verified through experiments.

Keywords: Explainable recommendation - Multiple timeslices + Graph
embedding - User behavior sequences

1 Introduction

Personalized recommendation systems have played an increasingly important role in
people’s lives. Among a large number of recommendation algorithms, the collaborative
filtering algorithms has been widely used, but traditional collaborative filtering algo-
rithms are less accurate. Deep neural networks (DNN) can be used to capture deep
features of users and items to get more accurate representations. However, DNN is

often seen as a black box with the disadvantages of unexplainable processing.

Let us consider the following motivating scenarios.

Example 1.1: A month ago, a user gave a high rating to a smartwatch, while a week
earlier he was interested in a tennis racket. That is, the user’s interests are not static.
So, we need to describe the dynamic evolution of user preferences.
Example 1.2: Fig. 1 depicts DNN-based recommendation model and explainable
recommendation model. DNN-based recommendation model does not support
explainability, and it is difficult to convince users. On the contrary, the explainable
recommendation model can give supporting arguments for the results. Some rea-
sons such as “N users love this item” that can reflect the characteristics of the item.
It can help people understand the model and improve its transparency.
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Fig. 1. Comparison of recommendation models

In this paper, we propose an explainable recommendation method based on multi-
timeslice graph embedding model. Our main contributions are summarized as follows:

e A Multi-Timeslice Graph Embedding model (namely MTGE) is proposed. First, it
can effectively obtain the embedded representations of user behavior (or items) on a
single timeslice. Second, the dynamic evolution of user preferences can be analyzed
through integrating these embedded representations on multiple timeslices.

e An explainable recommendation algorithm based on MTGE is proposed, which can
effectively improve the accuracy of recommendation and support the model-level
explainability. On the one hand, the ratings are predicted based on the user’s latent
vectors and item latent vectors. On the other hand, the explainability of the model is
supported, which can effectively improve the transparency of the recommendation
model.

e Compared with existing methods through experiments, the effectiveness of our
method on real datasets is demonstrated.

The rest of this paper is organized as follows. Section 2 introduces the related work.
Section 3 defines several important concepts used in the paper. Section 4 proposes our
multi-timeslice graph embedding model. Section 5 proposes an explainable recom-
mendation algorithm based on MTGE. Section 6 shows the experimental results.
Section 7 concludes the paper and presents the future work.

2 Related Work

Many methods of recommendation have been proposed in recent years. First, we
review the techniques for them. Then we analyze how our work differs from them.

The collaborative filtering recommendation algorithm [1-5, 7] has been widely
researched and used in recent years. PMF [2] models the latent vectors of users and
items through a Gaussian distribution. Ma Porteous et al. [5] added auxiliary infor-
mation to Bayesian matrix factorization to improve the accuracy of the recommenda-
tion results.

Deep neural networks (DNN) [6, 8] have significant feature learning capabilities by
learning deep network structures to represent information about users and items.
NeuMF [6] presented a Neural Collaborative Filtering framework to learn latent fea-
tures of users and items by multi-layer perceptron. Some works have used DNN
modeling users’ behavior sequences to predict users’ preferences [12, 14, 15]. RRN
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[12] used a recurrent neural network (RNN) for the temporal recommendation, it can
capture the dynamic changes of users. M3 [14] combined the RNN model and atten-
tional to model the long-term sequence of user behaviors.

More recently, deep neural network (DNN) techniques in graph data [13, 18] have
made great developments. These deep neural network architectures are known as graph
neural networks (GNNs) [9-11, 17], which are used to learn meaningful representa-
tions of graph data. Vaswani et al. [16] proposed a graph attention network to resolve
the shortcomings of existing methods based on graph convolution. Fan et al. [17]
proposed a graph neural network framework for rating predictions that models social
graphs to learn user representations.

In previous work, traditional recommendation techniques have mainly considered
the static preferences of users. Although some works used DNN to capture users’
dynamic preferences, DNN are unexplainable, making the model difficult to under-
stand. In this paper, we proposed the multi-timeslice graph embedding model to obtain
the user dynamic preferences and MTGE-based explainable recommendation algorithm
can support the model-level explainability.

3 Problem Definition

User-Item Graph. R € R™" is user-item graph, also known as the user-item rating
matrix, where 7 is the number of users and m is the number of items, r;; is the rating
score of user ; for item v;, which can be regarded as the opinion of u; for v;.

Latent Vector. The latent vectors of users and items can be regarded as their hidden
features, which can predict the user’s preference for items.

Temporal Recommendation. Given a user set U, an item set V, where the user-item
preference sequences from time 1 to time 7T is: R = [RI,RZ, .. .,RT,]. The goal of
temporal recommendation is to predict the behavior of each user at time 7 + 1.

Rating Prediction. The rating prediction is based on the user-item rating matrix R, 7
represents the predicted rating of u; for v;, and we aim to predict the missing rating
value in R.

4 MTGE Model

In this section, we describe the model of MTGE. First, we introduce the overall
framework of the model, then the single-timeslice graph embedding method is
explained, finally, the integration method of multi-timeslice graph embedding is
proposed.

4.1 Model Overview

The basic idea of our MTGE model is shown as Fig. 2. The model consists of three
components: user embedding, item embedding and rating prediction.



An Explainable Recommendation Method Based on MTGE 87

User Embedding
_____________________ - fmmmmm—— e ——

Single-timeslice graph embedding Integration o'f
Multi-timeslice

graph embedding

| The first timeslice

The n’th timeslice

item,)

@ —| User latent vector

uonnqLYSIp JYSraM S,
10924 JURJE] 2SN [RUT]

User-Item Interaction Graph

Rating Prediction

| The #’th timeslice

Fig. 2. Multi-timeslice graph embedding model

e User embedding. It is to obtain the user latent vectors. The features of users can be
reflected in a set of items that users interact with. Considering the dynamic features
of user preferences, the sequence of user behavior is first divided into 7' timeslices
in time sequence.

e Jtem embedding. It is to obtain the item latent vectors. Similarly, item latent vector
can be learned through a set of users that the item has interacted with. And since the
item features are not easy to change in a short time, we regard them as static.

e Rating prediction. It is to get the user’s predicted rating for the item. We integrate
user and item modeling to predict ratings and learn model parameters.

4.2 Single-Timeslice Graph Embedding

The graph neural network updates the current node status by aggregating the infor-
mation of neighboring nodes. Therefore, fusing neighborhood information from the
user-item graph, and the user latent vector is learned through the set N(i) of items that
the user has interacted with. The latent vector h; of user u; can be expressed as:

b= ReLU(W-{>" | ouou}) (1)



88 H. Wang et al.

where ReLU is the non-linear activation function and W is the weight matrix. o is the
opinion interaction vector between u; and v;, which is obtained by aggregating the
embedding vector of v and the rating embedding vector. Since the user’s rating of items
can reflect the user’s preference, encoding the interaction information into the latent
vector can get a higher accuracy vector. To distinguish the influence of each item on user
u;, o denotes the attention weight of the interaction with vy in contribution to u/s latent
vector from the interaction history N (7). And the attention network is defined as:

o, = ReLU(W2 - RELU (W [¢}; 04])) @)

where the inputs of the attention network is the embedded vector €/, of the target user u;
and opinion interaction vector o;. Then the final attention scores are obtained by
normalizing o, using the Softmax function:

_ 3
EkeN(z‘) €exp (O(;Fk) &)

Likewise, we use a similar method to learn the latent vector of the items. For each
item, information can be collected from a group of users (denoted as D(j)) who
interacted with. The latent vector z; for item v; is:

zj = ReLU (W . {ZkeD(j)U{j} ocjtsjt}) 4)

where s;; is the opinion interaction vector of v; with u, and o represents the attention
weight to identify the importance of different users.

%, = ReLU (W - ReLU (W1[el;s;])) ®)

exp (a;)
%= (6)
2 kengj) P (“}?)
4.3 Integration of Multi-timeslice Graph Embedding

User preferences for items are not always static, but can change over time. Therefore,

user’s preferences are summarized as a matrix sequence R = [R',R*,..,R” . For a
single timeslice, use the graph embedding method introduced in Sect. 4.2 to obtain the
latent factor of user #; on each timeslice: h; 1, h;», ..., h;7.

However, even if a user’s recent behavior is more likely to influence the current
decision, the user’s distant behavioral preferences can also influence current behavior
to some extent. As shown in Fig. 3, we introduce a time decay function to artificially
control the weight of each timeslice’ influence on the current user’s interest
preferences:
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p = )

_exp(f)
> ier €XP (B: )

where 5} is the value of  at moment ¢ and o is the “cooling factor”, which takes a
smaller value if wants to slow down the rate of decay of interest, otherwise, it takes a
larger value. Then, the final time weight is normalized with a Softmax function.

B, (8)

Final user latent vector

Time Decay Function

hiy

| : ;

Time Slice 1 ‘ Time Slice 2 |~ =====- Time Slice T

Fig. 3. Time weight distribution

For the weighted sum of the representations of user u; in each timeslice, the final
interest representation H; of u; can be obtained:

H; = ZLI B, -hy; 9)

5 MTGE-Based Explainable Recommendation Algorithm

In this section, an explainable recommendation algorithm based on MTGE is proposed.
We first introduce the algorithm, then the rating prediction and parameter learning
section of the algorithm is represented, and finally analyze the explainability of the
algorithm.

5.1 Algorithm Description

Training Stage. First, construct the MTGE model with the training set as input. Then
initialize the model parameters, and calculate the predicted ratings of the model. Next,
the model parameters are updated by gradient descent to minimize the loss function.
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Testing Stage. First, construct the MTGE model with the testing set as input. Then the
ratings were calculated using the trained model parameters as the final ratings predicted
output.

MTGE-based explainable recommendation algorithm is showed in Algorithm 1,
and the major steps are as follows.

Step 1 (line 1). Construct MTGE model based on rating matrix and the number of
timeslices.

Step 2 (line 2—4). Divide the rating matrix R according to the number of timeslices
T, initialize the user embedding vector matrix U, item embedding matrix V, score
embedding matrix S and loss value.

Step 3 (line 5-13). Calculate user latent vector H; and item latent vector z;.

Step 4 (line 14-15). Learning Stage. Calculate the rating error, update the model
parameters by gradient descent until the stop condition is satisfied, and then stop the
iteration.

Step 5 (line 17-19). Generate prediction results. For the users and items to be
predicted, after obtaining the model parameters through training, the rating pre-
diction is performed based on the user latent vector and the item latent vector.

Algorithm 1: MTGE-based explainable recommendation algorithm

Input: Rating matrix R, Number of timeslices T
Output: Predicted rating R

1. Construct MTGE based on R, T
2. R = [RL,R?,...,R7,]

3. Initialize U, V, S, the neural network parameter
4. Initialize loss

S. Foru; € U do

6. For each timeslice do

7. h;; = compu(R*, U,V,S)

8. End for

9. H; =X B hy

10. End for

11. Forv; €V do

12. z; = compu(R,U,V,S)

13. End for

14 Compute loss

15. Update U, V, S, the neural network parameter
16. IF meet the stop condition then

17. f'ij =MLP[Hi;z]-]

18. End IF

19. Return R
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5.2 Rating Prediction and Parameter Learning

Rating Prediction. The latent vectors of users and items can reflect their preferences
and features. We can first connect H; and z;, then feed it into multilayer perceptron
(MLP) to obtain the rating prediction:

Parameter Learning. To learn the model parameters for MTGE, we specify a loss
function for optimization. The loss function is expressed as:

1 L \2
loss = ﬁZ(m)eT (rui - rii) (11)

5.3 Explainability Analysis

This paper consider that user preferences for items are change over time. Some
researchers have used deep neural networks (DNN) to model dynamic user preferences,
but the model is unexplainable, reducing the transparency of the recommended model.

Since the user’s behavior can reflect his or her current preferences, we split the user
behavior data based on timeslice and model the user behavior separately to obtain the
user preference representation on each timeslice. Next, combining the user’s interest
decay phenomenon, and then weighing and integrating the user’s preference repre-
sentation in each timeslice, which makes the user’s final feature vector have intuitive
meaning. For example, a user’s behavior a week ago usually has more influence on his
current preferences than his behavior six months ago. Moreover, the model-level
explainability has multiple significance for the recommendation system, which can
improve the transparency and persuasiveness of the system.

6 Experiments

6.1 Dataset

We choose the Epinions and the Ciao dataset, where users can score the products. The
statistics of the two datasets are shown in Table 1.

Table 1. Statistics of the experimental datasets

Dataset Epinions | Ciao
Users 136 103
Items 7716 994
Ratings 12659 | 3016
Time windows 12 6
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6.2 Evaluation Metrics

For the rating prediction task of the recommended model, Root Mean Square Error
(RMSE) and Mean Absolute Error (MAE) are usually used to evaluate the prediction
accuracy:

1 532
RMSE = \/WZW)ET (rui = Fui) (12)

1 .
MAE = WZ ey (i = Fai) (13)

where r is the true rating data from the testing set, 7 is the predicted rating of the
recommended system, and T is the testing set.

6.3 Performance Evaluation

Hyperparameter Settings. To obtain the optimal combination of parameters, we
experimented with the main parameters.

Learning Rate. Figure 4(a) and 5(b) shows the changes in the RMSE and MAE at
different learning rates. It can be seen that when the learning rate is 0.005, the RMSE
and MAE are lowest on the two datasets. Therefore, we set the learning rate to 0.005.
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Fig. 4. The effect of learning rate of MTGE algorithm

Embedded Vector Dimension. Figure 5(a) and 5(b) shows the changes in the RMSE
and MAE at different embedding vector dimensions. It can be seen that when the
embedding vector length is 64, the RMSE and MAE are lowest on the two datasets.
Therefore, we set the embedding vector length to 64.



An Explainable Recommendation Method Based on MTGE 93

=@ Ciao =@= (Ciao
100 «=@== Epinions 0.80 ==@= Epinions
0.95 0.75
0.70
© 090 g
2 0.65
2 2
0.85 0.60
0.80 0.55
16 32 64 128 16 32 64 128
F F
(a) RMSE (b) MAE

Fig. 5. The effect of embedding vector length of MTGE algorithm

Baseline Algorithm. In order to evaluate the performance of the algorithm, we
compare our algorithm with four baseline methods:

e PMF: A probability matrix factorization model that uses a rating matrix to model
latent vectors of users and items.

e NeuMF: A matrix factorization model and neural network architecture, using a
deeper neural network can provide better recommendation performance.

e RRN: It used a recurrent neural network (RNN) for the temporal recommendation,
this model can capture the changes in users’ dynamic preferences.

e GraphRec: It proposed a state-of-the-art graph neural network model, which can
model graph data coherently for rating prediction.

Figure 6(a) and 6(b) shows the performance of methods. The PMF algorithm is a
traditional matrix factorization method, while NeuMF is based on a neural network
architecture. RRN takes into account the user’s dynamic interests, and its performance
has been significantly improved. The GraphRec algorithm good behavior implies the
power of graph neural networks in node learning. The MTGE algorithm performs well
in both RMSE and MAE, shows that using the graph neural network and considering
the user’s dynamic features can improve the recommendation performance.
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Fig. 6. Performance comparison between MTGE algorithm and other algorithms
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Explainability Assessment. To better understand the temporal explainability of the
MTGE algorithm, the recommended performance under different time functions is
compared.

Figure 7(a) and 7(b) shows the results on the different time functions. The exponential
function represents that the user’s interest decreases exponentially with time. It can be
seen that considering the time factor can improve the recommendation performance.
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Fig. 7. Performance comparison of different time functions

For example, for the user preference representation within each timeslice, the closer
the timeslice is to the current point in time, the greater the contribution of the timeslice
to predicting the user’s current interest, while the impact weight of the timeslice
faraway is relatively reduced, i.e., the user’s current interest is more dependent on his
recent behaviors.

7 Conclusion

In this paper, a multi-timeslice graph embedding (MTGE) model is proposed, and the
model considers the dynamics of users’ interest preferences. Besides, this paper pro-
poses an explainable recommendation algorithm based on MTGE, which has better
results compared with existing methods. In the future, we will analyze the user interest
drift on multiple timeslices, then improve the model based on user psychology.
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Abstract. Most existing graph neural network (GNN)-based knowledge-aware
recommendation models rely on handcrafted feature engineering and do not
allow for end-to-end training. As a state-of-the-art end-to-end framework, the
Knowledge-aware Graph Neural Networks with Label Smoothness Regular-
ization (KGNN-LS) model can extend GNNs architecture to knowledge graphs
to simultaneously capture semantic relations between entities as well as per-
sonalized user preferences for entities/items, thereby making effective recom-
mendation. However, we believe that KGNN-LS still has two weaknesses: (1) In
KGNN-LS, the weights of the edges in the graph are determined solely by user
preferences for relations without considering user’s (potential) personalized
interests in entities/items. (2) The sum pooling adopted by KGNN-LS cannot
effectively aggregate the most representative information of the neighborhood.
In this paper, we propose the improved Knowledge-aware Graph Neural Net-
works with Label Smoothness Regularization (iKGNN-LS) model, which makes
two improvements to KGNN-LS: (1) In iKGNN-LS, by introducing user-
specific entity scoring functions, the edge weights are determined jointly by
personalized user preferences for relations and for entities. (2) iKGNN-LS uses
max pooling instead of sum pooling for neighborhood aggregation. Top-N
recommendation experiments on three datasets show that iKGNN-LS outper-
forms KGNN-LS in terms of Precision@N, Recall@N, and F1-measure @N.

Keywords: Knowledge-aware recommendation + Knowledge graph « GCN -
User-specific entity scoring function - Pooling aggregator

1 Introduction

Knowledge graphs (KGs) [5] have proven to be effective in enhancing recommendation
performance by providing recommender systems with additional knowledge [2, 4, 7—
10, 12, 13]. KG-based recommender systems exploit knowledge-aware recommenda-
tion models and apply KGs in three ways [3]: embedding-based methods, path-based
methods, and unified methods. Embedding-based methods [2, 13] use KG embedding
algorithms to translate KG elements into low-dimensional vector representations,
which are further integrated into the recommendation models. Path-based methods
[4, 10] leverage the informative connectivity patterns between the entities in the user-
item KG for recommendation. Unified methods [7-9] leverage both the semantic
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representation and the connectivity information in the KG for recommendation. Unified
methods generally adopt an architecture based on graph neural networks (GNNs) [11],
such as graph convolutional networks (GCNs) [6].

However, most existing GNN-based knowledge-aware recommendation models
rely on handcrafted feature engineering and do not allow for end-to-end training [8].
The Knowledge-aware Graph Neural Networks with Label Smoothness Regularization
(KGNN-LS) model recently proposed by H. Wang et al. [7, 8] is a state-of-the-art end-
to-end framework that can extend GNNs architecture to KGs to simultaneously capture
semantic relations between entities as well as personalized user preferences for
entities/items, thereby making effective recommendation.

Despite a state-of-the-art model, KGNN-LS still has two weaknesses: (1) In KGNN-
LS, the weights of the edges in the user-specific weighted graph are determined solely
by user preferences for relations without considering user’s personalized interests in
entities/items. This approach cannot distinguish the different contributions of different
neighbor entities connected by the same relation to user interests. (2) The sum pooling
adopted by KGNN-LS cannot effectively aggregate the most representative information
of the neighborhood, resulting in less effective user-specific item embeddings.

To overcome the weaknesses of KGNN-LS, in this paper we propose the improved
Knowledge-aware Graph Neural Networks with Label Smoothness Regularization
(iIKGNN-LS) model, which makes two improvements to KGNN-LS: (1) In iKGNN-
LS, by introducing user-specific entity scoring functions, the user-specific edge weights
are determined jointly by personalized user preferences for relations and for entities.
(2) During feature propagation on the user-specific weighted graph, iKGNN-LS uses
max pooling instead of sum pooling for neighborhood aggregation.

To verify the effectiveness of iKGNN-LS and its performance advantage over
KGNN-LS, we conducted two comparative experiments of top-N recommendation.
First, we used the MovieLens 20M dataset and KGNN-LS to study the influences of
edge weights and pooling aggregators on the performance of top-N recommendation.
The results show that the edge weights determined jointly by user preferences for
relations and for entities, as well as the use of max pooling in neighborhood aggre-
gation can improve recommendation performance. Second, we used three datasets,
MovieLens 20M, Last.FM, and Yelp2018, to compare the top-N recommendation
performance between KGNN-LS and iKGNN-LS. The results indicate that iKGNN-LS
outperforms KGNN-LS in terms of Precision@N, Recall@N, and F1-measure @N.

In summary, the main contributions of this paper are as follows:

— We propose the knowledge-aware recommendation model iKGNN-LS that can
calculate user-specific item embeddings more effectively. The model exploits user
preferences for relations and for entities to jointly determine user-specific edge
weights and uses max pooling instead of sum pooling to aggregate the most rep-
resentative information of the neighborhood.

— Our comparative experiment on KGNN-LS indicates that both the improved edge
weights and max pooling can improve recommendation performance.

— Our comparative experiment between KGNN-LS and iKGNN-LS demonstrates the
recommendation performance advantage of iKGNN-LS over KGNN-LS.
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2 Improved Knowledge-Aware Recommendation Model

In this section, we expatiate on our proposed iKGNN-LS model. We first give the
overview of the model, and then describe three major steps of the model in detail.

In the following, we first introduce some concepts and notations, and then for-
mulate the problem of knowledge-aware recommendation.

A recommender system (RS) has a set of m users U = {u;, uz, ..., u,} and a set
of n items V = {vy, va, ..., v,}. According to users’ implicit feedback, a user-item
interaction matrix Y € R™*" can be defined for the system. The matrix’s element
yu = 1 indicates that user u € U engages with item v € V, such as clicking, browsing,
or purchasing; otherwise y,, = 0.

A knowledge graph G(€, R) has a set of entities £ and a set of relations R. The
graph consists of entity-relation-entity triples (h, r, #), where h € £, r € R, and t € £
are the head, relation, and tail of a triple. In the recommendation setting, each item
v € V in the RS corresponds to an entity e € £ in the knowledge graph.

As formulated in [7, 8], given the interaction matrix Y and the knowledge graph G, the
goal of knowledge-aware recommendation is to predict whether user u € U/ has potential
interest in item v € ) with which the user has not engaged before. That is, the task is to
learn a prediction function y,, = F(u,v|®,Y, G), where 3,, denotes the probability that
user # will engage with item v, and ® are model parameters of function F.

2.1 Overview

The main goal of our proposed iKGNN-LS is to learn user-specific item embeddings
more effectively. The overview of iKGNN-LS is depicted in Fig. 1, where the learning
and recommendation process can be divided into the following steps:

— Transforming the KG into a user-specific weighted graph: The KG is transformed
into a user-specific weighted graph, where a limited number of direct neighbors of
each entity are sampled, and each relation (edge) between two sampled entities is
given a user-specific weight to reflect the user’s personalized interest.

— Learning the prediction function: iKGNN-LS takes the user-specific weighted
graph as input, and uses knowledge-aware GCN to calculate user-specific item
embeddings via feature propagation on the graph. Simultaneously, it performs label
smoothness regularization on the edge weights via label propagation on the graph.
Finally, iKGNN-LS uses the unified loss function to learn the prediction model.

— Making top-N recommendation: iIKGNN-LS uses the learned prediction function to
predict probabilities that the user will engage with candidate items, and then
employs the probabilities to produce a top-N recommendation list for the user.
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2.2 Transforming the KG into a User-Specific Weighted Graph

Given a user in the RS, iKGNN-LS transforms the KG into a user-specific weighted
graph [8]. In such a graph, at most K direct neighbors of each entity node are sampled
(concerned), an edge (representing a relation) between each sampled entity pair is given
a user-specific weight to reflect the user’s personalized interest in the relation.

Let N(e;) represent a set of neighbor entities directly connected to entity ¢; € £ in
G(&, R). In a real-world KG, the number of entities in N(e;) may vary greatly. Using
the same approach as in KGNN-LS [7, 8], iKGNN-LS samples at most K direct
neighbors of each entity to form the (single-layer) receptive field S(e;) = {e;lej ~ N(e;)},
|S(e;)] = K of entity e;. This receptive field is used to compute the user-specific
neighborhood representation of e;, denoted as ei(“), where u € U is a specific user. ei(m
can capture structural proximity among entities in the KG. As stated in [7], the receptive
field can be extended to multiple hops away (i.e., multiple layers) to model high-order
structural proximity and capture users’ potential interests. As in KGNN-LS, iKGNN-LS
uses the h-layer receptive field to compute the /-order structural proximity, denoted as
ei(e') [h], h=1,2,..., H, where H is the maximum depth of the receptive field. Figure 1
depicts the H-layer receptive field of item entity v € V C £, where K = 2.

In each layer of receptive field, user-specific edge weights are calculated as follows.
Given two entities ¢; € £, ¢; € S(e;) and their relation r,,.,, iKGNN-LS uses user-
specific relation scoring function s,,(r,.,) defined as Eq. (1) [7, 8] to calculate the user-
relation score between u € U and r,,.;, and uses user-specific entity scoring function
t.(ej) defined as Eq. (2) to calculate the user-entity score between u and ;.

su("‘e,-,q) = g(u, re,-@) (1)
tu(ej) = g(u €]) )

where u, re, ., e{; € R? are the representations of u, r, .., and e;, respectively. d is the
dimension of representations. g is a differentiable function (e.g., inner product).

The above two scores are normalized separately, that is, the user-relation score is
normalized to §u(i’e,-,e,-), as defined by Eq. (3) [7], and the user-entity score is nor-
malized to 7,(e;), as defined by Eq. (4).

() = exp(Su(”enef))
ul\Teje; Zees(ei> eXp(su(Ve,-,e))

(3)

exp(tu(ej)) (4)

;u(ej) = EeeS(e;) CXp(tu(e))

iKGNN-LS uses Eq. (5) to compute the weight of the edge (representing relation r, ;)
with respect to user u, which is referred to as user-specific edge weight.
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a;j = gu(rei,@j) : ;M(ej) (5)

The weight a¥ is used as an element to form a user-specific adjacency matrix
A, € R®*¢ which represents user-specific edge weights for the weighted graph.

2.3 Learning the Prediction Function

As mentioned earlier, our task is to learn a prediction function F(u,v|®,Y,G). The
learning process includes three steps: feature propagation on the graph, label propa-
gation on the graph, and model learning. Below we describe these three steps.

Feature Propagation on the Graph. The goal of feature propagation is to calculate
user-specific item embeddings. The calculation process takes the user-specific weighted
graph (including the H-layer receptive field and user-specific edge weights) as input,
and employs GCN to compute the final H-order entity representation by aggregating
and incorporating neighborhood information (i.e., structure information) in an iterative
layer-by-layer manner. The total number of neighborhood aggregation iterations is
H. In h-th iteration (h =1, 2,...,H), iKGNN-LS uses max-pooling instead of sum-
pooling to aggregate all entities in S(e;) to form the (& — 1)-order neighborhood rep-

resentation of entity e;, denoted as s [h — 1], which is defined by Eq. (6).

u

eSe) h—1] = max({aZ X ei[h — 1], Ve; € S(ei)}) (6)

where @ is the user u specific weight of the edge between e; and ¢;, and e/[h — 1]
denotes the (h — 1)-order representation of entity ¢; € S(e;).

Like KGNN-LS, iKGNN-LS then combines neighborhood representation

s [h — 1] with the (h — 1)-order representation of the entity itself, e’ [z — 1], to form

its h-order entity representation €' [h], which is defined as Eq. (7) [7].

e [h] = a(Wy - (€)[h — 1]+ [a — 1]) +by) (7)

u
where W, and b, are transformation weight and bias, and ¢ is the nonlinear function
such as ReLU.

For item entity v € V C &, after H iterations, the final H-order entity representation
e,[H] (i.e., v, [H]) is the user-specific item embedding v,. We can thus input v, and user
representation u into a differentiable function (e.g., inner product) to predict the
probability y,, that user u will engage with item v, as defined by Eq. (8) [7, 8].

yuv :f(ll, Vu) (8>
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Label Propagation on the Graph. The goal of label propagation is to assist the
learning of entity representations and to help predict unobserved user-item interactions
through label smoothness (LS) regularization on the edge weights [8]. As formulated in
[8],1etl, : £ — R denote a real-valued label function on G, which is constrained to take
a specific value I,(v) = y,, € Y at node v € YV C £. The label smoothness assumption
that adjacent entities in the graph are likely to have similar relevancy labels [8] leads to
the following definition of energy function E.

BlA) =5 3 dllife) — (o)’ ©

e;€€e,€€

where a? is the user specific edge weight. I, (e;) and I,(e;) are user relevancy scores of
e; and e;, respectively. Like the approach in KGNN-LS, iKGNN-LS repeats the fol-
lowing two steps [8] to achieve the minimum-energy of function E, thereby predicting a
user relevancy label/score for each unlabeled entity:

— Propagate labels for all entities: ,(£) «— D, 'A,L,(E), where [,(£) is the vector of
labels for all entities, D, is a diagonal degree matrix with DY = Zj al.

— Reset labels of all items to initial labels: [,(V) — Y[u,V]', where [,(V) is the
vector of labels for all items and Y[ u,V ] = [Vuv, Yury, - -] are initial labels.

iKGNN-LS uses the same approach as KGNN-LS to perform label smoothness
(LS) regularization on the edge weights. Specifically, as described in [8], a single item
v € VC € is held out and it is treated as unlabeled; the label of v can then be predicted
by using the rest of (labeled) items and (unlabeled) non-item entities. The LS regu-
larization on the edge weights can thus be achieved via a learning procedure that uses
the difference between the true relevancy label of v (i.e., y,,) and the predicted label

Zu(v) as a supervised signal. The regularization is defined as Eq. (10) [8].
RA) =) RA) =D T0w V) (10)

where J is the cross-entropy loss function.

Model Learning via the Unified Loss Function. iKGNN-LS uses the same loss
function as iKGNN-LS to learn the prediction model. The unified loss function, which
combines knowledge-aware GCN and LS regularization, is defined as Eq. (11) [8].

Flz (11)

u,y

where J is the cross-entropy loss function, A and y are balancing hyper-parameters,
R(A) is LS regularization on edge weights A, || F||3 is the L2-regularizer. By mini-
mizing the loss function, iKGNN-LS uses stochastic gradient descent (SGD) to
simultaneously update model parameters: transformation matrix W and edge weights A.
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Note that in Eq. (11), the first term corresponds to feature propagation on the KG,
whereas the second term R(A) corresponds to label propagation on the KG. Once the
trainable parameters are learned, the prediction function of iKGNN-LS is achieved.

2.4 Making Top-N Recommendation

For a specific user u € U in the RS, iKGNN-LS can use the learned prediction function
to compute a predicted probability that user u will engage with item v € V C & with
which the user has not engaged before. As shown in Fig. 1, given user representation u
and user-specific item embedding v, prediction function y,, = f(u,v,) (being inner
product <u,v, > in our experiments) generates predicted probability y,,. iIKGNN-LS
sorts the probabilities in descending order to produce a top-N recommendation list for
the user.

3 Experiments

This section presents our two parts of top-N recommendation experiments: (1) we used
KGNN-LS to study the influences of edge weights and pooling aggregators on top-N
recommendation performance; (2) we used three datasets to compare the top-N rec-
ommendation performance of KGNN-LS and iKGNN-LS in order to show the per-
formance advantages of iKGNN-LS over KGNN-LS. It is worth noting that the
experiments in [8] have shown that KGNN-LS outperforms six state-of-the-art base-
lines. Therefore, our experiments do not need to compare iKGNN-LS with the baselines.

3.1 Experimental Setup

Datasets. Our experiments used the MovieLens 20M, Last.FM, and Yelp2018 datasets
for movie, music, and local business recommendations. The first two datasets were
published by H. Wang ef al. [7, 8] on GitHub'. The authors used Microsoft Satori to
construct the KGs for the MovieLens 20M and Last.FM datasets. The details on the
datasets and the corresponding KGs can be found in [7, 8]. The Yelp2018 dataset,
which is the 2018 edition of the Yelp challenge, was published by X. Wang et al. [9] on
GitHub”. The authors extracted item knowledge from the local business information
network (e.g., category, location, and attribute) to construct the KG. The details on the
dataset and the corresponding KG can be found in [9]. Following [7, 8], for each
dataset, the ratio of training set, validation set, and test set is 6:2:2. Table 1 shows the
statistics of the datasets and the KGs.

! https://github.com/hwwang55/KGNN-LS/tree/master/data.
2 https://github.com/xiangwang 1223/knowledge_graph_attention_network/tree/master/Data.
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Table 1. Statistics of the three datasets

MovieLens 20M | Last.FM | Yelp2018
# users 138,159 1,872 45919
# items 16,954 3,846 45,538
# interactions | 13,501,622 42,346 | 1,185,068
# entities 102,569 9,366 90,961
# relations 32 60 42
# KG triples | 499,474 15,518 |1,853,704

Evaluation Metrics. Three popular evaluation metrics [1], Precision at N (P@N),
Recall@N (R@N), and Fl-measure@N (F1@N), are used to evaluate the top-N rec-
ommendation performance (N =5 or 10).

Model Implementation. The Python code of KGNN-LS was obtained from the
GitHub webpage®. The code of iKGNN-LS was generated by modifying the Python
code of KGNN-LS, specifically, by adding the implementation of the user-specific
entity scoring function and the improved edge weights, as well as replacing the sum
pooling aggregator with the max pooling one.

Hyperparameter Setting. Like [7, 8], in both iKGNN-LS and KGNN-LS, we set ¢ as
ReLU for non-last-layers and fanh for the last-layer. We used grid search to select the
hyperparameters for the two models. More specifically, just as in [7, 8], we selected the
number K of sampled neighbors for entities in {2, 4, 8, 16, 32}, the dimension d of
hidden layers in {4, 8, 16, 32}, the number L of layers in {1, 2}, the label smoothness
regularizer weight 4 in {0.01, 0.1, 0.5, 1.0, 1.5}, the L2-regularizer weight 7
in {107,107%,5x 1078, 1077, 5x 1077, 1076, 5 x 107, 107%, 5 x 107>, 10},
and the learning rate 77in {1074, 2 x 107, 5 x 107*, 1073, 2 x 1073, 5 x 107%, 1072,
2 x 1072}. The resulting optimal hyperparameter settings for the three datasets are
shown in Table 2.

Table 2. Hyperparameter settings for the three datasets

MovieLens 20M | Last.FM | Yelp2018
K|16 8 32
d|32 16 16
L1 1 1
4 [1.0 0.1 1.0
y 1077 107 107°
712 %1072 5% 107*5 %107

3 https://github.com/hwwang55/KGNN-LS.
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3.2 Experimental Results

As in [8], each experiment was repeated 5 times, and the average performance is
reported here. For the influence of edge weights on recommendation performance,
Table 3 shows the top-N recommendation results on MovieLens 20M, where the fig-
ures in columns KGNN-LS and KGNN-LS-entity mean the results of the original
KGNN-LS and the KGNN-LS that adds the user-specific entity scoring function,
respectively, and the “Improvement (%)” figures refer to the percentages of perfor-
mance improvement of KGNN-LS-entity over KGNN-LS. The results suggest that the
KGNN-LS that adds the user-specific entity scoring function outperforms KGNN-LS in
terms of all the metrics. This indicates that the edge weights determined jointly by
personalized user preferences for relations and for entities can improve recommenda-
tion performance.

For the influence of pooling aggregators on recommendation performance, Table 4
shows the top-N recommendation results on MovieLens 20M, where the figures in
columns KGNN-LS and KGNN-LS-max mean the results of the original KGNN-LS
and the KGNN-LS that uses max pooling instead of sum pooling for neighborhood
aggregation, respectively, and the “Improvement (%) figures refer to the percentages
of performance improvement of KGNN-LS-max over KGNN-LS. The results suggest
that the KGNN-LS that uses max pooling outperforms KGNN-LS in terms of all the
metrics. This indicates that the max pooling is better than the sum pooling in aggre-
gating neighborhood in the recommendation context.

For the comparative experiment between KGNN-LS and iKGNN-LS, Table 5
shows the top-N recommendation results on the MovieLens 20M, Last.FM, and
Yelp2018 datasets, where the “Improvement (%)” figures refer to the percentages of
performance improvement of iKGNN-LS over KGNN-LS. The results suggest that on
the three datasets, iIKGNN-LS outperforms KGNN-LS in terms of all the metrics. This
indicates the performance advantage of iKGNN-LS over KGNN-LS.

Table 3. Top-N recommendation results on MovieLens 20M (influence of edge weights)

Metrics | KGNN-LS | KGNN-LS-entity | Improvement (%)
P@5 0.1260 0.1280 1.59
P@10 |0.0940 0.0980 4.26
R@5 |0.0989 0.0996 0.71
R@10 |0.1550 0.1550 0.00
Fl@5 |0.1108 0.1120 1.08
Fl@10|0.1173 0.1201 2.39
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Table 4. Top-N recommendation results on MovieLens 20M (influence of pooling aggregators)

Metrics | KGNN-LS | KGNN-LS-max | Improvement (%)
P@5 0.1260 0.1280 1.59
P@10 |0.0940 0.0990 5.32
R@5 ]0.0989 0.0994 0.51
R@10 |0.1550 0.1607 3.68
F1@5 |0.1108 0.1118 0.90
F1@10|0.1173 0.1225 4.43

Table 5. Top-N recommendation results on MovieLens 20M, Last.FM, and Yelp2018

Dataset Metrics | KGNN-LS | iKGNN-LS | Improvement (%)
MovieLens 20M | P@5 0.1260 0.1290 2.38
P@10 |0.0940 0.1020 8.51
R@5 [0.0989 0.1022 3.34
R@10 |0.1550 0.1559 0.58
Fl@5 [0.1108 0.1141 2.98
F1@10|0.1173 0.1232 5.03
Last.FM P@5 ]0.0300 0.0320 6.67
P@10 |0.0280 0.0300 7.14
R@5 [0.0589 0.0649 8.53
R@10 |0.1223 0.1329 8.67
Fl1@5 |0.0399 0.0429 7.52
F1@10 | 0.0456 0.0491 7.68
Yelp2018 P@5 [0.0100 0.0110 10.00
P@10 |0.0070 0.0070 0.00
R@5 ]0.0122 0.0128 4.92
R@10 [0.0184 0.0195 5.98
Fl@5 [0.0110 0.0118 7.27
F1@10 |0.0101 0.0103 1.98

4 Conclusions

To overcome the weaknesses of KGNN-LS and learn user-specific item embeddings
more effectively, in this paper we propose the improved iKGNN-LS model, which
exploits user preferences for relations and for entities to jointly determine user-specific
edge weights and uses max pooling instead of sum pooling to aggregate the most
representative information of the neighborhood. Our comparative experiments of top-N
recommendation on three datasets demonstrate the performance advantage of iKGNN-
LS over KGNN-LS. Our future work will focus on further enhancing the iKGNN-LS
model by integrating knowledge about users from social networks into the model.
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Abstract. Categories of Point of Interest (POI) facilitate location-based
services from many aspects like location search and place recommenda-
tion [6]. However, POI categories are often incomplete and new POls are
increasing, this rises the problem of automatic POI classification. Cur-
rent POI classification methods suffer from two problems: lack of textual
information about POIs and not leveraging the hierarchical structure of
the categories. In this paper, we propose an Ensemble POI Hierarchical
Classification framework (EHC) consisting of three components: Textual
and Geographic Feature Extraction, Hierarchical Classifier, and Soft Vot-
ing Ensemble Model. We conduct extensive experiments to demonstrate
the effectiveness of our framework.

Keywords: Point of Interests - Hierarchical Classification

1 Introduction

Point of interests, or POls, are specific point locations that someone may find
useful or interesting places such as restaurants, parks etc. Given a Taxonomy
of POI categories, POI classification is to assign the categories in the taxon-
omy for a POI. As shown in Fig. 1, we can easily recognize * M ) 4
(Tongdeshun Seafood Hotpot)” is a hotpot restaurant through its signboard, but
it is difficult to recognize the categories of the places whose names are obscure
such as “RIEFFTEE (Fragrant Fruit Sea)”. Because increasing amounts of data on
POIs are becoming available online, automatic POI classification has becoming
an important task and has a lot of applications in location based services, e.g..,
street view navigation [4].

Since a POI itself has few information, usually the information of the name
and location of a POI, many POI classification methods are proposed to lever-
age various auxiliary information to solve the problem. In [3], Krumm et al.
extract a set of manually designed features based on individual demographics,
the timing of visits and nearby businesses, etc. While other approaches exploit
© Springer Nature Switzerland AG 2020

G. Wang et al. (Eds.): WISA 2020, LNCS 12432, pp. 108-119, 2020.
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Fig. 1. Example of POI taxonomy

information from check-in activities, search queries, and image [1]. However, in
many real applications, most of the information used in these methods cannot
be obtained. Instead, we try to automatically classify a POI only based on its
name (short text) and location (latitude and longitude coordinates), which is a
critical challenge.

Second, most of the previous work only classified POIs into a coarse-grained
and loosely organized category system [7,8]. In real applications, normally we
can have a POI Taxonomy, which is a hierarchy of fine-grained categories. For
example in Fig.1, “ Hnii (Fruit Market)” is a sub-category of “ i
(Comprehensive Market)” which is further a sub-category of “ W Iz 55 (Shop-
ping)”. Therefore, how to classify POIs into categories in the taxonomy, i.e., POI
hierarchical classification, has not been effectively explored. Due to the reasons
above, it is far from sufficient to directly apply existing methods to the specific
POI Hierarchical Classification Given only Name and Location.

In this paper, we propose an Ensemble POI Hierarchical Classification frame-
work to address above problems. First, we utilize the information contained in
the POI name and geographic location by constructing a set of effective features.
Specifically, the name of a POI contains semantic information which can be used
to infer its category. We constructed both word-level and character-level textual
features using the names of the POIs with the help of pre-trained embeddings.
In addition, according to the assumption that the POIs that are geographically
close to each other usually have similar categories, we construct the geographic
features for POIs based on the distribution of categories in their neighborhoods,
to cope with the case where text information cannot work on.

Moreover, inspired by [5], we use a hierarchical classification algorithm, in
which we train a local multi-class classifier on each intermediate node of taxon-
omy, to effectively use the hierarchical information in POI Taxonomy. By using
a hierarchy of classifiers, the classification task is divided into several simple
parts, each part has lower complexity and higher accuracy. We further ensemble
the hierarchical classifiers trained on each feature mentioned above based on a
soft-voting model for better performance and robustness. Our contributions are
summarized as follows:
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— We systematically investigate the problem of POI Hierarchical Classification
given only the information of Name and Location for POlIs.

— We propose a novel Ensemble POI Hierarchical Classification framework
which can fully utilize the information in both word and character levels
contained in the name, and the category information of geographical location
of the POls.

— To evaluate the effectiveness of our method, we construct four datasets con-
sisting of millions of POIs and hundreds of POI categories using Gaode Map
API. And extensive experiments are conducted to validate the effectiveness
of our proposed framework.

2 Preliminaries

In this section, we first give some necessary definitions and then formulate the
problem of POI hierarchical classification given only name and location.

Point of Interest (POI) is a specific point location that someone may
find useful or interesting. An example is a point representing the location of
the Summer Palace, or the location of Everest, the highest mountain on the
Earth. Most consumers use the term when referring to hotels, restaurant, airport,
markets or any other classes used in modern (automotive) navigation systems.
We define a POI Instance i as (n, ), where n denotes the name of ¢, and ! denotes
the location of 4, which is defined as the longitude and latitude coordinates.

POI Taxonomy is a tree structured hierarchy of POI Categories. We define
POI Taxonomy as 7 = (C,£), in which C is a set of POI Categories, and £ =
{(¢j,cx € C)|cj < cx}, where < denotes the sub-category-of relationship. Fig. 1
shows a example of POI Taxonomy, we use rounded-rectangle to represent a
category and the arrow to represent the sub-category-of relationship between
two categories.

Ezxample 1. Figurel shows a example of POI Taxonomy and POI instance.
the POI Taxonomy is a three-level tree hierarchy consisting of categories
such as “RMTHIA (Fruit Market)”, “4# &3 (Comprehensive Market)”, and
YIS (Shopping)”, ete. Specifically, “RMmTi3 (Fruit Market)” is a sub-
category of “CEETA (Comprehensive Market)” which is further a sub-category
of MW (Shopping)”. POI instance is a place which consists of name and
location, e.g.., (“RIEEITE (Fragrant Fruit Sea)”, (116.852054, 40.368126)).

POI Hierarchical Classification is formally defined as follows. Given a
POI instance i, POI Hierarchical Classification is to find a path of categories p
in the POI taxonomy 7, where p = (¢, c!,....c!) is a category path from the
ROOT to the leaf category in 7', and the super script of ¢ denotes the level of
the category.

More specifically, we divide all POI instances into Z and 1.7 represents the
POI Instances with category paths, that is p € P, and p = (¥, ¢!, ..., ). 7
does not have category paths. Our hierarchical classification task is to find the
category path in the POI Taxonomy for each POI instance i € 7 given 7 and 7.
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Fig. 2. Ensemble POI Hierarchical Classification framework

In real applications, such as online map services and location based social
networks, categories of POI Instance are often incomplete, and many newly
emerged POI instances may have no category information at all. Therefore,
the POI hierarchical classification has become an important task in location
based services. To appropriately solve this task, we need to address two crucial
problems: (1) How to address the lack of information? (2) How to make use of
the hierarchical information of POI categories?

3 Owur Approach

In this section, we introduce our Ensemble POI Hierarchical Classification frame-
work. Figure 2 illustrates the overview of our framework, which consists of two
stage. In Feature Extraction, to address the lack of information, we con-
struct word-level and character-level text features based on the name of POI,
and construct geographic features based on the distribution of POI categories
within geographic neighborhoods at different scales. In Ensemble Hierarchi-
cal Classification, to effectively use the hierarchical structure of POI Taxon-
omy, we train one hierarchical classifier based on each of the above features.
HC-W and HC-C refers to the hierarchical classifiers trained on word-level and
character-level textual features respectively, and HC-G(d) refers to the Hierar-
chical Classifier trained on Geographic feature at scale d. A Soft-Voting ensemble
model is used to effectively integrate the output of all these hierarchical classi-
fiers, to improve the performance and robustness of our framework. We describe
the details about the construction of textual features and geographic features,
as well as how to perform hierarchical classification and ensemble as follows.

3.1 Textual Features

Since the lack of textual information caused by the very short length of POI
instance names, we construct word and character level textual features to obtain
more comprehensive and fine-grained semantic information of POI instances with
the help of external word (and character) embeddings pre-trained on massive
Chinese corpus. Using both word and character-level textual features can mine
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Fig. 3. Example of map. We use red dash box to denote target POI, blue solid box
to denote its neighbors and rounded box to denote POI category. It is difficult to
distinguish the categories of “f2{H 4] » (Deheng Court) and “5¢1 & (Jingfu Court)”
through textual information. However, since e (Deheng Court)” is surrounded by
several furniture stores, we can infer that it may by a furniture store, whereas A A
(Jingfu Court)” may be a scenery spot according to its neighbors. (Color figure online)

textual information from different aspects: for POI names like “F'E#1T (Bank
of China)”, we can infer its category from the word “4f4T (Bank)”, and for some
POI names that are too abstract or artistic, character-level feature can provide
more semantic details. For example, we cannot know the category of SRIFITE
(Fragrant Fruit Sea)” explicitly only using word-level text information. However,
the character “# (fruit)” implies that this POI instance may be a fruit store.
Given a POI instance i, we cut its name n to a sequence of words and

to a sequence of characters, denoted as n* = (n¥,n¥,--- ,nﬁ]wl) and n® =
(n{,n3, -+ ;nfye|), respectively, where [n*[ is the length of n* and |n°| is the

length of n°. Then the word-level and character-level textual feature of ¢ are
defined as the average of the words or characters in its name, as follows.

(i) = In wrlz'j“_i‘ emb® (1), (1)
= e Y et (), &)

where emb™ (-) and emb®(-) are the embedding of a word and a character
respectively.

3.2 Multi-scale Geographic Features

In some cases, we still cannot know the explicit categories of some POI instances,
even after introducing character-level textual feature, such as “fifE ] (Deheng
Court)”. When text information does not work, we need to introduce geographic
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information as supplement. Intuitively, the categories of a POI instance may be
implied by its neighbors. For example, “F{HIE]” in Fig. 3(a) and “5A@# (Jingfu
Court)” in Fig. 3(b) are very similar in text. It is very difficult to distinguish their
categories among scenery spot, furniture store or others. However, in Fig. 3(a),
there are several furniture stores around “fE{E %] (Deheng Court)”, so it is more
possible to be a furniture store. In contrast, “SAAME is more likely to be a
scenery spot, since it is surrounded by many scenery spots.

Moreover, the geographic neighborhoods at different scale may provide dif-
ferent aspects of geographic information. In some areas where the POIs are
relatively dense, like Fig. 3(a), part of a building material market, the neighbors
that are very close to the target POI can provide more accurate information.
Whereas in some areas where the POIs are relatively sparse, like Fig. 3(b), part
of Summer Palace, we need to consider more neighbors in a larger scale area to
obtain more sufficient information.

According to these observations, we can propose the multi-scale geographic
features based on the category distribution in the neighborhoods at different
scale, using TF-IDF transformation. First we divide the map into grids with the
same longitude and latitude span d, which controls the scale of the geographic
neighborhood. Each grid is identified by gird index, a two-dimension real number
coordinate. Given a POI instance ¢ and parameter d, its grid index is defined
as g(i,d) = ([d=*10%ong(i)],[d"110%1at(i)]), where [] is the round function,
long(i),lat(i) are the longitude and latitude coordinates of the POI instance ¢
respectively. And the d scale neighborhood Nei(i,d) of 4 is defined as all POI
instances which have same grid index as 7, given the parameter d. Then the d
scale geographic feature g(7,d) of i is defined as a vector consisting of the tf-idf
weights of all leaf categories in Nei(i,d), as follows.

1
gli.d) = [f(i.cp. D)y, ¢5 € C 3)
where f(i,¢,d) = tf(i,c,d) * (log|C!| —logdf(c,d)), tf(i,c,d) indicates the term
frequency of category ¢ in Nei(i,d), and df(c,d) indicates the number of POI
instances whose d scale geographic neighborhood contains category c.

3.3 Ensemble Hierarchical Classification

Hierarchical Classifier. In order to effectively utilize the hierarchical infor-
mation of POI Taxonomy, we use the Hierarchical Classifier instead of Flat
Classifier. In this approach, a base multi-class classifier is trained for each inter-
nal node (non-leaf node) of the POI Taxonomy to distinguish between its child
nodes. Specifically, we trained one hierarchical classifier on each of the features
constructed above. As shown in Fig. 2, HC-W refers to the Hierarchical Classi-
fier trained on Word-level textual feature, HC-C refers to Hierarchical Classifier
trained on Character-level textual feature, and HC-G(d) refers to the Hierarchi-
cal Classifier trained on Geographic feature at scale d.

Soft Voting Ensemble Model. To efficiently integrate the output of the hier-
archical classifiers trained on different features, we use an ensemble model based
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Table 1. The statistics of datasets. #POI means the count of POI instances, and #
Category@n means the count of POI categories at level n, where n = 1, 2, 3.

Dataset #POI | #Category@1 | #Category@2 | #Category@3
Beijing 345k |12 53 291
Shanghai |344k |12 55 293
Guangzhou | 259k |12 54 264
Chongging | 260k | 12 52 244

on soft voting, which takes the predicted probabilities of several classifiers as
input, and then generates their weighted average as output, where the weights
are the performance of those classifiers on validation dataset. Specifically, we
first ensemble HC-W and HC-C as EHC-T which denotes the output proba-
bilities based on text features, and then we ensemble HC-G(d) with different
parameter d as EHC-G. Finally, we ensemble EHC-T and EHC-G as the output
of our whole framework.

4 Experiments

4.1 Datasets

In order to validate the efficiency of our Ensemble POI Hierarchical Classification
framework, we collect the POIs from Gaode Map', to construct four datasets.
Specifically, we collect millions of POIs in Beijing, Shanghai, Guangzhou and
Chongqing. And for each city, we have a POI Taxonomy which is a 3-level tree
hierarchy of categories. We select 12 categories at level 1. Further, we drop the
leaf-categories with less than 20 instances, since instances of these categories are
too few to be trained and predicted effectively. Then, we randomly separate the
dataset into three folds. One fold consisting of 80% of POIs is used as training
data, one fold consisting of 10% of POIs is used as validation data and another
fold consisting of 10% of POIs is used as testing data. The statistics of the
datasets are illustrated in Table 1.

4.2 Experiment Settings

Basic Setting. We choose word embedding and character embedding pre-
trained on Baidu Encyclopedia corpus as the external embeddings we use to
construct text features. And we use Multi-layer Perceptron (MLP) as the local
classifier on each node in all hierarchical classifiers. Moreover, we use four met-
rics: Accuracy, Precision, Recall and F1-score to evaluate our framework. For the
last three ones, we firstly compute the binary metric for each class(category),
and then average the binary metrics across all classes in “macro” way.

! https://lbs.amap.com/api/webservice/guide/api/search/.
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Table 2. Performance of different methods on datasets. EHC represents the Ensemble
POI Hierarchical Classification framework using all features.

Dataset | Beijing Shanghai

Method |SVM |NB MLP |EHC SVM |NB MLP |EHC
Accuracy | 52.88% | 9.05% | 55.43% | 70.51% | 55.72% | 8.36% | 57.72% | 71.63%
Precision | 42.86% | 25.30% | 43.31% | 63.47% | 46.50% | 27.01% | 46.88% | 64.69%
Recall 51.49% | 20.63% | 51.79% | 77.35%  57.94% | 26.48% | 58.14% | 79.98%
Fl-score |43.22% | 14.89% | 44.93% | 67.62% | 48.76% | 18.26% | 49.57% | 69.11%
Dataset | Guangzhou Chongqing
Method |SVM |NB MLP |EHC SVM |NB MLP |EHC
Accuracy | 56.58% | 9.53% | 59.56% | 72.58% | 56.58% | 12.97% | 59.39% | 75.00%
Precision | 51.78% | 27.28% | 52.18% | 65.15% | 50.67% | 32.57% | 51.99% | 66.96%
Recall 59.64% | 26.00% | 59.37% | 80.53% | 59.15% | 29.44% | 60.42% | 82.66%
Fl-score |53.14% | 16.67% | 54.87% | 69.75% | 52.53% | 21.76% | 53.19% | 71.53%

Baselines. In order to evaluate the overall effectiveness of our framework, we
concatenate all the features constructed above (i.e., word and character level text
features and geographic features) as input to train three representative baseline
classifiers:

— Support Vector Machine with linear kernel (SVM) is a maximum margin
linear classifier on feature space.

— Naive Bayes (NB) is a generative model based on applying Bayes’ theorem
with the “naive” assumption of conditional independence between every pair
of features given the value of the class variable.

— Multi-layer Perceptron (MLP) is a feed-forward fully connected neural net-
work model that can fit highly complex non-linear mappings.

Specifically, we choose “scikit-learn”? library to implement all the baseline meth-
ods with default parameters. We conduct a feature contribution analysis to prove
all the proposed features are indispensable. Then we further discuss the influ-
ence of the scale parameter d of geographical features on performance. Finally,
we give some interesting case studies and observations.

4.3 Overall Performance

Table 2 summarizes the comparison results of different methods on all datasets.
Our method outperforms all baseline methods across all 4 datasets “EHC” refers
to our method). For example, the Fl-score of our method on Beijing outper-
forms SVM, NB, MLP by 24.40%, 52.73% and 22.69%, respectively. Further, we
observe the performance in following aspects:

2 https:/ /scikit-learn.org/stable/.
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For Different Methods. First, NB performs the worst across all 4 datasets.
This seems to be caused by the fact that the independence assumption is not
satisfied for our features. There is no independence between dimensions of pre-
trained embeddings. And due to the correlation between different categories,
geographic features cannot satisfy the independence assumption, either. Sec-
ond, Since MLP can better fit nonlinear functions, it outperforms other baseline
methods (SVM and NB) on all metrics.

Table 3. Contribution analysis of different features.

Dataset Beijing Shanghai

Ignored feature(s) | W C G W C G
Accuracy —2.15% | —1.89% | —1.36%  —1.76% | —2.08% | —0.98%
Precision —2.68% | —2.39% | —0.83% | —2.05% | —0.96% | —0.46%
Recall —2.04% | —=1.70% | —0.59% | —1.02% | —1.22% | —0.38%
Fl-score —2.62% | —2.28% | —0.91% | —1.75% | —1.17% | —0.48%
Dataset Guangzhou Chonggqing

Ignored feature(s) | W C G W C G
Accuracy —-1.99% | —1.52% | —0.96%  —1.82% | —1.32% | —1.15%
Precision —1.95% | —0.86% | —0.65% | —2.12% | —1.05% | —0.91%
Recall —0.79% | —1.47% | —0.38% | —0.98% | —1.10% | —0.46%
F1-score —1.69% | —1.13% | —0.62% | —1.75% | —1.03% | —0.81%

For Different Datasets. Our method steadily surpasses all baseline meth-
ods across different datasets. For example, Fl-score of our method outperforms
MLP which is the best baseline method by 22.69%, 19.54%, 14.88% and 18.35%
on Beijing, Shanghai, Guangzhou, and Chongqing, respectively. Compared with
Guangzhou and Chongqing, our method has more obvious advantages in Bei-
jing and Shanghai, which reflects that the more complex the data set, the more
effective our method is (As shown in Table 1, Beijing and Shanghai have more
categories than Guangzhou and Chongqing).

4.4 Feature Contribution Analysis

In order to get an insight into the importance of each feature in our method,
we perform a contribution analysis with different features. Here, we run our
approach 3 times on the all 4 datasets. In each of the first 2 times, word-level
(W) and character-level (C) textual features are removed respectively. In the
rest one time, we remove all geographic features. Table3 records the changes
of Accuracy, Precision, Recall and F1-score for each setting. According to the
decrements of Fl-scores, we find that all the proposed features are indispensable
in classification. word-level and character-level textual features are about equally
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important. Removing either of them decreases the Fl-score in the range of 1%
3%. Besides, removing geographic features decreases the performance, which
shows the necessity of using geographic information.

4.5 Parameter Analysis

During the construction of geographic features, the parameter d controls the
scale of geographic neighborhood. As we increase d, more neighbors are taken
into account, so that the geographic features contain richer information, however,
some noise may also be introduced in some cases. Integrating geographic features
at different scales can overcome the shortcomings of any single feature, thereby
obtaining richer information and improving performance. Specifically, we use
HC-G(d) to denote the hierarchical classifier trained on geographic feature at
scale d, and EHC-G(d) to denote the ensemble from HC-G(1) to HC-G(d), In
Fig. 4, we set parameter d from 1 to 10, and compare the average performance of
HC-G(d) and EHC-G(d) across all the four datasets, respectively. As we increase
d, the performance of HC-G(d) first increases and then decreases significantly,
whereas EHC-G(d) continues to increase and the slope becomes smaller when d
is bigger than 5. The results demonstrate that the ensemble framework lifts the
performance of geographic features significantly.

Accuracy Precision Recall Fl-score

0.300 = method method method
— HCGd) — HCG(d) — HC-G(d)

02754 — EHC-G(d) EHC-G(d) EHC-G(d)
0.250
g 0225

0.200
0175

01501 — He-G(a) ,/\/R—\ /‘/\’_\

0125

Fig. 4. Parameter analysis. HC-G(d) denotes the hierarchical classifier trained on geo-
graphic feature at scale d, and EHC-G(d) denotes the ensemble from HC-G(1) to
HC-G(d), e.g., EHC-G(d) refers to the ensemble of HC-G(1), HC-G(2) and HC-G(3)

4.6 Case Study

In this section, we present two examples to intuitively illustrate the effectiveness
of our framework and the indispensability of each component. First, as shown in
Fig. 5(a), “RiFI7 5 (Fragrant Fruit Sea)” is misclassified into “fLitHfiftE (Gift
Store)” using only word-level textual information, which shows word-level text
information is too coarse-grained to distinguish such abstract and artistic name.
However, After adding character-level features, “Ri775% (Fragrant Fruit Sea)”
can be correctly identified as a fruit market. Since the character “*& (fruit)” in its
name appears very frequently among the fruit markets (e.g., >78% in Beijing).
Second, only based on textual information from its name, we can easily mistake
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“E & (Pavilion in Violet Cloud)” in Fig. 5(b) as a scenic spot. However, since
it is surrounded by many antique and art shops (blue circles), we can easily
correct its category as an ity o i )G (Antique and Art shop)”. Moreover, we
find that geographical features contribute much more to Chongqing and Beijing
than the other two cities, which may be caused by the differences in regional
characteristics, living habits and urban planning of different cities.

5 Related Works

Most of existing methods classify POls into fine-grained categories, by construct-
ing features from various auxiliary information, such as user behaviors. Ye et al.
[7] designed a two-phase algorithm addressing the problem of semantic anno-
tation. The first phase takes care of the feature extraction, whereas the second
phase handles the semantic annotation. For each tag, the algorithm learns a
binary SVM. However, their work only focuses on only three categories. Chon
et al. [1] pushed the results to 7 categories through using image and audio data
captured by mobile phones. Placer++ [3] identify place labels based on the
timing of visits to certain places, nearby businesses, and simple demograph-
ics of the user, however they can only work on 15 high-level categories. While
other approaches exploit the features of user check-in activities, search query [8].
Although the few works try to classify the POI into a hierarchy of categories [2],
they still rely on a lot of auxiliary information beyond the name and location
of POI. Thus, it is far from sufficient to directly apply these methods to the
problem investigated in this work.

C ?%E}.ﬁi% Fruits Market Remy
Fruits w@ X REBAHE X
BEMK R BH 2 Scenic Spot
> =
mEX ik Word Level °,
KR EE - ®. Text
kR
i i #a
Fragrant Fruit Sea (©n=8) 5] Pavilion in Violet
- FEEXE Cloud
BN Word Level N ¥
8K & ag) \EF Text
2 Character Level — &
>78Y ABRE et . h 4
8% Gift Store v HEFEE
b Aot Antique and Art |
FREAN shop

(a) character information. (b) geographic information.

Fig. 5. Case study (Color figure online).

6 Conclusions and Future Work

We conduct a new investigation on POI hierarchical classification only given
name and location. We precisely define the problem and propose an Ensemble
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POI Hierarchical Classification framework, which can fully mine the information
contained in the name and geographical location of the POI, while effectively
using the hierarchical information of POI Taxonomy. Promising future directions
would be to investigate how to expand the POI Taxonomy, as well as how to
promote POI classification and POI taxonomy expansion by effectively utilizing
the differences in culture, history, and customs between different regions.
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Abstract. As an effective approach to solve graph mining problems,
network embedding aims to learn low-dimensional latent representation
of nodes in a network. We develop a representation learning method
called GNE for generic heterogeneous information networks to learn the
vertex representations for generic HINs. Greatly different from previous
works, our model consists two components. First, GNE assigns the prob-
ability of each random walk step according to vertex centrality, weight of
relations and structural similarity for neighbors on premise of perform-
ing a biased self-adaptive random walk generator. Second, to learn more
desirable representations for generic HINs, we then design an advanced
joint optimization framework by accounting for both the explicit (1st-
order) relations and implicit (higher-order) relations.

Keywords: Network embedding - Heterogeneous information
network - Link prediction - Recommendation

1 Introduction

With the popularization of deep learning method, a huge volume of complex
network data has become available in a variety of domains. Network representa-
tion learning or network embedding is one of the core process in many complex
network analysis tasks, e.g., link prediction. Early studies employ the adjacency
matrix to store a graph, which can only represents the lst-order relations. In
addition, it has a very high dimension.

As an effective and efficient solution, network embedding converts the net-
work data into a low dimensional space in which the network structural infor-
mation and network properties are maximumly preserved [1,2]. But it is also
a challenging task due to the following reasons: (1) it’s extremely sparse for
real-world network data since there may be quite a few of missing relations
(i.e., high-order implicit relations); (2) it is arduous to assign the probability of
random walk in a reasonable manner.
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To address these difficulties, we propose a novel approach called GNE, to
learn the vertex representations for generic HINs. For the provided approach,
we would like to address two challenges highlighted earlier. It utilizes vertex
centrality, weight of relations and structural similarity to model the implicit
relations, then exploits an advanced biased self-adaptive random walk generator
to generate corpus. Specifically, we formulate the task of network embedding
for generic HINs as a joint optimization problem by accounting for both the
explicit (1st-order) relations and implicit (higher-order) relations. In summary,
our major contributions are as follows:

— We extend a biased self-adaptive random walk generator which can perform
efficiently by vertex centrality, weight of relations and structural similarity
for neighbors.

— We propose a novel method to reconstruct the network by considering both
explicit and implicit relations for generic HINs.

— We illustrate the performance of our algorithm against comparable baselines
on five real datasets. Experimental study results manifest that GNE outper-
forms baselines in link prediction and recommendation.

The remainder of paper is organized as follows. We shortly discuss the related
work in Sect. 2. We describe the overview of our algorithm and delving into
details of proposed generic network embedding method in Sect. 3 and report our
empirical study in Sect. 4. Finally, we conclude this paper in Sect. 5.

2 Related Work

To date, substantial works have primarily focused on embedding homogeneous
networks where vertices are of the same type. Due to the effectiveness and preva-
lence, word2vec [3] inspires many works [4-7] to exploit inner product to model
the interaction between two instances. Perozzi et al. first introduce [4] word vec-
tors to social networks, which can not only represent vertices but also topological
relations (i.e., social connections). Following the pioneering work, these methods
typically apply a two-step solution: first performing random walks on the network
to obtain a “corpus” of vertices, and then employing word embedding methods
to obtain the embeddings for vertices. To the best of our knowledge, few of exist-
ing works have paid special attention to embed generic HIN. Although there are
some effective and prevalence methods, such as metapath2vec++ [8] for HINS,
they do not address the problem generically. We try to propose a novel network
embedding approach for generic HINs. However, it is not easy to obtain more
desirable representations of HINs, because they overlook the implicit relations
in networks. To tackle this problem, some advanced works have been proposed
in recent years. Tang et al. [5] first attempt to optimize the objective function
by employing the first proximity (i.e., explicit relations) and second proximity
(i.e., implicit relations) simultaneously to obtain more desirable representations.
Gao et al. [9] propose a novel optimization framework by accounting for both
the explicit relations and implicit relations for bipartite network to learn the
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vertex representations. However, these two methods consider vertex centrality
and weights of relations only to assign the probability of biased random walk,
but ignoring the structural similarity. These are the focuses of this paper.

3 Network Embedding Approach

3.1 Overview of GNE
The proposed GNE approach consists of three components as follows:

Step 1: Biased self-adaptive random walk generator. We combine the
Co-HITS algorithm [10] with euclidean distance to measure the weight of
reconstructed network by Eq.(2) and propose a novel biased self-adaptive
random walk generator.

Step 2: Modeling explicit relations. Edges exist between vertices of different
types, providing an explicit relation on constructing the network. We model
explicit relations by considering the local proximity between two connected
vertices by Eq. (1).

Step 3: Modeling implicit relations. Calculating implicit relations between
different types of vertices by Eq. (3) and Eq. (4).

3.2 Modeling Explicit and Implicit Relations

_ Wij

T X enWis)
where w;; represents the weight of two vertices v;" and vj". It means the pro-
portion of w;; in the total weight associated with these two vertices. Accord-
ing to some previous works [3,4,9], the interaction between two vectors can
be adequately represented by the inner product between them. We employ
the sigmoid function to map the interaction value to the probability space as:
Dl N\ 1 .. . . .

P(i,j) = Trean(GF) o7 ) The empirical distribution and the reconstructed

The joint probability between v7 and v]* is defined as: P(i, j)

distribution can been calculated respectively. Through minimizing the KIL-
divergence of them, we obtain the embedding vectors v}* and U

minimize 07 = — Z wilogP(i, j). (1)
ei;€E

Two vertices can be closely connected in the embedding space, which pre-
serves the local proximity as desire by minimizing the O;. According to the
existing work [11], the introduction of implicit relation can reveal hidden rela-
tions between vertices more comprehensively because the 2nd-order proximity
allows vertices to connect with more neighbors.



GNE: Generic Heterogeneous Information Network Embedding 123

Random Walk with Weight Reconstruction. In our method, we introduce
the comparison of the similarity between neighbors by combining the euclidean
distance with Co-HITS. We can assume that the higher the similarity is, the
greater the weight is. Then, we give the Eq. (2) as follows:

wir =Y Wik Wik .
VoG 1 Vwi = @)+ (wy — )2 @
n ) ] 2

weve, 1/ (wki — )2 + (wi; — w)?

where w;; is the weight of e;;, and w is the average of two weights. We can
reconstruct weights within a set of vertices by utilizing aboved equation. First,
all vertex sets will be reconstructed with weights, then the original explicit weight
will be added to it. A new biased self-adaptive random walk generator is designed
to generate the corpus by using the reconstructed weight as the walk probability.

Implicit Relation with Sampling. If two vertices often appear in the context
of the same sequence, it means that they have similar embedding. Thus, we can
use conditional probability for 2nd-order proximity. As shown in Eq. (3), the
probability of ;" under the condition of v7" should be maximized:

maximize Oz = H H P(vg o), (3)

v ESASECYn v eTs (v])

where v is a vertex in sequence S, C'"» is the corpus for vertex set V,,, and v” is
a vertex in Ts(v]") which denotes the context vertices of vertex v in sequence S.
For a HIN with n vertex sets, there are n objective functions. We parameterize
the conditional probability P(v!|v}) using the inner product kernel with softmax
for output:
eap((v7)TO2)

Sy eap((up) TOR)
where 0 represents the context vector of a vertex. It represents the possibility
of observing v in the v]* so that vertices with the same context can be similar
in the embedding space. Nevertheless, each evaluation of the softmax function
needs to traverse all vertices, which is very time-costing. To reduce the learning

complexity, we employ the idea of Locally Sensitive Hash (LSH) [12] to collect
diverse and high-quality negative samples.

P vl (4)

3.3 Joint Optimization

Suppose there are N vertex sets in a HIN. To embed a HIN by preserving
both explicit and implicit relations simultaneously, we combine their objective
functions to form a joint optimization framework: maximize L = —aO; +
803 + ... + yOn 41, where parameters «, § and v are hyper-parameters to be
specified to combine different components in the joint optimization framework.



124 C. Kong et al.

Table 1. Descriptive statistics of training datasets.

DBLP! ‘ MovieLens®
Type | Undirected, unweighted | Undirected, weighted

Name | Diggvote® | Wikipedia® | VisualizeUs®

V1| 5,770 15,000 5,765 6,001 69,878
[Va| 3,553 2,529 2,417 1,177 10,677
|E| 292,813 | 36,284 21,434 17,675 | 6,000,034

*http://konect.uni-koblenz.de/networks/digg-votes
Phttp:/ /konect.uni-koblenz.de/networks /wikipedia_link_en
“http://konect.uni-koblenz.de/networks/pics_ti
Shttp://dblp.uni-trier.de/xml/
®http://grouplens.org/datasets/movielens/

To optimize the joint model, we utilize the Stochastic Gradient Ascent algorithm
(SGA). —aO; denotes the explicit relation which can be used to update v} as:
vl = vl + Myw;;[1-o((v] )TU}" )}, where A denotes the learning rate. We have
already preserve the explicit relation and there is also implicit relation like SO4
and YOn41. Center vertex v’ and its context v can update the embedding
vector v ast v = v + MY ciumyunnen) BI(z07) — o((vr)Tom)6m},
where I(z,v]') is an indicator function. It can determine whether vertex z is
in the context of v}’ or not. The positive and negative instances in the context
vector can be updated as: 87 = 07 + M B[I(z,v!) — o((vF)T07)]v"}.

4 Empirical Study

We use five real-world datasets to evaluate our proposed GNE method in link
prediction and recommendation tasks. The descriptive statistics about the them
are shown in Table 1. All datasets are randomly sampled 60% instances as the
training set, evaluating performance on the remaining 40% of the testing set. We
compare GNE with other state-of-the-art network embedding methods. They are
DeepWalk, Node2vec, LINE and BiNE which are mentioned in related work.

4.1 Performance Comparison

Table 2 illustrates the performance of baselines and GNE: (1) DeepWalk may not
be efficient enough, it does not consider implicit relations and performs unbiased
random walks to generate the corpus of vertex sequence; (2) Node2vec introduces
a different search strategy, the resulting sequence becomes more realistic, so the
performance is improved; (3) LINE, BiNE and GNE all consider the explicit
and implicit relations, but LINE ignores the joint optimization, which leads to
the lower performance. Moreover, GNE outperforms BiNE and achieves the best
performance on both datasets in both metrics. This improvement demonstrates
the effectiveness and rationality of considering both neighbors’ structure and
weight on modeling the implicit relations.
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Table 2. Link prediction and recommendation performance on five datasets.

Algorithm DeepWalk | Node2vec | LINE | BINE | GNE
VisualizeUs | F1@Q10 5.82% 6.73% 9.62% | 13.63% | 14.51%
NDCG@10| 8.83% 9.71% 13.76% | 24.50% | 24.74%
MAPQ10 4.28% 6.25% 7.81% | 16.45% | 16.77%
MRR@10 |12.12% 13.95% 14.99% | 34.23% | 34.52%
DBLP F1@10 8.50% 8.54% 8.99% | 11.37% | 11.51%
NDCG@10 | 24.14% 23.89% 14.41% | 24.75% | 26.34%
MAPQ10 |19.71% 19.44% 17.13% | 20.47% | 20.62%
MRR@10 |31.53% 31.11% 20.56% | 33.36% | 33.18%
Movielens | F1@10 3.73% 4.16% 6.91% | 9.14% | 9.22%
NDCG@10| 3.21% 3.68% 6.50% | 9.02% | 9.17%
MAPQ@10 0.90% 1.05% 1.74% | 3.01%| 3.23%
MRR@10 |15.40% 18.33% 38.12% | 45.95% | 46.02%
Diggvote AUC-ROC | 53.03% 84.99% 86.51% | 87.42% | 87.51%
AUC-PR | 54.95% 80.56% 82.18% | 83.88% | 84.33%
Wikipedia | AUC-ROC | 79.23% 80.37% 94.38% | 92.91% | 94.69%
AUC-PR | 72.76% 81.22% 95.83% | 94.45% | 96.15%

Table 3. GNE with and without weight reconstruction.

Without weight reconstruction With weight reconstruction

Link prediction

Dataset AUC-ROC | AUC-PR | AUC-ROC | AUC-PR
Diggvote 86.28% 83.62% 87.51% 84.33%
Wikipedia | 92.88% 94. 32% | 94.69% 96.15%
Recommendation
Dataset F1a1o0 NDCG@10 | F1@10 NDCG@10
VisualizeUS | 12.79% 24.06% 14.51% 24.74%
DBLP 10.47% 22.32% 11.51% 26.34%
MovieLens | 8.73% 8.28% 9.22% 9.17%

4.2 Utility of Weight Reconstruction

To demonstrate the effectiveness and rationality of weight reconstruction by
integrating neighbors’ structure and property of a vertex, we compare GNE
with its variant that removes the weight reconstruction. We observe the largest
improvements of GNE with weight reconstruction are 1.83% and 4.02% for link
prediction and recommendation respectively from Table 3. It indicates that our
proposed way of reconstructing weight plays a crucial role in the biased self-
adaptive random walk to complement with common 2nd-order proximity.
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Fig. 2. Impact of hyper-parameters on recommendation.

4.3 Hyper-parameter Studies

Due to the page limitation, we only select two significant parameters a and (3
to study, where « is an optimization parameter for explicit relation, and 3 is
for implicit relation. We perform link prediction and recommendation tasks on
Diggvote and Wikipedia respectively in Fig. 1: (1) with the increase of «, the per-
formance first increases and then keeps stable after certain values; (2) with the
increase of 3, the performance first increases and then decreases after certain val-
ues. When « is small, our joint optimization model will reduce the importance of
the explicit relations for network embeddings and return the worse performance.
However, when g is large, the joint optimization model may exaggerate the role
of implicit relations. It indicates that both explicit and implicit relations are
helpful for network embedding, but explicit relations are more important than
implicit relations for the HINs (Fig. 2).

5 Conclusion

In this paper, we have studied the problem of network embedding in generic
heterogeneous information networks. It is a challenging task due to the extremely
sparse for real-world network data and the hardness to assign the probability of
random walk in a reasonable manner. Experimental results indicate that GNE
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not only outperforms the comparable baselines but also obtains the promising
performance. In our future work, we plan to extend our work to obtain more
implicit relations through metapath or auxiliary information.
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Foundation of China Youth Fund under Grant No. 61902001 and Initial Scientific
Research Fund of Introduced Talents in Anhui Polytechnic University under Grant
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Abstract. The X-architecture Steiner Minimum Tree (XSMT) is the
best connection model for multi-terminal nets in global routing algo-
rithms under non-Manhattan structures, and it is an NP-hard problem.
And the successful application of Particle Swarm Optimization (PSO)
technique in this field also reflects its extraordinary optimization abil-
ity. Therefore, based on Social Learning Particle Swarm Optimization
(SLPSO), this paper proposes an XSMT construction algorithm (called
SLPSO-XSMT) that can effectively balance exploration and exploitation
capabilities. In order to expand the learning range of particles, a novel
SLPSO approach based on the learning mechanism of example pool is
proposed, which is conductive to break through local extrema. Then the
proposed mutation operator is integrated into the inertia component of
SLPSO to enhance the exploration ability of the algorithm. At the same
time, in order to maintain the exploitation ability, the proposed crossover
operator is integrated into the individual cognition and social cognition
of SLPSO. Experimental results show that compared with other Steiner
tree construction algorithms, the proposed SLPSO-XSMT algorithm has
better wirelength optimization capability and superior stability.

Keywords: Particle Swarm Optimization * Social learning - Steiner
Minimum Tree + X-architecture - Wirelength optimization

1 Introduction

Steiner Minimum Tree (SMT) is the best connection model for multi-terminal
nets in global routing of Very Large Scale Integration (VLST). The SMT problem
is to find a routing tree with the least cost to connect all given pins by introducing
additional points (Steiner points). Therefore, SMT construction is one of the
most important issues in VLSI routing.

Most current researches on routing algorithms are based on the Manhattan
structure [6,7], which can only routing in horizontal and vertical directions. In
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order to make fuller use of routing resources, the scholars are gradually shifting
their focus to non-Manhattan structures, thereby improving routing quality and
chip performance.

Therefore, the construction of Steiner minimum tree based on non-
Manhattan structure becomes a critical step in VLSI routing. In the early years,
scholars use precise algorithms [2,14] to construct a non-Manhattan structure
routing tree, which can obtain a shorter wirelength than the Manhattan struc-
ture, but the complexity is too high. So some heuristic algorithms [4,17,20] are
proposed to solve larger-scale SMT problems. However, these traditional heuris-
tics are prone to fall into local extrema. In recent years, evolutionary computing
has developed rapidly in many fields, especially Swarm Intelligence (SI) tech-
nology [1,3,12,19]. Some routing algorithms [5,8,13] consider important opti-
mization goals such as wirelength, obstacles, delay and bends based on Particle
Swarm Optimization (PSO) technique. In [10], a hybrid transformation strategy
is proposed to expand the search space based on self-adapting PSO. And an
unified algorithm for constructing Rectilinear Steiner Minimum Tree (RSMT)
and XSMT is proposed in [11], which can obtain multiple topologies of SMT to
optimize the congestion in global routing. It can be seen that PSO technique is
indeed a powerful tool to solve SMT problems.

Based on the analysis of the above related research work, this paper designs
and implements an effective algorithm to solve the XSMT construction problem
using Social Learning PSO (SLPSO), called SLPSO-XSMT. The contributions
of this paper are as follows:

— A novel SLPSO approach based on the learning mechanism of example pool
is proposed to enable particles to learn from different and better particles in
each iteration, and enhance the diversity of population evolution.

— Mutation and crossover operators are integrated into the update formula of
the particles to achieve the discretization of SLPSO, which can well bal-
ance the exploration and exploitation capabilities, thereby better solving the
XSMT construction problem.

The rest of this paper is organized as follows. Section 2 presents the prob-
lem formulation. And the SLPSO method with example pool mechanism is
introduced in Sect. 3. Section 4 describes the XSMT construction using SLPSO
method in details. In order to verify the good performance of the proposed
SLPSO-XSMT algorithm, the experimental comparisons are given in Sect. 5.
Section 6 concludes this paper.

2 Problem Formulation

The XSMT problem can be described as follows: Given a set of pins P =
{P1, Ps, ..., Ps}, each pin is represented by a coordinate pair (x;, ;). Then con-
nect all pins in P through some Steiner points to construct an XSMT, where
the direction of routing path can be 45° and 135°, in addition to the traditional
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horizontal and vertical directions. Taking a routing net with 10 pins as an exam-
ple, Table 1 shows the input information of the pins. The layout distribution of
the given pins is shown in Fig. 1(a).
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Table 1. The input information for the pins of a net
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Fig. 1. Routing graph corresponding to Table 1: (a) the layout distribution of pins;
(b) an X-architecture Steiner tree with the given pin set.

Definition 1. Pseudo-Steiner point. In addition to original points formed by
given pins, the final XMST can be constructed by introducing additional points
called pseudo-Steiner points (PSP). In Fig. 2, the point S is PSP, and PSP
contains the Steiner point.

Definition 2. Choice 0 (as shown in Fig. 2(b)). The Choice 0 of PSP corre-
sponding to edge L is defined as leading rectilinear side first from A to PSP S,
and then leading non-rectilinear side to B.

Definition 3. Choice 1 (as shown in Fig. 2(c)). The Choice 1 of PSP corre-
sponding to edge L is defined as leading non-rectilinear side first from A to PSP
S, and then leading rectilinear side to B.

Definition 4. Choice 2 (as shown in Fig. 2(d)). The Choice 2 of PSP corre-
sponding to edge L is defined as leading vertical side first from A to PSP S, and
then leading horizontal side to B.
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Definition 5. Choice 3 (as shown in Fig. 2(e)). The Choice 3 of PSP corre-
sponding to edge L is defined as leading horizontal side first from A to PSP S,
and then leading vertical side to B.
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Fig. 2. Four choices of Steiner point for the given segment: (a) line segment L; (b)
Choice 0; (c) Choice 1; (d) Choice 2; (e) Choice 3.

3 SLPSO

Social learning plays an important role in the learning behavior of swarm intelli-
gence, which helps individuals in the population to learn from other individuals
without increasing the cost of their own trials and errors. In SLPSO [18], each
particle learns from better individuals (called examples) in the current popula-
tion, while each particle in PSO only learns from its pbest and gbest.

Definition 6. Example Pool. All particles in the swarm S={X;|]1 <
i < M} are arranged in ascending order according to the fitness: S =
{X1,., Xiz1, X, Xiy1, . Xar}, and then EP={Xy,...,X;_1} constitutes the
example pool of particle X;.

Based on the example learning mechanism, the new formulas for updating
particles are proposed as follows:

Vi =w Vit (P = X[) 4 cora - (K] — X) (1)
X7 =Vt 4 X} (2)

where P; is the personal historical best position of particle i, K; is the historical
best position of the Kth particle in the example pool, which is the social learning
object for particle ¢. w is the inertia weight. ¢; and ¢y are acceleration coefficients,
which respectively adjust the step size of the particle flying to personal historical
best position (P;) and its social learning object (K;). r1 and ro are mutually
independent random numbers uniformly distributed in the interval (0, 1).
Figure 3 shows the example pool of a particle. For particle X;, the particles
with better fitness values than it including the global optimal solution X con-
stitute its example pool. X; randomly selects any particle in the example pool at
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Fig. 3. Example pool of particle X;

each iteration, and learns the historical experience of this particle to complete
its own social learning process. This social learning mechanism allows parti-
cles to improve themselves through continuous learning from different excellent
individuals during the evolution process, which is conducive to the diversified
development of the population.

4 XSMT Construction Using SLPSO

4.1 Particle Encoding

The edge-vertex encoding strategy [11] is adopted in this paper, which is more
suitable for evolutionary algorithms, especially PSO. For a net with n pins, the
corresponding spanning tree has n-1 edges and one extra digit that is the fitness
value of particle. Thus the length of a particle encoding is 3 x (n — 1) + 1.

For example, Fig. 1(b) shows an X-architecture routing tree (n = 10) corre-
sponding to the layout distribution of pins given in Fig. 1(a), where the symbol
‘x” represents PSP. And this routing tree can be expressed as the particle whose
encoding is the following numeric string:

9323707613111529101108054042 0108.6686

where the length of the particle is 3 x (10 — 1) 4+ 1 = 28, the last bold number
108.6686 is the fitness of the particle and each italic number represents the choice
of PSP for each edge. The first substring (9, 3, 2) represents that Pin 9 and Pin
3 of the spanning tree in Fig. 1(a) are connected through Choice 2.

4.2 Fitness Function

The length of an X-architecture Steiner tree is the sum of the lengths of all the
edge segments in the tree, which is calculated as follows:

L(T,) = Y e (3)

e, €T,
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where [(e;) represents the length of each segment e; in the tree Ty.
The smaller the fitness value, the better the particle is represented. Thus the
particle fitness function is designed as follows.

fitness = L(Ty) (4)

4.3 Particle Update Formula

In order to better solve the XSMT problem, a new particle update method with
mutation and crossover operators is proposed. The specific formula is as follows:

X! = Fy(Fo(Fy(X] ! w),c1), 2) (5)

where w is the mutation probability, ¢; and ¢y are crossover probability. Fj is
the mutation operator, which corresponds to the inertia component of PSO. Fj
and F3 are crossover operators, corresponding to the individual cognition and
social cognition, respectively.

Inertia Component. The particle velocity of SLPSO-XSMT is updated
through Fp, which is expressed as follows:

M(XIY,r <w
Xt otherwise

W= B (X W) = { (©)

where w is the probability of mutation operation, and r; is a random number in
[0,1].

1 5 1 5
QJ ny zﬁnz
m Mutation m '
3 4 3 4
N e
X;: 321122 253 423 260 673 X 1322122 250 423 260 673

Fig. 4. Mutation operator of SLPSO-XSMT

The proposed algorithm uses two-point mutation. If the generated random
number r; < w, the algorithm will randomly replace the PSP choices of any two
edges. Otherwise, keep the routing tree unchanged. Figure 4 gives a routing tree
with 6 pins. It can be seen that after F}, the PSP choices of m; and mo are
replaced to Choice 2 and Choice 0, respectively.
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Individual Cognition. The SLPSO-XSMT algorithm uses F5 to complete the
individual cognition of particles, which is expressed as follows:

CP(W;), ro < C1

t t —
Si =F(Wi,a) = {Wit7 otherwise "

where ¢ represents the probability that the particle crosses with its personal

historical optimum (X7), and ry is a random number in [0, 1).

Social Cognition. The SLPSO-XSMT algorithm uses F3 to complete the social
cognition of particles, which is expressed as follows:

Cp(Sf), r3 < Cg
St otherwise

(8)

where co represents the probability that the particle crosses with the historical
optimum of any particle X ,f in the example pool, and r3 is a random number
in [0, 1).

X! = Fy(St ) = {

e ZJ €2 ! 24:2 ¢1 2(6.2
Crossover
3 o 4 3 I, S — e 4
7 '56 79——06 7 '56
X;:321 122253423260 673 X[/ X7 321 121 250 423 262 673 X7 :321 121 250 423 260 673

Fig. 5. Crossover operator of SLPSO-XSMT

Figure 5 shows the crossover operation in individual cognition and social
cognition of a particle. X; is the particle to be crossed, and its learning object
is X or X ,f . The proposed algorithm firstly selects a continuous interval of
the encoding, like the corresponding edges to be crossed e, e, and e3. Then,
replace the encoding on this interval of particle X; with the encoding string of
its learning object. After the crossover operation, the PSP choices of edges e,
e2, and ez in X; are respectively changed from Choice 2, Choice 3, and Choice 8
to Choice 1, Choice 0, and Choice 3, while the topology of the remaining edges
remains unchanged.

Repeated iterative learning can gradually make particle X; move closer to the
global optimal position. Moreover, the acceleration coefficient ¢; is set to decrease
linearly and ¢y is set to increase linearly, so that the algorithm has a higher
probability to learn its own historical experience in the early iteration to enhance
global search ability. While it has a higher probability to learn outstanding
particles in the later iteration to enhance exploitation ability, so as to quickly
converge to a position close to the global optimum.



138 X. Chen et al.

4.4 Overall Procedure

Property 1. The proposed SLPSO-XSMT algorithm with example pool learning
mechanism has a good balance between global exploration and local exploitation
ability so as to effectively solve the XSMT problem.

The steps for SLPSO-XSMT can be summarized as follows.

Step 1. Initialize the population and PSO parameters, where the minimum
spanning tree method is utilized to construct initial routing tree.

Step 2. Calculate the fitness value of each particle according to Eq. (4), and
sort them in ascending order: S={X1,..., X;_1, X;, Xit1, ..., X0 }-

Step 3. Initialize pbest of each particle and its learning example pool EP =
{X1,...,X;_1}, and initialize gbest.

Step 4. Update the velocity and position of each particle according to Egs.
(5)-(8).

Step 5. Calculate the fitness value of each particle.

Step 6. Update pbest of each particle and its example pool EP, as well as gbest.

Step 7. If the termination condition is met (the set maximum number of itera-
tions is reached), end the algorithm. Otherwise, return to step 4.

4.5 Complexity Analysis

Lemma 1. Assuming the population size is M, the number of iterations is T,
the number of pins is n, and then the complexity of SLPSO-XSMT algorithm is
O(MT - nlogyn).

Proof. The time complexity of mutation and crossover operations are both lin-
ear time O(n). As for the calculation of fitness value, its complexity is mainly
determined by the complexity of the sorting method O(nlogyn). Since the exam-
ple pool of each particle would change at the end of each iteration, the time
for updating example pool is mainly spent on sorting, that is, its time com-
plexity is also O(nlogyn). Therefore, the complexity of the internal loop of the
SLPSO-XSMT algorithm is O(nlogyn). At the same time, the complexity of the
external loop of the algorithm is mainly related to the size of the population and
the number of iterations. Therefore, the complexity of proposed SLPSO-XSMT
algorithm is O(MT - nlog,n).

5 Experiment Results

In order to verify the performance and effectiveness of the proposed algorithm in
this paper, experiments are performed on the benchmark circuit suite [15]. The
parameter settings in this paper are consistent with [8]. Considering the ran-
domness of the PSO algorithm, the mean values in all experiments are obtained
by independent run 20 times.
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5.1 Validation of Social Learning Mechanism

In order to verify the effectiveness of proposed social learning mechanism based
on example pool, this section applies PSO [8] and the proposed SLPSO method
to seek the solution of XSMT, in which the social cognition of PSO is achieved
through crossing with the global optimal solution (gbest). The experiments com-
pare the wirelength optimization capabilities and stability of the two methods,
as shown in Table 2. In all test cases, the SLPSO method can achieve shorter
wirelength and lower standard deviation than the PSO method. On the three
evaluation indicators (best wirelength, mean wirelength and standard devia-
tion), the SLPSO method can achieve optimization rates of 0.171%, 0.289%,
and 35.881%, respectively. The experimental data show that SLPSO method
has better exploration and exploitation capability than PSO method.

Table 2. Comparison between PSO and the proposed SLPSO method

Test | Pins | Best wirelength Mean wirelength Standard deviation
PSO SLPSO | Imp (%) | PSO SLPSO | Imp (%) | PSO | SLPSO | Imp (%)

1 8| 16918 | 16918 | 0.00 16918 | 16918 | 0.00 0.00 0.00 | 0.00
2 9| 18041 | 18041 |0.00 18041 | 18041 |0.00 0.00 0.00 | 0.00
3 10| 19696 | 19696 | 0.00 19696 | 19696 | 0.00 0.00 0.00 | 0.00
4 20| 32193 | 32193 | 0.00 32217 | 32195 | 0.07 11.95 6.31 |47.17
5 50| 47960 | 47953 |0.01 48103 | 47959 | 0.30 55.04 | 14.49 |73.68
6 70| 56357 | 56278 |0.14 56536 | 56314 | 0.39 106.72 | 42.65 | 60.04
7 100 | 68650 | 68462 | 0.27 69047 | 68623 | 0.61 222.04 | 90.21 |59.37
8 410 | 141520 | 140858 | 0.47 141908 | 141172 | 0.52 243.95 | 164.87 | 32.42
9 500 | 154365 | 153708 | 0.43 154760 | 153951 | 0.52 246.25 | 162.83 | 33.87
10 1000 | 220774 | 219928 | 0.38 221196 | 220132 | 0.48 235.45|112.40 | 52.26
Avg 0.17 0.29 35.88

5.2 Validation of SLPSO-Based XSMT Construction Algorithm

In order to verify the good performance of proposed SLPSO-XSMT algorithm,
this section gives a comparison between SLPSO-XSMT and two SMT algorithms
which are traditional RSMT (R) [9] and DDE-based XSMT (DDE) [16] algo-
rithms. As shown in Table 3, ours performs well in wirelength optimization, and
can reduce the average wirelength by 8.76% and 1.81%, respectively. It can be
found from the comparison with DDE-based XSMT algorithm that our algo-
rithm is more conducive to the construction of large-scale Steiner trees.

Additionally, SLPSO-XSMT algorithm has an overwhelming advantage in
stability. It can be seen that ours is far superior to the two algorithms and
can greatly reduce the standard deviation of the algorithm. Among them, the
DDE-based algorithm has the worst stability, and ours can reduce the standard
deviation by 97.39% on average.
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Table 3. Comparison between SLPSO-XSMT and other SMT algorithms

Test Mean wirelength Standard deviation

Absolute values Imp (%) Absolute values Imp (%)

R DDE |Ours |O/R |O/D |R DDE Ours |O/R |O/D
1 17931 | 16911 | 16918 | 5.65| —0.04 0.00 33.65 0.00 | - 100.00
2 20503 | 18039 | 18041 |12.01  —0.01 0.00 41.47 0.00 | - 100.00
3 21910 | 19469 | 19696 | 10.11 | —1.16 0.00 | 132.73 0.00 | - 100.00
4 35723 | 32342 | 32195| 9.88|0.45 0.00| 165.03 6.31| - 96.18
5 52509 | 48668 | 47959 | 8.66 | 1.46 54.67 | 827.25| 14.49|73.50 | 98.25
6 60909 | 57255 | 56314 | 7.55|1.64 75.08 | 1134.68 | 42.65 | 43.19 | 96.24
7 74107 | 70686 | 68623 | 7.40|2.92 |219.21|1802.17| 90.21 |58.85| 94.99
8 154835 | 147115 | 141172 | 8.82 |4.04 |524.25 | 3615.35 | 164.87 | 68.55 | 95.44
9 167751 | 159672 | 153951 | 8.23 | 3.58 |530.39 | 3687.87 | 162.83 | 69.30 | 95.58
10 242587 | 232359 | 220132 | 9.26 | 5.26 | 465.02 | 4088.80 | 112.40 | 75.83 | 97.25
Average 8.76 | 1.81 64.87 | 97.39

6 Conclusion

Aiming at the XSMT construction problem in VLSI routing, this paper proposes
the SLPSO-based XSMT algorithm with the goal of optimizing the total wire-
length. The algorithm adopts a novel social learning mechanism based on the
example pool, so that particles can learn from different and better particles in
each iteration, which expands searching range and helps to break through local
extremes. At the same time, mutation and crossover operators are integrated
into the update formula of particles to better solve the discrete XSMT problem.

The experimental results show that the proposed SLPSO-XSMT algorithm
has obvious advantages in reducing wirelength and enhancing the stability of the
algorithm, especially for large-scale Steiner trees. In future work, we will continue
to improve this high-performance SLPSO to better solve various problems in the
field of VLSI routing.
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Abstract. In micro-nano computer vision, the defocus depth recovery method
is used for micro-nano depth information recovery, and the Tikhonov regular-
ization method is used to solve the problem that the objective function of the
traditional defocus depth recovery method is ill-posed, resulting in low accuracy
of depth information recovery. The TV regularization and L-curve method are
introduced into the objective function of the traditional defocus depth recovery
method. A depth information recovery algorithm based on TV regularization
and L curve (L_TV algorithm) is proposed to improve the accuracy of depth
information recovery. The algorithm introduces TV regularization in the
objective function of the traditional defocus depth recovery method to avoid
excessive punishment of the restored depth information and tends to be smooth.
By introducing the L-curve method to select the appropriate regularization
parameters, the depth of the recovery is avoided. The information is too smooth
and retains more detail. The depth information recovery experiments of the
standard 500 nm scale grid show that compared with the Tikhonov regular-
ization method and the TSVD regularization method, the L_TV algorithm
proposed in this paper can avoid excessive punishment of the recovered depth
information, tend to be smooth, retain more details, and effectively improve the
accuracy of deep information recovery.

Keywords: Micro-nano depth information recovery - Depth from defocus - TV
regularization + L curve method

1 Introduction

In micro-nano computer vision, vision-based micro-nano scale 3D topography recon-
struction is of great significance for a more comprehensive understanding of sample
characteristics and evaluation of operational processes. The more commonly used 3D
reconstruction methods [1] mainly include volume recovery methods, depth from sereo
(DES), depth from focus (DFF), and depth from defocus. Compared with other 3D
reconstruction methods, the defocus depth recovery method has received extensive
attention and in-depth research in recent years due to its advantages of fewer pictures,
simple equipment, and convenient operation [2]. Defocus depth recovery was first
proposed by Pentland [3]. This method uses the mapping relationship between the
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defocus degree feature of the two-dimensional image and the depth of the scene to
inversely solve the three-dimensional depth information of the scene [4, 5].

In the process of defocus depth recovery of the scene, it is first necessary to obtain
different degrees of defocus images of the scene, which leads to changes in the
parameters of the camera. However, in micro-nano image observation, the observation
space is very limited, and the camera with high magnification is used, so the imaging
model of the camera will change with the change of camera parameters [6], limited to
the conditional limitation in micro-nano observation. Wei Yangjie [7] proposed a new
three-dimensional defocus shape recovery method based on parameter fixed monocular
vision camera. This method uses the relative ambiguity [8] and the thermal radiation
equation [9] to solve the depth information of the scene.

The traditional defocus depth recovery method uses the relative ambiguity and
thermal radiation equation to establish the objective function of the defocus depth
recovery method to solve the target object depth information, although the depth
information of the target object can be obtained to some extent; however, the traditional
defocus depth recovery The method objective function has ill-posedness and is often
solved by the Tikhonov regularization method [10]. The Laplacian operator used in this
method is easy to cause excessively penalized depth information and tends to be
smooth due to its isotropic characteristics; The method determines the regularization
parameter according to the empirical value, and sometimes the excessive regularization
parameter often makes the restored depth information excessively smooth, and loses
many details, resulting in low accuracy of depth information recovery.

Aiming at the problem that the objective function of the depth from defocus is not
identifiable by the Tikhonov regularization method, and the accuracy of the depth
information recovery is not high, the objective function of the traditional defocus depth
recovery method is deeply studied, and the objective function of the traditional defocus
depth recovery method is studied. The TV regularization and L-curve method are
introduced, and a depth information recovery algorithm based on TV regularization and
L-curve (L_TV algorithm) is proposed to improve the accuracy of depth information
recovery. The algorithm introduces TV regularization into the objective function of the
traditional depth from defocus. Avoid the depth information of the recovery to be over-
punished and tend to be smooth; by introducing the L-curve method to select the
appropriate regularization parameters, to avoid the parameter being too large, the depth
information of the recovery is too smooth, and more details are retained.

The depth information recovery experiments of the standard 500 nm scale grid
show that compared with the Tikhonov regularization method and the TSVD regu-
larization method, the L_TV algorithm proposed in this paper can avoid excessive
punishment of the recovered depth information, tend to be smooth, retain more details,
and effectively improving the accuracy of deep information recovery.

2 Global Depth from Defocus

2.1 Defocus Imaging Model

In image processing, image blurring can usually be expressed as a convolution.
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Iz(x,y):Il(x,y)*H(x,y) (1)

where I (x,y), I (x,y) and H(x,y) represent clear and blurred images and point spread
functions, respectively. “x” represents a convolution. According to the principle of
points spread, the point spread function can be approximated by a two-dimensional
Gaussian function, and the fuzzy diffusion parameter therein ¢ indicates the degree of
blurring of the image. Since the equation of heat radiation is isotropic, Eq. (1) can be

expressed as

Z(x,y,1) = c¢V(x,y,1)c € (0,00)
{ Z()C,y, O) = g(x,y) (2)

Where “c” represents fuzz diffusion parameter,z = 0z/0t, “V” represents laplacian
operator.

P,y 1) | PPalxy,1)
Vz = g + )2 (3)

a® = 2tc (4)

If the depth map is an ideal plane, then “c” is a constant, otherwise it can be
expressed as

{i(x,y,t) =V (c(x,y)Vz(x,y,1)) 1 € (0, 00) (5)
2(x,y,0) = g(x,y)
Where “V” $0 “V-” represent gradient and differential operators

o 0
o oy (6)

From the above equation, we firstly need to know the clear image to solve the heat
radiation equation, but this is a complicated process. Therefore, Favaro [8] proposed a
concept of relatively ambiguity.

Suppose there are two different degrees of blurred images 7, (x, y) and L (x,y), the
fuzzy diffusion coefficients are ¢, and 6,,01 <as, so L(x,y) can be expressed as

2 2
L(x,y) = //%U%exp (— (x— u)z;g(y —v) >g(u7 v)dudy
1

—u)? )2
://2RA02 exp <_ (x )2A+agy ) )Il (u7 V)dud\;




146 M. Zhang et al.

Where Ac? = 35 — o7 represents relative ambiguity, Eq. (2) can be expressed as

{Z(x,y7 t) = cVz(x,y,t) ¢ € (0,00)1 € (0,00) (8)
Z(x7y>0) = Il(xvy)

Equation (5) can be expressed as

{Z(x,y,t) =V - (c(x,y)Vz(x,y,1)) t € (0,00) ©)
Z(X,y,O) = Il(x7y)

And at the moment of At, u(x,y,t) = L(x,y), A can be defined as
Ac® =2(ty — t;)c=2A1c (10)
In addition
Ac® =2 (5 — n}) (11)

Where n,;(i = 1,2) represent fuzzy circle radius, 4 represents the constant between
the ambiguity and the radius of the fuzzy circle.

(12)

Where v, f, s are the camera’s image distance, focal length and object distance,
respectively, and D is the convex lens radius.

2.2 The Objective Function of Depth from Defocus

Assume that the image I;(x,y) is a defocus image before depth variation, its depth
information is Si(x,y), and the image L(x,y) is a defocus image after the depth
variation, its depth information is S>(x, y),so is known as the ideal focal length. In this
section, the depth information of the image is obtained by changing the object distance.
The schematic diagram is shown in Fig. 1.

Optical
axis

Before depth variation  After depth variation

S S

Image plane

Fig. 1. Tllustration of depth from defocus
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First, establishing the heat radiation equation from the above conditions

z2(x,y,8) = V- (c(x,y)Vz(x, y,1)) t € (0,00)
z(x,y, 0) =1 (xvy)
Z(x,y, At) = 12(x7y)

Where relative ambiguity can be expressed as

Ad?(x,y) = 2 (ﬂ%(xay) —ni(x,y))

DAV C_l_ 1 )2_6_1_1>2
4 v os(x,y) v osi(xy)

_ 2D (1_;)2_(1_;)2

N 4 S0 Sz(X,y) S0 Sl(x7y)

It defines in this paper

4Ac? 1 1\
b=mF——+|\-——F—
A"D?y?2 so si(x,)

Therefore, the final depth information is

52(%,7) __ v
((1/50 + Vb))
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(13)

(14)

(16)

In order to better solve the dynamic optimization problem of depth from focus, the

§ = arg min / / (2(x,y, At) — L(x, y)) dxdy

following objective function is established to calculate the thermal radiation equation

(17)

Since the above solution process may be ill-conditioned, a Tikhonov regularization

term is added to the end of the objective function, expressed as

§ = arg min / / (2., A1) — Dy(x,y))dxdy + ][ Vs2(x, ) 2+ pllls2e, )|

(18)

The third term of the above formula is about the smoothness constraint of the depth

E(s) = / / (2l . A1) — hy(x, ) dxdy + p|[ Vs + pl|s|]

map, and the fourth is the guarantee of the bounded of the depth map, in fact the energy
coefficient p > 0, [ > 0 lost energy is expressed as

(19)
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Therefore, the scene depth information can be solved by solving the following
optimization problem.

5 = argmin E(s)

5.1(13)(16) (20)

3 L_TV Algorithm

3.1 The TV Regularization Method

The objective function of the traditional defocus depth recovery method is ill-posed and
often solved by the Tikhonov regularization method. The Laplacian operator used in
this method is easy to cause excessive punishment of the recovered depth information
due to its isotropic characteristics. Sometimes the excessive regularization para-meter
often makes the restored depth information excessively smooth, and loses many details,
resulting in low accuracy of depth information recovery.

At present, the regularization methods often used for ill-posed problems mainly
include Tikhonov regularization, TSVD regularization and TV regularization [11].
The TV regularization method can avoid recovery by introducing the anisotropic dif-
fusion equation of the partial differential equation. The depth information is over-
punished, tends to be smooth, and retains more detail. Therefore, the TV regularization
method is used to solve the ill-ness of the objective function of the traditional defocus
depth recovery method, avoiding excessive punishment of the restored depth infor-
mation, tending to smooth, and retain more details.

The TV regularization method mainly represents the sum of image gradient mag-
nitudes [12], which can be expressed by the following expression

TV (u) = i 1D, =3 (%) T (%J) 1)

(i)

In the formula (21), u represents the original image, and D represents the difference
operator, and by calculating the deviation of the pixels of each point, the total variation
can be obtained.

For two-dimensional images

Diu = \/Diu? + D}u? (22)

Therefore, the objective function of the defocus depth recovery method based on
the norm TV regularization can be expressed as follows
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N
E(s) = / / (2, v, A1) — Bo(x, ) ddy+ 3" plDis]| + pls| (23)
i=1

3.2 Select the Regularization Parameter by L-Curve Method

The objective function of the defocus depth recovery method based on the TV regu-
larization method can avoid the excessive punishment of the restored depth information
and tend to be smooth; however, the method determines the regularization parameter
according to the empirical value, and the smaller regularization parameter can solve the
original problem. A good approximate solution is given, but the influence of the error
may make the solution unstable. Large regularization parameters may cause the
obtained solution to be over-punished and deviate from the real solution. Therefore, the
value of the regularization parameter is particularly important.

At present, regarding the ill-posed problem, the methods of regularization param-
eter selection include tolerance principle method, generalized cross-validation method
and L-curve method [13]. The L-curve method is widely used for various discomforts
because it can well determine the relative size of the residual and the real solution..

Lawson and Hanson [14] first proposed using the objective function and the corre-
sponding constraint function to obtain a curve for the coordinates. The two sides of the
maximum curvature of the curve are respectively composed of the objective function and
the corresponding constraint function. In fact, the L-curve is composed of points with
coordinates, and is obtained by taking logarithms to the horizontal and vertical coordi-
nates, respectively, which correspond one-to-one with the regularization parameters.

According to (ff(z(x,y, At) — L(x,)) dxdy, [|s,]
sequence k(p) and draw the L-curve, find the maximum point of the graph, and
determine the regularization parameter p*. Equation (23) can be expressed as:

), calculate the corresponding

N
56) = [[ ) = ey Pasay+ > p sl + s 29
i=1
For Eq. (24), an iterative shrinkage threshold algorithm (ISTA) is used to solve.

4 The Flow Chart of the L_TV Algorithm

In summary, the Tikhonov regularization method is used to solve the problem that the
objective function of the traditional defocus depth recovery method is ill-posed, and the
accuracy of depth information recovery is not high. The objective function of the
traditional defocus depth recovery method is deeply studied. The TV regularization
method and the L-curve method are introduced into the objective function of the focal
depth recovery method. A depth information recovery algorithm (L_TV) based on TV
regularization and L-curve is proposed to effectively improve the accuracy of depth
information recovery. The L_TV algorithm is implemented as follows:
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Step 1: Give camera parameters focal length f, distance v, ideal object distance s,
convex lens radius D, constant 4 between ambiguity and fuzzy circle, two blurred
images I, I, energy threshold ¢, energy coefficient p,, iterative step size f§

Step 2: The initialization depth information is so;

Step 3: The Eq. (14) is calculated to obtain relative ambiguity Ag?;

Step 4: According to formula (21), the objective function expression of defocus
depth recovery method based on TV regularization is established (23);

Step 5: According to the establishment of the function and constraints, calculate the
corresponding sequence k(p) and draw, find the maximum point of the graph, and
determine the regularization parameters p*;

Step 6: Bring the determined regularization parameters p* into Eq. (24) and find the
thermal diffusion conduction time At;

Step 7: According to the thermal diffusion conduction Ar and the thermal radiation
Eq. (2), the solution of the diffusion equation z(x, y, At) is obtained;

Step 8: Calculate the energy formula (19) using the solution obtained z(x, y, At) in
step 7. If the energy is less than the threshold &, stop, and the depth information at
this time is the desired; otherwise, use the iterative shrinkage threshold algorithm
(ISTA) to solve the step size f3;

Os ,
5= —E(s) (25)

Step 9: Solve the formula (23), update the depth, and return to step two.

5 The Simulation

In order to verify the effectiveness of the proposed L_TV algorithm, the Tikhonov
regularization method, the TSVD regularization method and the L_TV algorithm
proposed in this chapter are used to perform depth information recovery experiments
on the standard 500 nm scale grid. The HIROX-7700 microscope was used in the
experiment, the magnification was 7000 times, the camera focal length f = 0.357 mm,
the ideal object distance mm, the aperture size was 2, and the convex lens radius D =
/2.

In order to evaluate the performance of each algorithm more objectively, all
algorithms will operate independently in the same environment. Experimental envi-
ronment: Windows10 operating system, CPU Intel i5-4900 Murray dual-core, clocked
at 3.3 GHz, 8G memory, MATLAB2012a.

The other parameters required in the experiment are set as follows: the constant
between the ambiguity 1 = 3 and the fuzzy circle ¢ = 2, the energy threshold, the
energy coefficient p, = 0.1, and the iteration step size f = 0.0001.

The grid size is 120 x 110 pixels, 500 nm high and 1500 nm wide. The processing
results for the standard 500 nm scale grid are shown below, where Fig. 2 is the two
defocus images of the grid. The coordinate unit is a pixel, the pixel size is 115.36 nm *
115.36 nm, and the unit of height coordinate is mm (Figs. 3-5).
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Fig. 5. The restored surface map of grid by three algorithms

In order to verify the accuracy of the L-TV algorithm proposed in this paper for the
standard 500 nm scale raster depth information recovery, the angular part of the
restored grid topography is partially intercepted. The angular detail of the corner is
shown in Fig. 6:

il W‘u"//t’/ﬂ%k g

1l

(a)The real surface map (b) Tikhonov algorithm (¢) L_TV algorithm

Fig. 6. Local detail of the corner of the restored grid
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It can be seen from Fig. 6 that for the local detail part of the lattice shape, the corner
A of the real grid topography is a right angle. The angle C is smaller than the point B,
the slope is steeper, and it is closer to the right angle, which is closer to the true grid
depth information surface map.

In order to further verify the accuracy of the L-TV algorithm proposed in this paper
for the standard 500 nm scale raster depth information recovery, the recovery grid
depth is obtained by using formulas (26), (27) and (28) respectively. The relative error,
mean square error and average value of the information were obtained by multiple
experiments. Figure 7 is a relative error surface map using three algorithms to restore
the standard 500 nm scale raster depth information; Fig. 8 is a graph of the mean
square error convergence using three algorithms to restore the standard 500 nm scale
raster depth information.

d=5/s—1 (26)

v =\[E[G/s—17] 27)

E=15" |-y (28)
k=1

Here, n represents the number of sampling points, which H; represents the true
height of the kth point of the grid, and Hy, represents the estimated height of the kth
point.

(a) Tikhonov algorithm (b) TSVD algorithm  (c) L TV algorithm

Fig. 7. The relative error surface map of restored grid depth

It can be seen from Fig. 7 that compared with the Tikhonov regularization method
and the TVSD regularization method, the L_TV algorithm in this paper restores the
relative error surface of the standard 500 nm scale raster depth information to be
significantly smaller, which can effectively improve the raster depth information
recovery (Fig. 9).
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Fig. 8. Mean variance convergence curve of three algorithms

Finally, in order to better test the performance of the proposed algorithm, depth
information recovery experiments were carried out for triangular probes using
Tikhonov algorithm and L_TV algorithm respectively. Figure 10 shows the two
defocus images of triangular probes.

N 160 140 160
yinm 0 % 4 6 8 100 120 o 0

100 12
o © 6 8
x/nm

yinm 0
x/nm

(a) Tikhonov algorithm (b) L_TV algorithm

Fig. 10. The restored triangular proves by two algorithms

6 Conclusion

Based on the traditional defocus depth recovery method, this paper studies the accuracy
of depth information recovery. Aiming at the problem that the objective function of the
defocus depth recovery method is not identifiable by the Tikhonov regularization
method, and the accuracy of the depth information recovery is not high, the objective
function of the traditional defocus depth recovery method is deeply studied, and the
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objective function of the traditional defocus depth recovery method is studied. The TV
regularization and L-curve method are introduced, and a depth information recovery
algorithm based on TV regularization and L-curve (L_TV algorithm) is proposed to
improve the accuracy of depth information recovery. The depth information recovery
experiments of the standard 500 nm scale grid show that compared with the Tikhonov
regularization method and the TSVD regularization method, the L_TV algorithm
proposed in this paper can avoid excessive punishment of the recovered depth infor-
mation, tend to be smooth, retain more details, and effectively improve the accuracy of
deep information recovery. However, the average running time is relatively long, which
is suitable for the occasions where the recovery accuracy is relatively high. The effi-
ciency of depth information recovery will be studied below.
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Abstract. Set similarity join (SSJoin) is an important operation for searching
similarity set pairs from the given database and play a core role in data inte-
gration, data cleaning, and data mining. In contrast to the traditional SSJoin
methods, progressive SSJoin aims to resolve large datasets so that the efficiency
of finding similarity pairs in the limited running time is improved. Progressive
SSJoin can provide possible partial matching pairs of the dataset as early as
possible in the processing. Moreover, recent research has shown that GPUs
(Graphics Processing Units) can accelerate the similarity operation. This paper
focuses on exploring progressive SSJoin algorithms and accelerating them with
GPUs. We proposes two progressive SSJoin methods, PSSJM and PBM.
PSSJM uses inverted index and PBM achieves its required functions by utilizing
counting Bloom filter and prefix filtering techniques. In addition, we proposed a
GPUs-based algorithm based on our proposed progressive method to accelerate
the computation. Comprehensive experiments with real-world datasets show
that our methods can generate better quality results than the traditional method
under limited time and the method implementing on GPUs has high speedups
over CPU-base method.

Keywords: Set similarity join - Progressive - Graphics processing units

1 Introduction

Similarity join [1] is an operation that identifies all similar sets pairs whose similarity
meets the given threshold, in the given collection of sets. Set similarity join (SSJoin) is
a kind of similarity join that executes on sets. When dealing with a very large amount
of data, an SSJoin process is often so expensive because there are usually numerous
record comparisons waiting for detected. Thus, tremendous working might need to be
finished before we achieve the majority results. For resolving this challenge, we
introduce the progressive method for SSJoin,

In this paper, we propose two novel, progressive SSJoin methods called progressive
set similarity join method (PSSJM), which is based on building an inverted index, and
progressive bloom filter method (PBM), which utilizes counting bloom filter techniques.
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2 Related Works

There have been many research on Set Similarity Join (SSJoin) [1-14]. The several
state-of-the-art methods [4] implement a filter-verification framework. We focus on
improving performance in filter phase, by introducing progressive methods, on the base
of current methods. In the field of entity resolution and duplication detection, pro-
gressive methods are utilized to facilitate acquire as much results as possible under
limited budget and we find many corresponding works [15-17]. As far as we known,
the Sorted Neighborhood Method (SNM) [18] is often utilized by many progressive
methods [15, 16]. However, when it processes some dataset which cannot be generated
a key sorting where the closeness in ordering of keys is associated with the likelihood
of sets similarity. SNM is difficult to achieve expected performance. In contrast, our
methods are designed based on Jaccard Similarity and completely handle this case.

3 Preliminaries

3.1 Set Similarity Join

Given a collection of sets R, similarity threshold 7 and a similarity function Sim(x,
y) used to map two sets x, y € R into a value. Set Similarity Join can be utilized to
identify all the set pairs,{x, y}, such that their similarities are no smaller than t, i.e., Sim
(x, y) > t. The size of a set x (i.e., the number of tokens it contains) is denoted by |x].

For example, the Jaccard similarity between sets “It is an apple tree” and “It is an
apple” is 4/5 = 0.8. If given similarity threshold ¢ = 0.6, the pair consisted of the sets
can be considered as a similar pair.

a0 O OO0 0O Ol 0 OO0 00

/

r{A,B,C) s:{C, D, E} ri {A, B, C} ss{C, D, E}

Fig. 1. Results of mapping two sets (r, s) using BF and CBF (both with m = 12, k = 2).

3.2 Bloom Filter and Counting Bloom Filter

A bloom filter (BF) [19] is a space-efficient probabilistic data structure that supports
queries for whether an element is contained by a set [19]. It is a bit array of size m,
where all bits are set as O initially. & different hash functions, #;, hy, ..., hy, are utilized
to map set element s to the bit array by setting the position h(s), i € {1,2, ..., k}, to 1.

Different from BF, a counting bloom filter (CBFs) [19] provides a way to imple-
ment a delete operation. In a CBF, each position of its bit array is extended from being
a single bit to being a multi-bit counter, denoted by cbfli], i € {1,2, ..., m}. Figure 1
shows an example of working of a BF and a CBF.
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Fig. 2. Prefix filter.

3.3 Prefix Filtering

Prefix filtering [1], which is based on the pigeonhole principle and effectively decreases
the number of candidate set pairs, is widely utilized in filtering phase of SSJoin. For
example, considering sorted sets in Fig. 2, we shade prefix tokens (tokens included by
prefix of each set respectively according to a given overlap threshold ¢ = 4). The pair (,
z) and pair (s, z) can safely be pruned because there is no token match in the prefix. The
pair (r, s) can be documented as a candidate pair because of a common token “C”.

For each set x, we can define size bounds, which consist of two bounds: size upper
bound and size lower bound [4], which respectively denoted by lowerbound(x) and
upperbound(x). All sets whose size do not fall within the interval [lowerbound(x),
upperbound(x)] will be excluded, because they cannot match with x according to the
given threshold. Besides, we define Max-prefix as x'smallest prefix needed for iden-
tifying Vy that the overlap, between x and y, meet the given overlap threshold.
Max-prefix of x, maxprefix(x), can be achieved by |maxprefix(x)| = |x|—
|lowerbound (x)| + 1.

4 Our Approach

Our progressive methods use the blocking technique as the first procedure. That means
the following operations are implemented on the base of blocking.

Blocking techniques can cluster similar sets into blocks according to some criteria
called blocking keys [20]. Only sets that have been indexed into the same block, are
considered to compare with each other. In this paper, we choose the prefix tokens as
blocking keys. Figure 3 gives an example for blocking by keys.

n ABC n AB---

r DFG r D50

r ACDF n AC--+

rs BCE r BC--+

s DG rs oo A B C D

o ACEF s AC--+ F1s,r L 3,0 Fars
(@ (b) (©)

Fig. 3. (a) A set collection S which show id and tokens contained in each set. (b) Results of
prefix processing. (c) Results of blocking by key.
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Our core strategy is to generate a list of blocks sorted by scores which aim to
evaluate proportion of possibly similar pairs, called candidate pairs, in every block. The
set of candidate pairs can be obtained by filtering. We consider that a block with higher
score have a higher priority to be processed in join phase according to its higher
Proportion of Candidate Pairs (PCP). Obviously, what we focus on is how to get a
reliable score to evaluate PCP of a block and ensure its processing priority. Figure 4
shows the overview of our strategy. In following sections, we propose two progressive
methods on SSJoin.

Ordered list |
ofblocks ‘

Blocking
by key

\
\
\
\
\
g | m— —>
...
\
\
\

Similarity
Join

|:> Results

based on scores

Ordering blocks

Progressive Method

Fig. 4. Strategy overview of progressive method on SSJoin.

4.1 Pssjm

We now introduce the first proposed method, Progressive Set Similarity Join Method
(PSSJM), using inverted index and prefix filtering techniques. In this method, we
consider the proportion of sets which share at least one token in their prefix as the score
for evaluating PCP of the block containing these sets. We classify the functionality of
the method into two phases: indexing and score computing.

Indexing Phase. At first, we generate a count array for each block, which counts the
frequency of occurrence for each prefix token contained in the block, and then build an
inverted index for these prefix tokens. Max-prefix is utilized as size of the set prefix.

In practice, we implement a prefix index, index, as a two-dimensional array. index
[i] points to an array that contains all ids of the sets involving #;, a token whose id is
marked as i. count[i] documents the frequency of #;, i.e. number of the sets involving #;.
Algorithm 1 shows the process creating the prefix index and an example is given in
Fig. 5.
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Algorithm 1: Indexing phase for PSSJIM

0NN bW~

Input:(i) The collection of sets S, (ii) a Jaccard similarity threshold t
Output: count, index
count < Build a array count;
index < Build a data structure index;
initialize count with zeros;
count the occurrences of each token and store results in count;
for each set re S do

for each token 7in r ‘s maxprefix do

add r.id to index, according to ¢

return count, index

Algorithm 2: Score Computing

1
2

Input:(i) The collection of sets S, (ii) an prefix index of S: index,
(ii1) a Jaccard similarity threshold ¢

Output: score of S

A<D,

num<«—0;

3 for each set xe S do

4
5
6
7
8

9

for each token w in x s prefix do
for cach set y#A in index[w.id] do
if x.id < y.id then
num ++; add y to A4;
A« T,

2
return num/
[S]

Algorithm 3: PSSIM

1

Input: (i) The collection of sets S, (ii) a Jaccard similarity threshold ¢
Output: block list
BlockList « &;

2B« J;
3 B « Blocking(9);
4 foreach b;€ B do

5
6
7

count, index < indexing(b,,?);
blockscore; «— ComputeScore (S,index,t);
BlockList add(getBlock (b;,blockscore; ));

8 sortInDescreasingScore(BlockList);
9 return BlockList;

159
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Fig. 5. (a) A set collection S which show id and tokens contain in prefix of each set. (b) Data
structure count which is created about S. (c) Inverted index generated by S in indexing phase.

Score Computing. By analyzing frequency of tokens in count, we can obtain the
number of sets which share at least one token in prefix by generated index. Algorithm 2
shows the process used to compute score and Algorithm 3 provides the complete
process of PSSIM.

42 PBM

For PSSJM, building inverted index and computing scores would cause a high cost
when processing a big dataset. Thus, in this section we present Progressive Bloom
filter-based Set Similarity Join Method (PBM), based on the CBF, to solve the eval-
uation of likelihood for proportion of similar pairs in each block.

Before describing our algorithms, following theorems need to be outlined.

Theorem 1. Given two sets, x and y. If the two sets share at least one common token
within their prefix, then there are at least k common positions between positions in
array cbf set through mapping elements in prefix of x and y by k independent hash
functions into the CBF.

Above theorem can simply explained by prefix filtering techniques, so we do not
given corresponding proof here.

Theorem 2. Let sets S = {r, 2, 13,..., 1y} be the given collection of sets, where ||
denotes the size of S (i.e., the number of sets it contains), ¢ denotes the given Jaccard
similarity threshold and an integer array cbf of length [ denotes the result of mapping all
the tokens in Max-prefix of each set of S into a CBF (with k independent hash func-
tions). Then, the PCP of S is restricted to the upper bound defined by Eq. 1.

i (cbjz‘[i] ) |

Upperbound(PCP) = min | -

<|§)”" )
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Proof. According the prefix filtering theories and definition of Max-prefix, we can
consider that if two sets is similar, there is at least one common position, which CBF
map the sets into, in array cbf. In other words, the pair which contain sets sharing none
common position in cbf will be pruned.

Therefore, we define 4 as the number of the pairs meeting the given threshold.
The PCP for S can be defined by Eq. 2.

PCP = h/<|§|> (2)

Considering h x k < Z (cb]z‘[iﬂ ), Eq. 2 can be directly transformed into the
upper bound defined by Eq. 1.

Now, we take the Upper Bound of PCP (UBPCP) as the score which is used as our
reference to create an ordering for blocks, a UBPCP correspond to possibly higher
PCP. For example, with given two blocks, b, and b,, if b,’s UBPCP is higher than b,’s,
we consider that b, possibly has a higher PCP than b, and should have a high priority
to be processed.

Algorithm 4 describes the initialization phase of PBM. Firstly, it creates its data
structures (Lines 1-2). Then it operate blocking by key process which block all sets
into blocks (Line 3) and for every set r; in each block (Lines 4-5), it iterates over all
tokens contained by r; s prefix whose size is defined by Max-prefix of r;. and map these
tokens into an array cbf; by using CBF(Lines 6-7). Based on built cbf;, a score,
UBPCP, can be generated for each block. Finally, all blocks are collected and sorted
from the highest score to the lowest and a sorted list of blocks is returned.

However, for sets in each block, the upper bound given by PBM suffers by the
performance of repeated comparisons because the sets with two or more common
positions can increase the upper bound redundantly. As a result, in some cases, a block
of lower PCP can generate a higher upper bound than another block with higher
PCP. These can negatively impact the effect of PBM by sorting block list with an
incorrect order.

4.3 Join Phase and Optimizing Strategy

In final join phase, we will find similar pairs in each block under an order according to
block scores of blocks. However, there is a drawback that repeated comparisons will
occur when two blocks contain more than one common pair. Therefore, we introduce
the Least Common Block Index (LeCoBI) condition [17] to solve this problem.
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Algorithm 4: PBM
Input:(i) The collection of sets D,
(i1) a Jaccard similarity threshold ¢
Output: block list
BlockList «— &;
B« &,
B « Blockbykey(D);
foreach b,e B do
foreach r,e b, do
foreach tokens 7 in r; 's maxprefix do
cbf ;= CBF(1);
blockscore; = ComputeScore(cbf ;);
9 BlockList add(getBlock (b;, blockscore;));
10 sortInDescreasingScore(BlockLis?),
11 return BlockList;

[c IR Be) NV R Y S

5 GPU-Based Similarity Join

Because of its expensive cost in creating of inverted index and counting of scores, we
implement PSSIM in GPUs in order to achieve high speedups by taking advantage of
the high parallelism of GPUs [6, 21].

In our GPUs’ implementation, we use two main kernel functions, responsible for
index phase and scoring phase. We iteratively process each block generated in blocking
phase. As described in Algorithm 5, b; denotes a block and ¢ is the threshold. Before
scoring blocks, we allocate and create two arrays, count and index (Lines 16—17), in the
GPU memory and then create an inverted index for sets of each block. One GPU block
is scheduled for processing one set, and each thread in this GPU block is responsible
for a token in prefix, counting its frequency and updating count and index (Lines 2—6).
After creation of the index for one block, we design a Scoring algorithm for GPU. We
create and initial a single array in the GPU memory, counting array, for following
score counting. With a similar processing scheme of allocating tasks of GPU blocks
and threads, eventually, the IPR of the block is available by computing data stored in
counting array and then the block scores also can be computed. When calculating
scores of all blocks is finished, we can order these blocks in decreasing scores in order
to produce a sorted list of blocks.
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Algorithm 5: GPU-PSSIM Algorithm
1 procedure IndexingKernel( b;, ¢, count, index)
2 for cach set xe b; do // executed by blocks
3 for each token win x ’s maxprefix do //executed by threads
4 update count and index
5 procedure ScoringKernel ( b;, t, count, index, blockscore;)
6
7
8

for cach set xe S do // executed by blocks
for each token w in x ’s maxprefix do //executed by threads
blockscore; «~ComputeScore (b;, index, ?);
9 procedure GPUHOST (S, ©)
10 B « BlockingbyKey(S);
11 BlockList«— J;
12 for b;eB do

13 count < Build a array count;

14 index < Build a data structure index;

15 initialize count;

16 IndexingKernel<<<BI, T>>>( b,, t, count, index);

17 blockscore; «— 0;

18 ScoringKernel<<<Bl, T>>>( b,, t, count, index, blockscore,),
19 BlockList.add(getBlock(b;,blockscore; ));

20 sortInDescreasingScore(BlockList);
21 return BlockList;;

6 Experimental Results

6.1 Experiment Setup

Experiment Setup. All experiments have been performed on a machine with a six-
core Intel Core i7-8700 CPU with 3.20 GHz, 16 GB of RAM and a Nvidia
GeForce GTX 1060 with 6 GB of memory. Our experiments only cover the Jaccard
similarity.

Data Sets. We employ 4 real-world datasets from different domains [5]. Their char-
acteristics are reported in Table 1. KOSARAK_300 k: 300k records form KOSARAK.
A set is the user-behavior recorded on Hungarian on-line news portal and a toke is a
link. DBLP_100 k:100k articles from DBLP bibliography. A set is a publication; a
token is an author contained in the authors list of the article. YOUTUBE: A set is a
user; a token is a group membership of the user. BMS-POS: A set is a purchase in a
shop; a token is a product category of the purchase.
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Table 1. Datasets.

Dataset name Number of rows | Different tokens
KOSARAK_300k | 300k 41000
DBLP_100k 100k 161403
YOUTUBE 94238 30087
BMS-POS 320k 16570

6.2 CPU Only Experiments

We evaluate our methods PSNM and PBM on all four datasets and compare both with
a conventional method as baseline to measure our methods’ benefit, which is composed
by blocking phase and an existing typical non-progressive SSJoin method.

We define metric to evaluate the effectiveness of all methods by recall, which
measures the portion of detected similar pairs meeting given threshold. We assess the
vertical axis with respect to recall progressiveness and consider the normalized number
of executed comparisons as horizontal axis, ec* = ec/|D|, where ec is the number of
executed comparisons during the processing and |D| is the number of sets included by
given set collection D.

To facilitate the comparisons between our methods and baseline, we use the area
under the curve (AUC) of the plots and for a method m, we define AUC,,@ ec* as the
value of AUC for a given ec*. In addition, we introduce normalized area under the
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Fig. 6. Recall progressiveness over the datasets
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curve: a higher value meaning a better progressiveness [17]. We indicate the above
metric with AUC*,@ ec* and normalize it based on the ideal method:

* __ AUC,Qecx
AUC; Qecx = AUC Seor

The corresponding plots are shown in Fig. 6. It can be seen that for the four
datasets, our methods can outperform the baseline and achieve a high recall level with
less comparison whereas the baseline need more work to reach the same value. PPJ
method is not a progressive approach and the obvious gap between our approach and
baseline demonstrates the importance of a good strategy for ordering blocks and
selecting which block to load next. We set three values for every datasets: {20, 40, 60}
for DBLP_100k; {30, 60, 90} for KOSARAK_300k; {3, 6, 9} for YOUTUBE; {100,
200, 300} for BMS-POS.
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Fig. 7. Recall progressiveness over the datasets

Figure 7 shows the normalized area under the curve for these different values of
ec* in four datasets. We can see that our methods are good performers in most com-
parisons and the gap between them with performance in progressiveness is not obvious
in many cases. Overall, these results clearly show that our progressive methods can
produce most of the similar pair much earlier than the baseline, traditional non-
progressive set similarity join.
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6.3 GPU-Based Experiments

We tested our method on two datasets DBLP_100k and YOUTUBE. PSSJM imple-
mented on CPU is selected as our baseline. Figure 8 shows the execution times as we
vary the threshold from 0.5 to 0.9 with 0.1 increments. We can observe that the best
speedups which up to 20x have been obtained when processing dataset YOUTUBE.
Obviously, our algorithm achieved considerable speedups over another one which is
not accelerated by GPU.

3000 20000

—©— PSSIM on CPU —©— PSSIM on CPU
—— ISSIMon GPU —— PSSIM on GPU
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15000
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1500 10000
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Time (ms)

1000

9 5000 -

05 0.6 07 08 0.9 05 06 07 08 0.9
Threshold Threshold

(a) DBLP_100k (b) YOUTUBE

Fig. 8. Recall progressiveness over the datasets

7 Conclusions

In this paper, we have proposed two progressive methods to set similarity join, PBM
and PSSIM. In addition, we design and give the implement of our progressive strategy
on GPU. Our experimental evaluation with real datasets demonstrates that the proposed
methods significantly outperform conventional methods on improving the quality of
result with a limited budget and that expected speedups of the implement on GPU are
revealed.
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Abstract. Pull-Request (PR) is the primary method for developers to contribute
code in GitHub. Code review can effectively ensure the quality of the code to be
merged. The time of code review will affect the development progress of the
entire project. Some researchers predict the duration of the review based on the
initial attributes of PR as input attributes for building their prediction model.
However, these methods ignore the temporal nature of these activities. In this
paper, we propose a new method that uses the hidden Markov model
(HMM) and the time series of developer activities. By considering the
chronological sequence of developer activities, critical activities in PR are
extracted to form a key activity sequence, by which HMM is used. To classify
sequences, we collected the historical data of 5 projects from GitHub and
conducted experiments. The results show that this method can effectively
identify and predict PR’s duration to be reviewed at an early stage.

Keywords: Pull request + Hidden markov model - Code review

1 Introduction

The workload estimation model has been studied for a long time in software engi-
neering research. The workload estimation model can help organizations and indi-
viduals plan and track their software projects’ progress and individual tasks to help plan
delivery milestones better. With the advent of development environments like GitHub
[1-3], Pull Requests (PR) became the norm for development. PR is a request from the
developer to merge the modified content of the local branch into the main branch and
complete all testing and code review activities before integrating it into the code
branch. Bug fixes, new features, security fixes, and content changes can all be part of
PR. Previous work by Microsoft [4] also focused on functional and project-level
workload estimates, rather than the level of individual PR changes. After that, they
estimated the workload of a single PR and used several metrics from the defect pre-
diction literature, such as code loss, reviewer information, and ownership information
to build their PR duration prediction model [5].

Some researchers have begun to study the reviewers in the code review, and they
have studied various methods to recommend the reviewers. Yu et al. [6] combined
information retrieval with social network analysis to make full use of the textual
semantics of PR and the social relationship of developers. Measure the semantic
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similarity between the new PR and the historical PR, and predict the developer’s
expertise score based on the number of comments he submitted. Yu et al. [7] inves-
tigated the impact of review and code reviewer allocation issues on review time.
A code reviewer recommendation method based on file location is proposed. We take
advantage of the similarity of previously reviewed file paths to recommend appropriate
code reviewers. Files located in similar file paths will be managed and reviewed by
similarly experienced code reviewers. Mohammad et al. [8] considered not only the
relevant cross-project work history (for example, external library experience) and the
developer’s experience in specific expertise related to the pull request. Potential code
reviewer. Yang et al. [9] reproduced a popular and effective IR-based code reviewer
recommendation algorithm, generating technical terms for each PR in the project based
on the title and description, by deleting pre-defined stop words before this process To
get the technical focus of each PR. All technical terms can form a corpus. When the test
PR arrives, the cosine similarity is used to calculate the relationship between each PR
and then rank it. Yang et al. [10] developed a two-tier reviewer recommendation model
to recommend PR reviewers in the GitHub project from a technical and management
perspective. For the first layer, it is recommended that suitable developers view the
target PR according to the hybrid recommendation method. After obtaining the rec-
ommendation results from the first layer, the second layer specifies whether the target
developer participates in the review process technically or administratively. Motahareh
et al. [11] proposed a method, cHRev, to automatically recommend the most suitable
reviewers (quantity of review reviews and their recency) on the historical contributions
shown in their previous reviews.

We considered the life cycle of PR. For example, the developer created a PR and
gave it to the reviewer to review it, raise the issue, discuss the problem, fix the problem,
and continuously integrate detection. The sequence of events continues until the PR is
merged or closed. We built a predictive model using the Hidden Markov Model, taking
into account the time characteristics of various activities in the PR, to estimate the total
time required to complete the PR, help the code review process, and improve developer
productivity. It can also help each developer plan their work better and identify and
avoid delays that may ultimately affect the entire project. Through experiments, our
model prediction accuracy is about 70%, F-measure also reached about 75%, and the
highest reached 82%. Compared with the latest method, the indicators of our method
are slightly higher. In this article, we make the following two contributions:

1) Propose critical activities in the PR life cycle and retrieve them from PR history.
2) The method of using HMM to predict PR duration.

2 Motivation

In this section, we will discuss the motivation for this research. In GitHub, Pull-
Requests (PR) is a request for developers to merge the content modified by the local
branch into the main branch. It is a development specification. All testing and code
review activities must be completed before integrating them into the code branch. PR
includes bug fixes, new features, security fixes, and content changes. The speed of PR’s
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progress largely determines the progress of the entire project. There are a large number
of developers in such an open community. Anyone can participate in the development
of the project. If the project owner wants to maintain the project’s efficient progress,
this is a challenge for the project owner and the developer. For example, we investi-
gated five project warehouses. We considered that PR should be completed as soon as
possible, and it will be defined as very slow after more than ten days, as shown in
Table 1. We found that many projects have the phenomenon that the PR duration is too
long. PRs exceeding ten days account for 10% to 30% of the total number of PRs. They
perform differently in different projects, and the longest can reach more than 100 days.

Table 1. Number of PRs over 10 days in different projects.

Project Pull-Requests | 240 h
Vue 1279 292
React 7568 1642
React-Native | 7667 2500
Node 8423 826
Bootstrap 6999 1573

3 Our Approach
Our method can be summarized in three steps, as shown in Fig. 1.
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First, we extract the time series of developer activities from the data set. Second, we
use the active time series of closed PR to train the HMM. We train two HMMs by
dividing the closed PR into two categories: (a) PR that does not exceed the time
threshold; (b) PR that exceeds the time threshold. Set the median PR duration in the
training set as the time threshold. Then train an HMM on each category. We extract the
first few time series of the latest PR and pass it to the trained HMM. The trained HMM
will distinguish whether each PR will exceed the time threshold.

3.1 Train

Throughout the life cycle of Pull-Request, the code quality of the submitted code is
hidden from us, but its state can be inferred by a series of observations of activities in
PR, as shown in Fig. 2.

Hidden state X<
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/ \ / \ "‘:‘ \:

PR Child process¢

p
/ / /
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Create PRO1¢ Set flag Issue discuss Code review Cl O5¢ PR merge
02¢ 03¢ 04« 06«

Fig. 2. Modeling PR activities with HMM

In Fig. 2, we have defined five hidden states of code quality. The code is submitted
for review, the code has potential bugs, the potential bugs have been fixed, the code has
not passed the merge request, and the code has passed the merge request. These states
are hidden. The only visible is a series of PR process activities, such as submitting PR,
setting tags, issue discussion, and code review. These observation points can occur in
each hidden state, leading to a transition from one state to another.
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4 Evaluation

In this section, we evaluate the effectiveness of this method through two different
experiments. In the first experiment, we focused on demonstrating the predictive power
of this method. In the second experiment, we focused on comparing our existing
methods and evaluating our methods by comparison.

4.1 Experimental Data and Research Questions

We selected five sizeable open source projects from GitHub as the target data of the
experiment. Whether these projects are in popularity, user usage, or in the watch, star,
and fork projects, the ranking is very high and has very active. The core data of these
projects is shown in Table 2.

Table 2. Five open source projects downloaded from Github.

Project Language | Star | Fork
Vue Javascript | 157k | 23.6k
React Javascript | 143k | 27.5k
React-Native | Javascript | 84.7k | 18.9k
Node Javascript | 67.6k | 16.1k
Bootstrap Javascript | 139k | 68.1k

We will design experiments for the following two problems and evaluate our
method.

RQ1: How accurate is the prediction of PR duration using a hidden Markov model?
RQ2: How effective is it compared with existing prediction methods?

4.2 Evaluation Index

To evaluate our proposed method, we divide the historical PR data set into two parts:
(a) historical PR for training; (b) historical PR for testing. We used approximately 90%
of closed historical PRs in the data set and 10% of closed historical PRs in the test set.
We used a standard evaluation technique called 10-fold cross-validation. The duration
of the historical PR in the test set allows us to evaluate the HMM’s performance.

We first measure the classifier’s performance by using a confusion matrix and then
determining the accuracy of the classifier, recall rate, F measure, and accuracy. The
confusion matrix stores correct and incorrect predictions made by the classifier. For
example, if the HMM classifies the PR as taking a long time (slow), and it does take a
long time (slow), the classification is real positive (TP). If an error is classified as slow,
but in fact, it is not very slow, then the classification is a false alarm (FP). If the PR is
classified as requiring a short time (fast) and is actually in the slow classification, the
classification is a false negative (FN). If it is classified as fast and belongs to the fast
category, it is a true negative (TN).
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We use Precision, Recall, F-measure, and Accuracy to evaluate the performance of
the HMM model.

4.3 Experiment

In this experiment, we first obtained the median days of all historical PRs in the data
set. Secondly, we divided the data set into 10, one of which was the test set, and the
remaining 9 were the training set repeated ten times. We train two HMMs in the
training set, one of which uses PR with duration less than the median number of days
for training, and the other uses PR with duration longer than the median number of
days for training.

After training HMM, we use the corresponding test set to simulate such a scenario:
two, three, four, and five active unclosed PRs in the project warehouse, and use HMM
to predict its closure (slow or Fast) time.

We compare our model with the existing Maddila’s model. It provides a method
that uses a gradient boost model (GB) based on a series of initial properties of PR to
provide an estimate of the workload of a single developer PR and predict the duration
of the PR. The reasons why we chose this work to compare with our work are as
follows. First, there is currently little work done to predict PR duration. Secondly, this
work is up-to-date, which allows us to test their methods on the dataset and further
compare the results of our algorithm with theirs. Third, most of the attributes used in
their work are available on GitHub.

Since the dataset used in Maddila et al.’s work is not available, we chose to test
their method on our dataset. First, we use the multiple features proposed in the method
of Maddila et al. And extract them using the Github API. In their method, the
regression model of the gradient lifting algorithm was used to predict the PR duration.
To compare with our experiment, we used the gradient lifting algorithm (GB) classi-
fication model in the process of reducing the experiment and Taking the median of all
PR durations as the threshold.

We select the prediction results when there are only the first two active sequences
from our experimental results. The attributes in Maddila et al.’s method are some of the
initial attributes of PR, and the action sequence is 2 Time, closer to the initial properties
of PR. To more intuitively reflect the effects of different models, we use box plots to
make further presentations.

As can be seen from Figs. 3 to 4, in terms of accuracy, there is an excessively high
outlier, mainly because the prediction model performs differently in different projects.
There are five projects in our experiment, which is also a reason for outliers. The worst
performance of HMM in React projects is 70%, and the best performance in Bootstrap
is 88%, while the gradient boost model has the worst performance in React-Native,
only 57%, in Bootstrap. The best performance is 70%. In terms of recall, the two
models are similar. In two projects Vue and Node, the results of the gradient lifting
model are slightly better than HMM. In terms of accuracy and F-measure, HMM is
slightly better than the gradient boost model. The reason for this difference may be that
the data set used in Maddila et al.’s experiment comes from Microsoft’s internal
development community. Compared with Github, the developer’s behavior and project
management may be different.
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5 Conclusion

In this article, we introduced the use of HMM to predict the time of PR completion.
Our method takes into account the chronological sequence of activities in the PR life
cycle. We provide a framework for extracting time series of developer activities from
PR historical data, and we also train HMM into two categories: (a) PRs with durations
greater than the threshold, and (b) PRs with durations less than the threshold.

Through experiments, the prediction accuracy of the model is about 70%, and the
F-measure also reaches about 75%, and the highest reaches 82%. Compared with the
latest method, the indicators of our method are slightly higher. Therefore, our method
can predict the duration of PR at an early stage, and it is more helpful for developers
and reviewers to prioritize their work.

In this experiment, the main language of our data set is JavaScript, so we consider
using the model in other language projects in our future works. In addition, we are
ready to consider the content of the discussions between developers to further increase
the accuracy of our predictions.
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Abstract. This article based on the law of the COVID-19 epidemic situation
until May 6 improves the SIR model. Through the reverse solution of the
parameters in the model, the parameters are modeled and predicted, and the
parameters that change with time are obtained. Compared with setting fixed
parameters, the accuracy of the model is greatly improved. Using the improved
model to analyze the COVID-19 epidemic situation and study the virus
spreading trend in different countries. The results show that the improved model
is basically reliable in predicting the development trend of the COVID-19
epidemic; the epidemic in Italy will basically end in July; the development trend
in Britain and America is similar, and the inflection point is expected to appear
in mid-June. The results of the study confirm the effectiveness of measures such
as reducing the movement of people and providing medical assistance to the
epidemic-stricken areas, and provide reference for subsequent epidemic pre-
vention and control.

Keywords: COVID-19 - SIR model - Prediction

1 Introduction

Since the outbreak of COVID-19, the number of infected people worldwide has
reached more than 3 million, and almost all countries have suffered huge losses. Many
countries have taken measures to shut down various organizations to reduce population
contact to prevent the spread of the virus, but these measures have a huge impact on the
economy. Therefore, it is necessary to evaluate the development of the epidemic and
provide a reference for policy formulation.

Most of the current studies are based on the SIR model to assess and predict the
development of the epidemic [1-3], but in these studies, the most critical parameters of
the SIR model are set estimates mostly. Since the spread of the epidemic will change
with policy changes and the number of patients, this treatment can cause large errors. In
this paper, based on the epidemic development rules, the equations are fitted to the
parameters, and the SIR model is established using the parameters that change over
time, finally, the model is verified, and this model is used to make predictions and
analysis of the epidemic development.
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Model Theory

The SIR model is a classic infectious disease dynamic model, this model is established
by Kermack and McKendrick in 1927 [4]. Based on the SIR model and the charac-
teristics of the COVID-19 epidemic, this article makes the following basic
assumptions:

1)

2)

3)

4)

Since the change rate of epidemic situation changes over time is much more
significant than that of births and deaths over time, and most countries have
adopted strict immigration control measures, the total population change in a
country is very small, so it is assumed that the total population in a warehouse
keeps is a constant.

Infection rate coefficient = average number of patients in daily contact x proba-
bility of infection of susceptible persons after contact with patients, the average
number of patients in contact is closely related to the government’s prevention and
control measures, people’s awareness of isolation, etc. The average contact rate is
high at the beginning of the outbreak. After a period of development, the average
contact rate will gradually decrease after the outbreak is paid attention to. There-
fore, the infection rate coefficient should be set as a variable parameter that changes
with time.

The removal rate is related to the cure rate and mortality rate, however, because the
number of dead patients accounts for a small proportion of the total number of
patients, the removal rate and cure rate have a greater correlation. In the early stage
of the outbreak, due to insufficient knowledge of the virus, the cure rate of patients
is low. After accumulating a large amount of treatment experience, the patient’s
cure rate will rise and the removal rate will also rise. Therefore, the removal rate
coefficient should also be set to change with time.

The data is in units of days and does not consider continuous changes.

Based on the above assumptions, this paper constructs the following balance

equation:

das _ _ L
= S><N><[5

d—SxLIxp—yxI (1)

f=axIn(bxt)+c (2)
y=kXt+m (3)

Among them, S, 1, R denote susceptible persons, patients, and removed persons. f3

indicates the probability that a susceptible group will be infected after being exposed to
infected crowd. 7y is the coefficient of removal rate, indicating the probability of the
patient being removed (dead or cured). At the same time, according to the above
formula, the solving formula of basic reproduction number (R0) can be derived:
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1
ROZ]%X;XSQ (4)

In this paper, based on the existing data, the parameter values in the model are
solved in reverse. According to the obtained parameter data, a parameter model is
constructed and trained. The parameter model obtained is used to predict the time-
varying parameter data, then the time-varying parameter is used to construct a time-
varying SIR model. When solving parameters in reverse, it can be solved directly, or
optimization algorithms such as ant colony algorithm and genetic algorithm can be
used to find the optimal parameter value of the model. After a comparative experiment,
the results obtained in multiple ways are the same. Machine learning methods can be
used as alternatives for situations where direct solutions are not possible.

This article attempts to use four methods of linear regression, polynomial fitting,
exponential smoothing, and LSTM [5, 6] to establish the model of parameters  and vy.
Since the parameter changes are more dramatic in the early stage of the epidemic and
tend to be gentle in the later stage, the LSTM algorithm will easily cause the gradient to
disappear. For the same reason, the use of exponential smoothing will also cause large
errors. According to the law of epidemic development, the logarithmic function is
finally used to establish the model of parameter 3, and the univariate linear regression
is used to establish the model of parameter 7.

3 Prediction Experiment

This article obtained COVID-19 data from four countries including China, Italy, Bri-
tain and America, including the number of patients, the cumulative number of deaths,
and the cumulative number of cures, and calculate the number of existing patients in
each country. Use the improved model to process data, verify the accuracy of the
model, and predict the development of the epidemic.

3.1 Model Verification

Since the epidemic in China has basically ended, and the epidemic in Italy has also
passed its inflection point, the accuracy of the model can be verified by predicting the
development of the epidemic in China and Italy.

China’s data began on February 5, 2020, with 21 training data, 70 prediction data,
and 70 verification data. The fitting equation of  obtained by training is: y = —0.069
11675658517227 * In (5.086007728270503 * x) + 0.3247851719047432, and the
fitting equation of y is: y = 0.0016630688923199239 * x + 0.014222881482399054;
The Italy’s data began on March 11, 2020, with 25 training data, 80 prediction data,
and 30 verification data. The fitting equation of § obtained by training is: y = —0.059
88265296840833 * In (5.095313307692628 * x) + 0.35327576998120064, and the
fitting equation of y is: y = 1.1499257648340639¢ " * x + 0.03115033914997176.
The parameter fitting curves is shown in Fig. 1:



Evaluation and Prediction of COVID-19 179

™ ~—— beta_pre 0.25- 14 —— beta_pre
0.3 —— gamma_pre 4 —— gamma_pre
- o beta_real o ® bela_real
® gamma_real 020+ @ gamma_real
»
1 \
0.2-—4 o\ g
\ 0.15 &
. \ < &
T \ @ \
£ o\ 2 \e
S o1 A\ - £ »e
2 .’.A, 2 010 o“
N S
0o am S 0.05 \' . ot
) SN
— 0.00 —~
-0.1- S —
203, 03, 20z, 03, 203, 203, 203, 03, 03, 20z, 02,
“0> 0 ~03 ~0g “0g <0, <03 “0g ~05 Lo5 ~0g
05 225 22 o5 N 22 ~3, ‘2 20 3 22
Time/days Time/days
(a) China (b) ltaly

Fig. 1. Parameter fitting curves of China and Italy

The predicted parameters are used to build the model, and the resulting epidemic
development curve is shown in Fig. 2. It can be seen from the fitting degree of the
curve in the figure that the model has made a very good prediction on the development
of the epidemic in China and Italy, and accurately predicts the development trend of the
epidemic, the inflection point time and the number of infections. The results show that
the Italian epidemic will basically end in July 2020. Data from China and Italy prove
that the model has reliable effects.
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Fig. 2. Parameter fitting curves of China and Italy

3.2 Prediction

Apply the model to Britain and America to predict the development trend and inflection
point of the epidemic in both countries.

Britain’s data began on April 4, 2020, with 31 training data, 200 prediction data.
The fitting equation of f obtained by training is: y = —0.026034231995124547 * In
(5.045657485354332 * x) + 0.16468626328436686, and the fitting equation of y is: y
= 1.009298676638269¢ 10 * x + 0.009474665494227158; American data began on
April 5, 2020, with 30 training data, 200 prediction data. The fitting equation of f
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obtained by training is: y = —0.0217276978288313 * In (5.036525868374025 * x) +
0.13948441755802096, and the fitting equation of y is: y = 1.3701824743687221¢ %
* x + 0.012148954330530802. The parameter fitting image is shown in Fig. 3:
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Fig. 3. Parameter fitting curves of Britain and America

Using the predicted parameters to build a model, the epidemic development curve
is shown in Fig. 4. The model predicts that the inflection point of Britain epidemic will
be June 19, when the number of patients on that day is 257673, and the end of Britain
epidemic will be in December 2020. The predicted America epidemic inflection point
is June 13, when the number of patients on that day is 1312227, and the end of the
American epidemic is also about December 2020.
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Fig. 4. The epidemic development curve of Britain and America

3.3 Analysis

The four countries have similar fitting equations for the parameter B, and the fit is very
good. It shows that the infection rate coefficient of the epidemic has a fixed develop-
ment law, and at the same time, it will cause some differences due to different national
policies. The equations in China and Italy are similar, and the equations in Britain and
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America are similar. It is linked to that China and Italy have adopted stricter prevention
and control measures, proving that the prevention and control measures adopted by the
government on the epidemic have a good impact on the development of the epidemic.
However, except for the model on China that has a good fitting effect on the
parameter y, none of the other three models can accurately obtain the fitting curve of y.
After the outbreak, China quickly mobilized national resources to support severely
affected areas, so the cure rate has been significantly improved. However, the other
three countries did not receive timely assistance after the nationwide epidemic broke
out, so there is no obvious trend in the remove rate. At the same time, the fitting
equation of y shows that even without assistance, Italy’s remove rate is still higher than
that of Britain and America, proving that Italy’s response measures have played a
positive role.
According to the calculation formula of RO, the change curve of RO of four
countries can be obtained. In order to make the comparison results more intuitive, the
forecast days of Britain and America are reduced to 100 days, and the training days are

unchanged (ensure the fitting equation remains unchanged), and the drawn curve is
shown in Fig. 5.
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It can be seen from the figure that China’s RO decreases the fastest, and it takes less
than 20 days to reduce the RO from 8 to 0. Italy’s rate of decrease is also very fast, it is
estimated that it takes about 40 days to reduce the RO from 8 to 1. And Britain and
America are estimated to take 70 days to reduce the RO value from 8 to 1.

When the RO is less than 1, the epidemic will no longer continue to spread, and it is
not suitable for carrying out production activities before that. If judged according to the
condition of RO < 1, Italy, Britain and America can resume work on April 22, June 19
and June 13 respectively. However, when China started to resume work at the end of
February, the RO value was already less than 0. If judged according to this condition,
Italy, Britain and America can resume work on May 21, July 23 and August 4.

In addition, a large number of studies on the RO of the epidemic, it shows that the
RO of COVID-19 is between 2—8 [7—10].According to the predicted RO curve analysis,
if it is assumed that the initial stage with less human intervention is 20 days, the RO in
this stage is mainly distributed between 3 and 8, so the study believes that the RO
should not be less than 3, or even may possible be higher. The study also provides a
reference for the estimation of RO from the side.

4 Conclusion

Based on the SIR model, this paper establishes a fitting equation for the model
parameters, estimates the parameters, and predicts the development trend of the epi-
demic according to the estimated parameters. Based on the data of COVID-19 diag-
nosis, death, and cure cases in 4 countries including China, Italy, Britain and America,
the improved model is used to simulate and predict the data from the four countries.
The results show that the improved SIR model can predict the epidemic trend reliably;
the government’s prevention and control measures can reduce the epidemic’s infection
rate coefficient and reduce the epidemic’s spread rate; Assistance to the medical system
in the outbreak area helps to increase the removal rate of patients; the average removal
rate of Britain and America are similar, and both are significantly lower than the
removal rate of Italy; The inflection point of the epidemic in Britain is on June 19, at
this time the number of patients is 257673, and the end of the outbreak is approxi-
mately December 2020; the inflection point of the epidemic in America is on June 13,
at this time, the number of patients is 1312227, and the end of the outbreak is also at
December 2020; According to the conditions for resumption of work in China, people
in Italy, Britain and America can return to work on May 21, July 23 and August 4 at the
earliest; According to the RO curve simulated in this study, the RO of the COVID-19
epidemic should be at least 3 or more. Research results confirm that measures such as
reducing crowd travel, closing out the severely affected areas, and providing medical
assistance to the severely affected areas can effectively reduce the speed of the out-
break. In addition, the epidemics in Britain and America are still developing rapidly,
and isolation measures should continue to be implemented.
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Abstract. In recent years, online learning has received widespread attention,
and has played an important role in recent years. As a new application field of
crowdsourcing system, peer assessment can solve student’s performance eval-
uation problem in massive online courses. Traditional crowdsourcing quality
control algorithm has not been able to use effective information to the evaluation
of workers. Aiming at this problem, a quality control algorithm based on multi-
dimensional information is proposed. The user’s behavior, comment text
information and other useful elements are combined together. The feature
vectors of reliability are extracted from a variety of information based on the
frame of log-linear model. And then, the gradient descent algorithm model is
used to study the optimal parameters. The experimental results show that when
comparing with the traditional Expectation Maximization algorithm, our multi-
dimensional quality control algorithm has better performance in the accuracy
and mean square error.

Keywords: Peer assessment + Quality control + Crowdsourcing - Multi-
dimensional information fusion

1 Introduction

As a new application of crowdsourcing system, peer assessment can solve the problem
of student assignment evaluation in massive online courses [1]. Peer assessment is an
important part of mutual exchange and learning between learners. Therefore, the
effectiveness of peer assessment is an important factor affecting student satisfaction. In
massive online courses, peer reviews can quickly provide learners with learning
feedback, but there are also some comings. In the process of mutual review, there are
individual reviewers who are not serious or even make malicious assessments. This
leads to problems such as low quality of peer assessment and high error rate of total
score calculation [2]. The existence of these problems has seriously affected the
application and development of peer assessment technology in MOOC [3-5].

The quality control methods used in existing crowdsourcing applications can be
divided into two categories [6]. One is the gold standard data method [7], that is, the
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supervised method. The other is the unsupervised method, including: majority voting
[8], expectation maximization algorithm [9, 10]. In the peer assessment system, the
system is different from the behavior of users on the traditional crowdsourcing platform
[11]. It is difficult to take into account the above mentioned multi-dimensional infor-
mation in accordance with traditional quality control methods [12]. Therefore, there is
still a certain distance between the assessment results and the actual needs.

In order to improve the quality of peer assessment, a quality control algorithm
based on multi-dimensional information was proposed. Different from traditional
quality control methods those are based on unsupervised learning, the users’ behavior
information and text analysis information are applied so as to measure worker’s
credibility. The validity of this method has been verified, and it has a significant effect
on identifying the credibility of workers and improving the quality of peer assessment
results.

2 Model Definition

Assuming that the known student set w = {wy,ws...w,}, and the job submitted by
each student w; is denoted as J;. For each job J;, there is a set E;, E; is a true subset of
the set W. A total of |E;| students evaluate work J;. |E;| < n and w; does not belong to
E;, that is, student w; cannot give his job a score. The evaluation result is denoted by s;;,
which indicates the score that the student w; evaluated for the assignment J; of the
student w;.

The goal of this article is to provide an accurate score S; for each student’s
assignment based on the scores of existing evaluation scores and other diverse infor-
mation. Based on this goal, one of the simplest ideas is to calculate S7 uing the average
of the algorithms. According to the above definition, the formula is as follows.

Y
g ==Y (1)
©E]
Obviously, the arithmetic mean actually means that for every evaluator w;, they
have the same scoring weights, all of which are ﬁ However, in the actual work
process, some workers evaluate seriously, and some workers evaluate sloppy. If they
are treated equally, only one malicious evaluation will easily affect the overall score. In
order to distinguish this difference, the ideal solution is to establish a corresponding
mathematical model to determine the trueness value P; of a student w;’s evaluation
score for task J;. The formula for the final calculation of the correct score S or student
work is as follows.

S;=> PyxS;y Pi=1 (2)

The focus at this time is shifted to how to solve P;; through modeling.
In the actual environment, in addition to the scoring information of workers, there is
much information that can be used, such as the text information of task comments, or
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workers’ behavioral information analyzed from the worker’s operation logs, etc. This
can help to judge the truth of workers’ scores from more angles from more aspects.

3 Multi-dimensional Information Based Quality Control
Algorithm
3.1 Training Model

In order to be able to fuse the above-mentioned multi-dimensional information, this
paper uses the log-linear model [12, 13] to mathematically model the authenticity of
workers’ scores. The formula of log-linear model is as follows.

A (L))

Py = (3)

Z

Among them, Z is a normalization term, let P;;’s value range between [0, 1], and
satisfy the condition of ) P; = 1. {(l, j) is an feature vector of dimension d, indicating
that there are d features that describe the authenticity of worker w; to task J;. A is a
feature weight vector, and the dimension is also d, which indicates the degree of
importance of each feature. An evaluation indicator of the degree of truth is represented
by the inner product of the feature vector f(l, j) and the weight vector A.

It can be known from the above formula that since ¢* s a monotonically increasing
function, P; is proportional to f(I, j) x A That is, the larger the inner product, the
higher the realism. By substituting (3) into (2), the final model formula for determining
task J;” s correct score S;k :

o S eWIH) % @
! V4
Where A is a parameter that needs to be solved during the training phase.
Since the estimated true score is a real number, the problem is a regression problem.
Here, the loss is defined using the minimum mean square error loss function that is
commonly used when dealing with regression problems. The formula is:

L(S;,Y:) =5 (Yi—S$;)’ (5)

N =

The goal of this paper is to minimize the loss function mentioned above by opti-
mizing parameter A. In order to solve the optimal solution here, Stochastic Gradient
Descent (SGD) algorithm is used to solve the optimal solution. The basic principle of
the stochastic gradient descent algorithm is to follow the direction of the gradient, that
is, the fastest falling/rising direction. Its formula is:

}"i+1 = 7\4 — lr X G(L) (6)
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[, is the learning rate, which indicates the magnitude of change when each
parameter is updated. If the learning rate is too small, the learning speed is slow and the
convergence time is long. If the learning rate is too large, the optimal solution may not
be found, and unable to get optimal parameters. In (6), G(L) represents the gradient of
the objective function for A.

According to the chain rule of derivation, the partial derivative of L for ; is
calculated as follows:

AL dL  dS:
di; dst " dii @
dL
— 5 Y, 8
5= Q

dL
2= S ) 9)

That is, the partial derivative of L for A, is calculated as follows:

T (5w x (5% ) (10)

To sum up, as long as the task with the correct answer that has been reviewed by
the teacher is used as training data, according to (7), the gradient descent algorithm can
be used to solve the optimal parameter.

3.2 Overall Description of the Algorithm

The algorithm mainly includes the following major stages: assessment task execution
stage, feature extraction stage, weight calculation stage, and final score acquisition
stage.

(1) Assessment Task Execution Stage

During this phase, teachers put forward the detailed requirements for the task on the
peer assessment system, and give the corresponding necessary information such as the
standard answer used as a reference. The system assigns the tasks to the students
according to the pre-set allocation algorithm. Then, the students perform the assessment
tasks in the peer assessment. In the process of worker executing the task, the peer
assessment system will automatically record the relevant information. The information
including workers’ answers, the log information during the task execution (such as time
for finishing the task), worker’s comment text, and other relevant information.

(2) Feature Extraction Phase

When the worker has completed corresponding assignment, the system will extract the
features needed from the recorded information according to the algorithm. In general,
the features are divided into three categories, as shown in Table 1, including numerical
calculation features, text analysis features, and user behavior features.
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Table 1. Characteristic description

Feature category Feature number

Numerical calculation | 1
Text analysis 4

User behavior analysis | 2

Numerical calculation feature: it is the workers’ credibility estimated based on the
expectation maximization algorithm. Since this value is completely inferred from
the worker’s answer task information, it is added to the log-linear model.

Text analysis features: Those features are derived from students’ comments on the
evaluated work. Natural language processing technology can also provide certain
information for judging students’ seriousness. The features are as follows:
Comment length feature, extracting the length information of the comments made
by workers.

Comment similarity feature, using edit distance to measure the similarity between
different comments made by workers for feature extraction.

Comment and content relevance feature: The fast-text method is used for text
representation, and the word vector is obtained through the skip-gram algorithm to
vectorize the text. The cosine similarity of the vector is used to measure the cor-
relation between the comment and the content, and the feature is extracted.
Comment confusion feature, using a feedforward neural network language model to
measure the fluency of comments made by workers and extract features. The idea
behind the characteristics of comment confusion is that the more fluent the com-
ment, the more likely it is to be written seriously. In actual situations, in order to
complete the task quickly, there are students who randomly input in the comments
to meet the word count requirements, but the text input in this way is often without
clear semantics and does not help crowdsourced tasks. The main reasons for the
unsuccessful comments are they contain typos, malicious meaningless information,
etc., as shown in Table 2.

Table 2. The real dataset

Id Review_id | Tno | Comment

20160256 | 20160045 | 19 |Haha, I don’t know

20160257 | 20160045 |19 | Expression is good, consistent with the theme
20160258 | 20160045 | 19 | #xsssdokkkik

20160259 | 20160045 | 19 | *sskkssdik

20160260 | 20160045 | 19 | Fsdkksmik

20160261 | 20160045 | 19 | #xsssdokkkik

20160262 | 20160045 | 19 | *sskkssdik
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Perplexity is an evaluation index used in the field of natural language to measure
the performance of a language model. The role of a language model is that describe the
text content in terms of fluency of the text. The process is as follows: given an arbitrary
text S, it is composed of m words, denoted as wy, wW,, ...w,,. The language model is
defined as P(s), which gives the probability of text appears, and the perplexed degree
pp formula of the text S is:

PP(S) = el 2o oe(P (/) (11)

The neural probabilistic language model (NPLM) proposed by Bengio in 2003 is
used to calculate P(wi | wj < i) [14]. Compared to the traditional count-based n-gram
statistical language model, the neural probabilistic language model (NPLM) introduces
a distributed representation of words, named word vectors [15]. After converting the
original one-hot discrete word-based representation into continuous and real number
vector, the problem of data sparse is greatly alleviated. At the same time, due to
introduced word vectors, the neural probabilistic language model can distinguish more
synonym than the traditional statistical language model methods, so the model has a
stronger ability to express.

e User behavior characteristics mainly include: global average time-consuming
characteristics of answering questions, by comparing the average time-consuming
of workers with those of other workers, so as to measure the credibility of workers’
results and extract features. The time-consuming feature of task answering, by
comparing the time consumed by different workers on the same task, measures the
credibility of the worker’s results and extracts the features.

(3) Weight Calculation Stage

The log-linear model is used to mathematically model the worker’s scoring reality, and
the seven features of different types obtained in the feature extraction stage are merged.
The stochastic gradient descent algorithm is used to optimize the loss function so as to
calculate the credibility of each worker, and use it as the weight of the worker’s score.

(4) Final Score Acquisition Stage

The algorithm performs a linear weighting operation based on the different weights
obtained by the algorithm for the credibility of different workers in the weight calcu-
lation stage, and the actual scores made by the workers in the task completion stage to
obtain the final score of the task.

4 Experiments and Results

4.1 Experimental Data

The experimental data comes from the peer assessment system that has been developed
by our team. The system is firstly implemented by PHP and R language, and then we
improved it with Python language. The system is applied to the computer courses taught
by teacher of the research group. Corresponding curriculum design and accumulated a
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large number of data sets are available for research needs. The platform has been put into
operation for five years. It is mainly used in non-computer professional courses. The
total number of users has exceeded 10,000, and more than 400,000 mutual evaluation
data have been collected.

The experimental data of this article has selected a total of 326 students to par-
ticipate, each student have submitted his own assignments, each assignment contains
10 multiple-choice questions, each choice question contains 4 options, the total number
of tasks is 3260, each to answering 10 multiple-choice questions and write comment of
the evaluated work. Each student’s submitted job also contains the score manually
scored by the teacher. Details of real data show in Table 3.

Table 3. The real dataset

Number Number | Number | Number Average Manual Manual Manual Manual

of workers | of tasks | of options | of reviews | length of scoring <= 60 | scoring scoring scoring
review’s word [70, 80] [80, 90] [90, 100]

326 3260 4 318 11.2 6.8% 34.83% 42.47% 15.9%

4.2 Assessment Criteria

In order to evaluate the effectiveness of different methods, this paper uses the accuracy
of predictive labels and the Least Mean Square (LME) to predict workers’ credibility,
and then evaluate the performance of experimental results using simulated data. Using
predicted scores’ Least Mean Square to evaluate the performance of the experimental
results and real data. Here, the accuracy of the forecasting tag accuracy is as follows:

> icr sign(ti, 1;)

Accuracy = 7]

(12)

Among them, t; represents the correct answer of the task i, #; presents the correct
answer of the task predicted by the model, T is the set of all tasks, |T| represents the
total number of tasks, sign is the step function, specifically:

. 1 ifx=
signte) ={ o "0 (13)

The Least Mean Square of the prediction credibility is as follows:

Ziew (di — ai)z

LME =
W

(14)

d; represents the correct credibility of the worker i, d; represents the worker con-
fidence predicted by the model, W is the set of all workers, and [W| represents the
number of all workers. Obviously, the more accurate the predictions used, the higher
the accuracy and the lower the LME.
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4.3 Experimental Results

This section discusses that how the user behavioral features and text analysis features
contribute to the final model prediction based on multi-dimensional information quality
control algorithm. By comparing with traditional features based on numerical calcu-
lations as baselines, we will observe the effects of different types of multi-information
on the performance evaluation system’s forecasting performance. In order to make the
experimental results more stable, this experiment uses a 10-fold crossover test method,
which randomly cuts out 1/10 of the training data as a test set, records the results of
each experiment, and repeats 10 times. In ten experiments, the average value is the final
result. Among them, the detailed results of the 10 experiments are shown in Table 4.
The average experimental results of different dimensions of information are shown in
Table 5, and the performance curves are shown in Fig. 1. EM is short of Expectation
Maximization algorithm [9], UB stands for user behavior characteristics, and TA stands
for text analysis feature.

30
28
26

24
2 I
2 ]

Development Set Test Set

[\

EEM ®EM+UB ®EM+TA ®mEM+UB+TA

Fig. 1. Comparison between multi-dimensional and expectation-maximization

Table 4. Cross-validation experiment in different dimension

Number | Em Em + ub Em + ta| Em + ub + ta
1 25.452124.079 |22.819 | 21.732
2 25.139|24.138 | 22.642 |21.943
3 25.477|24.281 22918 |21.799
4 25.824 124.174 |22.619 | 21.352
5 25.391|23.869 |22.774 |21.375
6 26.004 | 24.592 |23.182 |21.489
7 26.182(24.771 |23.489 | 21.871
8 25.74324.357 |22.347 |21.613
9 25.81224.281 |23.192 | 21.652
10 25.436(23.248 22948 |21.264
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Table 5. Average result of experiment in different dimension

System Development Test Set

Set LME LME
Expectation to maximize 25.646 28.375
Expectation to maximize + User behavior characteristics 24.179 26.104
Expectation to maximize + Text analysis features 22.893 25.772
Expectation to maximize + User behavior 21.609 24.828
characteristics + Text analysis features

From the experimental results, it can be seen that the performance of the model
prediction is improved wherever it is adding user behavior features or text analysis
features, and the performance is better than the baseline-based numerical calculation
features based on the expectation maximization.

In comparison, the text analysis feature has a greater impact on the prediction
performance than the user behavior feature. The reason is that the current user behavior
obtained by the platform is not yet adequate and comprehensive, and the feature
richness is not as good as the text analysis feature. The user behavior features and text
analysis features were applied at the same time. It was found that the combination of
the two features can achieve the best performance and the relative baseline increased by
14.43%, which show that these two types of features are complementary.

5 Conclusions

In order to improve the accuracy of student performance evaluation in the peer eval-
uation system, a method of quality control based on multi-dimensional information is
proposed. Compared to traditional crowd-sourced quality control methods, we focus on
how to effectively use users’ behavior information, text analysis information to com-
prehensively measure and evaluate the credibility of individual workers through more
diversified information, so as to improve the accuracy of the final results of predict
evaluation.

In order to verify the effectiveness of the application of multi-dimensional infor-
mation methods, the 10-fold cross validation was used to verify the effectiveness of the
algorithm in real data sets. From the experimental results, we can see that whether it is
adding user behavior information or text analysis information on the basis of the
expectation maximization algorithm, it can improve the predictive ability of the final
model. Since the above two types of information are complementary, when the two
types of information are used at the same time, the model performance is optimal.
Compared with the baseline system, the model’s prediction accuracy is improved by
14.43%, which verifies the effectiveness of the method in this paper.
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Abstract. The existing anomaly detection methods have the problems
of low accuracy and slow identification speed for outliers detection of
high-dimensional power quality disturbance data with time sequence
characteristics and large fluctuations. In order to solve the above prob-
lems, a fast dynamic density anomaly detection method for power quality
disturbance data is proposed. The data set is divided into different time
slices according to time, and only the changed data in different time
slices are dynamically clustered, so that the data on the next time slice
can get accurate clustering results with less time cost. The experimental
results show that the proposed method not only ensures the accuracy of
anomaly detection results, but also improves the time efficiency.

Keywords: Outlier detection + Power quality disturbance data -
Dynamic algorithm

1 Introduction

Abnormal power quality disturbance events will bring adverse effects to users,
and even cause incalculable economic losses. In order to reduce these negative
effects, power supply companies need to take corresponding measures to deal
with the abnormal power quality disturbance. Therefore, accurate and rapid
identification of abnormal power quality disturbances is of great significance to
improve power quality.

There are many common methods for data anomaly detection, such as
anomaly detection based on statistics, outlier detection based on classification,
outlier detection based on nearest neighbor model and outlier detection based
on clustering. Among them, the statistical based anomaly detection method
has poor effect on the processing of high-dimensional power quality disturbance
data with high volatility. And the method based on classification is not suit-
able for power quality disturbance data without enough correct class labels. For
the power quality disturbance data of many neighbors, it is sometimes difficult
to define the distance between the data, so it is not a good choice to use the
anomaly detection method based on the nearest neighbor model.
© Springer Nature Switzerland AG 2020
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Clustering-based anomaly detection method is a good choice for power qual-
ity disturbance data. Most of the detection indexes of power quality distur-
bance data are dynamic and change with time, but at present, most of the
existing anomaly detection algorithms based on clustering use static clustering
method to process time series data, the anomaly detection of dynamic and time-
varying power quality disturbance data has poor adaptability. In this paper, a
fast dynamic density anomaly detection method for power quality disturbance
data is proposed based on the improvement of the existing clustering algorithm.
This method is mainly based on the ordering points to identify the clustering
structure (OPTICS) algorithm [4], the data set is divided into different time
slices. On the basis of the previous time slice clustering results, only the change
data is calculated, so that the accurate clustering results can be obtained with
less time cost when clustering the data on the later time slice, at the same time,
the accuracy of anomaly detection is guaranteed and the time efficiency of the
algorithm is improved.

2 Related Work

At present, there are many outlier detection methods, such as outlier detection
based on statistics, outlier detection based on classification, outlier detection
based on nearest neighbor model, outlier detection based on clustering, etc.

In the aspect of outlier detection based on statistics, journal articles [12]
realized anomaly detection by calculating the fraud coefficient of user electricity
consumption from the data of power supply end and user end. Journal articles
[9] used isolated forest algorithm to detect anomaly. Reference [6] proposed a
novel online anomaly detection algorithm using incremental tensor decomposi-
tion However, this anomaly detection method can not get good results in the
face of large volatility data.

In terms of outlier detection methods based on classification, reference [1]
proposed a data modeling method based on neural network to identify the
abnormal behavior of boilers in thermal power plants. Journal articles [3] pro-
posed an anomaly detection method based on support vector machines that inte-
grates information. However, this kind of anomaly detection method depends on
whether there are enough training samples with correct category labels. This
method is not suitable for power quality disturbance data with large amount of
data, many data features and not enough correct class labels.

In the aspect of outlier detection based on nearest neighbor model, an adap-
tive outlier detection cloud computing scheme based on local outlier factor is
proposed in [7]. Reference [5], outlier detection was performed by calculating
the outlier factors of each object in the subset. The disadvantage of this method
is that the nearest neighbor search needs some time complexity, and it is difficult
to select a suitable distance function for complex data.

The anomaly detection method based on clustering includes the detection of
static data and dynamic and time-varying data. For static data, the k-means
algorithm was used for anomaly detection in [11]. For dynamic and time-varying
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data, journal articles [10] proposed a clustering based anomaly detection method
for large-scale time series data. Journal articles [8] combined with sliding window
and k-means clustering algorithm, proposed a clustering algorithm based on
sliding window unequal time series of short time series distance, which could
solve the problem of unequal time series clustering, but the optimal number of
clusters is difficult to determine.

Reference [4], an improved algorithm of DBSCAN, OPTICS algorithm, was
proposed. OPTICS algorithm is not sensitive to initial parameters and can clus-
ter non-spherical data. From the perspective of anomaly detection, it has a
strong ability to find outliers. However, for the power quality disturbance data,
the OPTICS algorithm can not detect the abnormal data according to its time
sequence feature, so this paper improves it and proposes a fast dynamic density
abnormal value detection algorithm for power quality disturbance data.

3 Detection Method of Abnormal Data

A static clustering process on a time slice can be described as follows: Data set
Dataset = {x1,x2,...,2,} consists of n points, and each point can be repre-
sented by a d-dimensional vector z; = {1, 2;2,...,2q}. Given the data set,
the algorithm finds a set of cluster class set C = {C1,Cy,...,Ck} making the
structure of clusters as different as possible, and the structure of clusters as
similar as The center of mass of each cluster is determined by Cg, represents,
j = 1,2,..., k. Different from that, the clustering of time series data is a
continuous and dynamic process, in which the data and cluster changes of two
adjacent times can be expressed as follows: When t;-time, set Dataset’ medium
n; elements make up k; classes. And in ¢;;1-time, the number of elements in the
Dataset't! becomes n;41 and form k; 1 classes.

The traditional clustering algorithms are mostly used to analyze the static
data set on a time slice, but the power quality disturbance data has a continuous
dynamic evolution process on the time series. The dynamic density clustering
algorithm is to calculate the change data only locally on the basis of the result
of the previous time slice clustering, and get the same result as the complete
clustering of the data on the later time slice, at the same time, the amount of
computation dropped significantly [2]. Based on this idea, a fast dynamic density
detection method for power quality disturbance data is proposed.

The fast dynamic density (FDD) anomaly detection algorithm for power
quality disturbance data includes two kinds of cluster structure local adjust-
ment operations: elements remove (ER) and elements add (EA). The algorithm
stores the changed data according to its type in 2 queues ER and EA, and then
calls 2 processes for batch processing, reducing the number of calls and high
computation efficiency. First the data at t;-time is processed by OPTICS algo-
rithm, and then the data of ¢;;1-time whose attribute labels have changed is
detected by the algorithm proposed.

Figurel is the initial state diagram of the elements and Fig.2 shows the
elements state diagram after change. By comparing Fig. 1 with Fig. 2, it can be
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found that element A is the vanishing element, element J is the new element,
forming the data set at ¢;;1-time.The proposed algorithm is used to cluster the
changed data set. The specific element attributes and the process of category
change are shown in Table 1, in which different numbers in the categories rep-
resent different categories. In the attribute description, 1 represents the core
point, 0 represents the boundary point, —1 represents the exception point, Nan
represents the disappearance of the element, and New represents the addition of
the element.

Fig. 1. Initial elements state. Fig. 2. Elements state after change.

Table 1. Elements attribute label table

Element A B|C|D|E |[F G/H TI|J
t;-time 1 111 1/0/0 0|0
After change | Nan |0 |1 |1 |—1|0 |0 |0 |0|New
ti+1-time 0/1/1]|-1/0/0 000

It can be seen from Fig. 1 that at ¢;-time all elements are the same class at
any time. After the change of elements, elements D, F, J, H become Fig. 2, and
elements E become abnormal point category. A large category is divided into
three small categories. As can be seen from Table 1, at t;-time, elements A, B,
C and D are the core points. After element A is operated by ER, element B
changes from the core point to the boundary point, and element E changes from
the boundary point to the abnormal point. After the EA operation of element
J, the attributes and categories of other elements have not changed, indicating
that the addition of element J has no impact on the structure within the cluster.
Finally, the result of ¢;,1-time clustering shown in Fig. 2 is formed.
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4 Experimental Analysis

The experiment is mainly divided into two parts: the first part is the comparative
analysis of anomaly detection results; the second part is the comparative analysis
of algorithm time efficiency.

The proposed anomaly detection method is essentially based on clustering.
The anomaly detection method based on statistics, classification and nearest
neighbor model does not belong to the same system as the method in this paper,
so this paper does not make a comparison. k-means based anomaly detection
method and DBSCAN based anomaly detection method are both used for static
data. For sequential data, a short time series (STS) algorithm combining slid-
ing window and k-means clustering algorithm is proposed in [8]. Through the
comparison of the above methods and the proposed methods, the recall and pre-
cision of each method and the time efficiency of the algorithm are calculated and
compared to verify the effectiveness of the proposed method.

4.1 Comparison of Abnormal Detection Results

The experimental data is the data of a monitoring point on June 7, 2019, includ-
ing voltage deviation, effective value of voltage, total harmonic distortion rate
of voltage, effective value of fundamental voltage, active power of fundamental
wave, positive sequence voltage, negative sequence voltage, etc. The data col-
lection time is from 0:00 a.m. to 23:59 p.m. every minute. There are 1440 min
in a day, and 1440 pieces of data can be taken for each index every day. There
are 1293 normal data and 147 abnormal data in total harmonic distortion rate
data, 1332 normal data and 108 abnormal data in effective value data. Taking
total harmonic distortion rate of voltage and effective value of voltage data as
examples, the method mentioned above and the method in this paper are used
to detect the abnormal data. Among them, Fig. 3 shows the detection results of
four anomaly detection methods for voltage total harmonic distortion rate and
voltage effective value respectively, the left side is the detection results of voltage
total harmonic distortion rate, the right side is the detection results of voltage
effective value; Table 2 shows the results of four anomaly detection algorithms,
and Table 3 shows the recall and precision of four detection methods for testing
data.

The k-means algorithm and the DBSCAN based anomaly detection method
do not take the timing of the data into account. The data that should be judged
as abnormal is also judged as normal. The data that should be judged as normal
is judged as abnormal, and the detection result is poor. However, compared
with the method proposed in this paper, STS algorithm proposed in [8] has poor
detection results due to the influence of k-value selection. The method proposed
in this paper fully considers the dynamic and time-varying trend of time series
data, and is not affected by the selection of k-value. It can well adapt to the
change trend of data, and the detection result is better, both the recall rate and
the precision rate are higher. It has great advantages in the detection of abnormal
values of power quality disturbance data with time series characteristics.
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Fig. 3. Four abnormal detection methods are used to detect voltage deviation and
voltage effective value respectively.

Table 2. Abnormal detection results

Algorithm name K-means | DBSCAN | STS |FDD
Voltage total harmonic distortion rate | TP 21 60 71 120
FP 24 9 84 0
TN | 1269 1277 1210 | 1393
FN| 126 94 75 27
Voltage effective value TP 16 29 40 87
FP 25 4 63 4
TN | 1307 1331 1269 | 1328
FN| 92 76 68 21

Table 3. Comparison of recall rate and precision rate of anomaly detection

Algorithm name K-means | DBSCAN | STS FDD
46.67% | 86.96% 45.81% | 100%
14.29% | 40.82% 48.30% | 81.63%
39.02% |96.97% 38.83% | 87.88%
14.81% | 29.63% 37.04% | 80.55%

Voltage total harmonic distortion rate

Voltage effective value

=~ ARachl=vARav}
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4.2 Algorithm Time Efficiency Comparison

In the experiment, the data of a monitoring point on June 7, 2019 is used, and
1440 pieces of data of each index can be taken every day. The number of data
used in the data set is 300, 600, 900, 1200, 140. In the experiment, index T is
used to count the time efficiency of the above four algorithms. T is the average
value of the data set on five time slices, and Fig. 4 is the experimental result.

It can be seen from Fig.4 that the running time of the four algorithms
increases with the increase of data, and when the total number of elements
increases more, the running time of the algorithm will increase more. But the
increase of algorithm proposed in this paper is obviously smaller than that of k-
mean algorithm, DBSCAN algorithm and ST'S algorithm. Secondly, the running
time of the algorithm is about 51% of K-means algorithm, 70% of DBSCAN
algorithm and 72% of STS algorithm. Compared with other algorithms, the
algorithm proposed in this paper can reduce the computational cost of cluster-
ing process by dynamic continuous local clustering adjustment, especially when
the number of elements in the data set is more than 600, the time efficiency is
improved more obviously. In comparison, the algorithm proposed in this paper
takes less time for anomaly detection, which is very suitable for anomaly detec-
tion of power quality disturbance data.

Time efficiency comparison of four algorithms

71 —e~ K-means
-~ DBSCAN
6 o~ SIS
-o~ FDD

Run Time/s

400 600 800 1000 1200 1400
Number of elements

Fig. 4. Time efficiency comparison of anomaly detection.

5 Conclusion

In this paper, on the basis of the OPTICS algorithm, the time factor is introduced
to cluster the data set according to the time slice. On the basis of the previous
time slice clustering results, through the calculation of some changed data and
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the local adjustment of the cluster structure, the data on the later time slice
can get accurate clustering results at a small time cost, reduce the calculation
and marketing of the clustering process, and improve the time efficiency of the
algorithm. The experimental results show that this method is more efficient and
accurate to detect the power quality disturbance data, and it is suitable for
anomaly detection of large fluctuation data in time series.
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Abstract. It has been found that very often long queries are more challenging
than short queries for information search engines to obtain good results. In this
paper, we present a word embedding-based approach. First short queries or
concepts are extracted from the original query. Then with the help of a trained
word embedding model, all of the query elements go through a series of
reformulation operations including deletion, substitution, and addition of terms
so as to obtain more profitable query representations. Finally all the reformu-
lated elements are linearly combined with the original query. Experiments are
conducted on three TREC collections, and the experimental results show that the
proposed method is able to improve retrieval performance on average and
especially effective for long queries. Compared with several state-of-the-art
baseline methods, the proposed method is very good.

Keywords: Information search -+ Word embedding - Long queries * Query
rewrites

1 Introduction

Although most of the queries submitted to Web search engines are short, long queries
are also frequent [16]. Very often Web search engines do much worse with long queries
than with short queries. Therefore, it is worthwhile to investigate why this happens and
what can be done to improve retrieval performance of long queries.

Long or verbose queries are usually composed of multiple concepts, which may be
useful for describing a user’s information need more clearly. However, more infor-
mation does not always mean a good thing to a search engine. It is challenging for a
search engine to identify the significance of different concepts of a long query. For
example, Goggle has a limit for the number of words that can be used in a query. It was
10 for some time and it allows up to 32 words now'. Long queries are also likely to
bring more noise. Figure 1 shows an example of a long query, which is one of the
queries (Query 453) used in TREC (Text Retrieval Conference, an annual event of
information retrieval evaluation, held by the national institute of standards and tech-
nology, USA, its website is located at https://trec.nist.gov/).

! https://searchengineland.com/20-googles-limits-may-not-know-exist-281387, retrieved on 21 Jan-
uary, 2020.
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<num> Number: 453

<title> hunger

<desc> Description: Find documents that discuss organizations/groups that are aiding
in the eradication of the worldwide hunger problem.

Fig. 1. An example of a verbose query

This query has a title and a description part. As other queries in TREC, its title is
short and can be treated as a short query; while its description is long and can be treated
as a long query. Its title only has one term “hunger” and it is easy for a search engine to
deal with. In its description part, words like “find”, “documents” are obviously irrel-
evant to the query. Both “organizations” and “groups” may be relevant to the query
moderately, but they are synonymous and interchangeable. “Worldwide hunger
problem” is a key concept in this query and “worldwide” is a modifier of the “hunger
problem”. So it is a complex task for information search engines to decide the impact of
each term or phrase in a long query like this accurately.

According to many previous research works [1-6], some operations on long queries
may lead to better retrieval performance. The main operations on long queries mainly
include query term weighting, query segmentation, query reduction, query expansion,
and query reformulation. One common ground for these operations is they need to
estimate the relative importance of multiple elements (terms or concepts) in the long
query, but how to represent the original long query is different for each of the oper-
ations. For query term weighting and query segmentation, all the words in the original
query remain; while some words in the original query are deleted and added for query
reduction and query expansion, respectively. Query reformulation may include a
combination of some of the above-mentioned operations.

In the last couple of years, the distributed representation of text, also known as
word embedding, has attracted a lot of attention in the information retrieval commu-
nity. This technique can be used to calculate syntactic or semantic similarity between
different terms or phrases. Although word embedding has been used in many appli-
cations and in some information search tasks [8, 9, 20-22] as well, to the best of our
knowledge, it has not been used to deal with the long query issue.

A long query may include multiple elements (terms or phrases) and each of them
can be represented as a vector. Here “elements” are similar to “concepts” in [1]. They
can be a single term, a phrase, or a free combination of terms. By using the distributed
representation of texts, we are able to find similar new words for a given word or phrase
by searching the vector space. Thus queries can be rewritten in a variety of ways by
reformulating the elements involved. For those newly generated elements, we may
compare its similarity with the whole original query to decide its goodness. Experi-
ments are conducted on three TREC collections, and the results show that our method
is effective for all the queries on average, and especially for long queries.

Next section is about related work. The proposed approach and empirical results are
presented in the next two sections, respectively. Section 5 concludes the paper.
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2 Related Work

In the last couple of years, word embedding has been used in some information
retrieval tasks. Compared with the one-hot representation, it can build a continuous
vector space with much lower dimensions, where words are represented as embedding
vectors by training a large corpus to obtain their proximity information in the context.
Based on the hypothesis that semantically or syntactically similar words often share
similar contexts, word embedding aims to accurately predict related words for a given
word or context as well as catch semantic similarities between two different pieces of
text by calculating their geometric distance (i.e. cosine similarity or Euclidean’s
distance).

Proposed by Mikolov et al. in [7], word2vec is a group of related models that are
used to produce word vectors. These models are shallow, two-layer neural net-
works that are trained to reconstruct linguistic contexts of words. Two types of model
architectures, continuous bag of words (CBOW) and skip-gram, were utilized to pro-
duce a distributed representation of words. It can be used to predict adjacent words or
the surrounding window of context words according to a given word. Other types of
word embedding such as GloVe” and ConceptNet Numberbatch® (referred to as CNN
later in this paper) are also available.

Word embedding has been applied to a number of IR tasks, including query
expansion, query classification, short text similarity, and document model estimation.
Zheng and Callan proposed a supervised embedding-based method to re-weight terms
within some existing IR models such as BM25 [8], while Zamani and Bruce Corft
presented some embedding-based query language models for ad hoc retrieval [9]. For
sponsored search, [11] built three embedding-based models with query contexts and
contents to generate query rewrites in response to the initial query. Word embedding-
based query expansion for ad-hoc retrieval was investigated in [10, 18], while word
embedding-based query expansion for Arabic retrieval was investigated in [21]. Both
word embedding-based query expansion and entity embedding-based query expansion
were investigated for ad hoc retrieval in [17]. Word embedding-based question clas-
sification and retrieval is investigated in [22]. It is found that word embedding is useful
for these retrieval tasks.

In this paper, we propose a word-embedding based method for the reformulation of
long queries. Noun phrases and other elements are extracted from the original query
and then three types of operations are performed on all of them repeatedly for a number
of rounds. At each step, those concepts are evaluated and some good ones are kept for
next round and finally all chosen query elements along with the original query are
combined to form the final query. Note in [10, 17, 18], only query expansion was
investigated; while in this work we investigate three types of operations (expansion,
deletion, and substitution) together. To our knowledge, this approach is novel and has
not been investigated before.

2 https://nlp.stanford.edu/projects/glove/.

3 http://blog.conceptnet.io/posts/2016/conceptnet-numberbatch-a-new-name-for-the-best-word-
embeddings-you-can-download/.
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3 The Proposed Method

In this section, we present our method WE2R (Word Embedding-based Element
Rewrites) for long queries. First of all, noun phrases and other types of semantic
elements are extracted from the original query as initial elements. Then all of them go
through a process of reformulation. There are three types of operations for each of
them: deleting one term, adding one term, and using a new term to replace an existing
term [12, 13, 19]. All of them are evaluated according to a given criteria and some top-
ones are kept. The above process is repeated for several times. Thus a reformulation
tree is generated for each of the elements. The deeper a tree we generate, the more
words we search for the element. The rationale behind this process is to try to find more
suitable terms for the query, especially for those extracted key elements (concepts).

In the above reformulation process, a pre-trained word-embedding model is used.
Therefore, every term is represented as a vector. By a simple average of all the terms,
we are also able to represent a phrase as a vector which is the centroid of all the term
vectors. Then the syntactic and semantic similarity between two query elements or
between a query element and the original query can be measured by calculating their
distance in the vector space.

More specifically, given an element r = wy.. . w;_jwiw; .. wx (1 <i<k,2<k),
new elements are generated by three basic operations: deleting one term (related to
query deduction), substitution of one term, and adding one term (related to query
expansion). For term deletion, there are k options [12]. When term w; is removed, we
have ry =wy... wi_wii ... wr (1 <i<k). Similarly, for term substitution, we may
replace w; by a new term wy,,, in 1 ([13]): ry = wi.. Wi WpepWiy 1. . Wi (1 <i<k).
For term addition, we may add a new term Wy, tO 11 7p = Wi. . . Wi |WiWi i .. . WiWpey
(1<i<k).Weuse Cqy = {rq}, Cs = {r;} and C, = {r.} to represent the set of element
rewrites generated by the three basic operations, respectively. In both term substitution
and addition, we need to find some suitable terms as candidates. Pre-trained word
vector space models such as word2vec can be used to help find them. For term
substitution, terms that are very close to w; are chosen as candidates; while for term
addition, terms that are very close to the centroid of r are chosen as candidates.

To measure the suitability of a reformulated query element r, we consider the
similarity of the reformulated element to its parent and also to the original query. The
similarity score of r is defined as

sim(r, Q)
sim (r,, Q)

SimilarityScore(r) = sim(r,ry,) * log

(1)

In Eq. 1, ryy is the parent of r, or r is re-formulated from r,. Q is the query. v,, v, and v,
are the vector representations of 7, r,, and Q. Cosine similarity is used for measuring
voov,

the similarity of any two vectors, or sim(r,v) = iy If sim (r,Q) > sim(r,,Q), then

SimilarityScore(r) > 0; otherwise, SimilarityScore(r) <0. In one round, all newly
generated element rewrites in sets C4, C,, and C, are put together and scored with
Eq. 1. A number of top-ranked elements with the highest scores are kept for the next
round.



206 W. Yan et al.

After a few rounds, we end up with a group of elements for the final query. Then
we need to define suitable weights for those elements involved. First let us introduce
the concept of specificity of an element inside a group of elements as

o B 1 #(tr)
SpeclfiClty (r’ Cg) B @r%;g #(tr) + #(tr’) + #(t’v’/) (2>

where C, is a group of elements and r is a given element in C,. #(¢,) denotes the
number of terms in r but not in r’, and #(¢,-) denotes the number of terms in r’ but not
in r, while #(z,,,-) denotes the number of terms which appear in both r and r’. Cy is the
number of elements in C,.

With a group of elements C,, we may define their weights by considering both
similarity and specificity. For element r, its weight is defined as

Weight(r) = Sim(r, Q) * Specificity (r, C,) (3)

Finally, from all the elements we choose n of them with the highest weights (denoted
by C,), and normalize them by the following equation

igh
N _weights(r|Q) = % ¥

Algorithm 1. Query reformulation based on word embedding
1 Extract noun phrases and other semantic elements and put them into set C
2 For each element ¢ € C :
delete each of the terms in ¢ to generate a new element
replace each of the terms in ¢ with a new term for & times
add one new term to ¢ for m times
score each of the new elements with Eq. 1
update C by replacing all the old elements with # top-ranked new elements
8 Repeat Lines 2-7 until the stop condition is satisfied
9 Score all the elements in C with weights calculated by Eq. 3
10 Normalize weights of top-n elements by Eq. 4 and return these elements with weights

NN AW

Table 1. Statistics of three TREC collections and corresponding query information

Collections No. of Topics No. of short queries No. of long queries
documents (length <= 6) (length > 6)

WT10 1,692,096 451-550 60 40

GOV2 25,205,179 701-850 78 71

ClueWeb09B | 50,220,423 1-150 | 125 23
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Algorithm 1 shows the process of query reformulation. It starts with some noun
phrases and other semantic elements extracted from the original query as initial ele-
ments, and set C is used to contain all the updated candidates. There are three
parameters: k, m, and n. In line 4, for each term in C, we seek top-k most similar terms
in word2vec and generate k new element rewrites. In line 5, we seek top-m similar
terms in word2vec and generate m new ones accordingly. With several rounds of
search for more suitable elements, we obtain a group of elements with their associated
weights.

4 Experiments

Experiments were conducted on three TREC collections: WT10G, GOV2 and Clue-
Web09B (a subset of ClueWeb09 with data in Category B). Additionally, for Clue-
Web09B, the Waterloo Fusion spam” scores were used for removing spam documents
with the percentile-score of less than 70. We used all the topics related to each col-
lection and treated the description of each topic as a verbose query. After removing
stop words, those topics with more than 6 words are regarded as long queries; other-
wise, they are regarded as short queries. Information about the three collections and
queries is given in Table 1. Note that one query in GOV2 and two queries in Clue-
Web09B have been removed because they do not have relevant documents.

We used Indri® as the retrieval software to index documents and search results for
queries. A language model is adopted where the Dirichlet prior is 1500 and the nor-
malized mutual information threshold is set as t© = 0.0001. A standard list of English
stop words is maintained for query processing. Additionally, in line with the treatment
carried out in [14], we remove some extra stop words, such as “find”, “information”,
and “documents”, for queries before the retrieval process. Three trained word
embedding models including weod2vec, GloVe, and ConceptNet Numberbatch
(CNN) were used for the proposed method WE?R. For evaluation, we use three metrics
to measure retrieval effectiveness: mean average precision (MAP), precision at 5
document level (P@5), and precision at 10 document level (P@10). Statistical sig-
nificance in terms of retrieval performance is judged by the two-tailed t-test.

Given a certain query, we extracted initial query elements by MontyLingua®, which
is a natural language procession tool. In the process of generating more query rewrites,
we used the pre-trained word2vec [7] model conducted on the Google news dataset. It
contains 300-dimensional vectors for 3 million words and phrases. The element
rewrites are stored in set C, and at any stage, we keep a maximal number of 10
elements in it (¢ = 10). For term substitution and expansion, new words are obtained
from word2verc. Here, we set k = 3 new words for term addition and m = 2 new words
for term substitution. n is set to 5, which means that we choose five best elements to be

* http://plg.uwaterloo.ca/ ~ gvcormac/clueweb09spam.
5 http://www.lemurproject.org.
S https://pypi.org/project/MontyLingua.
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in the final query. The number of terms in each element is limited to up to 6, and an
element with 6 or more words will not be expanded anymore.

4.1 Performance Evaluation of the Proposed Method

In this section, we present the performance of our method WE2R with some baseline
methods. As baseline methods, we use the title part and description part of the TREC
topics as queries for retrieval. In line with KeyConcept queries in [1], we also take a
similar approach. Apart from the description part, some noun phrases and other
semantic elements extracted from it and the top two are used as a part of the final query.
Note that the key concept queries are different from their counterparts in [1]: key
concepts are extracted in different ways and the weighting schemes used are also
different. As for WE2R, we use Eq. 3 and Eq. 4 to calculate weights for the elements
selected.

All of the above query models are represented by the Indri query language with
#combine and #weight operations [15]. Figure 2 shows an example, which is the
reformatted query for Topic 486. The initial query (description with stop words
removed) and a group of selected extracted elements are combined with weights of 0.8
and 0.2 respectively. On the one hand, a weight of 0.8 for the original query stabilizes
the performance; on the other hand, a weight of 0.2 for extracted and reformulated
elements may lead to better performance in many cases. Note we did not try to optimize
the weights so as to obtain better results in our experiments.

KeyConcept:
#weight( 0.8 #combine(Eldorado El Dorado Casino reportedly located Reno address)
0.2 #weight( 0.5029 #combine(El Dorado)
0.4971 #combine(Reno)))
WE'R:
#weight( 0.8 #combine(Eldorado E1 Dorado Casino reportedly located Reno address)
0.2 #weight( 0.2171#combine(E1 Dorado)
0.2146 #combine(Reno)
0.1937 #combine(Eldorado Mesquite)
0.1924 #combine(Casino)
0.1822 #combine(Reno Las Vegas)))

Fig. 2. A query example of KeyConcept and WE°R

In order to generate the final query, WE2R may go through multiple rounds of
reformulation. After some trials, we find that in many cases the first iteration leads to
good results, and more round of iteration is not helpful. Another option is the number
of elements chosen in the final query. We tried six different options from one to six. It
is found that five elements can achieve the best results. Therefore, we first report results
of WE2R with such a setting in Tables 2, 3, and 4. More details about different options
will be discussed later.
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In Table 2, we can make some observations in general. Comparing Title with Desc,
the former is better than the latter in two out of three data sets. Comparing Desc with
KeyConcept, we find that KeyConcept is better in most cases. Query reformulation
with three word embedding models works better than both Desc and KeyConcept in all
the cases. Especially, the word2vec model is the best. The other two models can make
modest improvement over the KeyConcept approach.

We also compare the performance of our approach with that of a number of
baseline approaches including QL, SDM, KC, CRF-QL, and RTree. These baseline
methods represent the state-of-the-art technology for long query processing. From
Table 3, we can see that WE2R(word2vec) is the best in most cases.

In the following discussion we focus on WE2R (word2vec). It would be interesting
to see the effect of query term reformation on short and long queries separately.
Because each query is different from the others, it does not make much sense to
compare the average performance of these two groups for any particular method such
as WE2R. Instead, we look at the improvement rates of WE2R over Desc. We believe
such a treatment makes them comparable. Figure 3 and 4 show the improvement rates
of WE2R over Desc for these two groups of queries. We find that WE2R can make
more improvement over Desc for long queries than for short queries.

4.2 Query Element Reformulation with Different Number of Iterations

In Sect. 4.1, we present the results of WE2R, which is from the first-round query
element reformulation. In fact, multiple rounds can be carried out for that and the
results are shown in Table 4. As in Sect. 4.1, top five element rewrites are chosen.
From Table 4, we can see that in all but one case WE2R achieves the best performance
in the first round. The only exception is: it performs best in P@10 on WT10G in the
second round of reformulation. It indicates that with more rounds of iteration, it is
possible that more irrelevant or not qualified element rewrites may be included or more
relevant terms may be removed, which will hurt the performance of WE2R. Therefore,
we conclude that just one round of reformulation is enough. In a sense, this is good
news because more rounds mean lower efficiency. It is preferable to achieve good
performance quickly.

4.3 Alternative Similarity Score and Weight Functions

In this section, we go a step further to see how different alternatives can be used to
calculate similarity scores for a query element in Eq. 1 and weights for a query element
in Eq. 3. Therefore, the experimental procedure is similar to the one in Sect. 4.1 and we
choose the top five element rewrites from the first iteration. The only difference is one
of those two functions is changed and all the others stay the same.
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Equation 3 can be rewritten as Weight(r) = Sim x Spec. We may try other options

such as Sim* x Spec and Sim * Spec®. Equation 1 is SimilarityScore(r) = sim(r,r, )+
sim(r,Q) sim(r,Q)

log (sim (r.0) im(r,,Q)°
replace the right side of Eq. 1. Tables 5 and 6 show the results of them.

From Table 5, we can see that both similarity (Sim) and specificity (Spec) have
positive impact for weighing query element rewrites. This can be confirmed by com-
paring the result of Desc with that of Sim and Spec. The combination of them is shown
in three cases. On average and in most cases, Sim*Spec is more effective than all other
alternatives. Overall, the results show that the weight function used in Eq. 3 is more
effective than other alternatives.

From Table 6, we can see that sim(r,rp) * log(sim(r,Q)/sim(rp,Q)) is the most
effective similarity score function on average. Therefore, we conclude that the selection
function we used in Eq. 1 is a good choice for selecting query element rewrites.

sim(r.Q)
d sim(r,,,Q) t

), we may use sim(r,r,), sim(r,Q), sim(r,r,) * : 0

Table 2. Retrieval performance for all the queries in three collections (best performance is

shown in bold and improvement rate is shown over Desc)

Collections | Query models MAP P@s P@10
WT10G Title 0.1925 0.3367 0.2653
Desc 0.1811 0.3720 0.3250
KeyConcept 0.1985 (+09.61%) | 0.3900 (+04.84%) | 0.3360 (+03.38%)
WE’R (word2vec) | 0.2238 (+23.58%) | 0.4120 (+10.75%) | 0.3530 (+08.62%)
WE’R (GloVe) 0.2187 (+20.76%) | 0.4040 (+08.60%) | 0.3520 (+08.31%)
WE’R (CNN) 0.2050 (+13.20%) | 0.4000 (+07.53%) | 0.3450 (+06.15%)
GOV2 Title 0.2957 0.5651 0.5369
Desc 0.2296 0.5072 0.4980
KeyConcept 0.2688 (+17.08%) | 0.5409 (+06.64%) | 0.5148 (+03.37%)
WE’R (word2vec) | 0.2718 (+18.38%) | 0.5732 (+13.01%) | 0.5463 (+09.70%)
WE’R (GloVe) 0.2602 (+13.33%) | 0.5463 (+07.71%) | 0.5208 (+04.57%)
WE’R (CNN) 0.2647 (+15.29%) | 0.5517 (+08.77%) | 0.5302 (+06.47%)
ClueWeb09B | Title 0.1091 0.3095 0.3007
Desc 0.0794 0.2770 0.2743
KeyConcept 0.0809 (+01.89%) | 0.2784 (+00.51%) | 0.2730 (—00.10%)

WE?R (word2vec)
WE?’R (GloVe)
WE?R (CNN)

0.0861 (+08.44%)
0.0811 (+02.14%)
0.0845 (+06.83%)

0.3108 (+12.20%)
0.2946 (+06.35%)
0.2824 (+01.95%)

0.3095 (+12.83%)
0.2919 (+06.42%)
0.2784 (+01.49%)
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Table 3. Performance comparison with a group of state-of-the-art methods (See Table 4 in [19]
for performance of all baseline methods. Non-stemmed index was used for all the methods.)

Collections | Query models MAP |P@10
WT10G oL 0.1643 | 0.2897
SDM 0.1676 | 0.3165
KC 0.1746 | 0.3082
CRF-QL 0.1681 | 0.2979
CRF-SDM 0.1825 [ 0.3113
RTree 0.1944 | 0.3402
WE?R (word2vec) | 0.2238 | 0.3530
GOV2 OL 0.2246 | 0.4913
SDM 0.2398 | 0.5101
KC 02488 |0.5087
CRF-QL 0.2336 | 0.5081
CRF-SDM 0.2482 1 0.5336
RTree 0.2670 | 0.5396
WE?R (word2vec) | 0.2718 | 0.5463
ClueWeb09B | OL 0.1096 | 0.2163
SDM 0.1152]0.2276
CRF-QL 0.1100 | 0.2184
CRF-SDM 0.1153 | 0.2194
RTree 0.1294 | 0.2643
WE?R (word2vec) | 0.0861 | 0.3095

Table 4. Performance of WE?R with multiple rounds of rewrites (best performer shown in bold)

Collections |Round | MAP |P@5 |P@10
WTI10G 0 0.1908 | 0.3840 | 0.3240
1 0.2238 | 0.4120 | 0.3530
2 0.2142 | 0.4080 | 0.3550
0 0.2459 1 0.5345 | 0.5083
1 0.2721 | 0.5758 | 0.5463
2
0
1
2

GOV2

0.2587 | 0.5436 | 0.5235
0.0732(0.3527 | 0.3196
0.0997 | 0.3708 | 0.3291
0.0956 [ 0.3651 | 0.3195

ClueWeb09B
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Fig. 3. Improvement rates of WE’R over Fig. 4. Improvement rates of WE“R over
Desc (long queries vs short queries, MAP) Desc (long queries vs short queries, P@10)

Table 5. Performance of WE’R with alternative weighting functions

Collections | Weight function  MAP |P@5 |P@10
WT10G Desc 0.1811 | 0.3720 | 0.3250
Sim 0.2062 | 0.3800 | 0.3300
Spec 0.2165 | 0.4100 | 0.3460
Sim*Spec 0.2346 | 0.4241 | 0.3758
GOV2 Desc 0.2296 | 0.5072 | 0.4980
Sim 0.2647 | 0.5717 | 0.5455
Spec 0.2745 | 0.5758 | 0.5423
Sim*Spec 0.2890 | 0.5878 | 0.5576
ClueWeb09B | Desc 0.0669 | 0.323 | 0.2885
Sim 0.0851 | 0.3665 | 0.3358
Spec 0.0907 | 0.3595 | 0.3281
Sim*Spec 0.1026 | 0.3824 | 0.3377

Table 6. Performance of WE’R with alternative Selection Score functions

Collections | SelectionScore function MAP |P@5 |P@10
WT10G sim(r,r,) 0.2286 | 0.4198 | 0.3581
sim(r,Q) 0.2263 | 0.4226 | 0.3593
sim(r,Q)/sim(r,, Q) 0.2366 | 0.4123 | 0.3647

sim(r,r,) *sim(r,Q)/sim(r,,Q) 0.2390 | 0.4198 | 0.3490
sim(r,rp)*log(sim(r,Q)/sim(r,,Q)) | 0.2346 | 0.4241 | 0.3758

GOV2 sim(r,r,) 0.2808 | 0.5477 | 0.5462
sim(r,Q) 0.2861 | 0.5857 | 0.5402
sim(r,Q)/sim(r, Q) 0.2749 | 0.5784 | 0.5349

sim(r,r,) *sim(r,Q)/sim(r,,Q) 0.2708 | 0.5463 | 0.5375
sim(r,rp)*log(sim(r,Q)/sim(r,,Q)) | 0.2890 | 0.5878 | 0.5576

ClueWeb09B | sim(r,r,) 0.0774 | 0.3724 | 0.3203
sim(r,Q) 0.0757 | 0.3676 | 0.3142
sim(r,Q)/sim(r,, Q) 0.0837|0.3611 | 0.32

sim(r,ry)*sim(r,Q)/sim(r,,,Q) 0.0776 | 0.3743 | 0.3289
sim(r,r,) *log(sim(r,Q)/sim(r,,Q)) | 0.1026 | 0.3824 | 0.3377
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5 Conclusions and Future Work

In this paper, we have proposed a word embedding-based query reformulation method
in supporting of long queries. The process of query reformulation includes three basic
operations: deletion, substitution, and expansion. Word embedding was mainly used to
measure the semantic similarity between query elements and/or the initial long query.
Therefore, some good candidates can be chosen for term deletion, replacement or
expansion. Compared with those baseline methods involved, the proposed method
obtains considerably better retrieval performance. It demonstrates that our approach is
effective and promising.

In this piece of work, we used word2vec, GloVe, and ConceptNet Numberbatch,
each of which was trained by using a very different corpus from the ones we use for our
experiments. If the same or similar corpora are used for both training and testing, then
better results can be expected. Another direction is to combine these different word-
embeddings by some fusion methods [23] to improve search performance. These
remain to be our future work.
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Abstract. In recent years, medical Question Answering (QA) systems
have gained a lot of attentions, since they can not only help profession-
als make quick decisions, but also give ordinary people advice when they
seek for helpful information. However, the interpretability and accuracy
problems have plagued QA systems for a long time. In this paper, we
propose a QA system, DSQA, based on knowledge graph for answering
domain-specific medical questions. The data we use are from Electronic
Medical Records (EMRs) that are complex and heterogeneous with var-
ied qualities. We introduce doctor-in-the-loop mechanism to design the
knowledge graph, which improves the interpretability and the accuracy
of our QA system. For every natural-language question, we generate the
answer with a hybrid of the traditional deep learning model and the rea-
soning on the knowledge graph. Finally, the answer is returned to the
user in the format of a subgraph with corresponding natural-language
sentences. Our system shows high interpretability and gives excellent
performance according to the experiment results.

Keywords: QA System - Causality knowledge graph -
Doctor-in-the-loop - EMR

1 Introduction

With the widespread use of online healthcare systems, the role of medical QA
systems is becoming increasingly important. QA system is a type of system in
which a user asks a question using natural language, and the system provides
a concise and correct answer [1]. The goal of QA is to automatically return
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answers according to corresponding questions [17]. To this end, it requires to
understand the semantics of web pages that are widely explored in studies related
to text search [16] and understanding. QA system not only saves people time to
retrieve information, but also provides people with a more accurate and flexible
interface [9].

Among QA’s application domains, medical QA is a special kind of QA that
is involved with medical or clinical knowledge [5]. There are a few challenges
faced by medical QA systems: how to build the QA system with high quality
dataset to improve the accuracy of the system; and how to integrate doctors’
prior knowledge to improve the interpretability of the system.

In recent years, knowledge graph comprising vast amounts of facts [10] has
been made extensive use in question answering. A knowledge graph is a graph
with concepts as nodes and their relations as edges [6,14]. Using knowledge
graphs, distributed medical data sources can be aggregated into one meaningful
data source [2].

In this work, we mainly consider the following aspects to deal with the chal-
lenges faced by QA systems.

1. We choose EMRs as our dataset due to their high quality compared to other
datasets and their domain-specific features.

2. To improve our system’s interpretability, we introduce doctor-in-the-loop
mechanism to build the knowledge graphs.

3. For the answers, query subgraphs are returned to the user with natural-
language answers to demonstrate relationships between concepts.

This paper is organized as follows: Sect. 2 discusses the related work. Section 3
introduces the framework of the QA system we built. Section 4 discusses the use
case. Section 5 concludes our work and proposes some future directions.

2 Related Work

In Table1 , we list some existing QA systems and compare their attributes in
turn. For the data sources, some QA health systems collect medical data from
Internet [15]. Compared with that, using EMRs which can be traced and used
to support clinical decision-making is much more reliable [11]. The other general
QA systems like CSQA [13] tend to use large scale public datasets.

As we can see from the table, traditional QA systems like HHH [4] and DIK-
QA [8] usually provide text information as final output, which makes it a little
bit difficult for users to understand the relationships of entity nodes contain in
results. In order to make the query output easier for users to comprehend, DSQA
we form is capable of providing the shape of causality knowledge graph in the
output interface. Moreover, DSQA is medical domain-specific. Compared with
general QA systems like CSQA [13], it provides more accurate and professional
answers for users.

While there is a lack of prior knowledge in most of the existing QA sys-
tems, DSQA applies doctor-in-the-loop mechanism. With the help of doctors,
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the answers provided prove to be more reasonable. This significantly improves
DSQA'’s interpretability.

Table 1. QA Systems.

Name Data source Medical domain |Application of |Answer representation
specific prior knowledge

QAnalysis [12] EMR v X Tables and charts

KnowHealth [7] ‘Web data, online v v Answers and visual results to
encyclopedia, display relationships between
literature the data

HHH [4] Medical data collected|v’ X Natural-language answers
from Internet

DIK-QA [8] Chinese EMR v X Natural-language answers

CSQA [13] Wikidata X X Natural-language answers

Data-4oracle QALD dataset X v Natural-language answers

approach QA [19]

DSQA EMR v v Natural-language answers

and knowledge graphs

3 DSQA System

In this paper we propose DSQA, a domain-specific medical QA system based on
knowledge graphs.

3.1 Causality Knowledge Graph

The causality knowledge graph is a knowledge graph with edges indicates causal
relationships related to the QA process. The causal relationships are extracted
and redefined from the relationships of the knowledge graph with doctors’ prior
knowledge. The causality knowledge graph contains information about causes
and consequences of abundant examples.

Medical Causalit "
Knowledge Graph y
Knowledge g i Knowledge Graph QA pairs
N
| =1
EMR
data

Fig. 1. The dataflow of causality knowledge graph.

The dataflow of the causality knowledge graph is shown in Fig. 1. The causal-
ity knowledge graph is built with causality-related data from the knowledge
graph. Then the QA pairs are generated from the causality knowledge graph
to train the machine learning models for the retrieval. The causality knowledge
graph efficiently helps with the answer generation process.
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3.2 Framework of DSQA

Causality Knowledge Graph

Medical
Knowledge

Concept Knowledge Hybrid Generate

Graph
doctor
QA pairs

EMR
data Instance Knowledge

Graph

Knowledge Reasoning
Visualized Answer
User Query Retrieval System

Answer in
Natural language

Fig. 2. The framework of DSQA.

Figure 2 shows the overview of the DSQA. We integrate the doctors’ prior knowl-
edge and apply some medical knowledge into the construction process of our
concept knowledge graph. Then the instance data in EMRs are converted to the
instance knowledge graph. The causality knowledge graph is generated based on
the knowledge graph with doctors’ prior knowledge to help redefine the casual
relationships. It displays the causal relationships between concepts, and the QA
pairs dataset can be generated from it according to different types of problems
to train different models.

For the question process, we use a hybrid of the traditional machine learning
method and the knowledge reasoning process based on the knowledge graph to
generate answers. For the answer format, the user will not only get the answer
in natural-language but also in the form of knowledge graph.

3.3 Construction of Knowledge Graph

Construction of Knowledge Graph. The knowledge graph consists of two
parts: the concept knowledge graph and the instance knowledge graph.

The concept knowledge graph displays the schema of our data. The nodes of
the concept knowledge graph are classes, and the property edges display relations
between the classes. To improve our system’s completeness, we also applied other
medical knowledge like UMLS. We first invite doctors to give rules to convert
the classes into triples. The experts have abundant prior knowledge about the
relationships of the concepts in the certain medical domain, so they can well
determine the structure of the concept graph.
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The instance knowledge graph is the instantiation of the concept knowledge
graph with data. Nodes of the instance knowledge graph are specific entities like
drugs or diseases, and the edges indicates relationships between the entities.

Construction of Causality Knowledge Graph. The causality knowledge
graph is built based on the knowledge graph. Doctors redefine the causal rela-
tionships based on the knowledge graph we have built, and conduct the con-
struction of the causality knowledge graph with the causal relationships they
defined and the related concepts. The causality knowledge graph demonstrates
causal relationships clearly.

3.4 QA Pairs Generation

We generate QA pairs from the causality knowledge graph we built. Doctors first
determine several question types that have different features and result types, for
example, the hospitalization expenses and the risk of readmission. We should use
different functions to deal with different kind of problems, thus we need different
datasets to train them. Doctors will select data of corresponding features from
the causality knowledge graph according to the specific question type. They
also determine the hop. Then the QA pairs can be generated automatically
from the causality knowledge graph. The QA pair dataset can be used to train
corresponding machine learning models that serve questions in certain aspect.

3.5 Answer Retrieval

We use a hybrid method to generate the answer. Specifically, we first train a
model with the QA pairs generated from the causality knowledge graph. For
every natural language question, the system will try both the traditional deep
learning model and the query method based on the causality graph we build,
and provide two answers for the user to choose.

For the traditional method, we apply both support vector machine (SVM)
and the sequence-to-sequence deep learning model. Specifically, we use SVM
model to do the classification for the discrete or continuous variables, while
using the sequence-to-sequence model to deal with the texts.

Another method is to conduct a structured query based on the knowledge
graph. Figure 3 shows the query process. We intend to translate natural language
questions submitted by users into SPARQL query statements. First, the system
will execute word segmentation using Jieba word segmentation tool. We also
added medical dictionaries to the tool to help improve its reliability. On the
other hand, the system converts the questions into vectors, input to the CNN
model to classify questions, thus find the best-fit predefined search pattern for
the query. Then it will execute the SPARQL query and return the results to the
users.
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Natural-language
Question

Find the Best-Fit Jieba Word
Pattern Segmentation

f

Medical Dictionaries

——  SPARQL Query =

!

Execute Query

[

Result

Fig. 3. The detailed workflow of the query process.

3.6 QA Presentation

The answer presentation format we design is a subgraph with corresponding
natural-language sentences as shown in Fig. 4. The knowledge graph shown is a
subgraph of the knowledge graph we built, which shows the reasoning process
behind the answer and thus makes the answer reasonable. Moreover, if the user
clicks on one node, the website will return to another subgraph connected the
node and give the introduction about the concept node. This will help the user
know more information about the concepts related to his or her question.

. < B
please enteqyour question
k.5 A | —»concﬁg‘t node ... 48 — query input box
|-l = ”
other
jothieR ~| =>query subgraph
treatments 9 Y, grap
- - T > = answer in
® [} [ [} natural-language
[ yumen e = s L] c
' gt i ageesl [ |esnis inas sazanansvsars
, y BEminG, VRAT. RARAHDBAYSET
cates cases iamsem. )
of children of children - - - -
The treatment of children can refer to
) the adult program. The pediatrician
gmomm should be consulted for drug and
treatment dosage. Intravenous gamma
7 p y ¥ \ globulin should be given to children
with severe and critical illness.
° °
4 -~ -9
For e g
intravenous Grnded Balke fon]
gamma s -
globulin
Fig. 4. The presentation of answers.

According to the data and guidelines provided by the cooperative hospital, we
build a QA system for the Novel Coronavirus Pneumonia (NCP) domain based
on the methods described in Fig. 5. We use EMRs as our data source. When users
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enter some questions about NCP, the QA system will also generate some related
questions for users to choose. Users can receive answers about their questions
related to NCP. They can also check the causality knowledge graph on the web-
site, which contains information about diagnosing and treating methods. By
looking through the information we give on the QA system, users are sure to
benefit a lot especially on guarding against the NCP.

ER o o ROEE  opKG

Questions and answers on NCP diagnosis and treatment

QUETY oy HEERRSITSTARAE
input #58 Novel coronavirus pneumonia (NCP) m

JLLTIRIRE: You may want to know about these questions:
fhat kind of Infectious disease /s NCP 7

main routes of NCP transmission?

B ARSTEABREUEHSR? Who are the sources of NCP infection:
related 42 What are the changes in NCP?
n SETARIUIAIIZA?  What is the incubation period for NCP?
questions | zxgmw [[5pRsEHL) What are the main symptoms of NCP?
Em3EE 42 [EEEHL sl What are the main symptoms of severe NEP patients?
T Serebsh o Atk B L1/, ST

Fig. 5. Demonstration of a use case.

5 Conclusion and Future Works

In this paper, we propose a domain-specific QA system, DSQA, based on knowl-
edge graph for answering medical questions. There are still some questions
remaining to be explored. Reducing more labor cost and constructing knowledge
graphs much more rapidly by doctors to help diagnosis are sure to be promising
topics. In addition, the unstructured data like clinical notes in EMRs also can
be used to enrich the knowledge graph by automatically annotation. We also
consider extending the methodology to deal with more data types in different
applications such as streaming [3] and spatial [18].
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Abstract. In the era of big data, the internet produces vast amounts
of data every day, among which text data occupies the main position.
It is difficult for manual processing to deal with the increasing growth
rate of text data. As basis of most natural language processing (NLP)
tasks, text representation aims to transform text into a vector that can
be processed by computer without losing the original important seman-
tic information. It has become an important research direction in the
field of NLP that effectively organize, manage and quickly use the com-
plex text information to extract useful semantics from it. Therefore, a
text feature representation model based on convolutional neural net-
work (CNN) and variational auto encoder (VAE) is proposed to extract
the text features and apply the obtained text feature representation to
text classification scene. CNN is used to extract local features and VAE
makes the extracted features more consistent with Gaussian distribution.
The proposed method has best performance compared with w2v-avg and
CNN-AE in k-nearest neighbor (KNN), random forest (RF) and support
vector machine (SVM) classification algorithms.

Keywords: Natural language processing - Variational auto encoder -
Convolutional neural network - Text representation

1 Introduction

In recent year, neural network algorithm is widely used in NLP with the devel-
opment of computer processing power. The common tasks of NLP [2] using
neural network model contain automatically generating abstract, part-of-speech
tagging and named entities recognition, Chinese word segmentation, emotion
analysis, etc [10,16]. Text modeling for different granularity (including words,
sentence, paragraph and document) are built in a progressive way, which have
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some connections in the local scope and differences in the overall model [14].
The text representation of word granularity is the basis of text representation
[13,19]. The text representation method of sentence granularity is obtained by
combining word vectors according to certain rules. As for the text represen-
tations of paragraph and document, they can be obtained by the method of
sentence granularity or cascade method. The traditional method of word vector
representation is one-hot. The dimension of word vector representation is the
same as the number of all different words in the corpus. The vector position
corresponding to words is set to 1 and the rest is set to 0. For a corpus com-
posed of n different words, each word vector dimension after unique coding is n
dimension. The dimension of the word vector generated by this method results
in the high dimension and sparsity for the word vector is directly proportional
to the size of the corpus, which makes it difficult to obtain semantic information.
Moreover, it is unable to calculate the correlation between different words with
similar meanings by coding in the way. Considering the problem of word vector
representation, a word embedding (i.e. distributed representation) method based
on neural network language model (NNLM) is proposed. The method employs
the probability of predicting the next word by the current word to develop neural
network. This model is mainly for the prediction task of words and the word vec-
tor is the byproduct of the model. However, how to apply neural network to train
word vector has become research hotspot. Mikolov et al. proposed word vector
training model word to vector (word2vector), as the term suggestions, the main
function of this model is to transform text into word vector through neural net-
work [15]. Ji et al. proposed another word vector training model wordrank which
calculate the similarity of words and other different standards to get word vector
representation and is clever at representation of similar words [8]. Considering
the complexity of the information interaction platform in the internet, Dhingra
et al. proposes the tweet2vec model, which is a distributed representation model
based on character combination in the complex social media environment [3].
Hill et al. considered that there is an optimal representation method for differ-
ent application tasks and proposed a sentence level text representation method
to learning from unlabeled text data [6]. It can not only optimize the training
time, but also improve the portability by employing unsupervised method. Le
et al. proposed two levels of text representation models including sentence and
document, both of which are based on the word2vec model [11]. Kalchbrenner
et al. proposed a text representation model based on dynamic convolution neu-
ral network (DCNN) which adopts dynamic pooling technology and is expert in
emotion recognition [9]. Considering the advantages of convolution neural net-
work (CNN) in extracting local features, Hu et al. proposed employing CNN to
extract semantic information between words in sentences and achieved excellent
results in sentence matching tasks [7]. On this basis, Yin et al. proposed Bi-
CNN-MI text representation model which can extract four different granularity
text representations from sentences and realize the interaction of these four dif-
ferent granularity features through the CNN so as to adapt to the synonymous
sentence detection task [17]. Zhang et al. proposed a text representation model
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based on dependency sensitive CNN at the sentence and document level, which
applies sensitive information and feature extracting on inputting word vectors
[18]. This paper proposes a text feature representation model based on CNN and
variational auto encoder (VAE), which is a feature representation method from
word vector to text vector. In this model, CNN is used to extract the features of
text vector as text representation to get the semantics between words. In addi-
tion, VAE is introduced to make the text feature space more consistent with
Gaussian distribution. Four evaluation indexes, including accuracy, recall, pre-
cision and F-score, are used to evaluate the performance of the proposed model.
Experimental results show that the model has better performance than w2v-avg
and CNN-AE in k-nearest neighbor (KNN), random forest (RF) and support
vector machine (SVM) classification.

The remains of this paper are organized as follows. Section2 and Sect. 3
introduce the related algorithm and proposed model. Section 4 illustrates a case
study of open dataset Cnews. Section 5 shows the conclusion and future research
directions.

2 Related Algorithms

2.1 Word2vec

Word2vec algorithm proposed by Mikolov aims to obtain the text word vector
model by training a neural network to get the weight matrix of the network.
Word2vec model includes CBOW and Skip-gram training models and they only
contain simple neural network structures including input layer, projection layer
and output layer. CBOW and skip-gram realize the network based on different
conditions. CBOW predicts the probability of the central word through the con-
text word while skip-gram model predicts the probability of the context word
through the central word [15].

The input of CBOW is the context Context (w;) of the central word w; in
the sliding window and the object is to predict the central word w;. The output
of CBOW model is a softmax classifier function, which is usually implemented
by using negative sampling method. The central word w; in the sliding window
is judged as a positive sample and other words are judged as a negative sample.
In the output layer, there is a negative sample set N EG(w;) for the central word
wy so that any word w in the corpus meets the Eq. (1).

R = (b S 8

where R™*(u) determines whether u is a positive sample. For the central word
and its context (wy, Context(w;)), CBOW model needs to maximize the objec-
tive function g(w;) shown in Eq. (2).

glwy) = Hue({wt}uNEG(wt)p(u|C’0ntext(wt)) (2)
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The formal of p (u|Context (w;)) is shown in Eq. (3).

o(X5,07), RUt(u)=1

p(u|Context(wy)) = 1—0(XZ,6wt), Rt (u)=0 (3)

where X, stands the sum of the word vectors of the words in the context
Context(w;). The objective function can be converted to Eq. (4).

g(wy) = o(X5,0") I ] [ o(X,0)] (4)

uENEG(we)
where U(Xgﬁwt) represents the prediction probability of getting central word wy
via CBOW when the context is Context(wy). o(XL 6") is the prediction prob-
ability of getting central word u when the context is Context(w;). In order to
maximize g(w;), it is necessary to maximize o(X] ) to increase the probabil-
ity of positive samples. At the same time, minimize all the o(X7 6*) to reduce
the probability of negative samples.

Skip-Gram Based Method. In contrast to CBOW model, Skip-gram firstly
determines the central word w; and then predicts the context Context(w;) in its
sliding window through the central word. The output of skip-gram model corre-
sponds to a positive sample u € Context(w;). On the contrary, NEG(u) repre-
sents negative sample set which don’t belong to the positive sample Context(w;).

Therefore, for the data (wy, Context(w;)) in the sliding window meet the
objective function shown in Eq. (5).

g(wt) - HuEC’ontsxt(wt) H:L’E{u}UENEG’(u) p(x|wt) (5)

Similar to CBOW method, the relation R*(x) is introduced to determine
whether z is a positive sample. When it is a positive sample, z = v and R%(z) =
1. When it is a negative sample, © = NEG(u) and R*(x) = 0. The conditional
probability is shown in Eq. (6).

p(a|w;) = [o(v(wy) T v) ] @ 1 = o(v(wy) Tv,) 7@ (6)

where o(v(w;)Tv,) represents the prediction probability of getting context(w;)
when the input of central word is wy. v(w;) is the relationship between input
layer and hidden layer. v, is the output of network. For maximizing g(w;), it
is necessary to maximize o(v(w;)?v,) when positive sampling and minimize the
o(v(w;)Tv,) when negative sampling.

2.2 Convolution Neural Network

CNN is a deep artificial neural network including convolution calculation. It
has excellent performance in the field of computer vision and NLP with its
powerful feature extraction ability [4,12]. In the field of NLP, CNN employed
convolution kernel to convolute text matrix of different length and the vectors
through convolution kernels are calculated by pooling layer to extract features
for text classification [1].
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Convolution Layer. Convolution layer can extract local features by convolu-
tion kernel and get the final output by activation function. For £ —th convolution
kernel, the convolution process is shown in Eq. (7).

ci = f(wg *z + by) (7)

where wy and by are the weight matrix and bias of & — th convolution kernel. x
stands for the input matrix. f represents the activation function. For a sentence
of length n, its feature vector is shown in Eq. (8).

¢ =[er,c2,¢3...C) (8)

Pooling Layer and Full Connection Layer. In the pooling layer of the
model, the maximum pooling technology is used to extract the feature value
C, which contains the highest semantic information in the local features of the
convoluted window, as is shown in Eq. (9).

C = max(c) (9)

The complexity of the parameters in the convolutional neural network can
be effectively reduced by using max pooling. For a window with k& convolution
kernels, the feature vectors obtained are shown in Eq. (10).

C =[C1,Cy,C5...C) (10)

Next, the activation function is used to predict the labels of sentences as is
shown in Eq. (11). R
y=f(C) (11)
where y is the predicted label (1 stands for positive label and 0 stands for negative
label). The loss function can be expressed as Eq. (12).

1 & 5
loss = — i — i 12
088 = o ;:1 lys — @il (12)

where y; is the actual label. The loss function can be used to iterate and learn
the parameters of the network.

3 Text Feature Representation Model Based
on CNN-VAE

This paper combine the network framework of the VAE with the CNN to extract
the text feature representation from the word vector. The traditional AE employs
full connection layer, which is replaced by convolutional neural network for CNN
can learn local features efficiently. Moreover, VAE makes the vector feature space
conform to the function of Gaussian distribution, which makes the final text
feature representation richer in semantic information. The structure of CNN-
VAE is shown in Fig. 1.
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Input Convolution Pooling Full connection Reparameterization Sampling  Deconvolution Reconstructed input
layer layer layer layer

Fig. 1. The structures of CNN-VAE model

The CNN is used to realize the network structure of VAE, because CNN can
learn better local features from the input matrix. In this part, CNN network
is used to build the VAE network framework, so that CNN combines the VAE
feature extraction and the function of making the vector feature space conform
to the Gaussian distribution in its own text feature extraction, making the final
text feature representation richer in semantic information.

Similar to AE, the proposed method includes decoding and encoding. The
decoding process can be regarded as a general CNN which can achieve the
purpose of feature extraction via convolution and pooling. A matrix x can be
obtained by splicing the word vectors corresponding to the words appearing in
an article is putted into the model. Random number z corresponding to the
corresponding Gaussian distribution is generated according to the mean value
 and variance o of the output of the convolution encoder. Suppose that there
is a set of functions py(x|z) for generating x from z, each of which is uniquely
determined by 6. The goal of the VAE is to maximize pg(z) by optimizing 6 to
make the generated data & similar to original data x as possible and the formula
is shown Eq. (13).

po(z) = / po (2]2) po (2) dz (13)

In order to obtain py(z), the encoder network py(z|x) is introduced. An
approximate posterior ¢, (z|x) obeying Gaussian distribution is employed to take
the place of py(z|z) considering that the latter is difficult to obtain by calcu-
lation. Kullback Leibler (KL) divergence is applied to measure the similarity
between two distributions [5] and the formula is shown in Eq. (14).

Dics (0, (212) | po(=}) »
= qy(2|z) [log g, (2]x) — log pg(x|2) — log pe(z)] + log pe(x)

Therefore, the formal of logpg(z) can be expressed as Eq. (15).

log pg(2) = D r(qp(2|2) || po(2|z)) (15)
— > qp(2]x) [log g, (2|z) — log pe(x|2) — log pe(2)]
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Considering the KL divergence is not negative, the loss function can be
expressed as Eq. (16).

L0, piw) = = 2 ap(2]2) [l0g 4, (2|2) —logpo(z]2) —logpe(2)] 44,
= —Dxr(gp(2|2) || po(2|2)) + 2_ gp (2]2)[log po(2|2)]

where L (6, ¢;x) is loss function. —Dgr(gy(z|z) || pe(z|z)) is regularizer and
>~ qe(z|z)[log pe(x|2)] is reconstruction error. Considering py(z) obeys the Gaus-
sian distribution N (0;I) and g,(z|z) obeys the Gaussian distribution n (u;0?)
so that the regularizer can be expressed as Eq. (17).

1
— Drcrlgp(zla | po(2)) = 5 > (L +log(o® — p = 0?)) (17)
where j is the dimension of z. Monte Carlo evaluation is used to solve the
reconstruction error shown as Eq. (18).

Z 4, (z|x)[log pe(z|2)] = log pe(z|2) (18)

The technique of reparameterization is employed considering that is not
derivable, whose formal is shown in Eq.10. In this way, the original derivation
of z can be converted into the derivation of ;1 and o shown as Eq. (19).

z=p+e-o (19)

In this way, the original derivation of z can be converted into the derivation
of p and o. logpg(z|z) can be expressed as Eq. (20).

logpo (]2) = — 3 ((; i - “H) +log ( xmr)) (20)

In conclusion, the loss function can be expressed as Eq. (21).

L0, p;x) = %Z(l—i—log(aQ —pP=o?)=> ((; x;”H) + log ( xﬂ'a))
(21)

The training process of the network is divided into the following steps. (1)
The data of training set is used to find the optimal parameters of the model
when the loss function is minimized, (2) when the network loss converges, the
verification set is inputted to the encoder network obtained by training set to
get the corresponding text representation vector. The corresponding classifica-
tion accuracy is obtained by inputting the text representation vector into the
classification model and (3) the learning rate is adjusted many times to obtain
the optimal parameters of the model. After several adjustments, the optimal
model parameters are shown as Table 1.
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Table 1. Parameter settings

Parameter Setting
Dimension of word vector 128
Number of iterations 30
Dropout 0.5
Size of hidden layer z 128
Learning rate 0.001
Padding (Maximum words per article) | 100

This paper adopts the open data set Cnews which is generated by filtering the
historical data from RSS subscription channel of Sina News from 2005 to 2011.
The dataset contains 10 categories of news, namely sports, entertainment, home
furnishing, real estate, education, fashion, current affairs, games, technology and
finance.

Each row in the Cnews dataset represents an article and the beginning of
each row corresponds to the news category of the article. Therefore, this paper
extracts the tag information (i.e. news category) in the dataset and the dataset
is divided into tag and corpus. Moreover, The Jieba segmentation is applied to
process the article and the stoppage word is employed to filter out some words to
improve the performance and computational efficiency of the subsequent experi-
ments. Next, this paper makes word frequency statistics for the words appearing
in the corpus and rank them according to the word frequency from large to small.
Finally, the final data set can be obtained by eliminating the words that appear
less frequently than the first 10000.

4 Experimental Results and Analysis

4.1 Evaluating Indicator

This paper employs four evaluation indicators including accuracy, recall, pre-
cision and Fl-score in order to verify the performance of the proposed model.
The true positive (TP) indicates that the prediction category is positive and the
actual category is positive. The false positive (FP) indicates that the prediction
category is positive and the actual category is negative. The false negative (FN)
indicates that the prediction category is negative and the real category is posi-
tive. The true negative (TN) indicates that the prediction category is negative
and the actual category is negative. The formulas of four indictors are shown in
Egs. (22), (23), (24) and (25) respectively.

TP+ TN
A - 22
CuraY = TP Y FP+ FN + TN (22)
TP
Recall = ———— (23)

TP+ FN
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TP
Precision = ———— 24
recision = e s (24)
1STOM, X l
F1— score — 2 x precision X reca (25)

precison + recall

4.2 Experimental Results

This paper compares the proposed model with some common unsupervised text
representation methods that convert word vectors into document vectors. The
control models are shown as follows.

w2v-avg: This model averages all word vectors of each document to get the
final representation. This experiment sets the word vector dimension of training
to 128 and get the text representation vector dimension to 128.

CNN-AE: An AE model based on CNN, which can get the text representation
via using word vectors obtained by CNN as the input of encoder.

The experimental results are shown in Table 2, 3 and 4. In Tables 2, 3 and 4,
the performance of CNN-AE is better than that of w2v-avg. Therefore, CNN is
conducive to extracting the local semantic features of the components between
words. In addition, when the text representation dimension is 128, the proposed
model is superior to CNN-AE and w2v-avg in KNN, RF and SVM classifiers.
That is to say, if AE is improved to VAE, the text feature space can better fit
the Gaussian distribution, which makes the semantic information conform to

Table 2. The experimental results under KNN classification algorithm

Accuracy Recall Precision F1-Score
w2v-avg | 87.324+7.40 |77.024+7.31 |80.824+7.61 |77.28+7.38
CNN-AE 9294 +5.06 |86.44+ 10.69 |89.56 +11.12 | 86.66 + 10.70
CNN-VAE 94.87 +4.61 |91.81 +7.46 | 91.87 £ 9.12 | 90.87 + 8.08

Table 3. The experimental results under RF classification algorithm

Accuracy Recall Precision F1-Score
w2v-avg 85.48 +£0.93 |66.23 £2.27 |74.84+4.25 |68.27+2.73
CNN-AE 92.43+0.66 |80.26+1.42 |92.64+3.18 |83.97+1.85
CNN-VAE | 94.98 +0.65 | 92.54 +1.67 | 95.29 + 1.00 | 93.37 + 1.22

Table 4. The experimental results under

SVM classification algorithm

Accuracy Recall Precision F1-Score
w2v-avg 86.51 +£3.18 | 87.61 +£3.08 |88.68 +2.83 |87.58 +3.27
CNN-AE 90.00+1.64 [90.94+1.48 |90.104+2.98 |90.64 £ 1.55
CNN-VAE | 93.30 +2.63 | 93.90 + 2.08 | 94.29 + 1.90 | 93.83 + 1.99
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the real distribution. In conclusion, the VAE text feature representation model
based on CNN is effective and feasible.

5 Conclusion

Text feature representation plays a significant role in the field of NLP as the
first step of machine recognition of natural language, which extracts the features
of the text to express semantic information contained in the text. With the
improvement of hardware performance, deep learning and neural network devel-
opment, text representation has a leap forward development. At the same time,
the increasing number of Internet users produces a large number of unstructured
text data. How to employ NLP technology to analyze and process huge text data
has become the current research hotspot. Therefore, this paper proposes a text
feature representation model based on CNN-VAE, which is a feature represen-
tation method from word vector to text vector. On the one hand, the model
applies CNN to extract the features of the text vector as the text representa-
tion, so as to better extract the semantics between words. On the other hand,
the model uses VAE instead of AE to make the text feature space better fit
the Gaussian distribution, so that the semantic information is more consistent
with the real distribution. In order to verify the performance of the model, the
proposed model is compared with w2v-avg and CNN-AE. Experimental results
show that the proposed model has better performance in KNN, RF and SVM
classification. There are four levels of language structure including document,
paragraph, sentence and word in NLP. This paper only involves two different
levels of text vector representation and attention should be paid to different
levels of language structure in the future.
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Abstract. Generative automatic summarization is a basic problem in
natural language processing. We propose a cross-language generative
automatic summarization model. Unlike the traditional methods that
have to go through machine translation, our model can directly generate
a text summary of another language from a text body in one language.
We use the RNNLM(Recurrent Neural Network based Language Model)
structure to pre-train word vectors to obtain semantic information in
different languages. We combined the Soft Attention mechanism in the
Seq2Seq model, using Chinese, Korean and English to build a parallel
corpus to train the model, thereby, cross-language automatic summa-
rization can be achieved without the help of machine translation tech-
nology. Experiments show that the improvement of our proposed model
on ROUGE-1, ROUGE-2 and ROUGE-L indicators reached 6%, 2.46%,
and 5.13%, respectively. The experimental effect is friendly.

Keywords: Automatic summarization - Abstractive - Word vector -
Cross-language

1 Introduction

A text abstract usually refers to a text that covers the main information of
the original text, which mainly generated by summarizing and condensing the
information from the original document. The text abstract not only can save
readers a lot of reading time, but also plays the role of information compres-
sion for the length is greatly reduced compared with the original document. For
the first time in 1958, Luhn proposed using computers to automatically gener-
ate abstracts of texts [12]. Compared with manual abstract writing, automatic
abstract technology can greatly improve the efficiency of abstract writing, so
it has attracted wide attention in natural language processing [6]. At present,
automatic generation of abstracts can be divided into two categories, extrac-
tion and production, according to the way of generation. Abstract extraction
is generally to extract the sentence containing the main information from the
original text to produce abstract text, so it is also called sentence extraction.
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This kind of method usually uses TextRank [13] and LexRank [4] algorithms to
extract summary sentences. And both algorithms are iteratively calculated on
topology graph based on PageRank [7] algorithm. The method extracts complete
sentences from original text by segment, so a large amount of redundant infor-
mation is hard to be eliminated, and the generated abstract is generally lack of
coherence and usually has poor readability. Generative abstract is characterized
by the fact that the sentences in the abstract are not from the original text.
They are new sentences that are re-refined, mainly based on the deep learning
method of the Seq2Seq(sequence-to-sequence) model [5]. Generative abstract has
attracted more attention due to the abstract generated has the advantages of
short length, low redundancy and strong generality of sentences [14,16,17,19].

The traditional method of automatically generating abstracts across lan-
guages is mainly based on machine language translation technology, which trans-
lates the source language into the target language, and then generates the
abstract for the text of the target language; or first generates the abstract for
the source language text, and then translates it into the target language [21].
Bahdanau et al. proposed the simultaneous translation and alignment using the
attention mechanism method, which effectively improved the quality of trans-
lation and confirmed its great improvement effect in sequence learning tasks
[3]. With parallel corpus, using Seq2seq model combined with attention mecha-
nism, and using RNNLM pre-trained word vectors, a cross-language automatic
summarization method that does not require a machine translation process is
proposed.

2 Combined RNNLM Generative Summary

Mikolov et al. introduced recurrent neural networks into the establishment of
language model [11], which can store historical information in hidden states. A
structure diagram of the generated RNNLM (Recurrent Neural Network based
Language Model), RNNLM is shown in Fig. 1.

INPUT(®) OUTPUT(®)
W, Y

CONTEXT(t)

S

CONTEXT(t-1)

Fig. 1. RNNLM structure
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s(t) = f(U-w(t) + W -s(t—1)) (1)
y(t) = g(V - s(t)) (2)
fla) = Hlem (3)

Q(Zm) = W (4)

where f is the sigmoid activation function and g is the softmax function for
converting the vector y(t) of the output layer to the corresponding probability
distribution. U and W represent the input layer to the hidden layer weight
matrix, V' the hidden layer to the output layer weight matrix. The w(t) here
represents a specific word for a sequence in the corpus w(l),...,w(t — 1), w(t),
and the corresponding target words need to be predicted by RNNLM model. A
maximum likelihood function L required for this model is:

L = P(wt|wy, ..oywe—q) (5)

The sequence model proposed in this paper consists of Bi-LSTM and LSTM
two cyclic neural networks: Bi-LSTM [1] is responsible for encoding the input
sequence, called Encoder, and LSTM [2] is responsible for decoding the target
sequence, called Decoder. The efficiency of the Seq2Seq model can be improved in
the framework of “encoder-decoder” by adding Attention model [18] to the cod-
ing end to carry out a reasonable weighted transformation of the input sequence
data.

The input sequence is recorded as z, target sequence as y,T represents the
output time series size, y1 : t — 1 represents the output corresponding to the first
t — 1 time points. The automatic summary problem is regarded as a conditional
language model, and the purpose of the model is to maximize the probability of
generating the whole target summary sentence under the condition of original
input text.

T
P(ylz) = Zloyp(ytwl:tflam) (6)

t=1
Based on the traditional training of Seq2Seq-based generative summary
model, the initial value of word vector is replaced from random value to value
which carrying semantic information. The training of the model will converge
faster, and relatively good performance can be achieved with less training times.
However, the Seq2Seq framework has inevitable defects. The encoding and
decoding are connected by a fixed length semantic vector C', and the encoder
wants to compress the information of the whole sequence into the C, so it can not
fully represent the information of the whole sequence. The information carried in
the previous input content will be diluted by the later information, the longer the
input sequence deteriorates more seriously, resulting in incomplete information
coverage and reduced accuracy when decoding. Hence, the attention mechanism
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is of great significance in sequence learning tasks. The generative summary model
in this paper combines the attention mechanism based on RNNLM. The detailed
structure of the model is shown in Fig. 2.

Decoder

Encoder

l RNNLM Word embedding l

Fig. 2. Generative summary model based on RNNLM and attention mechanism

The first layer is the input layer, the second is the word embedding layer, the
third is the hidden layer, and the fourth is the output layer. An intermediate
vector Ct is a semantic vector containing attention information from the input.
The initial value of the word embedding layer is composed of RNNLM pre-trained
word vectors, and the Encoder part uses the semantic vectors of the text using
the Attention mechanism. All the work flow of the model is as follows: the word
embedding layer first converts the input word sequence into the corresponding
vector sequence to the encoder Bi-LSTM, which receives the vector sequence
passed by the word embedding layer and generates the output and gives it to
the next layer of the model. Attention mechanism receives the output of the
encoder, calculates the attention size of each step input, and then weighted
summation to obtain the semantic vector Ct. of the whole text. The Attention
mechanism receives the output of the encoder, calculates the attention size of
each step input, and then obtains the semantic vector Ct. of the whole text by
weighting sums. Decoder part uses LSTM to output the term items predicted
at the current moment according to the Y (¢ — 1) of the output with the hidden
state S(¢ — 1) and the current intermediate vector.

During the training stage, the input and output give the word sequence of
the text of the model and the word sequence of the abstract, respectively. The
model uses the Dropout mechanism [20] and the gradient clipping mechanism
[15] to prevent overfitting and gradient explosion phenomena. Compared with
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the traditional model of random initialization word vector, the proposed model
will have better performance under the same training times.

3 Translanguage Generative Abstract Method

A summary sequence can be generated for a text sequence when the Seq2Seq
model is used for a text abstract task. The mapping relationship between one
language and another can be well captured by the model. Therefore, the model
can generate a summary sequence of another language for the text sequence
of one language, and realize automatic summary across languages without using
machine translation technology. In Seq2Seq-based machine translation, the train-
ing data consists of the original text and the translation pairs, which requires a
large number of original text-translation pairs to train Seq2Seq models. In the
cross-language automatic summary method proposed in this paper, the train-
ing data not only needs text and summary to be composed in pairs, but also
requires them to come from different languages which have the same mean-
ing. Therefore, we need to use parallel documents to build text (one language) -
abstract (another language) pairs for automated abstracts across languages. The
parallel documents are shown in Fig. 3.

DOC Text Summary

#5 )4 T(transposon) & KE 41 1 1) — Bt — 5 (K FE IDNA

B, T F1 SHAR B0 % e 1 R, .
X fi % 7 14 DNA §%
SR H [ 4 . T HE) .
Al T 5 1
WS, 7 E A1 7 HE - Sample Text Summary
. . |
Ve ST DI Transposon is a DNA sequence with a certain
length in the genome. DNA transposons are
Transposon is a DNA sequence with a certain length in transposable elements which can move within their
the genome. DNA transposons are transposableelements host genomes by changing their insertional positions
which can move within their host genomes by changing their R in a process called transposition. The transposition
Overview of fish English-Chinese
insertional positions in a process called transposition. The can efficiently mediate by its transposase on "
DNA  transposon
B | transposition can efficiently mediate by its transposase cut-paste " approach. The strategy based on | ELi
discovery and into
on “cut-paste” approach. The strategy based on transposon transposon insertional - mutagenesis  will be an
X application N X
insertional mutagenesis will be an extremely powerful tool extremely powerful tool for trapping the target genes
for trapping the target genes that control important trait in that control important trait in fish species.
fish. Aol 1 Ak(transposon) ¥t %17 @
o] 1A (transposon) & 2
©]§ #4 DNA
Korean-Chinese
c do] Qlzke] W)
8

language abstracts

The documents A, document B and document C in Fig. 3 are a set of parallel
documents in different languages, but the meaning of the body part and the
abstract part is consistent. When training the cross-language automatic abstract
model of English-Chinese, we should use the text part of the document B and
the summary part of the document A to form the text-abstract pair. A sample
of training data across language automated summaries is shown in Fig. 4.

The proposed cross-language automatic summary processing flow is described
as follows:First, the training corpus of cross-language automatic summary is
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constructed using parallel documents. The Sample training data is shown in
Figs.3 and 4. Secondly, the corpus of input language is preprocessed at the
beginning, and the dictionary is constructed for the corpus of output language.
Then, the LSTM-based Seq2Seq model is trained using the constructed cross-
language automatic abstract corpus. Finally, a large number of cross-language
body (source language)-abstract (target language) pairs are constructed through
parallel documents, which are used to train the Seq2Seq model of automatic
summary across languages, so that the model has the ability to generate target
language summary for source language text. Through training, the model not
only has the ability of abstract, but also establishes the mapping relationship
between the source language text and the target language summary text. It
completes the abstract task and also has the function of translation

4 Experimental Results and Analysis

4.1 Experimental Setup

The corpus used in this experiment come from a project commissioned by Yan-
bian Science and Technology Information Service Center, China and South Korea
Science and Technology Information processing Comprehensive platform. In the
early stage of the project, more than 30000 parallel scientific and technological
literature abstracts and titles of China, Britain and Korea have been collected
in three fields: ocean, aviation and biology. The preprocessing of experimental
corpus mainly includes the following steps:

(1) Chinese corpus: We first remove non-native words (unknowns and symbols),
numerals and English. Then, we found that the deactivation words had a
great effect on the fluency and semantic representation of the statements,
so the deactivation words were not removed. Finally, the word segmenta-
tion tool used in this paper is the stutter word segmentation kit, and the
preprocessed Chinese language corpus is the pure Chinese character corpus.

(2) English corpus: First, the English text is word segmentation, and then all
the uppercase letters in the generated string are converted to lowercase
letters. Because Snow and snow are the same meaning, so they can not be
considered two words. Finally, the words and some special symbols of non-
pure letters are removed, so that the corpus is all English text. A NLTK
word segmentation tool is used to do this task.

(3) Korean language corpus: We remove the foreign language words, symbols
and numbers from the corpus, and retain the Korean words after using the
Korean language participle to the Korean language corpus. A konlpy kit is
used for word segmentation in this experiment.

After removing the blank text and some missing text in the corpus, it is
divided into training set, validation set and test set according to the ratio of
8:1:1, as shown in Table 1.
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Table 1. Corpus statistics for experiments

Language | Statistical data

Train | Verification | Test
Chinese | 24489 | 3061 3062
English | 24489 | 3061 3062
Korean 24489 | 3061 3062

4.2 Model Training

Our experiments were conducted on the Chinese data set. First, we conducted
experiments on the batch size and epoch of the Seq2Seq model to determine the
optimal choice of parameters. The experiments are carried out on the Chinese
dataset. The epoch is set to 20 and iterated 20 times on the Chinese training set
with different batch size, as well as keeping the rest parameters consistent. After
the model is trained, we do experiments on Chinese test set and use ROUGE
to evaluate the model performance, which is widely used in summary tasks and
is a recognized evaluation standard [8]. This method was proposed by ISI Chin-
Yew Lin in 2004. It is divided into five evaluation indexes, namely ROUGE-N,
ROUGE-L,ROUGE-W,ROUGE-S,ROUGE-SU, each index should be calculated
separately for P (precision, accuracy), R (recall) and F' (Table 2).

Table 2. Results of different evaluation index for different batch size

Batch size  ROUGE-1, ROUGE-2, ROUGE-LF value in evaluation index (%)
ROUGE-1 ROUGE -2 | ROUGE-L | Time
1 — — — 10.4h
16 15.85 2.28 14.85 4996.69 s
32 16.82 2.77 15.71 3883.33s
64 16.91 2.85 15.77 3363.08 s
128 16.3 2.62 15.34 3225.428
256 14.29 2.25 13.58 3260.15s
512 9.66 1.45 9.34 3235.47s
1024 9.78 0.86 9.66 3098.40s
2048 Memory error

According to the data in the table, this paper sets the value of batch size
to 64. The experiment is carried out with different epoch under the condition
that the other parameters are the same, and the experiment is carried out on
the training set and the verification set. In Fig. 5, since each step of the Seq2Seq
model at the output end is a multi-classification task, the training results of the
model can be measured by accuracy. The horizontal axis represents the number
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of iterations on the training set epoch, the vertical axis represents the accuracy
and the value of the cross entropy of the loss (loss function). The curves with
square and triangle represent the accuracy of the model on the training set, the
test set; and the curves with round and cross represent the loss values of the
model on the training set, the test set, according to the order from bottom to
top. When the epoch value is too large, the model is easy to overfit, and the
epoch value is too small, the model will be in the underfitting state. It can be
seen that when epoch =15, the model has the highest accuracy and the smallest
loss on the verification set. At this point, the model reaches the best state, so
the value epoch in the experiment in this paper is set to 15.

Accuracy and Loss (LSTM-LSTM_80_batch_64)

2.5

2.0 4

—- Train Accuracy
—A— Vvalidation Accuracy
—@-— Train Loss

—< Validation Loss

1.5

1.0

0.5+
__‘___,_———A—A—.'.'_—___—
— L 'S
001 T T T T T T T T
0 10 20 30 40 50 60 70 80

Fig. 5. Results of different epoch experiments

4.3 Analysis of Experimental Results

Compared to the baseline - traditional Seq2Seq, this paper sets up different
methods for experiments. The experimental results of the model on the test set
are shown in Table 3.

Table 3. Automatically summarise experimental results for across languages

Model ROUGE-1, ROUGE-2, ROUGE-LF value in evaluation index (%)
ROUGE-1 | ROUGE-2 | ROUGE-L

Seq2Seq 23.88 4.71 20.34

Seq2Seq+Attention 26.57 6.71 20.57

word2vec(fine- 24.58 5.22 18.98

tuning)+Seq2Seq+Attention

RNNLM(fine- 32.57 9.17 25.7

tuning)+Seq2Seq+Attention
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In Table 3, Seq2Seq is the baseline model and the initial values of word vectors
are all random values. Seq2Seq Attention, the Attention mechanism is introduced
in the Seq2Seq model, and the initial value of the word vector is also the ran-
dom value. w2v (fine-tuning) refers to the word vector is no longer a randomly
initialized value, but a word vector obtained after training on the training set
with Word2Vec [10], and the word vector continues to adjust the parameters as
the abstract model is trained. RNNLM (fine-tuning) refers to the initial value of
a word vector RNNLM trained on a training set. To be fair, both Word2Vec and
RNNLM iterate five times on the training set when training word vectors [9].

We can see from the experimental results that the Seq2Seq Attention model
has higher indicators on ROUGE-1,ROUGE-2 and ROUGE-L than the Seq2Seq
model. The fine-tuning Seq2Seq Attention model scores lower on all three
ROUGE indicators than the Seq2Seq Attention model, and the fine-tuning model
scores the highest on all three ROUGE indicators. On the basis of the Seq2Seq
Attention model, the use of Word2Vec pre-trained word vectors does not have a
lifting effect on the original model, makes the performance of the model decline
a little, while the use of RNNLM pre-trained word vectors has a significant
improvement effect on the model.

The experimental results show that the Seq2Seq model with the Attention
mechanism is better than the traditional Seq2Seq model in the automatic sum-
mary task. Since the mechanism scans the input word sequence once when each
word is generated at the decoding end, then calculates the contribution of each
input word to the current word to be generated. The trained model learns the
input pertinently and associates each item in the output sequence with the input
sequence. Therefore, the original Seq2Seq model with the Attention mechanism
works well.

On the other hand, the experimental results also show that RNNLM pre-
trained word vector can promote the model, and is better than Word2Vec pre-
trained word vector. By using the word vector obtained from upstream task
training to help the summary model in the downstream automatic summary
task, this is actually a process of transfer learning. In transfer learning, it is best
to have common parts or similarities between upstream task and downstream
task, so that the knowledge learned by upstream task can promote downstream
task. Since the Seq2Seq model is actually a language model when generating
abstracts at the output, and the RNNLM model is a language model based on
recurrent neural networks, the word vectors learned by the upstream RNNLM
can promote the downstream abstract model. In Word2Vec, there is no similarity
between CBOW and Skip-gram models in the process of using context to predict
the current word and using current word to predict the context of the word.
The abstract and reference abstract generated by the proposed cross-linguistic
automatic summary method in this paper are semantically close, so it shows
that this method is effective (Fig.6).
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Fig. 6. Examples of automatic summarization across languages

5 Conclusion and Future Work

This paper proposes a cross-linguistic automatic abstract method. The word vec-
tor is pre-trained based on the RNNLM model and then the attention mechanism
is introduced based on the Seq2Seq framework. In the coding and decoding end,
the text-abstract is trained by using the short text of the scientific and techno-
logical literature on Chinese, Korean and English languages, so that the text of
one language can be the abstract to another directly. The experimental results
show that the proposed method achieves 6%, 2.46% and 5.13% improvement in
ROUGE-1,ROUGE-2 and ROUGE-L indicators on the cross-language automatic
summary task under the same training times. In the case of no use of machine
translation, it is also good to complete the cross-language automatic summary
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task. Since text and abstract are a unique one-to-one correspondence in the text
abstract task. Training this unique correspondence requires large-scale training
corpus, so the next step of this paper needs to collect more text-summary pairs
to expand the training data. At the same time, because the corpus used in this
experiment is short text, the effect of the system to generate long text abstracts
needs to be verified, so in the next step, it is necessary to collect long text corpus
to improve the ability of model processing long text.

Acknowledgements. This work was supported by the National Language Commis-
sion Scientific Research Project (YB135-76); Yanbian University Foreign Language and
Literature First-Class Subject Construction Project (18YLPY13).
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Abstract. Keyword extraction is a fundamental task of text mining, so extracting
high-quality keywords is of great significance. Typical keyword extraction algo-
rithms usually rely on the statistical features, but lack of the semantic information.
At the same time, the supervised keyword extraction algorithms rely too much on
sample labeling. Therefore, in this paper, an unsupervised keyword extraction
algorithm based on multi-dimensional features called MDFKE is proposed, which
combines statistical features, external knowledge-based features and semantic
features. MDFKE mainly studies the semantic information of candidate keywords.
LDA model is used to obtain text topic, and Word2vec word embedding is used to
generate word vectors. Based on these, the similarity between candidate keyword
and text topic is quantified as semantic feature. Nine specific features are extracted
from five aspects: term frequency, length, position, external knowledge base, and
semantics. Finally, this paper clusters on feature vectors to obtain the final key-
word set. The experiment turns out that, compared with traditional keyword
extraction algorithms based on statistical features, MDFKE can significantly
improve extraction performance, and can also make up for the shortage of
supervised learning overly relying on labels.

Keywords: Keyword extraction + Multi-dimensional features * Text topic *
Semantic feature

1 Introduction

Keyword extraction is widely used in many applications, such as document retrieval,
text summary [1], and text classification [2], and has always been a research hotspot in
NLP. Researchers have proposed many supervised and unsupervised KE methods.
The supervised method treats keyword extraction as a binary classification problem,
and uses the learned classification model to determine whether the candidate keyword
is a keyword. Training datasets are not easy to obtain and the labeling cost is very high.
As an unsupervised learning method, clustering does not require labeling in advance.
The traditional unsupervised keyword extraction algorithm including TF-IDF and
TextRank ranks the importance of each candidate keyword. TF-IDF method ranks
importance according to term frequency and inverse document frequency while Tex-
tRank is based on word co-occurrence [3]. On the basis of traditional algorithms,
research in recent years has gradually introduced more dimensional features to describe
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the information of words as much as possible. In [4], the authors pay attention to
complex network structure characteristics of word graphs to compensate for the limi-
tations of TextRank refering to local co-occurrence relationship among text words.
Literature[5] uses a combination of TF-IDF and TextRank algorithms to extract key-
words from the text by constructing a word graph model, calculating word frequency
and inverse document frequency and considering the weight of title position. In
addition, the YAKE [6] algorithm proposed in 2016 comprehensively considers term
frequency, length, position and other statistical information, but the evaluation algo-
rithm relies on expert experience. At the same time, the algorithm lacks the consid-
eration of semantic information, which is the common shortcoming of most research
including traditional keyword extraction algorithms. Therefore, this article focuses on
combining the semantic features of the text topic relevance of words with traditional
statistical features to construct a new keyword extraction algorithm.

In this paper, an unsupervised keyword extraction algorithm based on multi-
dimensional features (MDFKE) is studied. Nine features are selected from term fre-
quency, length, position, external knowledge base, and semantics. Based on LDA and
Word2vec, the relationship between candidate keyword and text topic is quantified as
semantic feature. Finally, K-Means is used for unsupervised keyword extraction.

This paper is organized as follows. In Sect. 2, some related work is discussed. In
Sect. 3, MDFKE algorithm is introduced. In Sect. 4, the experimental setup and results
are described. Finally, in Sect. 5, the final conclusion is presented.

2 Related Work

2.1 Topic Model

Topic model [7] is a clustering model that mines the implicit semantic structure of the
corpus in an unsupervised learning manner. The topic model is composed of three
dimensions: document, topic and word. Each word of a text is obtained through a
process of “selecting a certain topic with a certain probability and selecting a certain
word from this topic with a certain probability”.

At present, mature topic models include Probabilistic Latent Semantic Analysis
(PLSA or PLSI) [8] and Latent Dirichlet Allocation (LDA) [9]. Both are improvements
to Latent Semantic Indexing (LSI). LSI maps documents from a high-dimensional
vector space to a low-dimensional latent semantic space, but it cannot provide a clear
semantic interpretation. PLSA introduces probability and enhances the matching
relationship between potential topics and vocabulary documents. Based on PLSA,
LDA introduces a polynomial conjugate prior distribution Dirichlet to enrich the
parameters.

In the field of NLP, more and more studies tend to use the LDA topic model to
enrich the text representation. Literature[10] proposes a semantic Web service dis-
covery method based on LDA clustering, which can supplement the semantic infor-
mation of the text.
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This paper obtains text topic by LDA, and uses the similarity between candidate
keyword and text topic as the semantic feature. The topic words of the text are used as
the initial clustering centers for iterative convergence to obtain the final keyword set.

2.2 Feature-Driven Keyword Extraction

Feature extraction is one key step in the keyword extraction process. The purpose is to
select some features that distinguish keywords and non-keywords as well as possible.

Frank [11] for the first time regarded the keyword extraction as a binary classification
problem, using TFIDF and relative position as features, and proposed a KEA algorithm
based on the Naive Bayes model. The algorithm proposed by Aquino [12] involves 20
attributes such as the term frequency, the first occurrence position, the last occurrence
position, and whether it is a proper noun. In [13] it is proved that the words usually used as
Wikipedia entries are more likely to be keywords. Literature [14] uses sequence pattern
mining algorithms to generate candidate keywords, and then uses different classification
algorithms to extract keywords. However, as a supervised learning, binary classification
depends on the result of labeling and the labeling process is subjective.

Keywords should be as consistent as possible with the topic of the text, so this
paper proposes semantic features to quantify the relevance of words to the topic of the
text. A clustering algorithm combining statistical features, linguistic features, and
semantic features is used to generate the final keyword set.

3 Text Keyword Extraction Based on Multi-dimensional
Features

Text preprocessing
T
e Part-of-speech
Dataset | Text spliting, n-gram filtering, N
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N taaain filtering Word frequency
\\/_\ 290 filtering
[ — Word2vec Word embedding | >
c Text tokenizing, Stopwords model vector |
Orpus =  part-of-speech -
~N tagging filtering LDA topic Topic words ! L
N Y model I
Keyword generation Feature extraction

Term frequency
feature
Length feature
Keyword Clustering H

Position feature

External knowledge-
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Fig. 1. Flow chart of MDFKE
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Some existing KE algorithms only use statistical features for binary classification
learning, ignoring the correlation between keyword and topic, and relying heavily on
sample labeling. This paper combines statistical features, external knowledge-based
features and semantic features, and proposes an unsupervised keyword extraction
method (MDFKE). The method is composed of three parts: text preprocessing, feature
extraction and cluster-based keyword extraction. Figure 1 shows the overall process.

3.1 Text Preprocessing

The first goal of text preprocessing is to obtain candidate keywords which may be
composed of multiple words. The process of generating candidate keywords is as
follows:

(1) Use stopwords and symbols as separators to split text and mark the part-of- speech
of each word.

(2) Use n-gram filtering to obtain all n-gram word sequences (n < 3).

(3) Use part-of-speech filtering to preserve noun phrases and adjective phrases.

(4) Use word-frequency filtering to keep phrases with higher frequency.

Another purpose of text preprocessing is to obtain text topic. LDA model assumes
that each document is composed of multiple topics and each topic is a probability
distribution on the set of words. The probability graph model of LDA is shown in
Fig. 2.

210021105 Crim OO,

M

Fig. 2. LDA model diagram

The joint probability in LDA model is as (1):

P(0,2,wla, ) = P(02) [T, Pzl 0)P(w]z, B) (1)

The document-topic distribution 6 and topic-word distribution ¢ are both polynomial
distributions. o is the Dirichlet prior parameter of 6, and B is the Dirichlet prior
parameter of ¢. EM algorithm and Gibbs sampling are two algorithms to solve the
LDA model. EM algorithm is used to estimate the maximum likelihood of parameters
in a probability model that depends on unobservable implicit variables, but the entire
process is complicated and slow. At present, a more concise and fast Gibbs sampling is
widely used in practice. The number of topics needs to be specified in advance.
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The document-topic and topic-word distribution are obtained after training. This
paper defines the concept of the topic importance P_T(wj|d) to characterize the
probability that the word w is the topic word of document d. The calculation formula is
as (2):

T

P_T(wld) = S0 POwle) + P(sld) 2)
Here, P(1;|d) is the probability that document d belongs to topic #;, and P(wj|t;) is the
probability that word w; belongs to topic #;. The k words with the largest topic impor-

tance value are selected as topic word set of the text recorded as V = {vy,v,,...» }. In
addition, the importance set matching V is recorded as P = {p1,p2, .. .pi}

3.2 Feature Extraction

Table 1. Feature type and description

Num | Definition Abbreviation | Type

1 Term frequency and inverse TFIDF Term-frequency feature
document frequency

2 Document maximum phrase index DMPI

3 Word length WL Length feature

4 Average sentence length ASL

5 Position span SPAN Position feature

6 Whether it exists in the title EIT

7 Keyword degree KD External knowledge-

8 Whether it exists in the domain EIDD based feature
dictionary

9 Distance between it and the topic of TS Semantic feature
article

Keywords should reflect the topic of the text and the importance of the word. Statistical
features show the position and frequency of terms in the text, and external knowledge-
base features show the importance of the word out of the text. In addition, semantic
feature is proposed to describe the similarity between candidate keyword and text topic.
9 specific features are introduced to describe the importance of keywords (Table 1).

Term-Frequency Feature

Term frequency refers to the frequency of words or phrases appearing in a given
document. It is generally believed that the higher the term frequency, the higher its
importance. TFIDF combines term frequency and inverse document frequency to
measure the importance of candidate keywords. Document Maximum Phrase Index
(DMPI) [15] is extended by term frequency and characterizes the overlap of candidate
keywords.
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d

DMPI(w,d) = 1 — max 104 (3)

sesup(w,d)f(w, d)

sup(w, d) is the set of phrases in the document d that contains the word w. f(w, d) is the
number of times the word w appears in the document d.

Length Feature

The length feature refers to the length of the candidate keyword itself and the sentence
in which it is located. Word length (WL) refers to the number of words contained in the
candidate keywords. Because the length of the keyword is usually less than or equal to
3, WL has a good distinction. Average sentence length (ASL) refers to the average
number of words of all sentences containing candidate keywords. It is generally
considered that the longer the sentence where the candidate keyword is located, the
greater the likelihood that it becomes a keyword.

Position Feature

Keywords often appear in certain important positions, such as the beginning of a
document and the beginning of a paragraph. In this paper, SPAN and EIT are used as
position features. SPAN considers the difference between the first and last occurrence
of word in a text. EIT indicates whether it appears in the title.

SPAN(w,d) = LP(w, d) — FP(w, d) (4)

FP (w, d) is the relative position of the first occurrence, and LP (w, d) is the relative
position of the last occurrence. The candidate keywords that appear in the title are
usually more likely to be keywords. If the candidate keyword appears in the title as a
whole, EIT is 1, the partial occurrence is 0.5, and the non-appearance is O.

External Knowledge-Based Feature

This article uses external knowledge-based features to characterize the importance of
candidate keywords. Keyword degree (KD) [16] is the frequency of candidate key-
words as keywords in a given corpus. The candidate keywords that can be queried in
the domain dictionary are more important [17]. The open Chinese thesaurus launched
by Tsinghua University contains dictionaries in IT, finance and other fields. If the
candidate keyword appears in the domain dictionary as a whole, EIDD is 1, the partial
occurrence is 0.5, and the non-appearance is O.

Semantic Feature

Semantic feature is one key point of this paper. In this paper, LDA is used to obtain text
topic. Word2vec is used to train a distributed representation of the words to use a low-
dimensional and dense vector to represent the words, so that the word similarity
involving contextual semantic information can be calculated. The distance between
candidate keyword and topic is used as semantic feature. The smaller the distance, the
greater the similarity and the closer the candidate keyword are to the text topic.
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The candidate keywords are n-gram word sequences, n < 3. The distance between
word sequence and topic is the average of the distances between each word and topic in
the sequence. The calculation formula of the semantic feature TS(w, V) is as (5):

TS(w,V) = M (5)

k .
. pi x dis(w;, v;
Dis(ouy, v) — P i) (6)

3
Zj:l Dj

Dis(w;, V) is the distance between the i-th word in the candidate keyword and text
topic. v; is the j-th component of topic word set V, that is, the j-th topic word. The
cosine distance between the word vector of w; and v; based on Word2vec is dis(w;, v;).
p; is the topic importance of v; as weight or probability.

3.3 Cluster-Based Keyword Extraction

Supervised keyword extraction needs to label samples in advance, and the classification
performance depends heavily on labeling accuracy. The clustering is unsupervised, so
this paper uses the classic K-Means clustering algorithm which uses the k topic words
as initial clustering centers, and calculates the distance between each candidate key-
word and each clustering center based on multi-dimensional features. Based on the
initial clustering center, the Euclidean distance between each candidate keyword and
each clustering center is calculated, and then each candidate keyword is assigned to the
nearest cluster to obtain k clusters {S1,S,,...,5}.

dis(vi, ¢j) = \/(Vi,l — 1) ot (via = ca)” = \/Zf_l (ie—c)® (D)

vi, represents the t-th attribute of the i-th feature vector v;; ¢;; represents the t-th
attribute of the cluster center of the j-th cluster ¢;. m is the number of all candidate
keywords in the text, and k is the number of cluster centers. Here, i € [1,m],j € [1,k].
The goal of clustering is to get the division that can minimize the distance between
each cluster center and the objects in this cluster. The objective function is as (8):

J = argmin Z;;l Zjn:l dis(vi, cj) (8)

If the objective function does not meet the convergence criterion, the members in the
cluster are updated repeatedly until the final clustering partition is reached. The final
clustering centers correspond to the final keywords of the text.
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4 Experiments

4.1 Datasets and Evaluation Indicators

Taking into account the reality that vocabulary are huge, this paper selects the com-
puter field as a smaller research area to verify the results and performance of the
algorithm. This article collects the latest academic papers in the computer field, and
selects the title, abstract and keywords as the experimental data. The experimental data
set contains 1,250 academic articles and 6,149 keywords provided by the author.

In order to evaluate the performance of MDFKE, the dataset contains the keywords
marked in advance. This paper calculates the precision rate P, recall rate R and F1 value
by comparing the keywords obtained by MDFKE with those provided keywords. P is
“the number of correct predictions in the data predicted as keywords”. R is “the number
of correct predictions in the data that are truly keywords™ (Table 2).

Table 2. Parameters required for evaluation indicators

Actual value | Predictive value

Non-keyword | Keyword

Non-keyword | TN FP
Keyword FN TP
TP
P= TPy FP ©)
TP
R=—7r—+ (10)
TP+ FN
2xPxR
ploc xR (11)
P+R

F1 score is the reconciled average of precision and recall. Only when both Precision
and Recall are very high, the F1 score will be high. If one of them is very low, the
harmonic average will be pulled close to that very low number.

4.2 Experiment Settings

The LTP tool of Harbin Institute of Technology is used to segment the Chinese text and
tag the part-of-speech of each word in text preprocessing. First of all, this paper splits
text and marks part-of-speech of each word, then uses n-gram model to obtain n-gram
word sequences, and performs part-of-speech filtering and term frequency filtering.
However, the term frequency is not easy to display here, so Table 3 shows the candidate
keywords initially obtained after part-of-speech filtering of two sample sentences.
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Table 3. Examples of candidate keywords after part-of-speech filtering

Raw text Candidate keywords
n=1 n=2 n=3
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WHRMRRA PEMRSEHIARIE 2K
RIFRILRE ) FIERESIE RE
B o JZ A R OUARF
fiE P 32K

THEEHLAL RS A, A5t B Y
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Uy SRR BB AR S H
EE RS EA PEAT

iz

The word embedding model used in this paper is the skip-gram model of
Word2vec, which uses the default parameters for training. The corpus used for training
Word2vec is full text of the academic journal papers collected in this paper. The
training of LDA and the training of the classification and clustering model respectively
use the topic model toolkit genism and the machine learning module sklearn based on
python.

4.3 Experiment Results

Through feature extraction, this paper extracts 9 specific features in five aspects: term
frequency, length, position, external knowledge base, and semantics. K-Means clus-
tering uses k topic words acquired based on LDA as the initial clustering centers to
obtain the final keyword set.

Table 4. Comparison of results for different k

k | Precision | Recall | F1

310.39 0.65 |0.49
41042 0.63 |0.50
51045 0.61 |0.52
60.48 0.54 10.51
710.51 0.47 10.49
810.52 0.45 |0.48
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In order to verify the performance of MDFKE, this paper conducts a comparative
test for different number of keywords k in the range of 3 to 8. Precision is “the number
of correct predictions in the data predicted as keywords” and recall is “the number of
correct predictions in the data that are truly keywords”. Therefore, Table 4 and Fig. 3
show that as k increases, recall continues to decrease and precision continues to
increase. However, the F1 score, as the reconciled average of precision and recall, can
better reflect the performance of the algorithm. F1 score increases first and then
decreases, and the method performs best when k is 5.

—#— Precision
—©— Recall
F1

0.9

0.8

0.7

=0
06 ~_

05 P
. ——
04 3 -

0.3
0.2

0.1

Fig. 3. Comparison of results for different k

MDFKE combines statistical features with external knowledge-based features and
semantic features. Table 5 shows that MDFKE is significantly better than classic
keyword extraction algorithms, such as TFIDF, TextRank, and YAKE.

Table 5. Comparison of different keyword extraction algorithms

Num | Algorithm Precision | Recall | F1

1 TFIDF 0.33 0.43 ]0.37
2 TextRank 0.28 035 0.31
3 YAKE 0.39 0.48 043
4 MDFKE(NO-TS) | 0.42 0.50 |0.46
5 MDFKE 0.45 0.61 ]0.52
6 MDFKE(SVM) |0.47 0.63 |0.54
7 MDFKE(NB) 0.47 0.65 |0.55
8 MDFKE(DT) 0.45 0.64 |0.53
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Row 4 and 5 in Table 5 are the comparative experiments after removing and retaining
the semantic feature in MDFKE. The experiment proves that after adding semantic fea-
tures, keyword extraction performs better and F1 value is increased by 0.06. The
importance of semantic feature means that the words that are closer to the text topic are
more likely to become keywords.

In order to conduct a comparative experiment, this paper conducted a supervised
keyword extraction experiment based on multi-dimensional features and classification
algorithms (SVM, NB, DT). Comparing row 5-8 in Table 5, it is found that in the case
of labeling, the performance of the method using classification algorithm is slightly
better, but the advantage of clustering is that it is more suitable for the case of no
labeling, because labeling depends on expert experience and the cost of labeling is too
high.

This paper also conducts algorithm verification experiments on an English data set
which contains 1,300 academic articles and 6,450 keywords. This paper finds that the
performance of the algorithm on the English data set is slightly better than the per-
formance on the Chinese data set, because the F1 score of the former is 0.03 higher
than the latter. Therefore, it is inferred that this phenomenon may be caused by
improper word segmentation in the process of generating candidate words. We will
continue to study it in subsequent research.

5 Conclusion

This paper proposes a keyword extraction algorithm based on multi-dimensional fea-
tures. Combining term frequency, length, position, external knowledge-based and
semantic feature, MDFKE can describe word information more comprehensively and
better explain word importance. Semantic feature is defined as the similarity between
candidate keyword and text topic, emphasizing that keywords need to be close to the
text topic. The addition of semantic features increases the F1 value of the keyword
extraction algorithm by 0.06. In addition, the use of clustering algorithms for unsu-
pervised learning eliminates the deficiencies of supervised learning without labeling in
advance and the over-reliance of supervised learning on labeling.
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Abstract. The data sparseness problem in short text clustering will
causes low clustering performance. One solution is to enrich short text
according to the semantic relationship from external text corpus. A new
one is neural network based text representation learning which is word
embeddibngs. In this paper, we studied the methods of vector to rep-
resent a short text. But how to get a vector from word embeddings is
a challenge job. One way is average sum of vectors, but it ignores the
importance of the terms. TF-IDF weighted vectors is better way, but the
sparseness of terms makes the local IDF not sufficient. We proposed a
new method with TF-GIDF weighted vectors, which use global IDF to
conquer the shortcoming. The experiments are set up to compare the new
method with baselines and the results analysis shows that the proposed
method outperforms baselines significantly.

Keywords: Short text clustering + Word embeddings + Term
frequency - Inverse document frequency

1 Introduction

Nowadays the social media has generated vast quantities of information on the
internet, for example, such as Web search snippets, book and movie summaries,
product descriptions, and customer reviews. The clustering analysis on these
information is very important. Due to the data sparseness problem, under the
traditional Vector Space Model (VSM) and TF-IDF weight schema, the cluster-
ing performance is very low [10]. The reason is no enough word co-occurrence
between short texts. There have been several studies that attempted to overcome
the data sparseness problem. The solution is to enrich short text by a external
information resources to enhance the semantic relationship between documents,
for instance, by search engines [3], by Wordnet [6] and by Wikipedia [1]. These
researches have shown positive improvement.

Recently, deep neural networks and representation learning have led to new
ideas and many neural models for learning word representations have been pro-
posed. Inspired by the ideas, we studied the method of vector to represent a short
text. A short text can be represented by Bag Of Words (BOW) model and can
be mapped into a sequence of vectors by using word embeddings. Calculating a
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vector to present a short text is a key problem. The simple way is average sum
of vectors, but it ignores the importance of the terms. TF-IDF weighted sum
is a better choose, but the IDF weight can not catch enough importance of the
text due to term sparseness. To solve the problem, we proposed a new method
with global IDF derived from a large external text corpus. To demonstrate the
effectiveness of our method, we design experiments under two public datasets
ODP239 and Searchsnippets.

The rest of the paper is organized as follows. In Sect. 2, we briefly review
previous research works on neural network based text representation learning
methods. Section 3 introduces the Word2Vec, a model of neural network of word
embeddings. In Sect. 4, we study the methods of a vector to represent a short
text and propose a new method with TF-GIDF weighted sum. In Sect.5, we
design the experiments under two public datasets for comparative studies and
the results analysis. We give conclusions and future works in Sect. 6.

2 Related Work

Recently, deep neural networks and representation learning have led to new ideas
for solving the data sparseness problem, and many neural models for learning
word representations have been proposed [2,5,7-9]. The neural representation of
a word is called word embeddings and in form of a real valued vector. The word
embeddings enables us to measure word relatedness by simply using the distance
between two embedding vectors. With the pre-trained word embeddings, neural
networks demonstrate their great performance in many Natural Language Pro-
cessing(NLP) tasks. Several deep learning based methods, such as Word2Vec and
Doc2Vec, have been introduced to analyze text corpora [4]. According to these
methods once the model is trained over a representative corpus, it can be readily
used to analyze new text and find semantic constructs which can be useful for
automated taxonomy creation. Classical Word2Vec methods are generally unsu-
pervised requiring no domain information. In the context of NLP, distributed
models are able to learn word representations in a low-dimensional continuous
vector space using a surrounding word context in a sentence, such that semanti-
cally similar words are close to each other in the embedding space. There are a
few literatures about short text clustering using deep neural networks [11]. But
their works are different from ours. They use different text corpus to train the
model to deal with different datasets. In our work, all datasets are tested under
a unique pre-trained model.

3 Word Embeddings and Word2Vec

Mikolov et al. [8] proposed distributed word embeddings to catch semantic sim-
ilarities between words, which resulted in Google’s Word2Vec software open
project!. A word embedding uses numeric value, in form of a vector to represent

! https://code.google.com/archive/p/word2vec/.
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a word. The Word2Vec has two models: Continuous Bag of Words(CBOW) and
Skip-Gram.

CBOW model predicts the current word under window size of n. Given word
sequence W = {wy,ws,...,wyr}, maximization the average logarithmic proba-
bilities is defined as:

M Z 10gp (Wi /wi—p; .., Wit L) (1)

where, L is the window size of context and M is the size of word sequence.

Skip-Gram model predicts the words in context in the window size of n of
the current word. Given word sequence W = {w, wa, ..., wps }, maximization the
average logarithmic probabilities is defined as:

1 M
- Mzmzl Z*L<i<L logp(wm-i-l/wm) (2)

where, L is the window size of context and M is the size of word sequence.

4 TF-GIDF Weighted Embedding Vectors

In this section, we will describe traditional VSM and TF-IDF weight schema.
Then we studied the distributed presentation learning method and two methods
to present a short text. A new method with TF-GIDF weighted way by using
global IDF is proposed.

4.1 VSM and TF-IDF Weight Schema

A test dataset DS = {dy,ds,...,d,} consists of n docs and each doc d; is rep-
resented by a sequence of terms(words), d; = {t;1,ti2,...,tix}, k is the num-
ber of terms. In the future, we will use “words” and “terms” interchangablly.
After all docs have been processed, a vocabulary including all terms V.. =
{twy, twa, ..., twy, } is created, m is the size of vocabulary. Then, the DS will be
presented as a matrix A, with dimension n x m and each entry is the weight
a;; = TF x IDF. The value of weight has two parts: TF and IDF. TF is the
frequency of terms in d;, which reflects the importance of the term in d;. IDF is
inverse document frequency, which reflects the term importance over all docs.

4.2 Weighted Vectors of Word Embeddings

The algorithm Word2Vec [8] is originally a highly scalable predictive model for
learning word embeddings from text. The word embeddings have the capability
to capture linguistic regularities and patterns. Although the word embeddings
has applied to many NLP tasks, it is a semantic relationships about words. In
our case, a short text usually consists of several sentences so that we need to
study how to represent a short text with a vector.
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Average Weighted Vector. A direct way to get a vector from the vec-
tors of m terms is to use terms count as the weight. A short text is, if
the duplicate of terms is considered, the sequence of the two-tuples, D =
{(t1,te1), (t2,tc2), ooy (tn,ten)}, te; is the count of ¢; in the text. Here, we let
tc; be the weight of ¢;, the weighted average of vectors is as following:

2?21 tCi X Vm [tz] X e(tw V;)oc)
22;1 te; X 9(15,', Vvoc)
In this way, average weighted vector treats each term equally and not take the

term importance into account. The next, we will combine the weights of terms
and the vectors of terms together to produce a text vector.

V=

3)

TF-IDF Weighted Vector. TF-IDF weighted method gives the importance

of terms and we use TF-IDF as the weights. Given a text, D = {t1,ta,...,tn}

and the weights W = {w, wa, ...,w,}. The weight w; of term ¢; is defined as

TF-IDF weight in previous section. The vector Vj; of a short text D is defined as:
Z?:l tf1 X ’Lde X Vm[tl] X Q(tz, Vvoc)

= 4
Va Sy tfi xoidfi X 0(ts, Vioc) )

Because majority of terms appears only once in a doc, co-occurrence of terms is
very low. Due to the spareness problem, IDF can not catch the importance of
the terms either.

TF-GIDF Weighted Vector. IDF is the term importance distribution over
the docs. The more frequently a term appears in docs, the less important it
is. Now we define the value of IDF derived from test dataset as local IDF.
Because the number of docs in test datasets is small, local IDF can not catch
the importance of the terms. For this reasons, we introduce global IDF, which
catches the importance of the terms from global view. We use a large external
text corpus to compute global IDF. The large text corpus contains a large amount
of short texts such that the values of global IDF has statistical importance. Given
a text D = {t1,t9,...,t,} and the weights W = {wy, ws, ..., w, }. The weight w;
of term t; is defined as TF-GIDF weight, where tf; is same as in previous section
and GIDF is defined as:

" (5)
log(gde; + 1)

where, ng4 is number of docs and gdc; is numbers of docs which contain term ¢;

in an external large text corpus. The vector V, of a short text D is defined as:

Z?:l tfz X gde1 X Vm [tz] X 9(75“ Vvoc)
Z?:l tfl X g@df; X e(tiy Vvoc)

gidf; =

Vi=

(6)
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5 Experimental Design and Results

5.1 Train Dataset

The Word2Vec model is trained under a large text corpus. We download the ODP
project dump as corpus, it includes 1938099 short texts. We use the program
under google’s trunk project to train the corpus with dimension 200 and also
use the corpus to calculate word and document frequencies.

5.2 Test Datasets

We use two public datasets to evaluate our method: ODP2392? and SearchSnip-
pets®. ODP239 was extracted from Open Directory Project (ODP). It includes
239 topics, each with 10 subtopics and about 100 documents (about 10 per
subtopic), for a total number of 25580 documents. Each document has 4 itesms:
ID, url, title and snippet. SearchSnippets [10,11] was selected from the results
of web search transaction using predefined phrases of 8 different topics. It con-
tains training data with 10060 snippets and testing data with 2280 snippets. We
sum both as our test dataset.

5.3 Evaluation Metrics

To evaluate the clustering performance, two metrics: Normalized Mutual Infor-
mation(NMI) and Accuracy(ACC) are chosen as our metrics.

NMI =MI(X,Y)//HX)H(Y). (7)

where, MI(Y,C) is the mutual information between Y and C, H(-) is entropy
and the denominator \/H(Y)H(C) is used for normalizing the mutual informa-
tion to be in the range of [0, 1].

ACC = % > 6(ti, map(ci)). (8)

=1

where, n is the total number of texts, §(z, y) is the indicator function that equals
one if z = y and equals zero otherwise, and map(c;) is the permutation mapping
function that maps each cluster label ci to the equivalent label from the text
data.

5.4 Clustering Tool

For fairness, all methods should be applied under same clustering platform. After
careful consideration, cluto? is chosen as our platform. Cluto is software used

2 http://credo.fub.it/odp239/0dp239.tar.gz.
3 http://jwebpro.sourceforge.net/data-web-snippets.tar.gz.
4 http://glaros.dtc.umn.edu/gkhome/views/cluto.
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to high dimension clustering, developed by Minnesota University. The cluto is
a partitional-based criterion-driven clustering algorithms and acts as an opti-
mization process which seeks to maximize or minimize a particular clustering
criterion function. In our experiment, the similarity method parameter sim is
set as ‘cosine’, clustering method parameter clmethod is set as ‘rb’ (repeated
bisections) and criterion function is selected as i, other parameters are left as
default settings.

5.5 Baseline Methods

The baseline methods that are employed for the comparison are as follows.
TFIDF stands for Navie TF-IDF scema. AWE stands for Average Weighted
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Embeddings. TIWE stands for TF-IDF Weighted Embeddings. TGIWE stands
for TF-GIDF Weighted Embeddings, our method.

Table 1. Comparsion of average NMI and ACC of different methods.

Method | ODP239 SearchSnippets
NMI(%) ACC(%) |NMI(%) |ACC(%)
TFIDF | 474+11.30 |55+9.15 |294+4.95 |40+4.27
AWE 734+10.93 |79+8.78 |624+9.67 |73+7.63
TIWE 704+10.63 |77+8.67 |63+10.10 |73+ 8.63
TGIWE | 77+10.90 | 83 +9.00 | 65+9.57 |76 £7.22

5.6 Experiment Results and Analysis

We run cluto on each of the test datasets. The experimental results are shown in
Table 1. The curves of the results under ODP239 are shown in Fig. 1, and Fig. 2.
The curves of the results under Searchsnippets are shown in Fig. 3 and Fig. 4.
We can see from the curves, all methods based on word embeddings perform
well than TFIDF. TIWE performs better than AWE. In the curves of Fig. 1
and Fig. 2, Fig. 3 and Fig. 4, TGIWE performs better than AWE and TIWE.
In sum, proposed method outperforms others in average metrics.

6 Conclusions and Future Works

The solution of data spareness problem in short text clustering is to enrich the
them by semantic relationship from a external text corpus. However, the deep
neural network and distributed presentation learning has led to new ideas. Based
on the Word2Vec model, also called word embeddings, which uses a vector to
present a word. We studied the methods to present a short text and to present a
text from a sequence of word embeddings. After considering problems in average
sum of vectors and TF-IDF weighted sum of vectors. We proposed a new method
with TF-GIDF weighted sum of vectors. To evaluate the effectiveness of our
method, we set up experiments on two public datasets. The results analysis
shows that proposed method outperforms others. Although the our method is
effective, the way to present a short text is relative simple. In the further works,
we will consider to combine our method with the POS tagging, domain ontology
knowledge, etc., to increase the clustering performance.
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Abstract. Abstract Meaning Representation (AMR) offers a novel scheme and
perspective on the relation between linguistic form and semantic of various
sentences. In order to explore the semantic equivalence among homologous
translations, the paper analyzes the scenarios of same semantic structures cov-
ered by AMR and proposes a framework of variation in homologous transla-
tions. In addition, the framework is mapped into the annotation of AMR and
used for common semantic characteristics mining in homologous translations.
Accordingly AMR semantic structure matching (Smatch) score is applied to
machine translation quality evaluation task. Experiments on small scale dataset
preliminarily prove the effectiveness of AMR in translation quality evaluation.

Keywords: Abstract Meaning Representation - Homologous translations -
Translation quality evaluation

1 Introduction

Deep learning has gained a great success in the fields of Natural Language Processing
(NLP) [1]. However, Christopher Manning points out that deep learning, viewed as a
black box scheme, might not be the only way to solve all the problems of computa-
tional linguistics, and the cognition and linguistic features should not be ignored [2].
The task of transforming a sentence into its meaning representation has also gained
considerable attention within the community [3].

Abstract Meaning Representation (AMR) [4] is the scheme of universal depen-
dency among the constitutions of sentence, in which the sentence is represented into a
directed graph with single root node and several labeled edges and leaf nodes, as
illustrated in Fig. 1. In the graph, the node denotes the concept, which can be word,
frame or keyword in PropBank [5] like the type of entity, quantifier or conjunction. The
directed edge indicates the relation of concepts. There are more than 100 relations
defined in AMR. AMR has benefited many NLP tasks such as Machine Translation
(MT) [6], Dialogue and Text Summarization. And Sembank, the English semantic
database of AMR [7], has been on a certain scale and developed rapidly.
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(s/see-01
:ARGO (b/boy)
:ARG1 (g/girl
:ARGO-of (w/want-01

:ARG1 b)))

ARGO-of

Fig. 1. AMR graph. ARGO-1 denote the different arguments.

Usually there are a lot of acceptable translations corresponding to one source
sentence, varying from word selection to syntactic structure. However the relation of
linguistic form and semantic has not been thoroughly investigated. And the quality
evaluation of MT is still lingering over the superficial comparison between MT and
human references [8]. Evaluation based on some semantic measures provides fine-
grained analysis of sentences and shows promising results in NLP tasks [3, 9], moti-
vating us to explore the semantic features of homologous translations and new method
of quality evaluation.

In the following, we first introduce the framework of AMR and induce the sentence
categories with similar semantic structures but different linguistic forms (Sect. 2).
Based on thoroughly analysis of homologous translations, we propose three levels of
variety in translations and map them into AMR annotation (Sect. 3). In the experiment,
we use Smatch [10] to calculate the similarity among AMRs of MT and reference and
evaluate the quality of MT. The last section is the conclusion.

2 Sentence Categories with Similar AMR Structure

21 AMR

The advantage of AMR lies in semantic parsing of sentence, which is deeper than the
analysis of syntactic. Three characteristics of AMR are: (1) the single root in AMR
graph represents the core meaning of a sentence, (2) argument sharing can indicate
complex semantic relations and (3) complementary of hidden or omitting constitute can
restore the original and complete meaning [9].

AMR depicts the core meaning of sentence, that is, who is doing what to whom.
Though having different linguistic forms, sentences with similar meaning are annotated
with same AMR label. Figure 1 is the sharing AMR annotation and graph of the three
sentences below.

The boy saw the girl who wanted him.
The boy saw the girl who he was wanted by.
The girl who wanted the boy was seen by him.
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Obviously AMR can reflect the deep similarity among sentences, which motivates
us to use AMR to analyze the translations from the same source, or homologous
translations, and further to explore the semantic evaluation of translation quality. We
first induce the sentence categories with same AMR structure and then apply it to
analyze the relation between homologous translations with various forms.

2.2 Sentence Categories with Same AMR

According to the specification of AMR [11], we find ten categories in which sentences
with different forms are annotated with same AMR structures.

Category 1. Predications in the sentences are homonyms, synonyms or near-
synonyms or phrases made of such words. In AMR, these predications are stemmed
then parsed into the similar subject-predicate relation. If these words or phrases have
same frame in PropBank, the AMR annotations of these sentences are identical. For
instance, the frame of fear in the following four fragments all falls into to the fear-01
frame in PropBank, therefore, the AMR annotations of them are equivalent.

My fear of snakes

I am fearful of snakes
1 fear snakes

I'm afraid of snakes

Their AMR annotation is same, represented as:

(f /fear-01
:ARGO (G M)
:ARGI1 (s /snake)

Category 2. Sentences with different aspect and emphasis topic can carry the same
meaning. AMR ignores the difference of verbs between active and passive. The results
of annotation are also the same when the roles are reversed in order to highlight the
focus or emphasize. In this scenario, the word order might be very different, as illus-
trated by the five sentences below, but share one AMR structure.

The boy wants to be believed by the girl.

The boy wants the girl to believe him.

The girl who was seen by the boy wants him.
The boy is wanted by the girl he saw.

The boy’s desire is for the girl to believe him.

Category 3. POS and inflection of non-predication word do not change AMR struc-
ture. The scenario includes a lot of types such as action or its corresponding noun and
adjective, infinitive and gerund structure; adjective and its corresponding form of -ly
adverb. For example, three sentences below share the AMR annotation.

The boy is responsible for the work.
The boy is responsible for doing the work.
The boy has the responsibility for the work.
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Category 4. Variety of modifier may not affect the AMR structure. The common
varieties of modifier mainly include: a) clause vs. adjective, b) attributive noun vs. of-
phrase, c) possessive vs. of-phrase, d) others reversed word order like ARG vs. ARG-
of-relation. If the changes of modifier do not affect the semantic structure of a sentence,
though they sometimes may differ in local word order, the AMR structure keeps
unchanged as the fragments: the white marble < - > the marble that is white.

Category 5 Sentence meaning is similar but differs in polarity. The AMR structure
may be same even though the polarity of two sentences is opposite because it is the
meaning that determines the structure. For example, I don’t have any money. < - > |
have no money.

Category 6. There-be phrase and implied meaning of existence share the semantic
structure. There are several expressions of existence, for example, the two sentences,
Four boys making pies and There are four boys making pies. The former expresses the
implied meaning of existence, while the later is an explicit expression.

Category 7. Various expressions of digit, date, time and currency, abbreviations and
different forms of proper nouns in a sentence can own same AMR structures. For
illustration, February 29, 2012 and 29 February 2012, C$20 equals 20 Canadian
dollar, and 25% is equivalent to twenty-five percent or 25%.

Category 8. Different syntactic structure may not affect the AMR if the predication
keeps unchanged.

Category 9. The change of adverbial position might not affect the semantic structure.
The adverbials of cause, result, condition, purpose and mode are very flexible and can
appear at the beginning, middle or end of the sentence. The different position might not
change the AMR structure.

Category 10. Others scenarios like same AMR in emphasis, substitution of relations in
Propbank.

Besides, AMR is a kind of simplified and abstractive semantic representation of
sentence. Therefore some linguistic details are not covered in the framework such as
the governing of quantifier and common referential relationship between sentences.

3 AMR of Homologous Translations

3.1 Variation Level of Homologous Translations

We focus on the homologous translations to explore the variation AMR since they
carry the same meaning from the source sentence. In the perspective of linguistics, we
summarize four levels of variation of translations including comprehension cognition,
information structure, word selection and syntactic structure. We will explain the four-
level variations based on the translations of a Chinese source and corresponding
English translations T1-T4 as listed below.
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FHTEORT i DS UL, ) ARG AM A S Al T TR .

T1: Export of high-tech products has frequently been in the spotlight, making a
significant contribution to the growth of foreign trade in Guangdong.

T2: There are many bright signs in the export of new high technology products,
which have significantly contributed to Guangdong’s growth in foreign trades.

T3: High technology product export registers positive signs and makes great
contribution to Guangdong’s foreign trade growth.

T4: Hot spots of new hi-tech product export frequently appear, making significant
contribution to the growth of foreign trade volume of Guangdong Province.

Level_1: Cognition Level. Due to the various understanding of the source, translators
use different information structure to express the content in their mind. The longer the
sentence, the richer information, and the more variation of the corresponding transla-
tions contain. Paraphrase, metaphor and anthropomorphic all belong to this level.
Level_1 is the highest difference which shares less common feature among homolo-
gous translations. This level variation is not reflected in the above examples.

Level_2: Information Structure. Based on similar understanding, there may exist
different information transformations in different translations. For example, translators
can regulate the position of modifiers or change the order of cause and effect sub-clause
to make the translation cohesive and coherent. In the above translations, T3 use the
coordinate clause while the others use subordinate sentences to express the same
meaning. T2 use there-be structure, which is different with other translations.

Level_3: Word Selection. This level of difference is reflected in subtle word selection
like emotion, mood, color, pragmatic, reference, repetition, apposition and so on. In
above translations, the Chinese word =% 4 is translated into four different words by
translators, which are all perfect translations.

Level_4: Syntactic Structure. Translations may vary in syntactic level like choice of
voice, tense, modal and aspect. In the above, T1 uses the perfect tense while the others
use the present tense. Some use singular product while others prefer plural forms.

The four-level variation frame can lead us to detect and evaluate the acceptable
translations for a given source.

3.2 Mapping Variation Level into AMR

We leave alone the variation of Level_1 because it is too complex to map and
grasp. Translation variation level 2-4 can be mapped into three AMR structures
including same-core predication, similar-core predication and different-core predication.

Different-Core Predication. The predications of homologous translations are different
as well as the corresponding arguments. A mapping example is shown below.
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EE S GRS BT RS
T1: France holds the first-round of Presidential election
(h / hold-01
:ARGO (c / country
:name (n / name
:op1 "France")
:wiki "France")
:ARG1 (e / elect-01
:ARG2 (p / president)
:ARGO-of (first-round)))
T2: First round vote of French presidential election begins
(b / begin-01
:ARGO (v / vote-01
:ARGO (r / round)
:ARG1 (e / elect-01
:ARG2 (p / person
:ARGO-of (h / have-org-role-91
:ARG2 (p2 / president))))
:location "France"))

Though the root nodes of AMR are quite different, some arguments are same like
elect-0Oland president, conveying the core meaning of sentence.

Similar-Core Predication. The third level in which the homologous translations differ
is synonym or near-synonyms. It is illustrated in the examples of Sect. 3.1, in which,
the Chinese phrase fifi} 7 EZE5i#k is translated into 1) making a significant contri-
bution, 2) significantly contributed, and 3) making great contribution respectively.
These fragments share one AMR annotation.

Same-Core Predication. If the predications of translations are identical, the difference
among them is as minor as variance on syntactic.

4 Experiment

4.1 Dataset and Smatch Score

All translations are firstly parsed using JAMR [12]. To lower the effect of parsing
errors, we limit the length of sentence to 25 words because the longer the sentence is,
the poorer of the parser. And manual proofreading is time-consuming, which curbs the
size of dataset in the experiment.

The final dataset consists of 75 source sentences, each with four human references
and six machine translations. According to the core predication, corresponding trans-
lations of 24 have different predications, account for 32%, the predications of transla-
tions of 18 sentences are synonyms or near-synonyms, account for 24%, and the left 33
sentences, which accounts for the highest percentage of 44%, have same predications.
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Taking all the predications of same and similar meaning into consideration, almost 68%
references are parsed into similar AMR structures.

Smatch' score [9] is proposed to detect the similarity of AMR. Here we use the
score to calculate similarity of three levels of homologous translations, shown in
Table 1. The data in Table 1 reveal that the good translations always have rather high
Smatch score though with different expressions.

Table 1. Smatch score of homologous translations.

Highest | Lowest | Average
Different core | 0.81 0 0.46
Similar core |0.84 0.12 0.48
Same core 1 0.38 0.88

4.2 Quality Evaluation Using Smatch Score

The Smatch score of MT is used as the quality metric by comparing MT with refer-
ences. The highest score is viewed as the final if there are more references. The
experiment is carried on six machine translations. Pearson correlation with human
evaluation as well as the comparative result with BLEU is shown in Table 2.

Table 2. Evaluation performance and comparison with BLEU.

Smatch | BLEU
Pearson correlation | 0.292 | 0.205

Based on n-gram exact matching, some BLEU score might be 0 due to the sparsity
of n-grams, which cannot reflect the real quality of MT. However the Smatch score is
scarcely to be 0. The evaluation result based on Smatch outperforms BLEU. Further
explanation of results is that semantic similarity comparison of sentences based on
AMR is beyond the superficial matching of MT and references.

5 Conclusion

This paper analyzes the scenarios of same AMR structures. By combining with vari-
ance of homologous translations, we induce three categories and use Smatch score to
evaluate the quality of machine translation. The result on the small dataset is promising.
The research of AMR is still in primary stage. In the future work, we will further
explore the common semantic features of homologous translation as well as experi-
ments on larger scale of test dataset.

! https://pypi.org/project/smatch/.
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Abstract. With the boom of social network, various service is pro-
vided based on the user generated content (UGC). Some of these UGCs
semantically point to the same entities in the real world. Recognizing
the same real-world entity that is referred by various user contents is
crucial for providing personalized service, such as recommender systems
and user profiling. Recently, most recommender systems recommend con-
tent based on keywords detection or structured data. These approaches
cannot fully grasp latent semantic of UGC, so it is difficult for them to
discover the coreference entities behind UGCs. As a result, when there
are less obvious keywords or preset user preference, the experience of
such services are poor. In this paper, we formalize this problem as a
N to 1 task, which means performing entity resolution among UGCs,
and a Siamese Network is presented to deal with it, namely ‘N20ne’.
Extensive experiments are conducted on two commonly used datasets
Yelp and IMDB to evaluate the effectiveness of the proposed model, and
the results demonstrate its superiority.

Keywords: Natural language + Semantic analysis - Entity resolution -
Recommender system - Siamese Network

1 Introduction

Recently, lots of social network contents are created by users, such as Twitter!,
Yelp?, Reddit®, WeChat* and DianPing®. People can express their feelings and

! https://twitter.com//.

2 https://www.yelp.com//.

3 https://www.reddit.com//.

* https://www.wechat.com//.

5 http://www.dianping.com//.
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interests, make comments and browse other users’ contents. Due to the conve-
nience of such applications, the number of users and contents grows dramatically.

In order to improve user experience and promote commercial values, almost
every social network sites provide recommendation services. The mechanisms
behind these systems varies but fall broadly into three categories according to
utilized factors: user character based methods [1], target content based methods
[2,3] and knowledge based methods [4]. User character based methods adopt
user behavior, user self-introduction or some other user information to make
recommendations. Collaborative filtering is one of the typical user character
based methods that recommending based on records of user behavior. Target
content based methods infer results from target object’s information. They gen-
erally extract features from objects using machine learning or deep learning
algorithms, then compute similarity scores and generate recommendations [5].
Knowledge based methods utilize external knowledge to provide people with bet-
ter suggestions. However, all these methods didn’t make full use of user generated
contents like user comments or posts. Although there are some studies exploiting
such user generated contents [6,7], they just only focus on the semantics rather
than analyzing the real world-entity referred by these UGCs.

Actually, UGCs often contain much information that can be used for improv-
ing user specific services. For example, user A posts a tweet about restaurant
R, and later user B mentioned the same restaurant. If systems could recognize
these two posts are referring to the same restaurant, more reasonable and intelli-
gent services can be provided, including followers recommendation, personalized
advertising, and so on. In this sense, detecting coreference entities contributes to
great commercial and research values. In this paper, we formalize this problem
as a N to 1 task which is a specific entity resolution (ER) task and propose a
Siamese Neural Network to recognize the coreference entities among user gen-
erated contents. The Siamese Network [8] is an artificial neural network that
uses the same weights while working in tandem on two different input vectors
to compute comparable output vectors. Since traditional Siamese Network [9]
cannot consider ER transitivity, we propose an innovative solution to tackle this
problem. We conduct extensive experiments on two real-world datasets, Yelp and
IMDB, and compare our approach to other methods. The experimental results
show that our ‘N20ne’ model outperforms in entities detection.

The contributions of this paper are as follows. We formalize the identification
of entities in user generated content as ER problem, and propose a Siamese
Network to tackle it, which considers the natural constraint of transitivity. To
the best of our knowledge, it is the first time to use Siamese Network to deal
with entity coreference in UGCs. Extensive experiments are conducted on two
real-world datasets to prove the efficacy of the ‘N20ne’ model.
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2 Related Work

2.1 Entity Resolution

Entity Resolution (ER) identifies and links different manifestations of the same
real world object. ER essentially consists of two steps [10,11]: (i) the blocking
step, which determines what entities to be compared, and (ii) the filtering step,
which determines whether those entities represent the same real-world object. In
the past few decades, ER has received widespread attention. Prior ER work can
be categorized as (a) rule-based, (b) machine-learning based, and (c) expert or
crowd-based. The core of rule-based solutions is estimating similarity between
entities by using various metrics and some pre-defined rules and thresholds
[12-14]. The matching results of rule-based methods are usually interpretable.
However, these rule-based approaches require lots of human involvement, some-
times even need domain experts to define the rules [15]. Thus, the cost of develop-
ing an efficient rule-based ER system is usually unaffordable. To address these
issues faced with rule-based methods, machine-learning based solutions either
model ER as a classification problem utilizing some learning algorithm (e.g. SVM
or decision trees) or formalize it as a cluster issue tackled by relative methods.
The limitation of machine-learning based approaches is that there is still heavy
handcrafted feature engineering. Crowdsourcing ER aims at making the best
use of human cognitive [16,17]. However, the quality of crowdsourcing results
may be fluctuated due to the difference in crowd worker’s knowledge level and
cultural background. How to control the quality of crowdsourcing is still an area
that need to be further researched.

With the rapid development of deep learning (DL) theories [18], many nat-
ural language processing (NLP) [19] tasks achieve state-of-the-art performance.
Applying DL methods to ER is a new trend and recently becomes more and more
popular. The representation based methods learn a distribution for entity repre-
sentation and then estimate the similarity between particular manifestations. In
this paper, our approach is more likely the representation-based method, which
learns representation distribution by Siamese Network.

2.2 Recommender System

Recommender systems are widely utilized in different applications for predicting
the preference of a user in a product or service. It can also be an effective strategy
to overcome information overload with the growing volume of online resources.
Recommendation models can be classified into three categories: collaborative
filtering (CF), Content-based, knowledge-based and hybrid [20-22]. CF makes
recommendations according to user historical interactions [23]. Content-based
recommendation primarily compares items’ and users’ auxiliary information.
The auxiliary information includes text, videos and images. Knowledge-based
systems use some external knowledge (e.g.. relational database or knowledge
graph) to infer users’ preference. Hybrid models are recommender systems which
integrate two or more recommendation strategies. All these model above have
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been faced some challenges, including sparsity, cold start and scalability, which
may affect the quality of recommendation. Even so, recommender systems have
been played a vital and indispensable role in predicting user preference. In this
paper, our work more like content-based recommendation, but our point is at
determining which content pairs identified the same entities. So except user gen-
erated contents, we don’t use any other auxiliary information.

2.3 Siamese Network

The Siamese Network is an architecture for non-linear metric learning with sim-
ilarity information [9]. Through the information about the similarity between
object pairs, Siamese Network learns the data representations. Thus, it is dif-
ferent from auto-encoder which learns representations through encoding data
and reproducing them conditioned on encoding results. In contrast, Siamese
Network learns representations directly through similarity or dissimilarity infor-
mation. Except for the vallina Siamese Networks, there are variants of Siamese
Networks, one of the famous is the Pseudo-siamese network [24]. The biggest dif-
ference between Siamese Network and Pseudo-siamese network is that the former
doesn’t share weights in neural network but the latter does. Thus Pseudo-siamese
network is more suit for input pairs that have obvious distinction [25].

Siamese Networks were first introduced to solve signature verification as
image matching problem in the early 1990s [9], since then, it has been widely
used in vision applications including image dimension reduction [26], visual
object tracking [27], image similarity calculation [28] and one-shot image recog-
nition [29] and so on. Not only in the vision area, Siamese Networks have been
applied to lots of diverse tasks such as acoustic modeling and scene detection.
Siamese Networks also have been involved in natural language processing (NLP).
Siamese convolution networks have been applied to match sentences [30] and
then, Siamese Networks with recurrent layers have been applied to learning sen-
tence semantic representations [31]. In our task, to let Siamese Network learn
the transitivity constraint, we propose an innovative method based on Siamese
Network.

3 Problem Statement

Given a group of user generated statement S = {s1, sa, ..., 8, }, each statement
s; implicitely contains some entities. Some of these statements contain the same
entity. We want to find the coreference entity £ among these statements. More
Formally:

E:f(si,...,sj|9) (1)

where f is the model which determines the entity behind UGCs. 6 are train-
able parameters. s;,...,s; are statements from S that we want to identify the
coreference entities behind them.

Obviously, the entity resolution result should obey transitivity rule. The tran-
sitivity rule means that if statement s; and s; describe or contain the same entity
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em, meanwhile, statement s; and sy, refer to e,,, then s; and s;, refer to the same
entity:
if F(sir5510) = F(s,410) = E,then f(s.,51/0) = E (2)

4 N20One

In this section, we proceed to present the details of our model, N2One, and
demonstrate how to apply ‘N20ne’ to the problem we defined in the previous
section.

4.1 Model Description

Sentence Embedding Networks (SENs) transform sentences into high dimen-
sional vectors. There are various SENs, including Convolutional Neural Network
(CNN), Recurrent Neural Networks (RNNs), transformers, and so on. CNN has
been widely used in Computer Vision (CV) tasks. However, in NLP tasks, it has
some fatal flaws. One of the shortcomings with CNN is its inability to model long
distance dependencies, which is critical for various NLP tasks. In the meanwhile,
it is also difficult for CNN to process variant length sentences. Transformers are
popular in recent years since BERT obtains lots of state-of-the-art performances
on NLP tasks. However, training Transformers need nearly unaffordable com-
puting power for the individual researcher. Therefore, we choose to use Gated
Recurrent Units (GRU) as a basic component of our sentence embedding module.

Siamese Networks are dual-branch networks with tied weights. They usually
consist of the same network copied and merged with an energy function. Siamese
Network learns relationships by encoding pairs of objects to separately measure
the similarity between encoded representations. In this paper, we use GRU as
part of Siamese Network. The Siamese Network extracts the semantic mean-
ing of the entity referred by UGCs. Figure 1 shows an overview of the network
architecture in this work. The training set for our network consists of triplets
(s1,82,y), where s; and sy are UGC sentences and y € {0, 1} indicates whether
s1 and sq are refering to same entity (y = 1) or not (y = 0). Our goal of train-
ing is to minimize the vector distance between UGCs whose entity is the same,
meanwhile maximize the distance between UGCs which refer to different entities
in an embedding space. The strategy of measuring distance in vector space can
be cosine-similarity, Manhattan distance or Euclidean distance, and so on.

4.2 Objective Function

The proposed model contains GRU, whose output is a sequence of vectors. We
can use the last hidden state, compute the mean of these vectors or calculate
max-pool of these vectors to predict UGC embedding. In our experiment, we
choose to compute the average of the vectors.
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Larry Poole, in prison on a false charge, promise an In this sentimental musical drama, Bing Crosby
inmate that when he gets out is in jail on a trumped-up charge.
he will look up and help out a family. Crosby meets a condemned prisoner and promises

the doomed man to look after his little girl ...

Fig. 1. Model architecture

Let x1, 2 be the input UGC pair, e; and ey be the embedding of UGC pair.
The GRU network is denoted as fy. The similarity between the embedding of
UGCs is defined as:

€{1,2} = Mean(fg(x{l,z})) (3)
< ep,eg >
T (4)
llexlflez

For brevity of notation, we denote S(z1,x2) by Sp. The loss function of our
model over dataset D = {< z%, 2%, 4" >} is given by:

So(x1,22) =

N
Zo(D) = Ly(x},25,y') (5)

1

4 is a contrastive loss function for ¢’th instance. Ly is composed of terms
fory=1and y =0.
é = yinos(fEiy xé) +(1- yi)Lneg(xlia 1722) (6)
Lyos and L.y represent the loss function of UGCs own the entity or not
respectively. The details of Ly,s and Ly4 are as follow:

Lpos(xzi, 3712) =C(1- 59)2 (7)

StQheta lf Stheta >m
0 otherwise

(®)

Lineg (1, 23) =
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However, using this loss function £ to train our model won’t guarantee that
the prediction obeys the Transitivity rule. Thus, we propose two approaches to
let our model follow Transitivity.

Approach 1. Given training data <%, 2%, y*>, if y* = 1, we choose another
x4 from our dataset satisfying <zi,x%,0>, and vice versa. We put this extra
pair into out model and compute loss value. Then, the instance loss function is

redefined as:
N

1

b= {Lpos(xzi7x12) +Lneg(xi7xé) (yl =1)

1
— i i (10)
Lyeg(z7,75) + Lpos(z7,23)  (y* = 0)

b=

Intuitively, in order to minimize the %y, the embedding of UGCs have the
same entity will be closer meanwhile vectors of UGCs own different entities will
be more distant.

Approach 2. Rather than sample adversed z% for each pair <z!,z%,y">, we
regulate the embedding space at the end of each epoch. Therefore, the loss of
model is redefined as:

N

Zy(D) =) Ly(at, ah,y") +7 (11)
1

where v denotes:
n k
v = Z Z distance(S") (12)
11

in Eq. (12), n is the number of entities our data contains, and k is the number of
UGCs own the same entities. S* is the k’th group of statements own the same
entity. The Function distance calculates the distance between two UGCs in S.
In our paper, we use Euclidean distance as our distance function.

5 Experiments

In this section, we show our experiments to evaluate the two approaches above,
on two popular NLP task datasets. The dataset description, the evaluation met-
rics and comparative methods are presented accordingly. We implemented our
model and approaches in Python. The experiments were carried out on a PC
with Intel(R) i7-8750 CPU and NVIDIA 1050Ti GPU.
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5.1 Datasets

To evaluate our proposed approaches, we choose two commonly used NLP
datasets, Large Movie Review Dataset V1.0 (IMDB) and Yelp. The first dataset
is for binary sentiment classification containing more than 50,000 movie reviews.
All of these movie reviews come from IMDB. Each review is along with senti-
ment tag and corresponding movie url. In the entire collection, no more than
30 reviews are allowed for any given movi.e. In our experiment, we don’t use
the sentiment tag for each review. The given movie for each review is treated as
entity and review as UGC. We filter out movies which have less than 10 reviews.
We also remove stop words and punctuations according to NLTK’s English stop
word list. The reviews whose lengths is between 20 and 100 words are used
in our experiments. As a result, per movie have about 15 reviews on average,
and 10,966 reviews were used for our experiment. The vocabulary size of this
dataset is 40,679. We split these 10,966 reviews into training set and test set.
The test set contains 1, 585 reviews which means per movie owns 5 reviews and
the training set is the remaining 9,381 reviews. There are a large number of
classes (movies), with few examples (reviews) of each class. Thus the task on
this dataset is few-shot learning task.

The Yelp dataset is a subset of Yelp businesses, reviews and user data for use
in academic purposes. There are three .json files in Yelp dataset, businesses.json,
review.json and user.json. The businesses.json file contains the basic informa-
tion of restaurants such as id, review count, location, and so on. Per line in
review.json represents a review, including review id, business id, user id and
content. The user.json includes user name, user id and review count, and so on.
We aggregate these json files into one file, and in the meantime remove some
useless fields for our task. For simplicity, we randomly choose 10 restaurants and
its related reviews whose lengths is no more than 100 words, for training and
testing. Finally, there are 21,353 records in our dataset. Each record contains
business id, review id, user id, and content without stop words or punctuations.
We randomly choose 60 reviews for each restaurant as a test set. Thus the test
set contains 600 reviews. The vocabulary size of this dataset is 29, 363.

5.2 Experimental Setup

We use a Siamese Network as the main component of our ‘N20ne’ model. The
word embedding dimension is 100. The sentence embedding network used in
this experiment is a three BGRU layers network with 64-dimensional hidden
vectors hy. There is a Dropout layer with 0.4 dropout rate between the layers
for preventing overfitting. The outputs of the last layer are averaged over time
and this vector is used as input to a fully connected layer. The output of this
fully connected layer is 64 dimensions. The input strings are padded with token
<pad> according to the length of the longest sequence in an input batch. The
batch size is setting to 32. The parameters of the model are optimized by Adam
method and each model is trained until convergence. Start learning rate Ir is
0.01. Ir will be halved if the loss value in the valid set doesn’t reduce. Training
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step wouldn’t stop until the [r reduced more than 5 times or training epoch
reaches to 50.

The previous section describes the datasets used in our experiment. After
preprocessing, the datasets are divided into training set and test set. However,
our model needs UGC pairs as input. If we only randomly combine every two
UGC:s as input, there would be data imbalance. To avoid this situation, we gener-
ate training and test pairs from training set and test set respectively. Meanwhile,
let the number of positive and negative pairs roughly equal. Specifically, for each
epoch, we randomly generate 20, 000 training pairs and 2,000 ground truth pairs
as training set and validation set. The ground truth pairs are generated in the
beginning of program in order to keep stable results.

We conduct extensive experiments on these datasets. First, we evaluate our
model with the precision of predicting whether two UGCs are referring to the
same movie (or restaurant) or not. We randomly generate numbers of pairs
of UGC with positive and negative tags. All models’ predictions based on the
same test pairs. Then, we verify if the model follows the Transitivity rule by
predicting triple UGCs’s relationship. Finally, we show the visual result of UGCs’
distribution using T-SNE.

5.3 Result

Table 1 shows the precision of prediction in IMDB and Yelp dataset. We ran-
domly choose 4,000 pairs of reviews from test set as input of our model. The
model predicts whether those two UGCs are referring to the same movie (or
restaurant). Then we calculate the correct number of pairs and compute the
precision. The result shows that predicting in IMDB dataset is more difficult
than that in Yelp, because each entity in IMDB has fewer UGCs than in Yelp.
Our approach 1 and approach 2 can improve Siamese Network behavior in both
datasets. In IMDB dataset, the precision of Siamese Network with approach 1
and approach 2 is improved by 3.8% and 2.6%, respectively. In Yelp dataset, the
precision of Siamese Network with approach 1 and approach 2 is improved by
3.2% and 2.9%, respectively. It can be noticed that Siamese Network with app-
roach 1 and approach 2 doesn’t outperform obviously than with these approaches
respectively.

Table 1. Prediction precision in datasets

Model IMDB | Yelp

rsn 0.650 | 0.844
rsn+approachl 0.688 | 0.876
rsn+approach2 0.676 |0.873
rsn+approachl+approach2 | 0.673 | 0.863

Note: rsn is the abbreviation of RNN
Siamese Network. The decimals in Table 2
round off to three decimal places.
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Table 2 shows the Transitivity validation result in IMDB and Yelp datasets.
We sample 2,000 triplets <xz;,x;, x> of UGCs from Yelp. The model aims to
predict the relationship between x; and z;, x; and xj, x; and x;. Then, we
determine whether the model’s three times prediction follows the Transitivity
rule. If the model’s predictions obey Transitivity, we consider it to make correct
predictions, and vice versa. Finally, we obtain the precision of our model, which
is depicted in Table2 We can see that Siamese Network with approach 1 gets
the best performance among these models.

Table 2. Transitivity precision in datasets

Model Yelp
rsn 0.86
rsn+approachl 0.92
rsn+approach?2 0.89
rsn+approachl4approach?2 | 0.88

Figure 2 shows the Yelp’s UGCs distribution. We sample about 6, 000 reviews
from our training set and feed into model to get their sentence embedding. Then,
we apply T-SNE to reduce the dimension of sentence embedding and draw them
in 2 dimensional plane. From Figure2 we can see our model can cluster those
UGCs perfectly.

CewNuo s wN O

Fig. 2. Sentence distribution from our model
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6 Conclusions

In this paper, we first formalize a user generated content coreference problem
as a N to 1 task. Then we discuss its importance in recommender systems and
propose the ‘N20ne’ model to tackle it. Meanwhile, we focus on how to let
our model’s prediction results follow Transitivity rule which is a natural rule
in entity coreference and propose two approaches. Finally, we conduct extensive
experiments on two datasets to evaluate our approaches. The results demonstrate
the superiority of our proposed model.
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Abstract. Named entity recognition in classical Chinese plays a funda-
mental role in improving the ability of information extraction and con-
structing knowledge graphs from classical Chinese. However, due to the
lack of annotated data and the complexity of grammatical rules, named
entity recognition in classical Chinese has made little progress. In order to
solve the problem of lack of labeled data, we propose an end-to-end solu-
tion that is not based on domain knowledge, which instead is based on
the pre-trained BERT-Chinese model and integrates the BiLSTM-CRF
model for classical Chinese named entity recognition. The BERT-Chinese
model converts the input text into a character-level embedding vector,
then the BiLSTM model is used for future training, and finally CRF is
able to normalize the output of BiLSTM to obtain a globally optimal
labeling sequence. We conducted fine-tuning training on ChineseDailyN-
erCorpus. By designing a optimized fine-tuning method, we have realized
the named entity recognition task in the Chinese Twenty-Four Histories.
We evaluated our model on the Chinese twenty-four histories data, and
finally achieved an average F1 value of about 75%. The experimental
results also show that the BERT model has a strong ability in transfer
learning.

Keywords: BERT - BiLSTM-CRF - Named Entity Recognition -
Chinese Twenty-Four Histories

1 Introduction

Named Entity Recognition (NER) is a basic work in the field of Natural Lan-
guage Processing (NLP) [1]. After decades of development, NER has experienced
rule-based and dictionary-based methods, traditional machine learning-based
methods, and deep learning-based methods, as well as current mainstream trans-
fer learning methods and hybrid methods. However, most of the named entity
recognition work on the Chinese language is based on modern Chinese, and
there are few studies of named entity recognition on classical Chinese. In the
fields related to the processing of classical Chinese, such as digital humanities,
© Springer Nature Switzerland AG 2020
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there is an urgent need to identify named entities in classical Chinese, so NER
on classical Chinese is a critical task in Chinese NLP.

However, compared with NER in modern Chinese, the NER task on classi-
cal Chinese is much more difficult. The main difficulty is that the grammar of
classical Chinese is more complicated, and there are few labeled datasets in the
field of classic Chinese, leading to little progress in NER in classical Chinese.
Therefore, there is a need for a new method to deal with this task. Despite lack
of data and the complexity of the grammar of classical Chinese, our research
shows that with the method of transfer learning, it is possible to perform NER
in classical Chinese. In this paper, we propose the BERT-BiLSTM-CRF model
to implement NER in the field of classical Chinese, and evaluate the performance
of the model on Chinese Twenty-Four Histories. This model is a combination of
the pre-trained BERT [2] model and the BiLSTM-CRF model, where the pre-
trained BERT-Chinese model is used to obtain the vector representation of each
character in the input sentence, and the BiILSTM-CRF model is used for further
training to get the final prediction result.

Due to the complexity of classical Chinese and the lack of available annotated
data, NER of classical Chinese in the field of digital humanities has become a
bottleneck in NER tasks. We use the BERT pre-training model for preliminary
feature extraction, and then uses a small amount of annotation data for training
on the BiLSTM-CRF model to obtain the BERT-BILSTM-CRF model for clas-
sical Chinese NER task. In order to evaluate the performance of our model on
NER task in Chinese Twenty-Four Histories, we selected five of the twenty-four
books, and each book selected a long article for annotation. The time span of each
two adjacent articles is approximately 450 years. Our model finally achieved an
average F1 value of about 75%, and the best result is obtained in Ming History,
with an F1 value of 86%. The experimental results also show certain patterns:
first of all, as time goes from the ancient Qin Dynasty to the Ming Dynasty,
the performance of our model shows a trend of improvement; secondly, as shown
in the experimental results, the recognition accuracy of our model in Location
entities is better than that of Person entities.

Our main contributions include: (1) We propose an end-to-end BERT-
BiLSTM-CRF model for named entity recognition in classical Chinese, which
achieves good results in Chinese Twenty-Four Histories. (2) We study the trans-
fer learning ability of the BERT model. Our model is trained with a modern
Chinese corpus, but evaluated on classical Chinese corpus, and achieves an aver-
age F1 value of about 75%. (3) Finally, based on the experimental results, we
observe that the accuracy of the model on the Location entities is higher than
the accuracy of the Person entities, and the closer the time is to the present
time, the higher the overall accuracy of our model.

The remainder of the paper is organized as follows: Sect.2 describes related
works of named entity recognition. Section 3 shows the BERT-BiLSTM-CRF
model we use in this paper. Section 4 gives detailed information about the set-
tings of our experiments. Section 5 is the analysis of the experimental results.
Finally we conclude in Sect. 6.
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2 Related Work

2.1 Overview of Named Entity Recognition

Named entity recognition, also known as entity identification and entity extrac-
tion, is a subtask of information extraction that seeks to locate and classify
named entities mentioned in unstructured text into pre-defined categories such
as person, organization, location, time expression, etc. [3].

In the early days, NER was usually based on rules and dictionaries, which uses
specific rule templates or dictionaries constructed manually by linguists based
on the characteristics of the dataset. Rau et al. first proposed the method of
combining manually written rules with heuristic ideas to implement automatic
extraction of named entities of company name types from text [4]. However,
the rule-based and dictionary-based approaches are labor-intensive and time-
consuming.

In machine learning-based methods, named entity recognition is regarded as
a sequence tagging problem, in which the current predicted label is not only
related to the current input feature, but also related to the previous predicted
label. Traditional machine learning methods mainly include: Hidden Markov
Model, Maximum Entropy Markov Model, Conditional Random Field, etc. The
advantage of the Conditional Random Field (CRF) is that it can make full use of
internal and contextual feature information in the process of labeling a position,
which makes it currently the mainstream model for NER [5].

With the development of hardware computing power, the introduction of
word embedding representation, and the application of deep learning, the main-
stream methods of NER have been leveraging deep neural networks. Collobert
et al. first proposed a NER method based on neural networks [6], but it fail
to consider the effective information between long-distance words. To overcome
this shortcoming, Chiu and Nichols proposed a Bidirectional LSTM-CNN archi-
tecture that can automatically detect both word and character level features [7].
Huang et al. also proposed a Bidirectional LSTM-CRF model, which can effec-
tively use both previous and following input features [8], and with a CRF layer,
the BiLSTM-CRF model could also make full use of sentence-level tagging infor-
mation. Similarly, Han et al. proposed the CNN-BiLSTM-CRF model for term
extraction in Chinese Corpus [9].

With the application of NER in the fields of biology, geography, medicine,
etc., while the annotated data in these specific fields is quite limited, the per-
formance of traditional supervised learning methods is greatly undermined. In
recent years, many researches have proposed solutions to the problem of insuf-
ficient labeled data. The Transformer model proposed by Ashish et al. totally
abandoned traditional CNN and RNN architecture [10], whose network struc-
ture is entirely composed of attention mechanism, which can solve the problem of
long-term dependence effectively. Jacob et al. proposed the BERT model, which
adopts the idea of transfer learning [2]. The BERT model is pre-trained on large
amounts of unlabeled data, followed by fine-tuning training on a small amount
of labeled data, and finally could achieve excellent performance on various NPL
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tasks. The attention mechanism, transfer learning, unsupervised learning, and
other methods have greatly alleviated the workload of manual annotation, and
significantly improve the performance on the NLP tasks.

2.2 Applications of Named Entity Recognition

Named entity recognition is the basis of many natural language processing tasks
such as relation extraction and machine translation, and has a wide range of
applications. Researchers from different fields apply named entity recognition to
different application scenarios.

Weidlich et al. proposed ChemSpot [11], which is a NER tool for identifying
mentions of chemicals in natural language texts, such as trivial names, drugs,
abbreviations, and molecular formulas. ChemSpot uses a hybrid approach com-
bining the CRF model with the dictionary-based method to implement chemi-
cal named entity recognition. Chen et al. developed an active learning-enabled
annotation system for clinical named entity recognition [12], which enables the
user to evaluate the actual performance of active learning in practice. Li et al.,
who works in the field of biomedicine, proposed a two-phase biomedical named
entity recognition method using CRFs [13], which divide the recognition task
into two subtasks: Named Entity Detection (NED) and Named Entity Classifi-
cation (NEC), which are finished in two phases with two respective CRF models.
The NED and NEC method can reduce the training time significantly and fur-
thermore, more features can be selected for each subtask.

In addition to the above-mentioned applications, NER is also widely used
in the field of digital humanities, which can provide feasible solutions to the
problems in this field. However, named entity recognition in classical Chinese is
quite different from that in modern Chinese. At present, labeled data in the field
of classical Chinese is extremely scarce, and data labeling in classical Chinese
is much more difficult, which leads to the slow development of named entity
recognition in classical Chinese. With the transfer learning approach, we can pre-
train the model on unlabeled data and fine-tune the model on a small amount
of labeled data to overcome the NER problems in classical Chinese.

3 BERT-Based Named Entity Recognition

With the application of deep neural network models in the field of NLP, end-to-
end models that do not rely on features engeering have increasingly become
the mainstream method. In this paper, the BiLSTM-CRF sequence tagging
model is used as the basic model for NER. By constructing the BILSTM-CRF
model on top of the pre-trained BERT model, we implemented NER in Chinese
Twenty-Four Histories. Compared with English NER, Chinese NER is more
difficult. There are different granularity divisions of characters and words in
Chinese, resulting in the corresponding character-based NER, word-based NER,
and character-word combined NER. The BERT model uses a character-based
pre-training method and is well-performed in English NER tasks. Therefore, we
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also use the BERT model for preliminary feature extraction to further verify its
transfer learning ability in NER task in classical Chinese.

3.1 Model Architecture

In this paper, we propose the BERT-BiLSTM-CRF model to implement NER in
classical Chinese. The model consists of three parts: (1) first, the BERT model
is used to pre-train the vector representation of each character in the input
sentence, (2) then the character vector sequence is input into BiLSTM model
for further training, (3) finally the maximum probability label sequence is output
through a CRF layer. The structure of our model is shown in Fig. 1.

In Fig. 1, “%Z B 7 is a sentence that comes from “5£1ic ” (Records of the
Grand Historian) which means that a person named “ZE 7 attacks “Hh 7 (an
ancient place name), and we use it to demonstrate how our model works.

Output 3% /B-PER #/1-PER /0 % /B-L0OC

1 1 1 1

CRF layer

Dense layer

BiLSTM layer | x
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Fig. 1. The BERT-BiLSTM-CRF model architecture.
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In the entire model, the pre-trained BERT model is trained by Google on a
large-scale Chinese corpus [2], which can characterize the ambiguity of charac-
ters. In the process of training our model, the parameters of the BERT model are
fixed, and only the parameters of the BILSTM-CRF model need to be updated,
thus the training parameters and the training time could be both reduced.

3.2 Pre-trained BERT Model

BERT is the first fine-tuning based representation model that achieves state-of-
the-art performance on a large number of sentence-level and token-level tasks,
outperforming a lot of task-specific architectures [2].

Unlike the ELMO [14] model, which uses a left-to-right and a right-to-left
LSTM language model to extract context-sensitive features, the BERT [2] model
uses masked language models to enable pre-trained deep bidirectional represen-
tations. The OpenAI GPT [15] model uses only one left-to-right Transformer
to extract features, while representations of the BERT model are jointly condi-
tioned on both left and right context in all layers. Compared with the ELMO
model and the OpenAl GPT model, the BERT model further expands the gen-
eralization ability of word vectors, which can effectively learn the character-level,
word-level, and sentence-level features, thus enhancing the expression ability of
word vectors.

Traditional Convolutional Neural Networks (CNN) and Recurrent Neural
Networks (RNN) have problems in dealing with NLP tasks such as NER: CNN
is not suitable for sequence text training, and training RNN networks is quite
slow. The BERT model abandons traditional CNN and RNN network structure
entirely, and adopts a multi-layer bidirectional Transformer encoder structure,
which can make use of rich contextual semantic information. In addition, for
a given token, the input representation of the BERT model is constructed by
summing the corresponding token, segment, and position embeddings [2]. The
Transformer model is a new type of the network structure for processing sequence
text, which is based on the self-attention mechanism, and there is no length
limitation problems, thus it can better capture long-distance context semantic
features.

The BERT language model is trained with two tasks, Masked Language
Model (MLM) and Next Sentence Prediction (NSP), to capture word-level and
sentence-level representations, respectively. The purpose of the MLM task is to
train a model of a deep bidirectional language representation vector by ran-
domly masking certain words in a sentence, and then predicting the masked
words, which is similar to the cloze task. Compared with traditional standard
language models, such as ELMO, which can only unidirectionally predict the
objective function from left to right or from right to left, the masked language
model allows each word to“see” itself indirectly, so it can predict masked word in
any direction. Many downstream tasks, such as Question Answering and Natural
Language Inference, are based on understanding the relationship between two
sentences, while the features cannot be directly captured by the language model.
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Therefore, the NSP task is used to train the model that could understand sen-
tence level relationships.

In this paper, we use the pre-trained BERT-Chinese model provided by
Google for the first step of feature extraction in Chinese Twenty-Four Histories.
This pre-trained BERT-Chinese model contains 12 layers (Transformer blocks),
with 768 hidden layers, and has 12 self-attention heads [2].

3.3 Fine-Tuning with BiLSTM-CRF Model

BiLSTM-CRF model is the combination of the BiLSTM model and the CRF
model. The bidirectional LSTM component makes it possible for the model to
use both previous and following input features. In addition, with a CRF layer,
the model can make use of sentence level tag information. Due to these charac-
teristics, the BILSTM-CRF model could achieve better performance on sequence
tagging tasks such as POS (Part-of-Speech Tagging), chunking, and NER.

In sequence tagging tasks, RNN could maintain memory based on historical
information, which enables the model to predict the current output through long-
distance features. Long Short-Term Memory (LSTM) [16] networks are quite
similar to RNNs, but the update module of the hidden layer is replaced by spe-
cial memory cells, which makes LSTM easier to discover and explore long-term
dependence information. Compared with LSTM, BiLSTM can effectively make
use of previous features and following features through forward and backward
states. Therefore, the BILSTM model can better capture bidirectional seman-
tic dependencies and effectively learn contextual semantic information, thereby
improving the performance on NER.

A typical LSTM network consists of the forget gate layer, the input gate
layer, and the output gate layer, and its structure can be formalized as follows:

fe =Wy [he1, 2] + bf) (1)
it = o(Wi - [hi—1, 7] + b;) (2)
Cy = tanh(We - [he—1, 7] + bc) (3)
Cy = fe % Co_y + i % Cy (4)

or = o(Wy - [hi—1, 2] + bo) (5)
ht = oy * tanh(C}) (6)

where h;_1 and x; are information from the previous cell, o is the logistic sigmoid
function, C represents cell vectors, and f, 7, o stand for the forget gate, input
gate, and output gate, respectively. The forget gate layer looks at h;_1 and z; to
decide whether to keep this information or get rid of it or discard part of it. The
input gate layer decides which values to update, and C} is the new candidate
values, scaled by how much we decide to update each state value. The output
gate layer runs a sigmoid layer to decide which part of the cell state to output,
and h; is the final output value by the current cell.
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Although the BiLSTM model can effectively identify the boundaries of named
entities, sometimes it may fail to consider the relationship between the labeled
entity sequences. Therefore, we can use the CRF [5] layer to add some constraints
to ensure that the final prediction result is valid, which can be automatically
learned by the CRF layer when training on datasets. The BiLSTM model does
not consider the correlation between labels, and a significant advantage of CRF
networks is that it can obtain a globally optimal labeling sequence by considering
the relationship between adjacent labels. Therefore, a combined BiLSTM-CRF
model can be used to reduce the possible erroneous prediction sequence and
obtain the best named entity recognition results.

4 Experiments

4.1 Experimental Datasets

In our proposed BERT-BILSTM-CRF model, the BERT model we use is the
Google official version [2], whose parameters are fixed and do not need to be
updated. However, the BiLSTM-CRF model is self-defined and requires fine-
tuning training on a small amount of annotated data of named entities. The
parameters of each layer of the BILSTM-CRF model are updated during the
training process.

In the process of fine-tuning the model, we use the ChineseDailyNerCorpus,
which contains a large number of modern Chinese sentences and their corre-
sponding BOI annotations. The ChineseDailyNerCorpus can be obtained at:
http://s3.bmio.net /kashgari/china-people-daily-ner-corpus.tar.gz. Named enti-
ties have different categories such as location, person, and organization. In the
BOI annotation method, B (beginning) indicates that the current character is
the starting position of a named entity, O (outside) indicates that the current
character is not a character in any entity, and I (inside) indicates that the current
character is the middle position of a named entity.

We chose the ChineseDailyNerCorpus as the training data for the fine-tuning
stage for two reasons: (1) first, it is difficult to find a large-scale annotated
classical Chinese NER dataset, so we instead chose an easily accessible modern
Chinese annotated dataset; (2) second, this training method can be used to verify
the transfer learning characteristics of the BERT model. The BERT-Chinese
model is trained on a large-scale Chinese corpus [2], and the BILSTM-CRF model
is trained on the ChineseDailyNerCorpus modern Chinese corpus. Although the
two stages of training are not conducted on classical Chinese, but our final
verification is performed by using the Chinese Twenty-Four Histories.

In the process of data preparation, we spent most of the time annotating the
Chinese Twenty-Four Histories data. The Chinese Twenty-four Histories data is
available at: https://github.com/quzhil/ChineseHistoricalSource/tree/master/
json, but they are merely classical Chinese texts and unlabeled data. In order to
use the BERT-BiLSTM-CRF model to make predictions on the Chinese Twenty-
Four Histories data, and to evaluate the precision and recall of the results, we
manually labeled part of the Chinese Twenty-Four Histories data. The Chinese
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Twenty-Four Histories are the Chinese official historical books covering a period
from 3000 BC to the Ming dynasty in the 17th century, including “Records of
the Grand Historian”, “Book of Han”, “Book of Song”, and so on.

In order to evaluate the performance of our model for named entity recogni-
tion in Chinese Twenty-Four Histories, we selected five of the twenty-four history
books, and in each book we selected a long article for annotation. They are the
“Sixth of the Qin Shihuang Basic Annals” in the “Records of the Grand Histo-
rian” on year 300 BC, the “Seventh of the Emperor Xiaohuan” in the “Book of
the Later Han” on year 150 AD, the “First of the Emperor Basic Annals” in the
“Book of Sui” on year 600 AD, the “Ninth of the Basic Annals” in the “Song
History” on year 1050 AD, and the “Fifteenth of the Basic Annals” in the “Ming
History” on year 1500 AD. The procedure of manual labeling is as follows: (1)
first, we find these five long articles in the Chinese Twenty-Four Histories data,
(2) then find the corresponding chapters in the paper versions of these books, (3)
and manually label the data according to the person and location names marked
in the book. In the Chinese Twenty-Four Histories, there are few named entities
of the Organization type, so we only labeled entity of Person and Location types.
Although this work is very time-consuming and tedious, it is necessary for the
subsequent model evaluation.

4.2 Experimental Results

As mentioned above, the parameters of the pre-trained BERT-Chinese model are
as follows: the BERT-Chinese model has 12 Transformer blocks with 768 hidden
layers, and 12 self-attention heads, which has 110 M parameters totally [2].
During the training process, the maximum sequence length is 128, batch size is
set to 512, and hidden layer dimension of the BiLSTM model is 256.

We use the ChineseDailyNerCorpus corpus to train our model on a Win-
dows 10 operating system and a single Inter(R) Core(TM) i7-7700HQ (2.80 GHz)
CPU, and it took 6h to complete the training process. In order to evaluate the
results, this paper uses the precision, recall, and F1 value as measures, which
are defined as follows:

TP
Precision —
recision = p——p PP (7)
TP
Recall = m (8)
_ 2% Precision * Recall 2xTP

Fl=

= 9
Precision + Recall 2«xTP+FP+FN 9)

where T P indicates that the sample is correctly identified, F'P indicates that the
sample is incorrectly identified, and F'N indicates that the sample is incorrectly
rejected, thus Precision represents the proportion of correctly predicted posi-
tive categories in the total number of all predicted positive categories, Recall
represents the proportion of correctly predicted positive categories in the total
number of true positive categories in the sample, and F'1 is the harmonic mean
of Precision and Recall, which can represent the overall performance.
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The experimental results are shown in Table 1. Detailed information of our
selected chapters are shown in Table 2.

Table 1. Experimental results in Chinese Twenty-Four Histories.

Book name Entity type Precision | Recall | F'1 value
Records of the Grand Location 0.8657 0.8529 | 0.8593
Historian

Records of the Grand Person 0.6489 0.5169 | 0.5755
Historian

Records of the Grand Location and Person | 0.7650 0.6969 | 0.7274
Historian

Book of the Later Han Location 0.7778 0.7656 | 0.7717
Book of the Later Han Person 0.7353 0.7905 | 0.7619
Book of the Later Han Location and Person | 0.7609 0.7755 | 0.7678
Book of Sui Location 0.7730 0.8460 | 0.8078
Book of Sui Person 0.7188 0.6788 | 0.6982
Book of Sui Location and Person | 0.7465 0.7642 | 0.7542
Song History Location 0.7830 0.8191 | 0.8006
Song History Person 0.7397 0.7500 | 0.7448
Song History Location and Person | 0.7691 0.7969 | 0.7827
Ming History Location 0.9060 0.9164 | 0.9112
Ming History Person 0.7955 0.7527 | 0.7735
Ming History Location and Person | 0.8674 0.8593 | 0.8631

Table 2. Selected chapters and detailed information.

Time Book name in English Selected chapter|Book name in Chinese
300 BC |Records of the Grand Historian|Volume 6 i

150 AD |Book of the Later Han Volume 7 Ja 15

600 AD |Book of Sui Volume 1 5

1050 AD|Song History Volume 9 R

1500 AD|Ming History Volume 15 i 5

We calculated the precision, recall, and F'1 value on each book with entity
type of Location, Person, and both of them, respectively.

5 Analysis

The experimental results shown in Table 1 are not intuitive enough, so we draw
a line chart to demonstrate the results of the experimental evaluation, which is
shown in Fig. 2.
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Fig. 2. Evaluation results on Chinese Twenty-Four Histories.

According to the experimental results, we can observe that the overall recog-
nition accuracy of Location entities by our model is higher than that of Person
entities. Judging from the evaluation results of five long articles in different
dynasties, our model has all achieved an F1 value higher than 72%. From the
experimental results in Table 1, we can see that, as time goes by, the overall
F1 value becomes higher and higher, and the best result achieves an F1 value
of 86%. Comparing the results of the model’s prediction on Location entities
and Person entities, from 300 BC to 1500 AC, the recognition accuracy of our
model in these two named entity types shows an increasing trend, and the best
performance is achieved for the book Ming History.

First of all, in classical Chinese, the majority of named entities of Location
type less frequently change, which means that a location name in the ancient
years is usually quite similar to what its name is now. However, a named entity of
person type has various forms, such as given name, literary name, and nickname,
resulting in the predicted results on Location entities significantly better than
those on Person entities. For example, “5i A5 7 (an ancient man from the Qin
Dynasty) has the nickname “3{5f% ” (a kind of knighthood honor, something
like a landlord), but the nickname rarely appears in books, thus it may not be
recognized by our model.

Secondly, in ancient times, classic Chinese is more different from modern
Chinese, which reduces the model performance. However, as time gets closer to
current time, named entities also change over time and are more similar to what
their names are currently. For instance, “I#i ¥ ” (a province in China) is also
called “%& ” (a place name in the Spring and Autumn Period and the Warring
States Period) in the Qin Dynasty, which is quite obscure. Therefore, as time
goes by, these measures of NER in classical Chinese have shown improvements.
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6 Conclusion

In this paper, in order to solve the problem of lack of labeled data and complex
rules in the recognition of named entities in the field of classical Chinese, we
use an end-to-end BERT-BiLSTM-CRF model. Our experimental results show
that the model has a strong transfer learning ability and can implement NER in
classical Chinese, which will promote many related research directions of NLP
in classical Chinese. We are currently carrying out large-scale classical Chinese
labeling work, and will use the labeled data to train the BERT-BiLSTM-CRF
model, with the purpose of further improving the performance of our model.

Acknowledgments. This work is supported by the National Natural Science Foun-
dation of China (61972275).
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Abstract. Convolutional Neural Networks (CNNs) are being applied to
identification problems in a variety of fields, and showing higher discrim-
ination accuracy than conventional methods. However, the applications
based on CNNs are rare in enterprise rating. The reason for this seems to
be that most of CNNs are lacking interpretability. The users of financial
industry can not accept the results providing by an artificial intelligence
model which they can not understand. In this paper, we propose to
model enterprise credits using CNNs with attribute and sequence atten-
tion modules, which enables an explainable and more precise enterprise
credit rating. The experimental results indicate that our approach is not
only achieving a higher performance compared with conventional meth-
ods, e.g., Decision Trees, Z-Score, Random Forests, linear model, but
also can provide multi-granular interpretations for the rating results.

Keywords: Deep learning - Interpretability - Enterprise rating

1 Introduction

With the rapid development of the deep learning, Deep Neural Networks (DNN)
are gathering great attention in the field of artificial intelligence (AI), and even
have become ubiquitous in a variety of applications, e.g., image processing [1],
natural language processing [2], since they can automatically extract valuable
features from original data without artificial feature engineering. However, the
number of applications of deep learning in financial analysis is extremely limited
except for several reports on the prediction of stock price fluctuations [3]. The
reason for this phenomenon seems to be that the forecasting models based on
deep neural networks are usually lacking interpretability. Fair lending is the
foundation of financial industry. Thus, one significant challenge of using Al-based
systems in credit evaluation, is that it is hard to provide the needed “reason
codes” to users the explanation of why they were denied credit. Especially when
the basis for denial is the output from an opaque machine learning algorithm.

© Springer Nature Switzerland AG 2020
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Financing institutions usually use linear models, e.g., logistic regression [4],
Z-score [5] to evaluate credit ratings of enterprises. The advantage of these lin-
ear models is that they are easy to interpret. Users can accurately obtain the
relationship between the input indicators and the assessment result in the pro-
cess of credit rating. However, the accuracy of linear models is often not enough
comparing with DNN based models, especially when they are suffering from
high-dimension inputs and noise, their performance may decline significantly.

The present research aims to accurately evaluate credit ratings of enterprises
by mining the historical data of enterprise as well as output readable explana-
tions. We treat the credit rating as a problem of sequential modeling, and pro-
pose a DNN based model to predict the future credit rating of a firm by using its
historical sequence data. In general, there are two main branches in DNN; i.e.,
Convolutional Neural Networks(CNN) and Recurrent Neural Networks (RNN).
The former one is considered suitable for processing images and the latter for
sequential data. However, instead of constructing RNN based model, a CNN
based model with attributive and sequential attentions is proposed to predict
the credit ratings of enterprises, which is different from RNN based model that
usually require serial processing of sequential data, and can make a better use
of the advantages of parallel computing hardware, such as GPU. In a nutshell,
our contributions in this work can be summarized as follows:

— A CNN based model is proposed to analyze financial sequential data, which
can better utilize the parallel computing power of GPU than traditional RNN
based sequence modeling, and extract the high order credit features of enter-
prise. To the best of our knowledge, this is the first paper to use attention-
based CNNs for enterprise rating.

— Dual attention modules are used in proposed model, i.e., an attribute atten-
tion module and a sequence attention module. These modules are used to
select informative indicators and important time points which contribute to
the enterprise rating, respectively. These modules can give the users insight
to the reasons of enterprise rating prediction.

— A series of experiments are conducted to validate the proposed model. The
results show that our model not only can obtain more precise enterprise rat-
ings than conventional approaches of enterprise rating, but also output com-
prehensible explanations.

2 Related Work

This work devotes to achieve a deep neural network with high accuracy and
explainable credit rating. Its related work can be divided into two groups, i.e.,
traditional credit rating methods and explainable deep neural networks.

2.1 Traditional Credit Rating Methods

Enterprise credit assessment as an intermediary service in the financial field has
existed for more than one hundred years. A mount of approaches is proposed
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to handle this problem, e.g., factor analysis based methods [6], statistic based
methods [5], machine learning based methods [4].

The factor analysis based methods [6] are usually to score the credit-related
factors of the enterprise based on the experience of experts, which can be applied
flexibly to qualitative analysis of enterprise credit. However, this kind of methods
relies too much on the subjective judgment of experts and lacks the ability of
quantitative analysis. Different from the factor analysis based methods, statistic
based methods quantify the credit score of company based on its financial indi-
cators. For example, Z-Score[5] treats a linear weighted sum of given financial
indicators as the credit score of the company. The weights in Z-Score model are
calculated based on historical data of companies. However, this kind of methods
lacks generalization ability because the weights and score thresholds are fixed
by experts.

With the development of artificial intelligence technology, some machine
learning models which have interpretability, such as logistic regression [4] and
decision tree [7], are introduced into credit rating. For example, logistic regres-
sion [4] is often used in place of Z-Score [5] to handle the large scale task of
credit rating, and usually can obtain higher accuracy than Z-Score. The decision
tree [7] is also popular in credit rating, which can provide accurate credit assess-
ments as well as extract decision rules from dataset. However, as the feature
of companies become more and more complex, the prediction performance of
these models based on shallow feature representation are getting harder to be
promoted. Therefore, for a higher rating accuracy, the deep nerual networks are
increasingly attention in credit rating. For example, Hosaka et al. [8] use a convo-
lutional nerual network to make bankruptcy prediction for Japanese companies,
and achieve a higher accuracy than the models with shallow feature represen-
tation. However, the deep neural networks are usually thought of as black box
models, which can not provide necessary explanations for the predictions.

2.2 Explainable Deep Neural Networks

Aiming at reducing the unexplainability of neural networks, some scholars use
agent models which can be interpreted by common users to explain the decision
process of given neural networks indirectly. For example, [9] proposed a quan-
titative method to explain each prediction made by pretrained convolutional
neural networks, by training a decision tree to generate the specific reasons for
each prediction. [10] proposed a framework to use linear models as the agents to
individually explain the prediction of given deep neural network. Besides, [11]
proposed local and global attentions to improve the forecasting performance as
well as generate explanations with inputted features. The attention based models
provide us another way to insight the forecasting process of neural networks.

3 Proposed Model

In this section, we describe our dual attentions based CNN model, SA-Attn-
CNN, for enterprise credit rating. The overall architecture of SA-Attn-CNN is
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Fig. 1. The framework of dual attentions based CNN model for explainable enterprise
rating. The X is a toy example of model input, which is expressed as a matrix. The rows
of matrix indicate the time points and the columns of matrix indicate the attributes of
companies. The heat map can indicate which attributes at which time points are more
importance for a specific rating prediction.

shown as Fig. 1. In SA-Attn-CNN, we first regroup the inputted sequential data
to be a gray picture, and use dual attention modules to mining the contributions
of financial indicators and the importance of time points, respectively. Then,
a CNN backbone network is used to extract the high order credit features of
enterprise. Finally, a fully connected layer following the CNN backbone is utilized
to predict the credit ratings.

3.1 Sequence Attention Module

The module of sequence attention aims to learn which time points are more
informative in sequential data, and facilitate the following CNN backbone paying
more attention to the feature of critical moment. Considering that the feature
fluctuations of in adjacent time points often are key patterns for credit rat-
ing forecasting, we first apply the attention through sliding kernels to inputted
sequence. Let x; be the feature vector of center time point and the d be the
kernel width. We compute the weights in sliding window for each time points of
sequence, with a learn-able matrix A, € R¥*™ as follows:

XS—Attn,i = (Xi,%a -5 X4 "7Xi+%)

S = f(XS—Attn,i * As)vi € [15 t] (1)

ﬁi = 5;X;

where x is a kind of arithmetic operation which first performs element wise
multiplication, and then sum. In this