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Preface

It is our great pleasure to present the proceedings of the 17th Web Information Systems
and Applications Conference (WISA 2020). WISA 2020 was organized by the China
Computer Federation Technical Committee on Information Systems (CCF TCIS),
Guangzhou University, and Guizhou University. WISA 2020 provided a premium
forum for researchers, professionals, practitioners, and officers closely related to
information systems and applications, to discuss the theme of “Artificial Intelligence
and Information Systems,” focusing on difficult and critical issues, and promoting
innovative technology for new application areas of information systems.

WISA 2020 was held in Guangzhou, Guangdong, China, during September 23–25,
2020. Given the theme of WISA 2020, the focus was on intelligent cities, government
information systems, intelligent medical care, fintech, and network security, empha-
sizing the technology used to solve the difficult and critical problems in data sharing,
data governance, knowledge graph, and blockchains.

This year we received 165 submissions, each of which was assigned to at least three
Program Committee (PC) members to review. The peer-review process was double-
blind. The thoughtful discussions on each paper by the PC resulted in the selection of
42 full research papers (an acceptance rate of 25.45%) and 16 short papers. The
program of WISA 2020 included keynote speeches and topic-specific invited talks by
famous experts in various areas of artificial intelligence and information systems to
share their cutting-edge technologies and views about the academic and industrial
hotspots. The other events included industrial forums, CCF TCIS salon, and PhD
forum.

We are grateful to the general chairs Prof. Baowen Xu (Nanjing University), Prof.
Yanming Sun (Guangzhou University), and Prof. Ge Yu (Northeastern University), as
well as all the PC members and external reviewers who contributed their time and
expertise to the paper reviewing process. We would like to thank all the members of the
Organizing Committee, and many volunteers, for their great support in the conference
organization. Especially, we would also like to thank publication chairs Prof. Wei Song
(Wuhan University), Prof. Zhuoming Xu (Hohai University), and Prof. Genggeng Liu
(Fuzhou University) for their efforts on the publication of the conference proceedings.
Many thanks to all the authors who submitted their papers to the conference.

August 2020 Guojun Wang
Xuemin Lin

James Hendler
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Influence of Periodic Role Switching
Intervals on Pair Programming

Effectiveness

Bin Xu, Sheng Yan(B), Kening Gao, Yu Zhang, and Ge Yu

School of Computer Science and Engineering, Northeastern University,
Shenyang 110189, China

{xubin,gkn,zhangyu,yuge}@mail.neu.edu.cn, yansheng1117@foxmail.com

Abstract. Pair programming has been widely used in programming
experiment teaching in programming courses. One of the important fac-
tors affecting the successful completion of pair programming is the timing
of periodic role switching. We organized an experiment in the course of
Python Programming for 102 freshmen who did not major in computer
science. By comparing the accuracy of code submitted by students in
the online judge system, we evaluated the influence of pairing program-
ming on students’ programming ability under three different periodic
role switching intervals of 15min, 20min and 30 min, and collected stu-
dents’ perception towards pairing programming under different modes.
We also made a standard to judge the normalization of code, to study the
influence of pair programming on the normalization of code written by
students. The results show that when the periodic role switching interval
is 30 min, pairing programming is helpful for students to solve difficult
problems, and it has a positive impact on the solution of subsequent prob-
lems after experiencing the process of solving difficult problems. When
the periodic role switching interval is 20 min, students have a positive
attitude towards pair programming. Therefore, the best switching inter-
val can be set between 20min and 30min. However, in terms of code
normalization, there is no significant relationship between the standard
degree of student code and the switching interval of pair programming.
We gave some explanations for this in this paper.

Keywords: Programming course · Pair programming · Assessment

1 Introduction

In the past few decades, computers have become a basic tool in people’s daily life.
Programming is also required by all walks of life as an important skill. Therefore,
more and more people choose to study computer science courses in colleges and
universities [1]. Pair programming has been proved that students’ programming
levels can be improved in programming courses [13,14,16]. In pair programming,

Supported by the National Natural Science Foundation of China (U1811261).
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two students coordinate to build codes by playing different roles, the driver is
responsible for writing codes, and the navigator is responsible for finding errors
and providing feedback. Periodic role switching allows pairs of programming
students to share their ideas and collaborate in writing higher-quality programs
[5,17].

Previous studies have shown that there are many factors that have a signifi-
cant impact on the effectiveness of pair programming [6,8,19], including whether
students have been exposed to programming before and the differences between
teachers’ pair programming methods. We have studied the correct rate and stan-
dard degree of codes written by students at different switching intervals in pair
programming to explore the influence of different times on the effectiveness of
pair programming.

2 Background

Pair programming is a programming technique in which two programmers, usu-
ally from the same workstation, work together on a task. With the rise of extreme
programming [2], it has been widely used in professional applications for the
first time and has since become a common programming method in the software
industry. Two programmers work side by side in front of the same computer.
One enters the code, while the other reviews every line of code he enters. The
person who enters the code is called the “driver” and the person who reviews the
code is called the “navigator”. Usually, two programmers switch roles regularly.

Pair programming, as a well-known learning programming strategy, has
proved to be a more effective method than individual programming methods
[7,12,20], so pair programming is also used as part of or in conjunction with
various teaching methods [9,15]. One advantage of pair programming is accessi-
bility. Pair programming enables students who have just come into contact with
programming to have confidence in programming, which essentially lowers the
threshold for students to learn to program [4,18].

Under the educational background, there have been many kinds of research
on pair programming, such as exploring the correlation between self-reporting
preferences [10] and curriculum performance [3] and the core contributors in
projects [11]. Pair programming also enables students to constantly check their
views on programming and exchange learning strategies. This expands students’
learning programming strategies and helps to open up students’ thinking mode.
However, the factors that affect pair programming are still largely unexplored,
so this paper makes a quantitative analysis of the periodic switching interval of
the two roles in pair programming.

3 Method

3.1 Experimental Design

The data for this study come from the Python programming introductory
course of the Northeastern University of China in autumn 2019. Students have
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seven weeks of computer programming assignments throughout the semester.
We selected the last four weeks of the semester to conduct pairing programming
experiments to ensure that students have a certain programming foundation.
Students can choose whether to do pair programming or not, and the matching
partners of pair programming are chosen voluntarily. In the experiment, our class
time is usually 120 min, and we provide 15 min, 20 min, and 30 min for students
to switch drivers and navigators. Students can choose the role switching interval
of their group and the role switching interval chosen by each group of students
also remains the same, that is, the students use the same role switching interval
in the whole process of the experiment. There are eight programming problems
in the assignments arranged in four weeks. All students do not adopt pair pro-
gramming in the first week, and the students in the next three weeks will carry
out group pair programming. In the whole experiment, once random matching
partners are selected, the matching partners of each student are fixed. Figure 1
shows the design pattern of the experiment. We counted the behavior records
of the code submission of students in the online judge system, and the home-
work was only rated as passed or failed. In the following chapters, we also give
a standard method to evaluate the normalization of code written by students.

Fig. 1. Design of experiments for comparing three different switching times in pair
programming.

3.2 Data

The data in this study were collected by two methods: (1) Homework records sub-
mitted by students in the online judge system; (2) Voluntary Pair Programming
Strategy Questionnaire. The homework records submitted by the students in
the online judge system include the time the students completed, the number of
exercises completed, and whether they passed the evaluation. The questionnaire
includes questions about pair programming activities. A total of 102 students
participated in the survey, of which 96 students were grouped into pairs for pro-
gramming, with a total inclusion rate of 94.1%. We selected 12 pairs of students
from three groups respectively and took the remaining 12 students who did not
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adopt pair programming as the control group for experiments. The information
we got from the questionnaire is shown in Table 1.

Table 1. Comparison of the number of people participating in the survey.

15 min 20 min 30min Solo

Total number 24 24 24 12

Male 18 14 13 7

Female 6 10 11 5

Have programming experience 8 11 8 10

Heard of pair programming 8 9 4 6

In the experiment, each group of pair programming students completed an
assignment together, and the students who programmed independently com-
pleted an assignment. We can see from Table 1 that some students have some
programming experience. Therefore, before the experiment began, we conducted
a test on the students to verify their programming level. We conducted two-
sample T-tests on the scores of each group of students in different modes and
the control group respectively, and the results are shown in Table 2.

Table 2. Differences in programming ability between groups.

Group t Degree of freedom (df) p Homogeneity of variance test (Sig)

15 min −1.42 212.38 0.16 No

20 min 1.18 249.36 0.23 No

30 min −1.13 253.00 0.26 No

The results showed that there was no significant statistical difference between
the test results of each group and the control group. Therefore, the level of
students’ programming ability in our experiment is similar and will not affect
the results of the experiment.

3.3 Research Questions

The research questions in this study are as follows.

– RQ1: What is the influence of different rotation intervals on the passing rate
of students’ pair programming code writing?

– RQ2: Will pair programming improve students’ coding normalization?
– RQ3: What are the students’ perceptions of pair programming under different

switching intervals?
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4 Result

4.1 RQ1: Code Pass Rate

To ensure that the students in each mode can accept the same amount of home-
work, we collected the passing rate of 8 program questions in the programming
task and scored the passing rate of each question equally. The code passing rate
of each homework in each mode can be calculated by the following formula:

R (Gi, Pj) =
1
Ni

Ni∑

i

A
(
θik, Pj

)

S
(
θik, Pj

) (1)

Where Gi represents the i-th mode; Ni represents the number of people in i-th
mode; Pj represents the j-th homework; θik represents the k-th person in i-th
mode; A

(
θik, Pj

)
represents the correct number of homework submissions in Pj ;

S
(
θik, Pj

)
represents the total number of homework submissions in Pj .

Fig. 2. Illustration of the passing rate of each group of codes and the difficulty of
homework. (Color figure online)

According to the students’ feedback and the weekly teaching content, com-
bined with the code submitted by all the students, the change curve of homework
difficulty can be obtained. As shown in Fig. 2, the yellow curve indicates the dif-
ficulty of the homework, and the smaller the ordinate indicates the greater the
difficulty of the homework. The difficulty of homework is calculated from the
records submitted by everyone on Online Judge, and the values of each point on
the curve indicate the passing rate of each homework submission. The lower the
pass rate, the more difficult the homework is, and the more difficult it is for the
students to solve the homework. The cylindrical graph represents the passing
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rate of students’ code submission in the online judge system under the switch-
ing interval of 15 min, 20 min, 30 min, and control group respectively. From the
picture, we can find that the passing rate of students’ codes is positively related
to the difficulty of homework, which accords with our cognition.

In the phase of no pair programming, the three groups of students all adopt
the single programming mode, and there is no obvious difference in the passing
rate of homework submission. In the phase of pair programming, all the students
begin pair programming. When solving the first homework, the group with a
switching interval of 15 min has great advantages, can quickly solve some prob-
lems, and improve the passing rate of homework, while the other two groups have
no obvious difference at the beginning. However, when the difficulty of home-
work increases, the group with a 30-min switching leads the other two groups
by more than 40%.

Two-sample T-test was conducted with the pass rate data of codes with a
switching interval of 15 min and 20 min and the data with a switching interval of
30 min respectively, and the difference between them is shown in Table 3. It can
be seen that the group with a switching interval of 30 min has obvious statistical
differences with the other two groups. Generally speaking, the difference in group
scores is negative, which indicates that the other two groups are worse than the
students whose switching interval is 30 min.

Table 3. Differences in performance between groups.

Group t Degree of freedom (df) p Homogeneity of variance test (Sig)

15min & 30min −6.89 212.38 0.00 Yes

20min & 30min −7.34 187.42 0.00 Yes

4.2 RQ2: Normalization of Codes

To determine whether pair programming can make students write codes more
standardized, we have formulated a standard to grade students’ codes with a
standard degree, and detailed standard information is as follows:

1. Items with a weight of 3
(a) Indentation: Use 4 spaces per indentation level. Continuation lines should

align wrapped elements either vertically using Python’s implicit line join-
ing inside parentheses, brackets, and braces, or using a hanging indent.

(b) Tabs or Spaces: Spaces are the preferred indentation method. Tabs should
be used solely to remain consistent with code that is already indented with
tabs.

(c) Maximum Line Length: Limit all lines to a maximum of 79 characters.
(d) Line Break: A-Line Break should before a Binary Operator.
(e) Blank Lines: Surround top-level function and class definitions with two

blank lines. Method definitions inside a class are surrounded by a single
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blank line. Extra blank lines may be used (sparingly) to separate groups
of related functions. Blank lines may be omitted between a bunch of
related one-liners (e.g. a set of dummy implementations). Use blank lines
in functions, sparingly, to indicate logical sections.

2. Items with a weight of 2
(a) Source File Encoding: Code in the core Python distribution should always

use UTF-8.
(b) Imports: Imports should usually be on separate lines. Imports are always

put at the top of the file, just after any module comments and docstrings,
and before module globals and constants.

(c) String Quotes: When a string contains single or double quote characters,
however, use the other one to avoid backslashes in the string. It improves
readability.

(d) Whitespace in Expressions and Statements: Avoid extraneous whitespace.
3. Items with a weight of 1

(a) Comments: Good code should have wonderful comments.
(b) Naming Conventions: Naming in python code should conform to the nam-

ing specification.

The total score of the standard score is 30 points. If there is any nonconform-
ing item in the code, the corresponding points will be deducted. Students have
no professional foundation of programming before, so we pay more attention to
the standardization of students’ code layout. So when we calculate the deducted
score, we give different weights to different items. For example, we give smaller
weights to two items that enhance code readability (variable naming and code
comments). The specific calculation method is as follows:

S = β

11∑

i=1

nIi (2)

Where Ii represent the item i in the table, β represents the weighting coefficient
of each term, and the basic score of each item is 1 point.

We collected the codes of all students participating in pair programming and
then calculated the standard rate according to the code length of each program.
The standard rate of each group of modes takes the average value of the standard
rate of all codes in that group. The formula of code normalization is calculated
as follows:

N (Gi, Pj) =
1
Ni

Ni∑

i

Ssum − S
(
θik, Pj

)

L
(
θik, Pj

) (3)

Where N (Gi, Pj) represents the standard degree of the code of the i-th mode,
Ni represents the number of people in the i-th mode, Pj represents the j-th
topic, Ssum represents the total score of each program, S

(
θik, Pj

)
represents the

score deducted by each program according to the standard items, and L
(
θik, Pj

)

represents the length of the code.
Figure 3 shows the changing trend of standard rates for each group of codes.

It can be seen from the figure that there is no correlation between the standard
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Fig. 3. A comparative diagram of the changing trend of the standard rate of codes in
each group and the difficulty of homework.

rate and the difficulty of the homework, and the standard rate of each group
has no obvious upward trend with the pair programming. We analyze that the
reason why this may happen is that students learn and do while learning, which
leads to the students’ programming foundation not reaching the standard level.
Therefore, we analyzed the codes written by students in the final examination
and selected two questions to calculate the standard rate of codes written by
students in the examination. The significance test of the regression coefficient
for each group of data shows that there is no obvious linear correlation between
the standard rate of codes and the time of pair programming.

4.3 RQ3: Students’ Attitude to Pair Programming

After the experiment, to measure the students’ experience in pair programming,
a short questionnaire was distributed to the students.

– Q1: Are you willing to continue pair programming?
– Q2: Do you think pair programming is more efficient?
– Q3: Do you think pair programming is helpful to improve the programming

level?

The results in Fig. 4 show that the students’ attitude towards pair program-
ming is positive. Most students are in favor of pair programming mode and
are willing to continue pair programming. Figures show that students with a
20-min switching interval for pair programming feel more able to benefit from
pair programming, and they feel that pair programming is more effective and
can improve their programming level.
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Fig. 4. Results of the questionnaire.

5 Discussion

The results show that the longer the pairing time is, the better it is for stu-
dents to overcome difficult homework. Moreover, judging from the submission
of homework after solving difficult problems, the passing rate of the submitted
codes of this group of students is higher than that of the other two groups after
experiencing cooperation in solving difficult problems. This shows that students
benefit more from pair programming within 30 min.

In order to verify the validity of this result, we have a test for students after
the pair programming course. It includes a simple programming problem and
a programming problem beyond the syllabus. We counted the passing rate of
each group of students. The results show that whether it is a simple question
or a more difficult question, the students with a 30-min rotation time for pair
programming have a higher pass rate. This shows that our previous results are
valid.

As far as the normalization of codes is concerned, from the data obtained
from the overall statistics, pairing programming has no effective influence. There
is no significant linear correlation between the increase of pairing time and the
standard degree of codes. We analyze the possible reasons for this situation
include students’ lack of programming experience, a small number of samples,
and difficulty in homework. In order to verify whether it is related to the students’
programming experience, we also selected the codes submitted by the students
at the end of the final exam and calculated the standard scores of each group.
The results show that after the end of the course, the code normalization has
not been greatly improved, and there is no significant difference between the
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code normalization when the pair programming is not adopted and when the
course is not studied. This reason is not the cause of this result. In the following
research, we will expand the sample of the experiment and set up homework
with different difficulties to analyze the normalization of the code.

In the process of practice, it is found that when the pairing programming
mode is not carried out, the students with weak foundation are more dependent
on the guidance teachers and treat the problems that cannot be solved passively.
After developing the pairing programming mode, this part of the students can
discuss it with the pairing members. According to the code submission time
recorded by the system, it is found that these students can quickly solve the
problems in programming, and students can obtain more satisfaction, and their
learning enthusiasm and initiative have also been greatly improved. And we can
see from the statistical results that students with a 20-min switching interval
for pair programming think they can benefit more from pair programming. This
also inspired us that the switching interval of pair programming is not as long
as possible. Excessively long switching intervals will cause students to have a
negative attitude towards pair programming.

6 Conclusion

In this study, we discussed the influence of periodic role switching interval on the
effectiveness of pair programming and analyzed the pass rate, normalization, and
students’ cognitive attitude towards pair programming under different switching
intervals. Our results show that students can benefit from pair programming
when the switching interval for pair programming is 30 min. However, when we
investigate students’ attitudes, we find that students prefer to set the switching
interval at 20 min.

Therefore, in the actual programming language teaching environment, we
suggest that more attention should be paid to the pairing scheme of pairing
programming. However, in the switching interval, we suggest to give priority to
work continuity, and there is no need to specify specific time rigidly. According to
the experimental results, to balance students’ enthusiasm for pair programming
and the benefits of pair programming in normal teaching, we suggest that the
switching interval of pair programming in class can be set to 20–30 min.

When studying the influence of pair programming on the normalization of
students’ code writing, we got the opposite result. Our results show that there is
no obvious linear correlation between the standard degree of code and the time
of pair programming. We analyzed and verified that the reason for this result
has nothing to do with whether the students study the whole course. In the
following research, we will further expand the sample size and set up different
difficult assignments to verify the remaining reasons.
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Abstract. Composite service implements complex functions by comb-
ing different web services. It evolves a lot during its life cycle, and external
web service may evolve without prior notice. To ensure the correctness
of each evolved version, regression testing must be performed. In this
article, an approach is proposed to automatically minimize test cases
for regression testing of WS-BPEL (Web Services Business Process Exe-
cution Language) compositions based on modification impact analysis.
The proposed approach can detect interfacial, structural, and variable
changes of WS-BPEL compositions on the basis of WP (WSDL Parsing),
BH (BPEL Heading), and BAST (BPEL Abstract Tree). Afterward, we
perform a dependency analysis by extracting def-use pairs of modified
variables to cover all affected paths. We conducted experiments with
8 WS-BPEL compositions to evaluate the efficiency of our approach.
Experimental results show that our approach can recognize the modifi-
cations in most cases, and can reduce the original test suite to 51.75%
on average.

Keywords: Test case minimization · Modification impact analysis ·
Regression testing

1 Introduction

With the rapid development of cloud computing, web services have gained sig-
nificant attention due to their characteristics of well-encapsulation and loose-
coupled. Web services are usually described by WSDL (Web Services Description
Language) [1], a language based on XML.

Since single web service provides limited functions, multiple web services
have been composited to achieve complex tasks [2]. WS-BPEL [3] has become a
standard for service compositions. To adapt to various of requirements in daily
business, the structure of WS-BPEL has to keep evolving. Apart from structural
c© Springer Nature Switzerland AG 2020
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changes, external web services also evolve without prior notification. Given these
circumstances, any change in the WS-BPEL compositions should be fully tested
before and during its deployment.

Currently, many tools exist for testing WS-BPEL to ensure correctness by
automating test case generation [4–8]. However, the execution of a great number
of test cases is time-consuming yet ineffective. Therefore, regression testing [9]
has gained growing concerns. Although frequent execution of regression tests can
maximize the discovery of errors in WS-BPEL compositions, the process itself
consumes too much time. To reduce the cost of regression tests, researchers have
conducted in-depth research on automated regression testing techniques. Typical
regression testing techniques include test suite minimization [10–12], test case
selection [13–15], and test case prioritization [16–19].

In this work, we present an approach to the minimization of test cases based
on modification impact analysis. Since WS-BPEL is a kind of programming lan-
guage, we can define an AST (abstract syntax tree) to extract necessary infor-
mation. Then with the generated BASTs (BPEL Abstract Syntax Tree), we can
perform modification analysis. Specifically, we compare two versions of BASTs
and discover interface, structural or variable changes, and use dependency anal-
ysis to locate influenced nodes. With modified nodes and influenced nodes, we
can then minimize test suite to exclude redundant test cases.

The rest of the paper is organized as follows: Sect. 2 gives an motivating
example. Section 3 introduces the methodology. Section 4 presents our imple-
mentation. Section 5 discusses our experiment and evaluation, Sect. 6 is about
related work, and Sect. 7 is about the conclusion.

2 Motivating Example

When an external service of a WS-BPEL composition is deemed unsuitable, the
service integrators may modify the binding address to a replacement service.
The changes are known by testers if is notified. However, there could be some
other modifications that involve without prior notice.

We motivate our work via a model of WS-BPEL evolution to illustrate the
different types of change. Figure 1(a) shows an original version of a composition
that contains three services A, B and C.

Consider the next evolved version in Fig. 1(b), although the interface of ser-
vice B remains unchanged, its internal functions have been edited. This situation
occurs when the service provider finds that some operations in the original ser-
vice B need to be changed to meet current requirement better. Since changes to
these external services will not notify the service integrator, we need to actively
retrieve the WSDL documents of these services.

In Fig. 1(c), suppose that when the edited Service B’ is deemed unsuitable, it
is more practical to replace it. In this case, we should ensure that the newly added
service is compatible with the original WS-BPEL composition and that no new
errors will be introduced. Therefore, our tool should automatically minimize the
original test suite and not perform redundant tests on parts that are not affected.
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Service A

Service B

Service C

(a) Original Compostion

Service A

Service B’

︸
︷
︷

︸

Element → Element′ |
PortType → PortType′ |
Message → Message′ |
...

Service C

(b) External Service Alteration

Service A

Service B’ Service D

Service C

(c) Binding Modification

Service A

If-else

Service D Service E

Service C

(d) Structual Modification

Fig. 1. Illustrations of WS-BPEL evolution

Suppose that there is an incoming requirement that makes the original
<sequence> structure unsatisfactory. To make the WS-BPEL composition
meet the requirement, as Fig. 1(d) shows, the service integrator decides to intro-
duce service E and add the control structure of <If-Else>. This complex type
of modification could introduce new errors.

How to discover errors while reducing test overhead is an urgent problem we
need to solve. We will introduce our method in Sect. 4.

3 Methodology

This section introduces the methods we used in modification extracting. The
key idea is using DOM4J to parse the information of WSDL, XSD, and BPEL
documents and transforms them into the structure we need.

3.1 WSDL Parsing

In WP, we implement WSDLParser and XSDParser to retrieve service informa-
tion. WSDLParser is shown in Algorithm1. XSDParser is not shown for space
concerns, since besides enumerated types, XSDParser is generally the same as
WSDLParser.

For WSDL, (1) we first parse the <portType> nodes (Line 6 to 7 of Func-
tion WSDLParser()) to obtain the operations and each <operation> contains
input and output <message>. (2) Then we parse the <message> nodes to
obtain the parameters of each operation (Line 8 to 10). (3) Parameter informa-
tion is described in <Types> of the WSDL or XSD document (Line 11 to 17).
(4) Also, we parse the <service> and <binding> in the WSDL to obtain the
target address and the protocol type (SOAP GET POST). This article only
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Algorithm 1. WSDLParser()
Input: file //XML file(*.wsdl,*.xsd)
Output: List<service> serviceInfo

1: enum WSDLNodeTypes {portType, message, types, service, binding}
2: if file isInstanceOf(∗.wsdl) then
3: for element in elements do
4: nn=element.getName())
5: if nn in WSDLNodeTypes then
6: if nn.equals(“portType”) then
7: portType.add(createNode(element))

8: if nn.equals(“message”) then
9: message.add(createNode(element))

10: portType.addOperation(message);

11: if nn.equals(“Types”) then
12: if hasAtrribute(“Import”) then //means has a ∗.XSD file
13: parameters.add(createNode(XSDParser()))
14: message.add(parameters);

15: else parameters.append(createNode(element))
16: message.add(parameters)

17: if nn.equals(“binding”) then
18: binding.add(createNode(element))

19: for element in elements do
20: if nn.equals(“service”) then
21: service.add(portType)
22: service.setAddress()
23: serviceInfo.append(service)

24: return serviceInfo

considers the SOAP protocol (Line 18 to 24). The output of WSDLParser is an
array list of service information. Each service information has a top-down tree
structure, and the structure follows the parsing order.

3.2 BPEL Parsing

BPEL parsing takes BPEL documents as inputs, BAST(BPEL abstract syn-
tax tree) and BH(BPEL headers) as outputs. The parsing method is similar to
Algorithm 1, except for some details. To distinguish different types of modifica-
tions, we traverse BPEL documents and then split them into BH and BAST.

Definition (BH). BH is defined as a triad (I, PL, V ), where I is a set of imports,
PL is a set of defined partnerLinks, V is a set of defined variables.

I = In ∪ Il. The information about external services is included in node I,
where In denotes external services’ namespace, and Il denotes the location.

PL records related information of each partnerLink, namely partnerLink
name, namepspace and role.



Test Case Minimization for Regression Testing of Composite Service 19

V records related information of each variable, namely variable name,
namespace and messageType. It should be noted that messageType corre-
sponds to <message> in WSDL documents.

Definition (BAST). BAST is defined as a quintuple (N,C, PL, V, F ), where
N is the BAST node, C is a set of pointers to children nodes, PL is a set of
partnerLinks, V is a set of variables and F is the field of each BAST node.

N = NB ∪NS ∪NP ∪NL ∪NC . In BPEL, basic and structural activities can
be transformed into the five kinds of BAST nodes.

– NB is created for basic activities, i.e. <receive>, <reply>, <assign>,
<invoke>.

– NS is created sequential activities, i.e. <sequence>.
– NP is created for selective activities, i.e. <if>, <elseif>, <condition>.
– NL is created for loop activities, i.e. <while>, <for>.
– NC is created for concurrency activities, i.e. <flow>.

C stores the pointers to the address of children nodes. The root node is
<sequnce>. If current node is a leaf node, the value of C is empty.

PL and V are sets of partnerLinks and variables defined in BH and used in
current node.

F records related information of each BAST node.

– id: records the identification of a node with a unique natural number.
– name: records the name of a node in XML documents.
– type: records the type of a node.
– Gen(n): records the set of variables defined in a node n.
– Kill(n): records the set of definitions killed in a node n.
– Use(n): records the set of variable used in a node n.

Gen(n),Kill(n) and Use(n) in F field are used for dependency analysis. With
Gen(n) and Kill(n), we can further compute In(n) and Out(n) sets. In(n) and
Out(n) denote the reaching definitions at the point before and after each node
n. The computation formulas are as follows [21]:

Out(n) = Gen(n) ∪ (In(n) − Kill(n)) (1)

In(n) =
⋃

p∈pred(n)

Out(p) (2)

where Gen(n) is the set of definitions generated by the statement in n, Kill(n) is
the set of all other definitions of the defined variable in the program, and pred(n)
is the set of predecessor nodes of n. In our approach, we consider concurrent
activities as asynchronous to simplify dependency analysis.

In(n) and Out(n) will be applied to data dependency analysis in Sect. 4.

4 Modification Impact Analysis

In this section, we propose a method of modification impact analysis. In Sect. 4.1,
we present the framework of our approach. In Sect. 4.2, we give a detailed expla-
nation of extracting rules.
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Fig. 2. Framework of our approach

4.1 Framework

Figure 2 is the general framework of our approach. We utilize BPEL Parser and
WSDL parser to conduct modification impact analysis. The BPEL information
contains two elements, namely BH and BAST. BH is for variable inspection, and
BAST is for BPEL comparison. After analyzing of modifications, we minimize
test suites with the results. To support new services, we develop a tool for test
case generation (Sect. 5.1).

4.2 Extracting Modification Rules

Our extracting modification rules focus on the revision of variables. Since most
changes all involved in the modification of variables, directly or indirectly, i.e.,
in Fig. 1(d), the predicate of <If-Else> contains constraints with variables,
and the newly introduced service E must also include new variables. We use
portType as additional information since in BPEL activities, portType either
appears with variable or does not appear.

A modification rule, denoted r, represents how a variable of WS-BPEL com-
position is changed to a new one. The rule can be expressed as a 3 tuple, i.e.,
r = (C,L,R), where C represents the composition, L the outdated variable, and
R the new variable. For example, service B’s old variable, which is Message in
Fig. 1(b), can be expressed as follows: (C,Message → Message’).

A change rule r can have three different cases:

– (C, ∅ → R)
– (C,L → R)
– (C,L → ∅)

These three cases are associated with corresponding actions. For example,
when a variable is added or invoked, r has the change case (C, ∅ → R). If the
variable is edited or replaced, r has the change case (C,L → R). If the variable
is deleted or spared, r has the change case (C,L → ∅). We extract modification
rules according to three cases and six actions shown in Table 1. To extract change
rules, we use BH, WP and BAST in order, with regard to a modification set
Mvar(k). We explain the details in the following subsections.
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Table 1. Extracting modification rules

Rules Action Description Method Change patterns

(C, ∅ → R) ADD R is added BH Additional External
Service

INVOKE R is invoked BAST Idle Functionality of
Composition

(C,L → R) EDIT L is changed into R WP Edited External Service

REPLACE L is replaced by R BAST Replace of Existing
External Service

BH/BAST Replace of Additional
External Service

(C,L → ∅) DELETE L is deleted BAST Removed External
Service

SPARE L is spared BAST Decreasing Functionality
of Composition

4.2.1 Using BPEL Headings
Since BH contains the <import>, <portType> and <variable>, we can com-
pare two versions of headings to extract modifications. If a new variable appears
in the new revision, the modification action may be ADD or REPLACE and can
be further distinguished with BAST. The new variables will be added into set
Mvar.

4.2.2 Using WSDL Parsing
Even if some variables may remain the same in both BHs, there may be modifi-
cations in the WSDL. We locate the codes in WSDL with the information pro-
vided by <variable> in BH. According to the previous introduction, we know
that <variable> has two attributes: namespace and messageType. namespace
can link a variable to corresponding <import> and <import> stores the loca-
tion of WSDL. messageType name is matched to the <message> in WSDL.
With location and <message>, we use WP to retrieve the information from
two versions and compare them to determine if something has changed. The
edited variables will be added into set Mvar.

4.2.3 Comparing BPEL AST
We compare two BASTs through pre-order traversal. Figure 3 shows two simpli-
fied BASTs, circle boxes represent structural nodes, and rectangle boxes repre-
sent basic nodes, e.g. <receive>. The numbers are unique for different nodes.
As is shown in Fig. 3, traversing the v1.0 in pre-order yields 1−2−3−4 and v1.1
yields 1− 2− 3′ − 4− 6− 7− 8. Through comparing two traces, we can extract 2
kinds of modifications (EDIT and ADD) and 4 changed variables(3′, 6 − 7 − 8).
Changed variables will be added into set Mvar.
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4.2.4 Data Dependence Analysis
We have obtained the changed variable set Mvar through previous steps. In
the regression testing of WS-BPEL compositions, it is not sufficient to consider
the variables that are directly changed. To ensure that there is no error in the
changed service composition, we need to extract the nodes with variables that
depend on the variables in set Mvar. The method of extraction is data depen-
dency analysis.

1

2

3

<from>

4

<to>

<assign>

1

2

3′

<from>

4

<to>

<assign>

6

7

<if>

8

<elseif>

<condition>

EDIT ADD

v1.0 v1.1

Fig. 3. BAST modification example

In Sect. 3, we store Gen(n), Use(n),Kill(n) of node n during parsing, and
compute In(n) and Out(n). If a node A’s Use(A) contains a definition defined
in node B, i.e., in Gen(B), and other nodes between the two nodes do not kill
the definition, then we infer that node A data depends on node B.

For each variable var in Mvar, we look for other variables that depend on var
and add these variables into affected nodes set Evar. With the changed variable
set and the affected node set, we reduce the test suite by removing test cases
that do not cover these two node sets.

5 Evaluations

In this section, we first introduce some implementation issues of our prototype
tool in Sect. 5.1, and then conduct several experiments in Sect. 5.2.

5.1 Implementation

According to the extracting rules (Table 1), we have implemented a prototype
tool. The inputs of this tool include composition documents, namely .bpel, .wsdl
and .xsd files and the outputs are minimized test suite.

We have also developed a tool for test case generation considering that there
may not be test cases for newly added services. This tool retrieves information
by parsing WSDL and XSD documents. Then, it generates values for the input
parameters of services with constraints and random values.
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We chose eight benchmarks to evaluate our work. These compositions come
from some popular BPEL engines and BPEL specification (Table 2). They are
also used in other BPEL test case generation [19] or regression test prioritization
[20]. A to H are used to represent the corresponding benchmarks. The columns
“Benchmark,” “Source,” “Element,” and “LOC” represent the name of bench-
marks, the source, the number of XML elements, and the number of lines of code
of each composition, respectively.

Table 2. Relevant information of the experimental application.

Ref. Benchmark Source Elements LOC Versions

A ATM ActiveBPEL 94 180 4

B Gymlocker BPWS4J 23 52 3

C Dslservice BPWS4J 50 123 3

D LoanApproval ActiveBPEL 41 102 7

E MarketPlace BPWS4J 31 68 3

F Purchase BPWS4J 41 125 5

G Loan Oracle BPEL Process Manager 55 147 3

H LoanProcess WSO2 BPS 33 161 5

0 0.2 0.4 0.6 0.8 1
H
G
F
E
D
C
B
A ADD

EDIT
REPLACE
DELETE
SPARE

Fig. 4. The statics of extracting modifications for WS-BPEL compositions.

For evaluation, we need some modified versions of these WS-BPEL composi-
tions. Therefore, we invited some research partners (non-authors) to make some
modifications to the 8 original compositions. To guarantee the independence of
modification, each version only involves one modification.

5.2 Results and Analysis

We apply the 3 rules in Table 1 to the original and modified versions respectively.
Figure 4 shows the results using stacked bar chart, the vertical axis represents

the benchmarks’ reference, and the horizontal axis represents the proportion of
different actions to all modifications. ADD, EDIT, REPLACE, DELETE,

SPARE are the actions of three extracting modification rules.
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The graph shows that for 7 of these compositions, our approach can detect all
the modifications. For example, composition B has 3 versions of modifications,
namely ADD, REPLACE, SPARE, and the amount of each modification is
1(1/3 of all versions). The graph also shows that 2 (40%) of the modified ver-
sion of H has not been detected. After checking the documents, we find that 2
modified versions are called external services through URLs, which caused our
tool to failed in obtaining the WSDL documents.

Figure 5 presents performance of test suite minimization, the value of each
column equals the mean of corresponding modified versions’ number of mini-
mized test cases divided by the number of test cases in the initial test suite. The
graph shows that the average minimization rate is 51.75%, our tool works best
for D’s test suite minimization, and the worst for F’s.

A B C D E F G H

0.4

0.5

0.6

Fig. 5. The statics of test suite minimization.

6 Related Work

At present, there are lot of researches in regression testing for WS-BPEL com-
positions, which can be divided into three categories: test suite minimization
[10–12], test case selection [13–15], and test case prioritization [16–19].

Francisco et al. [10] proposed a search-based test suite minimization tech-
nique. The approach generates mutants for original composition and compares
their behaviors with original composition under test suite. If the mutant cannot
be killed, the test case is deemed redundant.

Singal et al. [14] conducted test case selection based on the extended BPEL
flow graph (XBFG). It compares the XBFGs of compositions to extract modifi-
cations, select test cases, and generate test cases. However, the method assumes
that the system always needs to be fully tested, which is redundant.

Wang et al. [17] proposed a test case prioritization technique based on mod-
ification impact analysis. They build the BPEL activity dependency graph to
calculate the modification impact and priority. Compared with the coverage-
based method, this method can achieve a higher precision. The drawback is that
it is not suitable for large-scale compositions due to heavy work load.
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7 Conclusion

In this paper, we have proposed a modification impact analysis based regression
testing approach to capture the modification caused by interfacial, structural,
and variable changes. Our highlight is designing rules to comprehensively cover
possible changes. Compared to most technologies, we not only detect changes
in external services coarsely at the interface level but more fine-grained. It sig-
nificantly complements the inadequacy of existing work in theoretical studies of
TSM. We have verified our proposal through an experiment.

Our current work focuses on test suite minimization problem of service com-
positions in static testing environment. In the future, we will broaden our work
to solve regression test prioritization problem in dynamic testing environment.
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Abstract. With the rapid development of Internet technology, the application
of Web service and their combinations is spreading widely as a vital role.
However, due to the black box feature of Web services, test cases of Web
service can be obtained only from the perspective of users, which is more
challenging than traditional tests. We propose a method based on semantic
matching and condition recognition, combined with document parsing to gen-
erate test cases of composite Web services. In this method, the first step is to
parse the relevant XML documents, then to obtain the parameter types, key-
words, as well as conditions and orders in the control flow. The following step is
to match the parameter instances according to the conditions in the process or
the semantic knowledge base. The last is to encapsulate them into test cases.
Experimental results show that our method can generate test cases with low
redundancy and high coverage, which can cover more than 85% nodes and paths
in BPEL.

Keywords: Composite Web services � Test case generation � Document
parsing � Semantic matching

1 Introduction

Web services [1] adopt a Service-Oriented Architecture (SOA) [2] to achieve service
invocation through the interaction among entities such as service providers, registration
centers and service requesters, without depending on language, platform and protocol.
With the rapid development of Internet, cloud computing technology and service-
oriented technology tend to mature, Web services have also been put in wide utiliza-
tion. Developers combine several atomic Web services in accordance with a certain
process to provide users with more comprehensive value-added services. It is necessary
to test them fully to guarantee the accuracy and stability of the combined Web services.

The generation [3] of test cases is the first stage of composite Web service testing.
This paper aims to achieve automated generation of test cases at a relative low cost and
high coverage. In this paper, we propose a method to generate test cases for composite
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Web services based on semantic matching and condition recognition, and verify the
effectiveness of this method through comparative experiments.

The rest of this paper is as follows. Related work is discussed in Sect. 2. Pars-
ing XML documents related to Web services is in Sect. 3. How to generate test cases
based on semantic matching and condition recognition is presented in Sect. 4.
Experiments and evaluation are in Sect. 5. The last part is conclusion and future work.

2 Related Work

Test case generation is crucial for software testing, model-based test case generation is
the most popular method [1, 4–8]. This method improves the accuracy of test cases, but
few of them are fully automated without the testing of atomic Web services.

Zhou et al. [9] proposed a test case generation method based on parsing document
and solving constraint, which parses XML documents related to composite Web Ser-
vices. They obtain and encode constraint conditions, and then use the Z3-Solver [10] to
solve the encoded constraints, and finally combine the SOAP protocol to generate test
cases. However, the speed that Z3 processes string type variable is relatively slow.

Estero-Botaro et al. [11] proposed a genetic algorithm with some bacterial algo-
rithm characteristics to generate a test suite for mutation testing. Experiment shows that
the error detection rate and coverage of test cases rise greatly, but costs a lot of time.

In addition, Sun C et al. [12] and Mei et al. [13] studied BPEL runtime testing from
the perspective of workflow, and proposed a scenario oriented testing framework for
the runtime binding characteristic of composite Web services.

3 Document Parsing

Since service integrators cannot obtain the source code of Web service, test cases can
only be generated with the information from interface documents [14]. This section will
introduce the parsing method of XML documents in composite Web services in detail.

3.1 XML Documents in Web Services

XML documents related to Web services include BPEL, WSDL and XSD documents,
which are respectively used to describe the business processes, interface information,
and variable format information. The relationship is shown in Fig. 1 [9].

The basic unit of BPEL [15] is activity, which can be divided into basic activities,
structured activities and fault handling activities. In addition to the above three types of
activities, there are some nodes in the BPEL documents that describe the external
service addresses, partner links, and variable declarations of Web service references.

WSDL document contains nodes: <service>, <binding>, <portType>, <message>
and <types>, which are respectively used to describe the information of interface
address, communication protocol, operation, message and variable type.

XSD document makes formal definition of the variables with XML format, whose
composition structure is in the XSD part in Fig. 1.
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3.2 Analytical Method

When parsing the composite Web service document, we start with the BPEL document,
where all the atomic Web services and business processes are defined. To construct the
controlling flow graph, it starts from the root node <process> to all the nodes in turn,
and stores the relationship between nodes and information of themselves. We obtain
node information such as loop conditions and branch conditions, and then obtain child
nodes iteratively.

Then, we parse WSDL documents. We first retrieve all the <service> elements, for
which we jump to <binding> and the elements that match the service. Thus, we get a
set of operations (<operation>), and then jump to <portType> to find the input and
output <message> corresponding to each operation. Next, we parse the <message> and
<types> nodes to obtain the constraint information. Further, it needs to obtain the
namespace of the WSDL file for parsing the nodes and constructing test cases.

When parsing XSD documents, we still need to traverse all the nodes to obtain
constraint conditions, such as the ordering relationship, values, types, lengths, value
ranges, and regular expressions of variables. In addition, the variable definitions in the
WSDL file need to parse the XSD file with the same namespace.

4 Test Case Generation Based on Semantic Matching
and Condition Recognition

Former test cases generated based on interface parameter types have high redundancy,
mainly because many invalid cases are generated based on the type information instead
of taking the actual meaning of the parameters into account. For example, in the Web
service of attribution query of domestic mobile phone numbers, when we input
parameter named “mobileCode” with type “string”, it is likely to generate a bunch of
meaningless strings if we only judge by the type “string”.

Likewise, we also need to generate test cases in accordance with various process
conditions. For example, a loan service needs to deal with business processes according
to the user’s loan amount.

Fig. 1. Relationship of documents related to Web services
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In this section, we extract the input parameter keywords and process conditions by
parsing the XML documents, and generate test cases on the basis of semantic matching
and condition recognition.

4.1 Keyword Extraction Optimization

Before the semantic matching, we must preprocess the parameter names and operation
names to extract keywords. Since different developers have different definitions, the
parameter names are irregular and require text processing to find the keywords that can
explain the parameters most clearly. We propose a method to deal with the parameter
names by analyzing the thousand parameter names in WSDL documents:

(1) Consider IO (input/output): Many inputs and outputs of the same service share the
same forms, such as input in the form of “getAbyB”. Obviously, B is the input
keyword and A is the output keyword. For example, we can extract the keyword
“Currency” in the service “currencyService”with an operation “getCurrencyRate”.

(2) Separate Words: Considering the definition of parameter names without spaces,
we separate these words according to the capitalized first letter.

(3) Filter meaningless words: After separation, some high-frequency but meaningless
words should be ignored. The frequency of occurrences of such words in WSDL
exceeds 90%, which are saved in a table of our database.

4.2 Building a Local Semantic Library

Building a local semantic library is to facilitate the semantic matching method. We
combine both the automatic and manual method to construct the local semantic library:

(1) Automatic method: Present Web services sometimes provide interfaces for the
access of specific values allowed by them. For example, a weather forecast service
[16] offers weather forecast of 400 cities through the interface “getWeatherby-
CityName”. We call these interfaces for the legal input parameter value, tag them
(the name of a city) with labels like weather, city, and then store into the database.

(2) Manual method: For various parameter types, we have designed a table with
artificial maintenance. For example, for the type “double”, 3.2, −983.2 and types
like “dateTime”, “int” etc. are stored in the database. With this table, the program
only needs to parse the parameter type for the corresponding input instance.

4.3 Parameter Matching Based on the Semantic Library and DBpedia
Domain Knowledge

As the example of currencyService (Sect. 4.1), an operation named “getCurrencyRate”
queries the exchange rate between two currencies by inputting two currency codes with
an output named “getCurrencyRateReturn”. Through keyword extraction, the keyword
is “Currency”. Then we utilize the local library and DBpedia to match the keywords in
the service elements. The parameter matching mechanism is as follows:
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(1) Query the local semantic library according to the input parameter type for the
suitable preset input instance, which should be listed to the instance table.

(2) Add the matching record to the instance table if it is in the local semantic library,
according to the “keyword” after parameter optimization.

(3) If there’s no instance to match, we call the DBpediaSpotlight service. We filter
parameters by configuring and input the keyword and its description. Spotlight
will respond content, which contains the DBpediaURI that matches the keyword,
then extracts the string that can be used as an input parameter and adds it to the
instance table.

4.4 Conditional Recognition

As mentioned in the previous section, only a part of the input values is obtained
according to semantic matching, while others involve in controlling the BPEL process.
Thus, we also need to consider the conditions (<condition>). For example, a parameter
“amount” of a loan approval service requests users to input the loan amount. The
program will estimate the loan risk based on the amount. For low-risk customers whose
request is less than 10,000, the loan will be automatically approved. If it is more than
10,000, the approver will check the loan with an <if> node in the process. Based on the
analysis result of the BPEL documents, we will identify the corresponding node for
condition judgment and match it with the input parameters.

4.5 Test Case Packaging

SOAP, as a protocol specification for exchanging data, is often used to exchange
structured and fixed information in a distributed environment. We need to encapsulate
the test data in a SOAP message to generate test cases. A test case for mobile phone
number location query service [17] is shown in Fig. 2.

Fig. 2. Mobile phone number location query service.
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5 Experiment and Evaluation

5.1 Experimental Data and Environment

The hardware environment of the experiment is an Intel Core i5-6400 quad-core
processor, 8G memory and the operating system is Windows 10. The development
environment is jdk1.8 and Eclipse Oxygen.

We selected some typical composite Web services, including Loan Approval
Service (LAS), BookLoan, FlowLinks, and CaculatorProj. These services involve
various of activities in Sect. 3.1. The scale of the program is shown in Table 1. LOC
represents the number of lines of BPEL, and AN (activities number) is the number of
activities.

5.2 Analysis of Results

In order to evaluate our method, we chose some common evaluation indicators,
including coverage, redundancy, generation time, etc. Since the composite Web service
was fully tested before the release, and there is no publicly known bug set, we have not
considered the evaluation of the ability to search for bug of the test case.

In Table 1, the evaluation indicators of test case are as follows:

(1) Total: the number of all test cases generated in one execution;
(2) Redundancy: the proportion of test cases that overlap with nodes or paths covered

by others;
(3) Node coverage: the proportion of nodes covered by the generated test case set;
(4) Path coverage: the proportion of paths covered by the generated test case set;
(5) Time (unit: milliseconds): the average time required to generate a test case.

The experimental results are shown in Table 1. We found that for small-scale
composite Web services (the first four in Table 1), we can achieve 100% coverage with
fewer test cases but almost no redundancy. For more complex services (the following
four in Table 1), the coverage may decrease, but still with little redundancy and low

Table 1. Composite service information and experimental results.

Composite
Web service

BPEL
LOC

AN Test case evaluation
Total Redundancy Node

coverage
Path
coverage

Time
(ms)

CombineUrl 38 4 2 0 100% 100% 93
HelloWorld 45 4 2 0 100% 100% 107
While 82 8 2 0 100% 100% 120
Alarm 86 11 3 33% 100% 100% 142
CaculatorProj 151 13 3 0 100% 100% 97
LAS 204 14 7 40% 100% 100% 280
FlowLinks 92 22 4 33% 90% 86% 236
BookLoan 251 37 8 20% 89% 91% 302
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time cost. Compared with other work, the number of test cases generated by our
method is less, because generating by semantic matching is more practical, and the
scope of parameters is constrained by condition recognition.

5.3 Comparative Experiment

To verify the effectiveness, we set three experiments: (a) remove semantic matching;
(b) remove condition recognition; (c) remove both. The results are in Table 2.

By comparison, we found that when any one of the core points “semantic
matching” and “conditional recognition” is removed, the effect of test case generation
will shrink. When both are removed, similar to the traditional test case generation
method based on interface parameter types, the coverage of test cases is sharply
reduced. Therefore, using semantic matching and conditional recognition techniques is
necessary (Table 3).

Table 2. Comparison of node coverage.

Composite Web service Result Control group A Control group B Control group C

CombineUrl 100% 100% 100% 100%
HelloWorld 100% 100% 100% 100%
While 100% 50% 50% 0
Alarm 100% 100% 36% 36%
CaculatorProj 100% 100% 38% 38%
LAS 100% 60% 57% 35%
FlowLinks 90% 32% 41% 23%
BookLoan 89% 41% 32% 27%

Table 3. Comparison of path coverage.

Composite Web service Result Control group A Control group B Control group C

CombineUrl 100% 100% 100% 100%
HelloWorld 100% 100% 100% 100%
While 100% 50% 0 0
Alarm 100% 100% 0 0
CaculatorProj 100% 100% 0 0
LAS 100% 66% 66% 33%
FlowLinks 86% 25% 50% 25%
BookLoan 91% 40% 40% 20%
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6 Conclusion and Future Work

In this paper, we introduce a method for test case generation of composite Web service.
This method parses XML documents to obtain semantics, constraints, and other
information related to input parameters, overcoming the problem of high redundancy of
test cases used to be merely based on interface parameter type.

In the future, we plan to incorporate mutation strategies into our test case gener-
ation, combined with fuzzing technology to strengthen the detection of service vul-
nerabilities and to improve coverage.
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Abstract. Under the new mode of green supply chain management, in order to
overcome the trade-off problem caused by independent optimization, from the
global perspective, coordinating forward logistics and reverse logistics effec-
tively, integrating optimization the closed-loop structure of production and
distribution planning is very important. In this paper, aiming at the integrated
Production–Distribution–Recycle problem which consists of lot sizing, vehicle
routing and recycling simultaneously, a mathematical model is established. In
view of the complexity of the problem studied, a hybrid optimization algorithm
with a combination of harmony search algorithm and genetic algorithm is
proposed to solve the problem. Experiments are conducted on four different
scale problems adopting integrated approach and decoupled approach respec-
tively. Results show the superiority of integrated optimization approach.

Keywords: Supply chain management � Production–distribution–recycle �
Stochastic programming � Harmony search � Genetic algorithm

1 Introduction

Supply chain management (SCM) is very important to the operation of enterprises. It
includes a series of optimization topics [1]. Production and distribution are two very
important parts in the supply chain system. In the new mode of supply chain man-
agement, in order to effectively coordinate production planning and distribution
planning, from the overall point of view, the integrated optimization of production and
distribution planning has attracted the attention of many researchers and enterprise
managers. In particular, some research has been done on the model establishment and
algorithm design of the integrated optimization of production and distribution in
uncertain environment. An integrated optimization model coordinating production
scheduling, demand allocation and transportation was established [2]. The production-
distribution problem between suppliers and producers under the mode of centralized
distribution center was studied, without considering the random factors [3]. The
optimization of closed-loop supply chain network was studied including production,
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distribution and recycling, and a cultural gene algorithm was proposed, but without
considering both the random factors and distribution routing [4]. Integrated production-
distribution model was studied [5].

In the existing literature, either the random factors are ignored, or the distribution
process is simplified too much, and the vehicle routing problem (VRP) in the distri-
bution plan is not considered [6]. Some research is limited to a single enterprise or
single production system [7]. Especially the impact of the recycling link in reverse
logistics on the original production distribution system is not considered. Therefore, the
research on integration of forward logistics and reverse logistics, the integrated opti-
mization of production, distribution and recycling is still limited.

In view of the above situation, this paper considers a supply chain system with
multiple periods, single product, single factory and multiple distributors. Taking
minimizing the total cost of the system as the optimization objective, a stochastic
programming model with chance constraints is established. In the model, the pro-
duction lot size problem and the vehicle routing problem of pickup and delivery are
integrated as a whole. A hybrid optimization algorithm based on harmony search
(HS) and genetic algorithm (GA) is designed to solve the problem. The simulation
analysis highlights the superiority of the integrated optimization strategy.

2 Problem Description and Model Establishment

This paper aims at the integrated optimization of SC system under the structure of
production, distribution, recycling and redistribution under the uncertain demand. The
assumption is as follows. Products are produced in batches in the factory, and delivered
to the distributors after the completion of production in each period, regardless of the
inventory holding cost of the factory. The factory has a group of vehicles of the same
size, and the capacity of the vehicles can serve at least one distributor. The product
demand of each distributor in any period is random and subject to normal distribution.
Products in each period are allowed to be out of stock. The reworked products of the
distributors are not allowed to be used directly, and can only be returned to the market
after being transported back to the factory for maintenance. Each vehicle delivers goods
to each distributor and pickups goods from the distributor at the same time. Each
distributor only accepts one service in each period. The factory has production capacity
constraints, and the distributors have inventory capacity constraints.

For the convenience of expression, the following symbol system is established:
N denotes the number of distributors. I denotes the set of factories and distributors, 0
denotes the set of factories. K denotes the number of vehicles owned by factories,
C denotes the capacity of each vehicle. T denotes the set of periods in the planning
cycle. DCi denotes the maximum inventory handling capacity of distributors i in each
time period. a denotes the level of customer demand satisfaction. Pc denotes the
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production cost of unit product. r denotes the maintenance cost rate of unit product, in
which, 0 < r < 1. Mc denotes the maintenance cost of unit product, in which, Mc =
rPc. Sci denotes the unit inventory cost of distributor i in each period, Lci denotes the
unit out of stock cost of distributor i in each period. Cij denotes the driving cost from
position i to position j, and dit denotes the demand of distributor i in t period, in which,
dit * Nðlit; r2itÞ, k is the product failure rate. pit denotes the quantity of products to be
repaired at distributor i in period t, in which: pit = k qi(t−1). uit denotes the total quantity
of products to be distributed to distributor i in period t, in which, uit = qit + pi(t−1). Sit
denotes the product quantity at the end of period t of distributor i. AC denotes the
maximum production capacity of the factory in each period, and ac is the production
capacity of unit product consumption. r � ac denotes the production capacity of unit
product maintenance consumption, which is consistent with the cost relationship.

Decision variables include:

xt: Production batch in period t
qit: Number of new products delivered to distributor i in period t
zijkt: Whether the vehicle k passes through the arc(i, j) in period t
yikt: Whether the vehicle k serves the distributor i in period t.

Objective function

C ¼ Total cost ¼PT
t¼1

½xtPcþMc �PN
i¼1

pit þ
PK
k¼1

PN
i¼1

PN
j¼1

Cijzijkt�

þ PT
t¼1

½12
PN
i¼1

Sci � ðmaxðSiðt�1Þ; 0ÞþmaxðSit; 0ÞÞþ
PN
i¼1

Lci � minðSit; 0Þj j�

The opportunity constraint model of this problem is as follows:

Min Total cost ð1Þ

s:t:
XN
i¼1

qit ¼ xt 8 t ð2Þ

xt þ r � k � xðt�1Þ �
AC
ac

8 t ð3Þ

Sit ¼ Siðt�1Þ þ qit � dit � pit 8 t; i 6¼ 0 ð4Þ

Siðt�1Þ þ qit �DCi 8i 6¼ 0 ð5Þ
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probf
XT
t¼1

qit�
XT
t¼1

dit � 0g� a 8i 6¼ 0 ð6Þ

XK
k¼1

yikt ¼ 1 8i; t 6¼ 0 ð7Þ

XN
i¼0

zilkt ¼
XN
j¼0

zljkt 8l; k; t 6¼ 0 ð8Þ

XN
i¼1

z0ikt þ
XN
i¼1

zi0kt ¼ 2y0kt 8k; t 6¼ 0 ð9Þ

XN
i¼0

zilkt þ
XN
j¼0

zljkt ¼ 2ylkt 8l; k; t 6¼ 0 ð10Þ

Xh
i¼0

pityikt þ
XN

i¼hþ 1

uityikt �C 8h ¼ 0; 1; � � � ; N; k; t 6¼ 0 ð11Þ

yikt; zijkt 2 f0; 1g; qit � 0; xt � 0 8i; j; k; t ð12Þ

The objective is to minimize the total cost. (2) denotes the balance formula of
production and sales of the factory. (3) denotes the constraint of production capacity.
(4) denotes the inventory balance formula of the distributor. (5) denotes the constraint
of the inventory capacity. (6) ensures that the demand meets the level. (7–11) are the
constraints of VRPSPD. (12) gives the range of the decision variables.

3 Algorithm Design

The model includes the continuous production batch problem and the discrete vehicle
routing problem. In view of the successful application of GA and HS in various
optimization problems [8, 9], in particular, HS is suitable for solving production batch
problems; GA is suitable for optimizing vehicle distribution path. Therefore, this paper
proposes a hybrid intelligent optimization algorithm based on HS and GA. The algo-
rithm flow is shown in Fig. 1. Each harmony solution obtained by HS represents a
production batch plan. For each batch plan, GA is used to get the best distribution
scheme. This cycle continues until the algorithm is terminated.
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3.1 Encoding Method of Solution

The solution of batch part can be expressed as S = [st]T, T is the number of time
periods, and st is the production batch of the period t. Generation method of initial
batch:

Step 1. Let lit represent the mathematical expectation of dit. St is randomly gen-
erated in ½0:75P

i
lit; 1:25

P
i
lit�

Step 2. Repair S to make the total planned batch equal to the total expected
demand. Repair the batch plan of each period according to formula (13), in which

d ¼PT
t¼1

ðst �
PN
i¼1

litÞ
�

T .

s�t ¼
maxfst � d; 0g; t\T

maxfP
t

P
i
lit �

PT�1

t¼1
s�t ; 0g; t ¼ T

8<
: ð13Þ

A route can be encoded as a chromosome (i11, i12,…, i1s; 0, i21,…, i2t;…; 0, il1,…,
ilw), in which 0 denotes the depot, ilk denotes the distributor number in route k.
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Fig. 1. Flow chart of HS-GA algorithm
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3.2 Fitness Function

Constraint (6) is an opportunity constraint condition with random variables. Firstly,
transform it into the deterministic equivalent representation as formula (14). Using the
penalty function method, the penalty coefficient c is introduced, and constraint (6) is
included in the objective function Z as formula (15).

XT
t¼1

qit �U�1ðaÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiXT
t¼1

r2it

vuut þ
XT
t¼1

lit; 8i 6¼ 0 ð14Þ

Z ¼ Total cos tþ c
XN
i¼1

max U�1ðaÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiXT
t¼1

r2it

vuut þ
XT
t¼1

lit �
XT
t¼1

qit; 0

8<
:

9=
; ð15Þ

At last, transform Z into fitness function: fl ¼ bZ
0�
Zl, where, fl denotes the fitness

value of chromosome l, Z′ denotes the best objective value corresponding to chro-
mosome in initial population, Zl denotes the objective value of chromosome l.

3.3 HS for Batch Optimization

The steps of HS in this paper are as follows:

Step 1. Select the algorithm parameters and generate the initial harmony memory
randomly. The harmony memory is expressed as the set HM = [xin]HMS�N, the element
xin represents the nth component of the ith harmony solution. HMS represents the scale
of the memory. N is the dimension of the solution, in this paper, the dimension of the
batch solution is the number of production planning periods.

Step 2. Generate a new harmonic solution ðx0
1; x

0
2; � � � ; x

0
NÞ, in which each compo-

nent x
0
n is obtained according to the formula (16).

x
0
n ¼

xrandn 1� PHM

xHMn 2 x1n; x
2
n; � � � xHMS

n

� �
PHM � ð1� PpitchÞ

xHMn þ brange � e PHM � Ppitch

8<
: ð16Þ

In the formula, PHM is the probability of selecting a component from the harmony
memory. 1 − PHM represents the probability of randomly generating the component.
Ppitch is a probability of variation of components obtained from harmony memory, i.e.
harmony adjustment rate. brange represents the harmonic adjustment bandwidth. e is a
random variable that obeys the uniform distribution on [−1, 1].

Step 3. Update the harmony memory.
Step 4. Repeat step 2 and 3 until termination conditions are met. End algorithm.
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3.4 GA for VRPSPD

In this paper, an improved genetic algorithm with adaptive selection mechanism is used
to optimize the vehicle routing.

Adaptive Selection Mechanism. In order to overcome the premature convergence of
the algorithm, the adaptive selection mechanism is introduced to adjust the individual
selection probability [8].

Crossover Operator. A crossover operator based on gene location in the spouse [8]
presented in this paper is as follows: firstly, two parents are selected randomly from
groups; secondly, two crossover points are selected randomly from the first parent and
the segment between two points copied to the first offspring; thirdly, other genes are
written to the first offspring according to the order in the second parent. Similarly can
the second offspring be obtained. An example of the crossover method used is the
following:

Before A : 5 - 3 - 4 - 2 - 1 - 9 - 10 - 7 - 6 - 8 B : 4 - 2 - 7 - 6 - 5 - 1 - 8 - 3 - 10 - 9

After A : 7 - 6 - 4 - 2 - 1 - 9 - 10 - 5 - 8 - 3 B : 3 - 4 - 7 - 6 - 5 - 1 - 8 - 2 - 9 - 10

Reciprocal Exchange Operator. Two positions are selected randomly and the genes
on the position are swapped.

4 Computational Results and Analysis

In order to test the algorithm, four groups data with different scales are designed, they
(distributors � periods) are 10 � 4, 20 � 4, 10 � 8, 20 � 8 respectively. The model
parameters are set as follows: The location coordinates of factories and distributors are
randomly generated in the area (−50, 50) � (−50, 50). dit * Nðlit; r2itÞ, the expecta-
tion and variance are generated between 50–100 and 5–10, respectively. Pc is gener-
ated between 0.3–0.5. Sci of distributor i in each period is generated between 1.5–2.0.
Lci of distributor i is generated between 1.5–2.0. k is 10%. Customer demand satis-

faction level is 90%. The vehicle capacity is C ¼ 1:5� P
i6¼0

P
t[ 0

lit

,
T � K

 !
.

The algorithm parameter settings of HS and GA are shown in Table 1, evolution
generation (Gmax) is 100, population size (NP) is 100.

Table 1. The algorithm parameters.

MaxTrial MaxImp HMS PHM Ppitch brange Gmax NP Pcrossover Pmutation

50 100 5 0.85 0.3 5 100 20 0.855 0.055
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Experiments are carried out with two strategies of independent optimization and
integrated optimization respectively. The independent optimization strategy is to
optimize the production batch first, then optimize the distribution path according to the
final batch plan. The integrated optimization strategy is to optimize the production
batch and distribution path in coordination. GA optimizes each path solution, and then
the path results are fed back to HS. The optimization results of 4 different scale
problems under two optimization strategies are shown in Table 2.

From Table 2, we can see that, compared with the independent optimization
algorithm, the integrated optimization algorithm reduces the total system cost by
6.63%, 5.19%, 5.14% and 4.22% respectively. The improvement of the distribution
cost and the shortage cost is very significant. Shortage cost has been reduced by
21.35%, 14.39%, 20.85% and 14.63% respectively, which shows that though the
improvement of the total cost of the system is not great, shortage cost has been greatly
reduced, that is, the customer’s demand has been met to a greater extent, which can
greatly improve customer satisfaction. Distribution cost decreased by 6.07%, 6.20%,
4.43% and 5.03% respectively. With the increase of the number of distributors, the
improvement rate of distribution cost also increased. This is because, through coor-
dination production batch and distribution plan, the distribution plan can be reasonably
arranged according to production batch in real time, the vehicle loading rate can be
improved.

Table 2. Results comparison of different scale problems under two optimization strategies.

Total
cost

Production
cost

Distribution
cost

Inventory
cost

Shortage
cost

10 � 4 Independent
optimization

141491.6 51033.6 72722.7 7001.5 10733.8

Integrated
optimization

132105.5 48754.8 68308.2 6600 8442.5

Improvement rate 6.63% 4.47% 6.07% 5.73% 21.35%
20 � 4 Independent

optimization
262977.4 100994.4 126802.8 13176.9 22003.3

Integrated
optimization

249329.7 98480.4 118935 13076.8 18837.5

Improvement rate 5.19% 2.49% 6.20% 0.76% 14.39%
10 � 8 Independent

optimization
317988 104797.2 159173.1 21267.4 32750.3

Integrated
optimization

301628.9 102868.8 152123.4 20716.3 25920.4

Improvement rate 5.14% 1.84% 4.43% 2.59% 20.85%
20 � 8 Independent

optimization
590292.7 206106 276459.3 41108.1 66619.3

Integrated
optimization

565378.8 204723.6 262566 41218.1 56871.1

Improvement rate 4.22% 0.67% 5.03% -0.27% 14.63%
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To sum up, the integrated optimization can meet the customer demand to the
greatest extent and improve the logistics service level of the enterprise on the basis of
reducing the total cost of the system. This is the value of integrated management of
logistics system: through optimizing the allocation of logistics resources, integrating
the logistics system, strengthening the coordination among the elements of the system,
and achieving the overall benefits of logistics system integration.

5 Conclusion

In this paper, the integrated optimization problem of production distribution recycling
and distribution under uncertain demand is studied. A stochastic programming model
considering both forward logistics and reverse logistics with opportunity constraints is
established. A hybrid optimization algorithm based on HS and GA is proposed. Results
of numerical experiments show that the integrated optimization can effectively reduce
the operating costs of enterprises. With the increase of the problem scale and the
improvement of service level, the value of integration optimization strategy increases
correspondingly.
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Abstract. This article explores how to use the technology of text sum-
marization and keyword extraction to automatically extract key knowl-
edge points from massive educational resources and use open resources
to generate feature portraits of relevant knowledge points. Specifically,
this article takes the field of programming competitions as an example,
firstly, crawl the problem solution resources of program design related
issues, use data preprocessing to clean the data, then, use unsupervised
extraction models based on Bert and centrality to summarize the docu-
ments of the resources, the LDA model is used to extract keywords from
the generated document summary to identify relevant knowledge points
in the resource. Finally, crawl and analyze resources based on knowledge
points to establish relevant feature portraits for knowledge points. Unlike
manual analysis of resources, this method can automatically select can-
didate knowledge points, greatly reduce labor costs.

Keywords: Open educational resources · Text summarization · Key
words · Knowledge points · Feature portraits

1 Introduction

With the advent of the information age and the rapid popularization of net-
work technology, learning and communication on the Internet has become an
indispensable and important part of daily life. News, blogs, and forums are all
very mainstream sources of information. The acquisition of a large number of
learning resources on the Internet is simple, but the sharp contrast is that the
sorting of related knowledge points relies on manual sorting, and often requires
people with rich knowledge in the field to sort out. Such work is undoubtedly
time-consuming and laborious.
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G. Wang et al. (Eds.): WISA 2020, LNCS 12432, pp. 46–56, 2020.
https://doi.org/10.1007/978-3-030-60029-7_5

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60029-7_5&domain=pdf
https://doi.org/10.1007/978-3-030-60029-7_5


Extraction and Portrait of Knowledge Points for Open Learning Resources 47

How to extract useful information from a large number of lengthy open
resources, the text summarization is very suitable for this scenario. The text
summarization is to keep the most important information in the source docu-
ment as possible while generating a short version of the source document [1].
Relying on the gradual enrichment of corpora and the continuous advancement
of neural network technology [2], the effect of text summarization is increasing
year by year. The main methods of text summarization can be roughly divided
into two categories, extractive and generative [3]. Extractive text summarization
extract the sentences or words in the original document according to a given
number and through a certain algorithm, and extract them. Generative sum-
maries are often obtained through neural networks to obtain deep information
of the source document, generate new documents, and can generate new words
to replace the words in the original document [1]. At present, the extractive and
generative methods cannot distinguish between the better and the worse. The
results of the extractive method are often more coherent and easy to read, but
the disadvantage is that the information compression may not be comprehensive,
which makes the abstract not concise. The possible shortcoming of the genera-
tive text summary is that the content is not smooth enough. When faced with
OOV (out-of-vocabulary words) words, the processing of the generative model is
often not ideal, and there will be cases of ignorance or inaccurate replacement,
resulting in practical application is more difficult. It also depends on the data
set, and different scenarios of the data set have their own efficiency.

Keyword extraction technology is also an important means to obtain key
information. If the keywords in the document can be well extracted, then there
is no doubt that the efficiency of reading the document can be improved. Key-
word extraction techniques can be roughly divided into three categories, includ-
ing supervised, unsupervised, and semi-supervised methods [4]. Some commonly
used algorithms are TF-IDF, Text-rank, and Topic model, which TF-IDF [5] has
good results in most application scenarios.

In this paper, Our goal is to automatically extract knowledge points from a
large number of learning resources. In terms of models, consider using abstract
and keyword extraction techniques to obtain knowledge points. Summarizing
open learning resources can extract important information in the text, thereby
facilitate the extraction of keywords and reduce interference. We carefully design
a set of processes to extract knowledge points from open learning resources. First,
we use the crawler architecture to crawl network resources, and use the PacSum
model [2] with the versatility advantage to extract the part of the important
information of network resources. Finally, we use the LDA model to extract
keywords to generate knowledge points. According to the generated knowledge
points, we use the obtained information to generate customized feature portraits,
and excavate a rich information chain.

2 Background

Scrapy is a crawler framework for crawling data and extracting structured data
written based on pure Python. It uses the Twisted framework to implement
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automatic asynchronous processing in the background. It does not require users
to write asynchronous processing code. Several important components, the com-
ponents are engine, scheduler, downloader, crawler, physical pipeline, crawler
middleware and download middleware. Scrapy-splash is to encapsulate the splash
in the scrapy framework, users can easily use splash in the scrapy framework.
Why use splash? Some simple web pages can be processed in the scrapy frame-
work, but it seems to be unable to deal with complex front-end web pages.
Because many web pages use Javascript rendering, ordinary crawlers cannot
normally obtain the content that the page actually sees, and splash can return
the rendered page.

The methods of extractive summarization are achieved by selecting impor-
tant parts (usually sentences) in the article [6]. Before the population of deep
learning, traditional methods use word frequency and corpus information, lin-
guistic rhetorical structure, traditional machine learning, etc., and achieved good
results. The simpler method is TF-IDF. This method was proposed by Salon,
using the information provided by the corpus to consider word frequency and
inverse document frequency as elements [5], Textrank is another graph-based
sorting algorithm [7], which treats all sentences in an article as nodes, the method
of calculating the weight of the edge is to calculate the similarity between the
node and the node, and iteratively calculate the importance of each node by
referring to the method of Pagerank [8]. An important help of deep learning in
summarization is to obtain word vectors in sentences. Sentence representation
based on deep learning can better mine word-level information. In the extrac-
tive model using neural network, most of the text summaries are converted into
sentence classification problems. The SummaRuNNer model can be visualized
due to multiple features such as novelty and saliency [9]. It has simple and inter-
pretable characteristics. It is the earliest batch of models that use RNN as a
model encoder. It incorporates the training methods of the generative model
and provides ideas for training the model. Rouge [10] is a commonly used scor-
ing rule in text summary evaluation. The REFRESH model optimizes the Rouge
score globally through reinforcement learning to optimize the summary model
[11], the BERTSUMEXT [12] model uses the latest Bert [13] technology. Bert can
grasp the semantics of the document and express the sentences in the document,
this article emphasizes the importance of Bert model encoding for text summa-
rization, and the paper applies Bert to both extractive and abstract tasks at the
same time, and has achieved very good results. In the paper of NEUSUM [14],
the abstract selection and scoring methods in the article are merged together
to prevent the separation of the two in the previous work, and the goal of the
training function is to maximize the Rouge score. In addition to the extractive
model for label prediction, there are also extractive models that incorporate deep
learning Bert and traditional graph-based sorting algorithms, which is PacSum
[2], under the influence of Textrank and other graph-based sorting algorithms,
reconsidering the calculation method of sentence centrality.

The extractive summarization focuses on the selection of important sentences
in the text, while the abstractive summarization is more similar to human think-
ing. After reading the full text, it is summarized according to the semantics of the
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document. It has the characteristics of abstract overview and new word replace-
ment. The PTGEN [15] paper is originally the Seq2Seq model is improved, and
a pointer generation network is designed. The pointer part allows the network
to directly copy words from the original document, while the generation part
retains the function of replacing new words with the network. BERTSUMABS
[12] is different from the previous work using RNN, the model uses Transformer
to solve the problem of generative summary. The encoder part is the same as the
encoder in the previously described BERTSUMEXT, using the improved version
of Bert as the encoder.

Keyword extraction technology relied on humans in the early, requiring man-
ual annotation by people with rich domain knowledge to expand the keyword
library. TF-IDF has an important meaning in keyword extraction technology,
and it relies on word frequency and inverse document frequency to sort the
importance of words. This method relies on the construction of a corpus and has
good results in most common. Because the method is simple and fast, it can be
used as a baseline to judge the performance of other models. At the same time,
the shortcomings of this method are also obvious, relying too much on statistics,
ignoring the situation that the word frequency is less but equally important.
The other direction of keyword extraction is subject-oriented, and the notable
representatives are the PLSA [16] and LDA [17] models. The idea of this type
of model is based on the consideration of people when writing an article. When
writing an article, you need to determine several topics. After determining the
topic, consider the relevant words based on each topic.

3 Related Work

The automatic summarization of single documents has gained extensive atten-
tion in recent years due to the availability of large-scale corpora and the continu-
ous renovation of deep learning models, but it is unrealistic to expect high quality
corpus training sets for different languages and different summary types [2].

Therefore, PacSum [2] attempts to solve the above problems from the tra-
ditional graph-based sorting abstraction method. First of all, in view of the
problem that traditional graph-based sorting algorithms treat graphs as undi-
rected graphs, the paper was inspired from the viewpoint of rhetorical structure
theory RST and modified undirected graphs in traditional algorithms to directed
graphs, which means that the centrality of the two sentences before and after will
be affected by the position, and the similarity between each other is different.
The centrality score can be defined as follows:

centrality(si) = λ1

∑

j<i

eij + λ2

∑

j>i

eij . (1)

λ1, λ2 are different weights for forward-looking and backward-looking
directed edges. eij is the similarity score between sentences si and sj .

How to express the sentence well, this problem is chosen to be solved with
Bert in PacSum. As the best neural network representation learning model, Bert
has a very good effect on obtaining sentence semantics.
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The LDA topic generation model is a document topic generation model pro-
posed by Blei et al. [17], which is essentially a three-layer probability model
based on the Bayesian principle. The LDA model can use the co-occurrence
characteristics of words to mine text topics without knowing the relevant back-
ground knowledge of the text. The premise of the LDA model is that an article
is composed of several topics, and a topic is composed of several words. In this
way, the process of generating a document can be divided into two parts, from
the document to the topic generation process and from the topic to the word
generation process, both of which are based on probability distribution.

4 Resource Crawling

Fig. 1. Process for generating feature portraits of knowledge points.

The crawling goal of this article is problem-solving resources. As POJ (pku
judgeonline) is an important domestic problem-solving website, it has a large
influence, a large number of people who solve problems, and related problem-
solving resources are also relatively rich (Fig. 1 shows how to obtain a feature
portrait of knowledge points through network resources).

Perform Baidu search based on the POJ title number, select the content in
the specified web page to crawl. From the question bank according to POJ, from
question number 1000 to question number 4053, using “POJ” and the question
number as a keyword, crawling the web resource returned by Baidu, because the
time to render the page and obtain the page resource is not stable, it depends
on when the actual crawling code is running, the network congestion is good
or bad, so need to set the wait time so that the splash has enough time to
render the page. If the time is too short, the content of the returned page may
be incorrect. In the returned rendered page, we filter the page according to the
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url in the response, and reserve the website of a specific domain name. The
content structure of each type of web page is different, so we choose those more
important sites and crawl them according to the site structure.

5 Knowledge Point Extraction

For the crawled open learning resources, preprocessing is important, because the
crawled content may not meet the expected requirements, such as the crawled
text content is empty, or there is no solution information about the relevant
topic in the text content, so in the document it will interfere with the extraction
of important sentences and knowledge points. At the same time, because the
method used in this article is an extractive text summary, it is necessary to
perform sentence processing on the content. After preprocessing the resources,
the PacSum method will be used to extract the document sentences.

According to the content of the article it is cleaned, the content with empty
text or meaningless part is removed, and the article is sentence-processed, each
article is processed into a list, and each element in the list is a sentence of the
article. Then process each sentence and divide it into units of characters.

The first step of PacSum is to get the Bert pre-trained model. In the paper,
the author uses the news training set as an input to fine-tune the Bert model,
and then uses this model as a pre-trained language model to express sentences,
but this method is not applicable in web blogs, because the structure of web blog
resources is more scattered, the content is written more casually, and because it
is a solution, the blog is full of code and comments. Therefore, if the method in
PacSum is used, Bert cannot grasp the deep semantics well. In this paper, the
Bert model [18] using the whole word masking technology and a large amount of
data training is used. This technology is based on an upgraded version of Bert
released by Google. This technology uses the training generation sample gener-
ation strategy to change to train the model, the original Bert training strategy
is to mask based on some Chinese characters in the word, and this method per-
forms Mask on all words in a word, so that the pre-trained language model can
better express the deep semantics of the sentence. The Chinese document data
used by the model is more extensive, including Chinese Wikipedia, and other
data sources, such as encyclopedia, news, Q&A, etc. The total size of other data
sources is about 10G, and the number of words is about 5.4B. Experiments
show that this type of model has an improvement on the downstream natural
language processing tasks compared to the original Bert model, so this model is
more suitable for the task requirements of this paper.

After obtaining the Bert pre-trained model, import the text resources and
first calculate the most suitable hyper-parameters. Because the crawled blog
resources do not have relevant abstracts as a match, the NLPCC training set with
a text style different from the general news writing style is selected. Conventional
news is more inclined to put abstract sentences in the first few sentences of the
article, the first three sentences are often used as baseline to get a good score.
However, due to the influence of its own structure, the sentence that appears in
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the front of the text is often not the body of the article, so it does not have the
writing characteristics of general news, so the hyper-parameters learned from the
NLPCC data set are used as parameters when extracting blog resources. After
performing the Pre-training processing on the NLPCC data set, the PacSum
is used to search for the optimal hyper-parameter settings, and the resulting
parameter (β, λ1, λ2) is (0.8, 0.2, 0.8), which is in agreement with the conclusion
of the original paper that λ1 tends to be negative. Apply this parameter as a
hyper-parameter to the crawl resource dataset.

After completing the document summary of the resource, the LDA theme
model is used to extract keywords using the generated document summary. Dur-
ing the keyword extraction process of the LDA theme model, a stop word list
is first introduced to filter a large number of meaningless words. Secondly, jieba
word segmentation is used to perform word segmentation on the document con-
tent. Since the processing of LDA is based on word units, the quality of the word
segmentation tool directly affects the effect of document keyword extraction. We
introduced the latest vocabulary as a dictionary supplement to make to achieve
better results in word segmentation, run the LDA model multiple times. Because
the results of each run are different, the union of the set of run results is selected
as the final judged set.

6 Knowledge Point Feature Portrait

In view of the selected knowledge points, this article designed several attributes
to describe the feature portraits of knowledge points: commonness, related
knowledge points, encyclopedia abstracts, and encyclopedia features, of which
the last two points use knowledge points as keywords from the encyclopedia
Crawl relevant content as attributes of knowledge points.

According to the presence or absence of knowledge points in the original
resource, we can link resources to knowledge points, and count the frequency of
a single knowledge point in all resources, we divide the commonness of knowledge
points according to the threshold. This article chooses to divide the common-
ness of knowledge points into four categories, then use the knowledge points
as keywords to crawl the top three pages of Baidu search. Similarly, perform
domain name filtering, leaving certain reserved web pages such as Baidu Ency-
clopedia, extract the text content of the web pages, and count whether these web
pages have the knowledge points, in this way, the remaining knowledge points
associated with the current knowledge point can be counted. The source of the
encyclopedia abstract and encyclopedia features is the content part of Baidu
encyclopedia, and it also shows a brief introduction related to the knowledge
points collected manually and some of its own attributes, such as the English
name and the subject area to which it belongs.
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7 Experiment

7.1 Datasets

This article uses the NYT, CNN/DM, NLPCC competition 2017 text summary
data set and the blog data set we obtained by crawling blog resources. The NYT
dataset is called the New York Times Labeling Training Set. The content is the
New York Times content and the corresponding artificial summary. CNN/DM
is extracted from the US Daily Mail and Cable News Network. The content
is also for news. NYT and CNN/DM datasets are English datasets, which are
reproduced using the method in the article to view the results and verify the
summary effect of the PacSum method.

The NLPCC data set is used to approximate the setting of hyperparameters.
Finally, the blog resource data set crawled in this article is used to extract the
text summary of the data set using the PacSum method. More than 15000 blog
resources are crawled using scrapy and splash. The storage format is stored in
json format. The resource includes four keywords: id, content, number, and url.

7.2 Experimental Results

Table 1. Part of the knowledge point extraction results and corresponding related
knowledge points

Problem number Knowledge points Related points

1007 Sort Heap, tree, queue, list

2020 Dynamic programming Knapsack problem, recursion

2102 bfs stack, dfs

The summarization model filters the disturbing sentences in front of the docu-
ment. Comparing the original text and the summary, sentences such as “topic
link” will be filtered. In addition, it can be seen from the generated summary
that the generated summary contains some knowledge related to the Knowledge
point, such as keywords such as “Eulerian Path”, “Eulerian Ring” and “network
flows” (Table 1).

After using the LDA model to extract keywords, we can find many knowledge
points, such as dictionary trees, dfs, bfs, etc., and the keywords in each type of
theme are in line with people’s common sense, such as search, dichotomy, bfs, dfs,
etc. Among the categories of topics, keywords like graph theory, network flows,
maximum flow, and minimum spanning tree are aggregated in another type of
topic. After multiple rounds of selection of knowledge points, a knowledge base
under all problems can be established.

In the construction of feature portraits of knowledge points, taking topolog-
ical sorting as an example, the first attribute is associated knowledge points,
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including ranking, partial order relationship, and queue. The commonness is
considered an attribute in this paper, because the keyword of topological sorting
is the highest in the number of occurrences of all knowledge points, the topolog-
ical sorting is classified as the most common type of knowledge points, namely,
type A.

7.3 Analysis

This article uses a variety of technical methods to try to mine knowledge points
and corresponding feature portraits from open learning resources and achieve
good results, but due to the limitations of extractive data sets, it is impos-
sible to use problem-solving blog resources for hyperparameter training. In the
future, we can consider constructing a text summary data set of problem-solving
resources to further improve the accuracy of extraction. Because the content of
blog resources is relatively fragmented, and the articles are filled with a lot of
code, comments, and other websites’ own content, it is difficult for clauses and
further Bert pre-training. If the document resources can be filtered, only the
body text is left by analyzing part of the topic, we can perform pre-training
in Bert. Due to the lack of problem-solving resource summaries, the effect of
extraction cannot be evaluated, and only the extraction of keywords can be
used to determine whether the extracted content is reliable. Therefore, it is very
important to manually construct the relevant text and corresponding abstract
of the problem-solving resources, which can be used as the focus of future work
to further improve the effect.

7.4 Conclusion

This article describes how to extract knowledge points and feature portraits for
open learning resources. At the beginning, the domestic and foreign research
process of text summarization and keyword extraction is introduced, and the
significance and value of open learning resources developed on the Internet are
analyzed. First of all, for the knowledge point extraction module, crawling data
for problem-solving blog resources is taken as the research object, and the text
summary and keyword extraction methods are used to obtain knowledge points.
Due to the strong applicability of the PacSum method, it can adapt to text
summaries in different languages and different writing styles. In this paper, the
PacSum technology is applied to the problem-solving blog resources to perform
text summaries and extract key sentences. For the obtained key sentences, LDA
technology is used to extract the key words of the key sentences. Since the blog
resources contain a large number of classified knowledge points, it is suitable
to use the topic model to extract keywords. Only need to manually filter the
keywords extracted by LDA, you can get the knowledge point database. Such
a convenient and efficient method greatly improves the efficiency compared to
manual, making the correspondence between the topic and the knowledge point
quick and efficient.
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Faced with the extracted knowledge base, this paper designs knowledge point
attributes to describe its characteristics. The attributes of the feature portraits
are derived from Baidu Encyclopedia resources, blog resources, and knowledge
crawling resources. Focusing on a knowledge point, it comprehensively depicts
the characteristics of all aspects. Using network resources, a chain of problem,
knowledge point, related knowledge point, knowledge point summary is formed,
and a wealth of information is mined.
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Abstract. In knowledge graph (KG) based recommender systems, path-based
methods make recommendations by building user-item graphs and exploiting
connectivity patterns between the entities in the graph. To overcome the limi-
tations of traditional meta-path based methods that rely heavily on handcrafted
meta-paths, recent deep neural network based methods, such as the Recurrent
Knowledge Graph Embedding (RKGE) approach, can automatically mine the
connectivity patterns between entities in the KG, thereby improving recom-
mendation performance. However, these methods usually use only one type of
neural network to encode path embeddings, which cannot fully extract path
features, limiting performance improvement of the recommender system. In this
paper, we propose a Deep Hybrid Knowledge Graph Embedding (DHKGE)
method for top-N recommendation. DHKGE encodes embeddings of paths
between users and items by combining convolutional neural network (CNN) and
the long short-term memory (LSTM) network. Furthermore, it uses an attention
mechanism to aggregate the encoded path representations and generate a final
hidden state vector, which is used to calculate the proximity between the target
user and candidate items, thus generating top-N recommendation. Experiments
on the MovieLens 100K and Yelp datasets show that DHKGE overall outper-
forms RKGE and several typical recommendation methods in terms of Preci-
sion@N, MRR@N, and NDCG@N.

Keywords: Top-N recommendation � Knowledge graph � Deep hybrid model �
CNN � LSTM � Attention mechanism

1 Introduction

Knowledge graphs (KGs) have proven to be effective in improving recommendation
performance [7, 16]. According to [7], there are three categories of KG-based rec-
ommendation methods: path-based methods, embedding-based methods, and unified
methods. Path-based methods make recommendations by building a KG which con-
tains users, items, and user-item interactions, and then exploiting connectivity patterns
between the entities (users or items) in the KG. The traditional meta-path based
methods use the semantic similarity of entities in different meta-paths [18] as graph
regularization to refine representations of users and items [7]. However, such methods
rely heavily on handcrafted meta-paths, which further rely on domain knowledge [14].
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To overcome the limitations of meta-path based methods, deep neural network
based methods have recently been devised to automatically mine the connectivity
patterns between entities (i.e., path embeddings) in the KG. Path representations are
learned by extracting path features from connectivity patterns to characterize user
preferences towards items, which are finally used to generate recommendation.

However, existing deep neural network based methods, such as the Recurrent
Knowledge Graph Embedding (RKGE) approach [14], usually use only one type of
neural network to encode path embeddings. But this cannot fully extract path features,
which limits performance improvement of the recommender system. Recently pro-
posed deep hybrid models, such as [12], can combine several neural building blocks to
form a more powerful recommendation model. To the best of our knowledge, existing
deep hybrid models seldom use KGs for recommendation.

To overcome the weaknesses of existing methods, in this paper we propose a Deep
Hybrid Knowledge Graph Embedding (DHKGE) method for top-N recommendation.
DHKGE encodes embeddings of paths between users and items that are involved in the
recommender system by combining convolutional neural network (CNN) and the long
short-term memory (LSTM) network. It further uses an attention mechanism to
aggregate the encoded path representations and generate a final hidden state vector.
This vector is then used to calculate the proximity between the target user and can-
didate items, and generate top-N recommendation for the user by ranking the
proximity.

In summary, the main contributions of this paper are as follows:

– We propose the Deep Hybrid Knowledge Graph Embedding (DHKGE) method for
top-N recommendation, which exploits a deep hybrid model to encode the path
between users and items.

– We propose to use the attention mechanism to distinguish the importance of mul-
tiple semantic paths between a user-item pair, so that salient paths play a greater role
in modeling user preferences.

– We evaluated our method on the MovieLens 100K and Yelp datasets. The exper-
imental results show that our method overall outperforms RKGE and several typical
recommendation methods in terms of Precision@N, MRR@N, and NDCG@N.

2 Related Work

2.1 Path-Based Recommendation Methods

Path-based methods make recommendations by building user-item graphs and
exploiting connectivity patterns between the entities in the graph [7]. Traditional meta-
path based methods rely heavily on handcrafted meta-paths. Deep neural network
based methods can automatically mine the connectivity patterns between entities in the
graph, thereby improving recommendation performance. For example, Hu et al. [9]
proposed to leverage meta-path based context for top-N recommendation with a neural
co-attention model. Sun et al. [14] proposed the RKGE approach that employs RNN to
learn high-quality representations of both users and items, which are then used to
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generate better recommendations. Wang et al. [15] proposed the Knowledge-aware
Path Recurrent Network (KPRN) which exploits KG to generate better recommenda-
tion, where the path embeddings in the KG are encoded with LSTM.

Existing path-based recommendation methods usually use only one type of neural
network to encode path embeddings, while our proposed DHKGE exploits a deep
hybrid model to encode path embeddings, which can generate a more comprehensive
path representation for better recommendation.

2.2 Deep Neural Network-Based Recommendation

Deep neural networks have been widely used in recommender systems. The existing
recommendation models can be divided into two categories: recommendation with
neural building blocks and recommendation with deep hybrid models [4, 20].

In the first category, the recommendation models are divided into several subcat-
egories [20] that exploit the deep learning models: CNN, recurrent neural network
(RNN), and attentional model (AM), etc. For example, Kim et al. [10] proposed a
context-aware recommendation model named convolutional matrix factorization
(ConvMF) that integrates CNN into probabilistic matrix factorization.

Recently, researchers have proposed deep hybrid models, which can combine
several neural building blocks to complement one another and form a more powerful
recommendation model [20]. For instance, Lee et al. [12] proposed a deep learning
recommender system that combines RNN and CNN to learn semantic representation of
each utterance and build a sequence model for the dialog thread. To the best of our
knowledge, existing deep hybrid models seldom use KGs for recommendation.

3 DHKGE: Deep Hybrid KG Embedding Method

In this section, we expatiate on our DHKGE method. After introducing concepts and
notations, we first briefly explain its overall framework, then describe its main com-
ponents, and finally describe model learning and recommendation generation.

Given a user set U ¼ fu1; u2; . . . ; umg and an item set V ¼ fv1; v2; . . . ; vng of
the recommender system, we construct the users’ implicit feedback matrix R 2 R

m�n,
where each element is defined as follows: when user ui interacted with item vj set
rij ¼ 1 indicating that the user prefers the item, otherwise set rij ¼ 0. Based on the
matrix R and an external knowledge source (e.g., the IMDB dataset) that describes the
items, we build a KG for recommendation, which contains the users, items, user’s
preference for the items, and the item descriptions extracted from the knowledge
source, such as actors, directors and genres (as entities), as well as rating, categorizing,
acting, and directing (as entity relations) in the domain of movie recommendation. We
refer to all objects (e.g., users, items, actors, directors, and genres) except for various
relations in the KG as entities. The definition [14] of the KG is given below.

Definition 1 (Knowledge Graph). KG is defined as a directed graph G ¼ ðE; LÞ,
where E ¼ fe1; e2; . . . ; e Ej jg denotes the sets of entities and L the sets of links. An
entity type mapping function / : E ! A and a link type mapping function u : L ! R
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are defined for the graph. Each entity e 2 E belongs to an entity type /ðeÞ 2 A, and
each link l 2 L belongs to a link type (relation) uðlÞ 2 R.

Based on the KG definition, we further define the connected semantic paths between
entity pair ðei; ejÞ as Pðei; ejÞ ¼ fp1; p2; . . . ; psg with s being the number of paths.

A semantic path of length T in P is denoted as: p ¼ ei �!
r1
e1 �!

r2 � � � �!rT ej.
Following the two semantic path mining strategies proposed in [14], DHKGE only

considers user-item paths Pðui; vjÞ; ui 2 U; vj 2 V that connect user ui with all her
rated items vj, and sets a length constraint for such paths, i.e., path length is T .

3.1 Overview

Our goal is to fully extract the information in the semantic path to model user pref-
erences, which are then used to generate better recommendations. To achieve this goal,
we propose the deep hybrid knowledge graph embedding (DHKGE) method.

The core ideas of DHKGE is as follows: Given a user and an item, DHKGE first
automatically extracts all semantic paths between the user and the item from the KG
according to the semantic path mining strategies. It then uses a deep hybrid model to
obtain a final hidden vector for quantifying the relation (proximity) between the user
and the item. Finally, it generates a top-N recommendation list for the user by sorting
the proximity scores of the candidate items in descending order.

The overall framework of DHKGE is depicted in Fig. 1. As shown in the figure,
DHKGE is composed of four key components: the embedding layer, CNN layer,
LSTM layer, and attention layer, which are further described as follows:

– The embedding layer: This layer takes the semantic path of length T as input, learns
T þ 1 low-dimensional embedding vectors for T þ 1 entities on the semantic path,
and outputs these vectors as an embedding of the path.

– The CNN layer: This layer takes the path embedding as input, uses multiple filters
to extract the local features of the path to form T local feature vectors, and outputs
these vectors.

– The LSTM layer: This layer takes the ordered local feature vectors as input, encodes
them to get a representation of the path, and outputs the path representation.

– The attention layer: This layer takes the representations of s paths as input, uses the
attention mechanism to aggregate these path representations by weighting them to
obtain a final hidden state vector, and outputs the vector.

3.2 Embedding Layer

Given a set of s semantic paths of length T between user ui and item vj,
Pðui; vjÞ ¼ fp1; p2; . . . ; psg, where the start entity and end entity of each path in P
are ui and vj, respectively. As shown in Fig. 1, e0 ¼ ui and eT ¼ vj in path p1. The
embedding layer maps each entity et in such a path into a d-dimensional vector
et 2 R

d , which captures the semantic meaning of the entity. The vectors of all entities
in the path constitute an embedding p1 ¼ fe0; e1; . . . ; eTg of the path.
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3.3 CNN Layer

The CNN layer takes path embedding p1 as input, and then slides multiple filters with
the same window size over the path embedding to extract local features of the path. Let
W1 2 R

2�d be a filter with a window size of 2. As shown in Fig. 1, W1 is applied to
two embeddings et and etþ 1 of the adjacent entities to generate a local feature x1, which
is defined as Eq. (1) [5, 11].

x1 ¼ f ðW1 � [et; etþ 1] þ b1Þ ð1Þ

where � denotes the convolution operation, b1 is the bias, and f ð�Þ is the nonlinear
activation function ReLU.

This way, k filters with the same window size,W1; W2; . . . , are applied to the two
entity embeddings et and etþ 1 to obtain a local feature vector xt ¼ ½x1; x2; . . . ; xk�,
where k is a hyperparameter. The CNN layer slides k filters from entity embedding e0
to entity embedding eT�1 with stride 1, thus forming a sequence of local feature vectors
fx0; x1; . . . ; xT�1g.

Fig. 1. The overall framework of DHKGE, which describes the case of a user-item pair ðui; vjÞ.
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3.4 LSTM Layer

Taking T ordered local feature vectors fx0; x1; . . . ; xT�1g as input, the LSTM layer
uses LSTM to encode the sequence information in the local feature vectors to generate
a path representation. At the time step t � 1, LTSM outputs a hidden state vector
ht�1 2 R

d0 , where hyperparameter d0 is the number of LSTM hidden units. As shown in
Fig. 1, the hidden state vector ht�1 and the local feature vector xt are used to learn the
hidden state vector ht at time step t, and ht is defined as Eq. (2) [6, 15].

it ¼ rðUixt þ Wiht�1 þ biÞ
f t ¼ rðUf xt þ Wfht�1 þ bf Þ
ot ¼ rðUoxt þ Woht�1 þ boÞ
ĉt ¼ tanhðUcxt þ Wcht�1 þ bcÞ
ct ¼ it � ĉt þ f t � ct�1

ht ¼ ot � tanhðctÞ

ð2Þ

where, it; f t; ot 2 R
d0 represent the input, forget, and output gates at time step t,

respectively. ĉt; ct; ht 2 R
d0 denote the information transform module, cell state

vector, and hidden state vector at time step t, respectively. Ui; Uf ; Uo; Uc 2 R
d0�k are

input weights, Wi; Wf ; Wo; Wc 2 R
d0�d0 are recurrent weights, and bi; bf ; bo; bc 2

R
d0 are biases. rð�Þ is the sigmoid activation function and � stands for the element-wise

product of two vectors.
As shown in Fig. 1, the learning process continues until the LSTM layer obtains the

hidden state vector at the final time step T � 1. This hidden state vector is therefore
output as a path representation, denoted m1 2 R

d0 .

3.5 Attention Layer

Once the path representations are obtained, the attention layer takes these path repre-
sentations as input and uses the attention mechanism to generate a final hidden state
vector and output it. The process of generating hidden state vectors is as follows: First,
this layer learns an attention score scoreðmiÞ for each path representationmi in the path
representation set fm1; m2; . . . ;msg. Then these scores are normalized, and finally
these path representations are aggregated by weighting them to obtain a final hidden

state vector h
_ 2 R

d0 , which characterizes the user preferences towards items. The above
process is defined as Eq. (3) [17].

scoreðmiÞ ¼ wT
a tanhðWamiÞ

ai ¼ expðscoreðmiÞÞPs
i¼1

expðscoreðmiÞÞ

h
_ ¼ Ps

i¼1
aimi

ð3Þ

where wa 2 R
d0 and Wa 2 R

d0�d0 are weights, and ai the normalized attention score.
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Finally, DHKGE uses a fully connected layer to quantify the proximity ~rij of user ui
and item vj, which is defined as Eq. (4) [14]:

~rij ¼ rðWrh
_ þ brÞ ð4Þ

where Wr 2 R
1�d0 and br are the weights and bias, respectively.

3.6 Method Learning and Recommendation Generation

Like RKGE [14], given the training data Dtrain, which contains instances in the form of
ðui; vj; rij; Pðui; vjÞÞ, DHKGE also uses stochastic gradient descent (SGD) to mini-
mize the loss function defined as Eq. (5) to learn all the parameters in DHKGE.

J ¼ 1
jDtrainj

X
rij2Dtrain

BCELossð~rij; rijÞ ð5Þ

where BCELossð�Þ is the binary cross-entropy between the observed ratings and esti-
mated ones.

The recommendation problem can be dealt with as a binary classification problem
[8, 14]. When user ui prefers item vj, namely rij ¼ 1, we expect the estimated proximity
~rij to approach 1, otherwise it approaches 0. Once the learning process is completed,
DHKGE can obtain all trained embeddings of the users and items.

Following [14, 18], during the testing process DHKGE can obtain the proximity
scores between the target user and candidate items by calculating the inner products of
the user embedding and the item embeddings. DHKGE finally generates top-N rec-
ommendation lists for the user by sorting the proximity scores in descending order.

4 Experimental Evaluation

4.1 Experimental Setup

Datasets. Our experiment used two datasets MovieLens 100K1 and Yelp published on
GitHub2 by [14]. The former is a movie dataset containing user interaction with
movies. Sun et al. [14] combined this dataset with the IMDB dataset3 to add
description information of movies, such as genre, actor, and director. Yelp contains
user check-ins to local business, user reviews, and local business information, and no
external information needs to be added to this dataset. The two datasets were used to
build two KGs following Definition 1. The statistics of two datasets are shown in
Table 1.

1 The experiment of [14] used MovieLens 1M, but the pre-training vectors of users and items in
MovieLens 1M were not published on GitHub, so we can only use MovieLens 100K.

2 https://github.com/sunzhuntu/Recurrent-Knowledge-Graph-Embedding/tree/master/data.
3 https://www.imdb.com/.
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Following [3, 14], we sorted the two datasets according to the feedback timestamp,
and used the earlier 80% feedback as training data and the more recent 20% feedback
as test data. For each user-item pair in the training set, we extracted all paths with a
length of 3 and randomly selected five paths from them to train our model.

Evaluation Metrics. Three popular evaluation metrics [1], Precision at N (Prec@N),
Mean Reciprocal Rank at N (MRR@N), and Normalized Discounted Cumulative Gain
at N (NDCG@N), are adopted to evaluate the top-N recommendation methods in our
experiment. We set N = {1, 5, 10, 20} for Prec@N, and N = {5, 10, 20} for MRR@N
and NDCG@N.

Comparison Methods and Their Implementation. We compared our DHKGE with
the following four recommendation methods:

• BPRMF [13]: It is a Bayesian personalized ranking method based on Matrix Fac-
torization. We used the Cornac4 framework to implement BPRMF.

• NCF [8]: It is a classic neural network-based recommendation method. It was also
implemented by using the Cornac framework.

• CKE [19]: It is the recently proposed state-of-the-art KG embedding based rec-
ommendation method. This method directly used the Python code5 provided in [2].

• RKGE [14]: It is a state-of-the-art recommendation method based on KG path. This
method directly used the Python code published on GitHub6 by the authors.

We used PyTorch to generate the code of DHKGE by modifying the recurrent
network module and performance evaluation module in the RKGE code.

Hyperparameter Settings. For DHKGE, we used grid search to select both the
dimension d of the entity embedding and the number k of convolution filters in
f10; 20; 30; 40; 50; 100g, the number d0 of LSTMhidden units in f16; 32; 64; 128g,
and the learning rate k of SGD in f0:001; 0:01; 0:1; 0:2g. The hyperparameters for

Table 1. Dataset and knowledge graph statistics

Datasets MovieLens 100K Yelp

User-item interaction # Users 943 37,940
# Items 1,675 11,516
# Ratings 99,975 229,178

Knowledge graph # Entities 7,744 50,028
# Entity types 5 4
# Links 112,321 272,057
# Links types 7 5

4 https://github.com/PreferredAI/cornac.
5 https://github.com/TaoMiner/joint-kg-recommender.
6 https://github.com/sunzhuntu/Recurrent-Knowledge-Graph-Embedding.

66 J. Li et al.

https://github.com/PreferredAI/cornac
https://github.com/TaoMiner/joint-kg-recommender
https://github.com/sunzhuntu/Recurrent-Knowledge-Graph-Embedding


DHKGE were set to d ¼ 10; k ¼ 10; d0 ¼ 16; k ¼ 0:2 on MovieLens 100K and d ¼
20; k ¼ 40; d0 ¼ 32; k ¼ 0:01 on Yelp. For the four comparison methods, the hyper-
parameters were set as suggested by the original papers.

4.2 Experimental Results

Tables 2 and 3 show the results of top-N recommendation performed on the two
datasets. In the tables, bold numbers indicate the best performance among all the
methods; underlined numbers are the best performance among the four comparison
methods; the numbers in the “Improve” column indicate the percentage (%) of per-
formance improvement achieved by DHKGE relative to the best performance among
the comparison methods. The same way as in [14], we also created two views for each
dataset: “All Users” means that all users are considered in the test data, whereas “Cold
Start” indicates that the test data only includes users with less than 5 ratings.

Observing these results, we can obtain the following findings:

1. The performance of both DHKGE and RKGE in terms of all metrics except for
Prec@1 is significantly better than the other three methods. This indicates DHKGE
and RKGE can make full use of the path information to model user’s preference for
items, thereby improving the recommendation performance.

2. DHKGE’s performance is better than RKGE in all metrics (the performance in
terms of Prec@1 on MovieLens 100K is the same). This indicates that deep hybrid

Table 2. Results of top-N recommendation on MovieLens 100K

Views Metrics BPRMF NCF CKE RKGE DHKGE Improve (%)

All Users Prec@1 0.0382 0.0509 0.1044 0.1469 0.1548 5.38
Prec@5 0.0418 0.0492 0.0826 0.1044 0.1103 5.65
Prec@10 0.0431 0.0467 0.0735 0.0890 0.0962 8.09
Prec@20 0.0467 0.0481 0.0660 0.0777 0.0822 5.79
MRR@5 0.1135 0.1247 0.2272 0.2760 0.2883 4.46
MRR@10 0.1221 0.1388 0.2637 0.3284 0.3416 4.02
MRR@20 0.1278 0.1416 0.3031 0.3760 0.3876 3.09
NDCG@5 0.0412 0.0498 0.1976 0.2552 0.2623 2.78
NDCG@10 0.0488 0.0541 0.2133 0.2853 0.3006 5.36
NDCG@20 0.0705 0.0735 0.2597 0.3256 0.3316 1.84

Cold Start Prec@1 0.0250 0.0500 0.0503 0.0625 0.0625 0.00
Prec@5 0.0225 0.0275 0.0287 0.0325 0.0350 7.69
Prec@10 0.0163 0.0213 0.0265 0.0263 0.0288 9.51
Prec@20 0.0175 0.0194 0.0239 0.0206 0.0213 3.40
MRR@5 0.0794 0.0872 0.0922 0.1008 0.1056 4.76
MRR@10 0.0823 0.0953 0.1003 0.1143 0.1206 5.51
MRR@20 0.0846 0.1067 0.1107 0.1237 0.1289 4.20
NDCG@5 0.0278 0.0365 0.0744 0.1029 0.1103 7.19
NDCG@10 0.0345 0.0459 0.0953 0.1354 0.1404 3.69
NDCG@20 0.0530 0.0635 0.1184 0.1604 0.1658 3.37
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models can encode semantic paths more efficiently than one type of neural network,
because by extracting the local features of the path and encoding the sequence
information in the path, DHKGE can generate a more comprehensive path repre-
sentation for recommendation.

3. On most metrics, the performance improvement of DHKGE in the “All Users” view
is higher than in the “Cold Start” view. This indicates that in the “Cold Start” view,
the quality and quantity of the semantic paths extracted from the KG are limited,
which affects the recommendation performance of DHKGE since this method relies
on the user’s historical interaction information to make recommendations.

Based on these findings, we can draw the conclusion that DHKGE’s recommen-
dation performance is generally better than RKGE and other comparison methods.

5 Conclusions

To overcome the weaknesses of existing KG path-based recommendation methods, in
this paper we propose the DHKGE method for top-N recommendation. DHKGE
exploits a deep hybrid model to encode the path between users and items, and uses the
attention mechanism to distinguish the importance of multiple semantic paths between
a user-item pair. Experiments on the MovieLens 100K and Yelp datasets show that

Table 3. Results of top-N recommendation on Yelp

Views Metrics BPRMF NCF CKE RKGE DHKGE Improve (%)

All Users Prec@1 0.0038 0.0050 0.0076 0.0093 0.0102 9.68
Prec@5 0.0041 0.0044 0.0053 0.0078 0.0085 8.97
Prec@10 0.0039 0.0043 0.0050 0.0066 0.0075 13.64
Prec@20 0.0036 0.0041 0.0047 0.0058 0.0063 8.62
MRR@5 0.0134 0.0164 0.0171 0.0194 0.0210 8.25
MRR@10 0.0162 0.0181 0.0195 0.0231 0.0252 9.09
MRR@20 0.0185 0.0206 0.0226 0.0270 0.0286 5.93
NDCG@5 0.0072 0.0084 0.0197 0.0243 0.0253 4.12
NDCG@10 0.0103 0.0118 0.0213 0.0320 0.0339 5.94
NDCG@20 0.0148 0.0172 0.0256 0.0418 0.0432 3.35

Cold Start Prec@1 0.0031 0.0035 0.0064 0.0061 0.0062 −3.13
Prec@5 0.0030 0.0034 0.0045 0.0048 0.0050 4.17
Prec@10 0.0028 0.0031 0.0036 0.0040 0.0043 7.50
Prec@20 0.0027 0.0030 0.0031 0.0032 0.0035 9.38
MRR@5 0.0108 0.0114 0.0117 0.0121 0.0127 4.96
MRR@10 0.0134 0.0142 0.0144 0.0143 0.0150 4.90
MRR@20 0.0149 0.0161 0.0162 0.0159 0.0168 3.70
NDCG@5 0.0069 0.0079 0.0134 0.0149 0.0157 5.37
NDCG@10 0.0100 0.0114 0.0187 0.0200 0.0212 6.00
NDCG@20 0.0151 0.0170 0.0212 0.0259 0.0274 5.79
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DHKGE overall outperforms RKGE and several typical recommendation methods in
terms of Precision@N, MRR@N, and NDCG@N. In future work, we plan to improve
our method by adding entity relations to path embeddings.
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Abstract. With the development of educational big data, personalized tutoring
has become an important research direction to help people find interesting
learning resources. However, due to limitation of learning resources, especially
for the resource in unfamiliar subject areas, it may bring data sparseness of
users’ learning matrix. In this paper, we propose PS-LDA, a potential proba-
bility generation model for course item on learning preferences and subject area
aware. By considering the mix of these two factors, our model provides per-
sonalized guidance for designated users. Moreover, we present a top-k method
for online recommendation by matching the results from P-LDA and S-LDA.
Finally, the experiments on two real-life datasets can verify the effectiveness and
efficiency of our model.

Keywords: Personalized recommendation � Course item model � Online
tutorial � Top-k recommendation

1 Introduction

With the widespread application in educational big data, varieties of online tutorial
approaches have been proposed to acquire knowledge and skills, such as MOOC. Most
of the existing learning systems have realized resource sharing, which helps users to
study by resource categories. However, users may confuse their learning goals
sometimes. In that case, it will lead to an inefficient guidance. Thus, personalized
recommendations [1, 2] are required for capturing users’ expectations.

Personal preferences and subject area are two factors of tutorial recommendations.
Many researches [2–4] are existing for tutorial personalized recommendation. For
example, the discussion on strategy behavior of teaching recommendation is based on
the user’s cognitive characteristics, cognitive style, learning motivation, personality
structure characteristics, and personality type factor theories. Sarwar et al. [1] presented
a method combining users’ learning preferences and subject area aware. By estab-
lishing prediction model, LCARS [5] can analyze the relationship between personal
preferences and hot topics. Unfortunately, it is difficult to make recommendations when
users face to unfamiliar subject areas, even confusion. Hence, we focus on the per-
ception of recommendation issues in different subject areas.

Note that, it brings a challenge to infer items from unfamiliar subject areas through
using a user’s historical learning data. CF (collaborative filtering) can make recom-
mendation by tracing users’ common interests. Usually, users only access a limited
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number of subject areas, this leads to data sparseness of users’ learning preference
matrix, even cold start to CF. In this case, it is not feasible to use only CF-based
methods [6], especially when dealing with problems in unfamiliar subject areas,
because query users often do not have sufficient activity history in their unfamiliar
subject areas. To solve this problem, we propose a potential probability generation
model PS-LDA, it consists of offline modeling and online recommendation. The offline
model is designed to take into account the following two factors in a unified way at the
same time. In fact, one has his own learning preference which can be obtained by trace
his historical learning data. Besides, popular learning courses in various subject areas
also attract one’s interests. When users access a new subject area, especially unfamiliar
subject areas, they are more likely to be interested in popular learning courses.
Specifically, our model employs P-LDA to understand the user’s learning preferences
from the user’s historical learning data. To pick the courses of subject areas aware, S-
LDA utilizes subject-area-aware information from the subject areas. Next, given the
query user u who visits the subject area su, the online recommendation of our model
calculates the ranking score of each course item v within su by automatically combining
u’s learning preferences and su’s popular courses. Thus, our model contributes to
tutorial personalized recommendations both in one’s own subject areas and unfamiliar
subject areas.

The main contributions of our research are summarized as follows:

1) We propose a potential probability generation model PS-LDA. Specifically,
P-LDA performs user topic modeling to obtain user learning preferences. S-LDA
performs subject area topic modeling to obtain popular courses in the subject area.
We also investigate the inference problem of our model.

2) We present a top-k method for personalized recommendations by matching the
learning preferences and subject areas from the results of P-LDA and S-LDA.

3) We conducted experiments to evaluate the performance of our recommendation
model on two real-life datasets. The results verified the effectiveness and efficiency
of our model both in one’s own subject areas and unfamiliar subject areas.

The rest of the paper is organized as follows: Sect. 2 reviews the related work.
Section 3 details the model PS-LDA on learning preferences and subject area per-
ception. Section 4 introduces the top-k method for online recommendation. The
experimental results are reported in Sect. 5. The paper is summarized in Sect. 6.

2 Related Work

Recommender System. Collaborative filtering and content-based recommendation
techniques are two widely applied methods for recommender systems. They can find
relevant items according to the user’s personal interests. Collaborative filtering [1, 6]
automatically recommends related items to users by referencing item rating information
from other similar users. The content-based recommendation [7] assumes that the
descriptive characteristics of an item well reflect the user’s preference for the item.
Nevertheless, the data sparseness will affect CF, even cold start. It also brings limitation
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to content-based recommendations. Therefore, a great deal of researches [8] were
proposed on the advantages of combining both these approaches. Our recommenda-
tions focus on incorporating popular courses in subject areas.

Personalized Generation Model. Many models [9] were presented for obtaining and
analyzing users’ preferences. Yu et al. [11] used the content sentiment analysis to
improve the performance of recommendation algorithm based on CF. Based on the
LOM (Learning Object Meta-data), Mei et al. [10] modeled user interests and edu-
cational resources for online course recommendation. Apaza et al. [9] used the LDA
(Latent Dirichlet Allocation) model to extract the features of online courses. Chen et al.
[6] used cluster analysis and multiple linear regression models to recommend students’
interest courses from their behavioral information such as attendance. However, it is
lack of studies on the interaction between personal preferences and unfamiliar subject
areas.
Our recommendation model differs from the above in the following three aspects. 1)
We abstract a preference from user’s historical learning records to match unfamiliar
subject areas. 2) We analyze the popular courses to obtain the hot topic. 3) We propose
a course item model mixed with personal preferences and subject area aware.

3 Personalized Generation Model

In this section, we first introduce the key data structures and symbols used in this paper.
Then we propose PS-LDA on learning preferences and subject area awareness for
personalized recommendations.

3.1 Problem Definition

To facilitate the following demonstration, we have defined the key data structures and
symbols used in this article. Table 1 lists the relevant symbols used in this article.

Definition 1 Course Item. Course item v refers to a specific course in an access subject
area.

Definition 2 User Learning. The user learning is a triple (u, v, sv), which indicates that
the user u selects the course item v in the subject area sv.

Definition 3 User Learning Record. For each user u in dataset D, we create a user
learning record Du, which is a set of quaternions associated with u. We denote users,
course items, subject areas and labels as (u, v, sv, cv) 2 D, where u 2 U, v 2 V, sv 2 S,
cv 2 Cv. Cv represents the set of labels associated with the course item v. Note that,
course items may contain multiple labels. For the learning record of the user activity,
user u selects the course item v in sv. Then we have a set of quaternions, which is
Duv = {(u, v, sv, cv): cv 2 Cv}. Obviously, Duv�Du.

Definition 4 Topic. A topic z in the course item set V is represented by the topic model
/z, P v /z

��� �
: v 2 V

� �
or f/zv : v 2 Vg, which is the probability distribution of the

geographic items. By analogy, the learning preference topic in the user set U is
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represented by the label cv in the user’s historical learning record, and is represented by
the topic model /0

z, P c /0
z

��� �
: c 2 C

� �
or f/0

zc : c 2 Cg, which is the probability
distribution of the user’s learning preferences. In summary, each topic z corresponds to
two topic models in our work, namely /z and /0

z.

Definition 5 User Learning Preferences. The learning preference of user u is repre-
sented by hu, where hu is the probability distribution of the topic.

Definition 6 Popular Courses. Popular courses in subject area s are represented by h0s,
the probability distribution of topics, which can mine popular courses in subject areas.

3.2 PS-LDA

The hybrid model considers the user’s learning preferences and the influence of
popular courses in a unified way. Given the querying user u and the visiting subject
area s, the probability that user u chooses course item v when visiting the intersection of
the subject area is sampled from the following model.

Pðv huj ; h0su; /; /
0Þ ¼ kuPðv huj ; /; /0Þ þ ð1� kuÞPðv h0su

�� ; /; /0Þ ð1Þ

Pðv huj ;/;/0Þ is the probability of generating the curriculum item v based on
learning preferences hu of u. And the process of generating Pðv huj ;/;/0Þ is denoted as
P-LDA. Pðv h0su

�� ;/;/0Þ is the probability of generating the curriculum item v according

Table 1. Definition of symbols.

Symbol Description

N, V, M, C The number of users, course items, subject areas, labels
U, V, S, C The set of users, course items, subject areas, labels
Vs The set of course items belong to subject areas s
sv The course item v of subject area s
cv The label describing course item v
K The number of topics
Du The historical learning record of u
hu The learning preferences of user u, expressed by a multinomial distribution

over topics

h0s The popular courses of subject Area s, expressed by a multinomial distribution
over topics

/z A multinomial distribution over course items specific to topic z

/0
z A multinomial distribution over labels specific to topic z

b; b0 Dirichlet priors to multinomial distributions /z, /
0
z

a; a0 Dirichlet priors to multinomial distributions hu, hs
ku The mixing weight specific to user u
c; c0 Beta priors to generate ku
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to popular courses h0s in the subject area s. And the process of generating Pðv h0su
�� ;/;/0Þ

is denoted as S-LDA. ku is the parameter mixed weight for controlling the selection.
In order to further alleviate the problem of data sparseness, PS-LDA combines the

label information of user history learning records. We redefine Eq. 1 as follows:

Pðv huj ; h0su;/;/
0Þ ¼

X
c2Cv

Pðv; c huj ; h0su;/;/
0Þ ð2Þ

Pðv huj ;/;/0Þ ¼
X

c2Cv
Pðv; c huj ;/;/0Þ ð3Þ

Pðv h0su
�� ;/;/0Þ ¼

X
c2Cv

Pðv; c h0su
�� ;/;/0Þ ð4Þ

Where Cv represents the set of labels associated with the course item v. In PS-LDA,
users’ learning interest hu and popular courses h0s are both modeled by polynomial
distributions on potential topics. Each course item v is generated from a sample
topic z. PS-LDA also parameterizes the distribution of labels associated with each
topic z. So, z is responsible for generating course items and their labels at the same
time.

Pðv; c huj ;/;/0Þ ¼
X
z

Pðv; c zj ;/z;/
0
zÞPðz huj Þ ¼

X
z

Pðv zj ;/zÞPðc zj ;/0
zÞPðz huj Þ ð5Þ

Pðv; c h0su
�� ;/;/0Þ ¼

X
z

Pðv; c zj ;/z;/
0
zÞPðz h0su

�� Þ ¼
X
z

Pðv zj ;/zÞPðc zj ;/0
zÞPðz h0su

�� Þ

ð6Þ

We assume that the course items and their labels are independent of the topic.
Pðv; c huj ;/;/0Þ and Pðv; c h0su

�� ;/;/0Þ are calculated according to formulas (5) and (6).
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Fig. 1. Graphical representation of PS-LDA
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By estimating the parameters of the PS-LDA model to obtain the topics of the
course items and labels, this validates our prior knowledge that course items with many
users. Otherwise, we cluster similar content into the same topic with high probability.
Figure 1 illustrates the generation process with a graphical model. Algorithm 1 outlines
the generation process, where Beta (.) is the Beta distribution. And c, c0 are two of the
parameters.

3.3 Model Inference

We use folded Gibbs sampling to obtain samples of hidden variable assignments,
which helps to estimate unknown parameters fh; h0;/;/0; kg in PS-LDA. To simplify,
we specify the hyperparameters a, a0, b, b0, c, c0 with fixed values, e.g., a ¼ a0 ¼ 50=K,
b ¼ b0 ¼ 0:01, c ¼ c0 ¼ 0:5. During the sampling process, we start with the joint
probability of all user profiles in the dataset. Next, using the chain rule, we obtain the
posterior probability of the sampled subject of each quadruplet ðu; v; sv; cvÞ. Specifi-
cally, we use a two-step Gibbs sampling procedure.

Due to space constraints, we only show the derived Gibbs sampling formula,
omitting the detailed derivation process. We sample t based on the posterior probability
as show in Eq. 7 and 8:
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Pðtui = 1 t:uij ; z; u; :Þ/ n:uiuzui þ azuiP
z ðn:uiuz þ azÞ �

n:uiut1 þ c

n:uiut0 þ n:uiut1 þ cþ c0
ð7Þ

Pðtui = 0 t:uij ; z; u; :Þ/ n:uisuizui þ a0zuiP
z ðn:uisuiz þ a0zÞ

� n:uiut0 þ c0

n:uiut0 þ n:uiut1 þ cþ c0
ð8Þ

Where nut1 is the number of times when t = 1 in the user profile Du. So is nut0 when
t = 0. nuz is the number of times when the topic z is sampled from a polynomial
distribution specific to user. nsz is the number of times when the topic z is sampled in
the polynomial distribution of subject area s. The number n:ui with a superscript :ui
indicates that it does not include the number of current instances.

For tui ¼ 1 and tui ¼ 0, we sample the topic z according to the following posterior
probability as show in Eq. 9 and 10:

Pðzui tui ¼ 1j ; z:ui; v; c; u; :Þ/
n:uiuzui þ azuiP
z ðn:uiuz þ azÞ

n:uizuivui þ bvuiP
v ðn:uizuiv þ bvÞ

n:uizuicui þ b0cuiP
c ðn:uizuic þ b0cÞ

ð9Þ

Pðzui tui ¼ 0j ; z:ui; v; c; u; :Þ/
n:uisuizui þ a0zuiP
z ðn:uisuiz þ a0zÞ

n:uizuivui þ bvuiP
v ðn:uizuiv þ bvÞ

n:uizuicui þ b0cuiP
c ðn:uizuic þ b0cÞ

ð10Þ

Where nzv is the number of times the topic z generates a course term v. nzc is the
number of times the label c is sampled from the topic z.

After a sufficient number of sampling iterations, we can estimate the parameters
h; h0;/;/0 and k as shown in Eq. 11 to 15:

ĥuz ¼ nuz þ azP
z0 ðnuz0 þ az0 Þ ð11Þ

ĥ0sz ¼
nsz þ a0zP

z0 ðnsz0 þ a0z0 Þ
ð12Þ

/̂zv ¼
nzv þ bvP

v0 ðnzv0 þ bv0 Þ
ð13Þ

/̂0
zc ¼

nzc þ b0cP
c0 ðnzc0 þ b0c0 Þ

ð14Þ

k̂u ¼ nut1 þ c
nut1 þ nut0 þ cþ c0

ð15Þ
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4 Top-K Online Recommendation

In our recommendation, we denote a two-parameter pair ðu; suÞ as query task with
query user u and subject area su. The result of the query is a sequential list of course
items, which matches the user’s learning preferences. After we infer PS-LDA model
parameters hu, h

0
s, /z, /

0
z, ku during the offline modeling phase, the online recom-

mendation section calculates the ranking of each course item v in the query subject area
su Scores.

Sðu; su; vÞ ¼
X
z

Fðsu; v; zÞWðu; su; zÞ ð16Þ

Sðu; su; vÞ is the ranking framework in Eq. 16, which separates offline process from
online process for scoring calculation. Specifically, Fðsu; v; zÞ represents the offline
score part for the course item v with respect to the subject area su in the dimension
z. Fðsu; v; zÞ is independent to query users. The weight score Wðu; su; zÞ is calculated in
the online part to find expected weight of the query task ðu; suÞ.

Wðu; su; zÞ ¼ k̂uĥuz þð1� k̂uÞĥ0suz ð17Þ

Fðsu; v; zÞ ¼ /̂zv

P
cv2Cv

/̂0
zcv v 2 Vsu

0 v 62 Vsu

�
ð18Þ

The main time-consuming components of Wðu; su; zÞ are implemented offline. The
online calculation can combine the processes shown in Eq. 17. In the process of
querying, the offline score Fðsu; v; zÞ needs to be aggregated in the K dimension by a
simple weighted sum function from Eqs. 17 and 18. Wðu; su; zÞ is composed of two
components, which are used to simulate user learning preferences and popular courses.
Each component is associated with a user motivation. Fðsu; v; zÞ concerns about sim-
ilarities between the project co-occurrence information and the project content to
generate recommendations.

5 Experiments

In this section, we conduct several experiments to compare the recommendation quality
of our model.

5.1 Data Setting

Data Sets. We employ the two real-life datasets to evaluate the performance of our
model on the course recommendation task.
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EdX1. EdX is an online MOOC platform launched by Harvard and MIT. Users can
learn the super-quality courses offered by these two famous schools on edX, covering
different fields such as computer science, mathematics. EdX provides data on 290
Harvard and MIT online courses, 250 thousand certifications, 4.5 million participants,
and 28 million participant hours since 2012.

GCSE2. Google Custom Search Engine (GCSE) is designed to retrieve LinkedIn
profiles with the keyword “coursera”. Overall, the dataset consists of 15,744 coursera
MOOC entries for 5,668 professionals from LinkedIn.

Comparison Methods. We compare our proposed PS-LDA with the following five
recommendation methods.

User-Topic Model (UT) [12]: This model is similar to the classic author-topic
model (AT model) which assumes that topics are generated according to user
interests. The probabilistic formula of the user topic model is presented as follows,
where hB is a background for smoothing.Pðv uj ;WÞ ¼ kBPðv hBj Þ þ ð1� kBÞP
z
Pðz huj ÞPðv /z

�� Þ.
Category-based k-Nearest Neighbors Algorithm (CKNN) [3]: CKNN projects a
user’s learning history into the category space and models user’s learning prefer-
ence using a weighted category hierarchy. When receiving a query, CKNN retrieves
all the users and course items belong to the querying subject area. Then it applies a
user-based CF method to predict the querying user rating of an unvisited course
item. Note that the similarity between two users in CKNN is computed according to
their weights in the category hierarchy, making CKNN a hybrid recommendation
method.
Item-based k-Nearest Neighbors Algorithm (IKNN) [13]: This method utilizes the
user’s learning history to create a user-course item matrix. When receiving a query,
IKNN retrieves all users to find k nearest neighbors by computing the Cosine
similarity between two users’ course item vectors. Finally, the course items in the
user-specific querying subject area that have a relatively high ranking score will be
recommended.
Learning Preference LDA (P-LDA): As a component of the proposed PS-LDA
model, P-LDA means our method without exploiting the subject area information of
course items. For online recommendation, the ranking score is computed by Eq. 16
with Fðsu; v; zÞ ¼ /̂zv

P
cv2Cv

/̂0
zcv and Wðu; su; zÞ ¼ ĥuz.

Subject Area Aware LDA (S-LDA): As another component of the PS-LDA model,
S-LDA means our method without considering the content information of course
items. For online recommendation, the ranking score is computed by Eq. 16 with
Fðsu; v; zÞ ¼ /̂zv and Wðu; su; zÞ ¼ k̂uĥuz þð1� k̂uÞĥ0suz.

1 https://www.edx.org/.
2 https://www.gcse.com/.
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5.2 Evaluation Methods and Indicators

To make an overall evaluation of the recommendation effectiveness of our proposed
PS-LDA, we first design the following two real settings: 1) querying subject areas are
new areas to querying users; 2) querying subject areas are familiar to querying users.
We divide a user’s learning history into a test set and a training set. And we adopt two
different dividing strategies with respect to the two settings. For the first setting, we
select all course items visited by the user in an unfamiliar subject area as the test set.
The rest of the user’s learning history is used as the training set. For the second setting,
we randomly select 20% of course items visited by the user in familiar subject area as
the test set. The rest of personal learning history is used as the training set. We split the
user learning history Du into the training data set Dtraining and the test set Dtest. To
evaluate the recommender models, we adopt the testing methodology and the mea-
surement Recall @k for each test case (u, v, sv) in Dtest.

1. We randomly select 1000 additional course in sv and unrated by user u. We assume
that most of them will not be of interest to user u.

2. We compute the ranking score for the test item v as well as the additional 1000
course items.

3. We form a ranked list by ordering all the 1001 course items according to their
ranking scores. Let p denote the rank of the test item v within this list. The best
result corresponds to the case where v precedes all the random items (i.e., p = 0).

4. We form a top-k recommendation list by picking the top-k ranked items from the
list. If p < k, we have a hit (i.e., the test item v is recommended to the user).
Otherwise, we have a miss. The probability of a hit increases with the increasing
value of k. When k = 1001, we always have a hit.

The computation of Recall @k proceeds as follows. We set hit @k = 1 for a single
test case if the test course item v appears in the top-k results. If not, hit @k will be set
with 0. The overall Recall @k are defined by averaging all test cases.

Recall@k ¼ #hit@k
Dtestj j ð19Þ

Where #hit @k denotes the number of hits in the test set, and Dtestj j are all test
cases.

5.3 Experimental Results

Overall Performance. We first present the optimal performance with well-tuned
parameters. And we also study the impact of model parameters. Figure 2 reports the
performance of the recommendation algorithms on EdX. We show the performance
where k is in the range from 1 to 20 since a greater value of k is usually ignored for a
typical top-k recommendation task. It is apparent that the algorithms have significant
performance disparity in terms of top-k recall. As shown in Fig. 2(a) where querying
subject areas are new areas, the recall of PS-LDA is about 0.34 when k = 10 and 0.42
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when k = 20 (i.e., the model has a probability of 34% of placing an appealing event
within the querying subject area in the top-10 and 42% of placing it in the top-20).
Clearly, our proposed PS-LDA model outperforms other competitor recommendation
methods. First, IKNN, CKNN and UT drop behind three other model-based methods,
showing the advantage of using latent topic models to model users’ preferences.
Second, PS-LDA outperforms both P-LDA and S-LDA, showing the advantages of
combining learning preferences and subject area in a unified manner.

In Fig. 2(b), we report the performance of all recommendation algorithms for the
second setting where querying subject areas are familiar to querying users. We can see
that the trend of comparison result is similar to that presented in Fig. 2(a). The main
difference is that CKNN outperforms IKNN in Fig. 2(a) while IKNN exceeds CKNN
significantly in Fig. 2(b). It shows that the CF-based method (i.e., IKNN) better suits
the setting if the user-item matrix is not very sparse. The hybrid method (i.e., CKNN) is
more capable of overcoming the difficulty of data sparseness, e.g., the new subject area
problem. Another observation is that UT almost performs as well as PS-LDA, and
outperforms CKNN and IKNN in the familiar subject area setting, verifying the benefit
brought with the subject area influence. However, UT is still less effective than PS-
LDA under this setting. Furthermore, the performance of UT is poor in the new subject
area setting, as shown in Fig. 2(a), which shows that exploiting subject area influence
cannot alleviate the new subject area problem since there is no learning history of the
querying user in the new subject area.

Figure 3 reports the performance of the recommendation algorithms on the GCSE
dataset. We compare PS-LDA with UT, CKNN, IKNN, P-LDA and S-LDA. From the
figure, we can see that the trend of comparison result is similar to that presented in
Fig. 2, and PS-LDA performs best.

(a) Users learning in new 
subject areas

(b) User learning in 
familiar subject areas

Fig. 2. Top-k performance on EdX

(a) Users learning in new 
subject areas

(b) User learning in 
familiar subject areas

Fig. 3. Top-k performance on GCSE
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Impact of Model Parameters. Tuning model parameters, such as the number of
topics for all topic models, is critical to the performance of models. We therefore also
study the impact of model parameters on EdX dataset. Because of space limitations, we
only show the experimental results for the new subject area setting. As for the
hyperparameters a, a0, b, b0, c and c0, following the existing works [2], we empirically
set fixed values (i.e., a = a0 = 50/K, b = b0 = 0.01, c = c0 = 0.5). We tried different
setups and found that the estimated topic models are not sensitive to the hyperpa-
rameters. But the performances of the topic models are slightly sensitive to the number
of topics. Thus, we tested the performance of P-LDA, S-LDA and PS-LDA models by
varying the number of topics shown in Figs. 4(a) to 4(c). From the results, we observe
1) the Recall @k values of all latent topic-based recommender models slightly increase
with the increasing number of topics. 2) The performance of latent topic-based rec-
ommender models does not change significantly when the number of topics is larger
than 150. 3) P-LDA, S-LDA and PS-LDA perform better under any number of topics,
and PS-LDA consistently performs best.

6 Conclusion

This paper proposed a personalized recommendation, PS-LDA, which can facilitate
people’s study not only in their familiar subject area but also in a new area where they
have no learning history. By taking advantage of both the content and subject area
information of course items, our system overcomes the data sparsity problem in the
original user-item matrix. We evaluated our system using extensive experiments based
on two real-life datasets. According to the experimental results, our approach signifi-
cantly outperforms existing recommendation methods in effectiveness. The results also
justify each component proposed in our system, such as taking learning preferences and
subject area information into account.

Acknowledgement. This research was supported by the Joint Funds of the National Natural
Science Foundation of China under Grant No. U1811261, the Project of Liaoning Provincial
Public Opinion and Network Security Big Data System Engineering Laboratory.

(a) P-LDA (b) S-LDA (c) PS-LDA

Fig. 4. Impact of the number of latent topics
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Abstract. Deep neural networks (DNN) can be used to model users’ behavior
sequences and predict their interest based on the historical behavior. However,
current DNN-based recommendation methods lack explainability, making them
difficult to guarantee the credibility of the recommendation results. In this paper,
a Multi-Timeslice Graph Embedding (MTGE) model is proposed. First, it can
effectively obtain the embedded representations of user behavior (or items) on a
single timeslice. Second, the dynamic evolution of user preferences can be
analyzed through integrating the embedded representations on multi-timeslices.
Then, an explainable recommendation algorithm based on MTGE is proposed,
which can effectively improve the accuracy of recommendation and support the
model-level explainability. The feasibility and effectiveness of the key tech-
nologies proposed in the paper are verified through experiments.

Keywords: Explainable recommendation � Multiple timeslices � Graph
embedding � User behavior sequences

1 Introduction

Personalized recommendation systems have played an increasingly important role in
people’s lives. Among a large number of recommendation algorithms, the collaborative
filtering algorithms has been widely used, but traditional collaborative filtering algo-
rithms are less accurate. Deep neural networks (DNN) can be used to capture deep
features of users and items to get more accurate representations. However, DNN is
often seen as a black box with the disadvantages of unexplainable processing.

Let us consider the following motivating scenarios.

Example 1.1: A month ago, a user gave a high rating to a smartwatch, while a week
earlier he was interested in a tennis racket. That is, the user’s interests are not static.
So, we need to describe the dynamic evolution of user preferences.
Example 1.2: Fig. 1 depicts DNN-based recommendation model and explainable
recommendation model. DNN-based recommendation model does not support
explainability, and it is difficult to convince users. On the contrary, the explainable
recommendation model can give supporting arguments for the results. Some rea-
sons such as “N users love this item” that can reflect the characteristics of the item.
It can help people understand the model and improve its transparency.
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In this paper, we propose an explainable recommendation method based on multi-
timeslice graph embedding model. Our main contributions are summarized as follows:

• A Multi-Timeslice Graph Embedding model (namely MTGE) is proposed. First, it
can effectively obtain the embedded representations of user behavior (or items) on a
single timeslice. Second, the dynamic evolution of user preferences can be analyzed
through integrating these embedded representations on multiple timeslices.

• An explainable recommendation algorithm based on MTGE is proposed, which can
effectively improve the accuracy of recommendation and support the model-level
explainability. On the one hand, the ratings are predicted based on the user’s latent
vectors and item latent vectors. On the other hand, the explainability of the model is
supported, which can effectively improve the transparency of the recommendation
model.

• Compared with existing methods through experiments, the effectiveness of our
method on real datasets is demonstrated.

The rest of this paper is organized as follows. Section 2 introduces the related work.
Section 3 defines several important concepts used in the paper. Section 4 proposes our
multi-timeslice graph embedding model. Section 5 proposes an explainable recom-
mendation algorithm based on MTGE. Section 6 shows the experimental results.
Section 7 concludes the paper and presents the future work.

2 Related Work

Many methods of recommendation have been proposed in recent years. First, we
review the techniques for them. Then we analyze how our work differs from them.

The collaborative filtering recommendation algorithm [1–5, 7] has been widely
researched and used in recent years. PMF [2] models the latent vectors of users and
items through a Gaussian distribution. Ma Porteous et al. [5] added auxiliary infor-
mation to Bayesian matrix factorization to improve the accuracy of the recommenda-
tion results.

Deep neural networks (DNN) [6, 8] have significant feature learning capabilities by
learning deep network structures to represent information about users and items.
NeuMF [6] presented a Neural Collaborative Filtering framework to learn latent fea-
tures of users and items by multi-layer perceptron. Some works have used DNN
modeling users’ behavior sequences to predict users’ preferences [12, 14, 15]. RRN

Fig. 1. Comparison of recommendation models
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[12] used a recurrent neural network (RNN) for the temporal recommendation, it can
capture the dynamic changes of users. M3 [14] combined the RNN model and atten-
tional to model the long-term sequence of user behaviors.

More recently, deep neural network (DNN) techniques in graph data [13, 18] have
made great developments. These deep neural network architectures are known as graph
neural networks (GNNs) [9–11, 17], which are used to learn meaningful representa-
tions of graph data. Vaswani et al. [16] proposed a graph attention network to resolve
the shortcomings of existing methods based on graph convolution. Fan et al. [17]
proposed a graph neural network framework for rating predictions that models social
graphs to learn user representations.

In previous work, traditional recommendation techniques have mainly considered
the static preferences of users. Although some works used DNN to capture users’
dynamic preferences, DNN are unexplainable, making the model difficult to under-
stand. In this paper, we proposed the multi-timeslice graph embedding model to obtain
the user dynamic preferences and MTGE-based explainable recommendation algorithm
can support the model-level explainability.

3 Problem Definition

User-Item Graph. R 2 Rn�m is user-item graph, also known as the user-item rating
matrix, where n is the number of users and m is the number of items, rij is the rating
score of user ui for item vj, which can be regarded as the opinion of ui for vj.

Latent Vector. The latent vectors of users and items can be regarded as their hidden
features, which can predict the user’s preference for items.

Temporal Recommendation. Given a user set U, an item set V , where the user-item
preference sequences from time 1 to time T is: R ¼ R1;R2; . . .;RT ;

� �
. The goal of

temporal recommendation is to predict the behavior of each user at time T þ 1.

Rating Prediction. The rating prediction is based on the user-item rating matrix R, r̂ij
represents the predicted rating of ui for vj, and we aim to predict the missing rating
value in R.

4 MTGE Model

In this section, we describe the model of MTGE. First, we introduce the overall
framework of the model, then the single-timeslice graph embedding method is
explained, finally, the integration method of multi-timeslice graph embedding is
proposed.

4.1 Model Overview

The basic idea of our MTGE model is shown as Fig. 2. The model consists of three
components: user embedding, item embedding and rating prediction.
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• User embedding. It is to obtain the user latent vectors. The features of users can be
reflected in a set of items that users interact with. Considering the dynamic features
of user preferences, the sequence of user behavior is first divided into T timeslices
in time sequence.

• Item embedding. It is to obtain the item latent vectors. Similarly, item latent vector
can be learned through a set of users that the item has interacted with. And since the
item features are not easy to change in a short time, we regard them as static.

• Rating prediction. It is to get the user’s predicted rating for the item. We integrate
user and item modeling to predict ratings and learn model parameters.

4.2 Single-Timeslice Graph Embedding

The graph neural network updates the current node status by aggregating the infor-
mation of neighboring nodes. Therefore, fusing neighborhood information from the
user-item graph, and the user latent vector is learned through the set N ið Þ of items that
the user has interacted with. The latent vector hi of user ui can be expressed as:

hi ¼ ReLU W �
X

k2N ið Þ [ if g aikoik
n o� �

ð1Þ

Fig. 2. Multi-timeslice graph embedding model
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where ReLU is the non-linear activation function and W is the weight matrix. oik is the
opinion interaction vector between ui and vk, which is obtained by aggregating the
embedding vector of vk and the rating embedding vector. Since the user’s rating of items
can reflect the user’s preference, encoding the interaction information into the latent
vector can get a higher accuracy vector. To distinguish the influence of each item on user
ui, aik denotes the attention weight of the interaction with vk in contribution to u0is latent
vector from the interaction history N ið Þ. And the attention network is defined as:

a�ik ¼ ReLU W2 � RELU W1 eiu; oik
� �� �� � ð2Þ

where the inputs of the attention network is the embedded vector eiu of the target user ui
and opinion interaction vector oik. Then the final attention scores are obtained by
normalizing a�ik using the Softmax function:

aik ¼
exp a�ik

� �
P

k2N ið Þ exp a�ik
� � ð3Þ

Likewise, we use a similar method to learn the latent vector of the items. For each
item, information can be collected from a group of users (denoted as D jð Þ) who
interacted with. The latent vector zj for item vj is:

zj ¼ ReLU W �
X

k2D jð Þ [ jf g ajtsjt
n o� �

ð4Þ

where stj is the opinion interaction vector of vj with ut and ajt represents the attention
weight to identify the importance of different users.

a�jt ¼ ReLU W2 � ReLU W1½e jv; sjt�
� �� � ð5Þ

ajt ¼
exp a�jt

� �
P

k2D jð Þ exp a�jt
� � ð6Þ

4.3 Integration of Multi-timeslice Graph Embedding

User preferences for items are not always static, but can change over time. Therefore,
user’s preferences are summarized as a matrix sequence R ¼ R1;R2; . . .;RT ;

� �
. For a

single timeslice, use the graph embedding method introduced in Sect. 4.2 to obtain the
latent factor of user ui on each timeslice: hi;1; hi;2; . . .; hi;T .

However, even if a user’s recent behavior is more likely to influence the current
decision, the user’s distant behavioral preferences can also influence current behavior
to some extent. As shown in Fig. 3, we introduce a time decay function to artificially
control the weight of each timeslice’ influence on the current user’s interest
preferences:
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b�t ¼ e�at ð7Þ

bt ¼
exp b�t

� �
P

t2T exp b�t
� � ð8Þ

where b�t is the value of b at moment t and a is the “cooling factor”, which takes a
smaller value if wants to slow down the rate of decay of interest, otherwise, it takes a
larger value. Then, the final time weight is normalized with a Softmax function.

For the weighted sum of the representations of user ui in each timeslice, the final
interest representation Hi of ui can be obtained:

Hi ¼
XT

t¼1
bt � hi;t ð9Þ

5 MTGE-Based Explainable Recommendation Algorithm

In this section, an explainable recommendation algorithm based on MTGE is proposed.
We first introduce the algorithm, then the rating prediction and parameter learning
section of the algorithm is represented, and finally analyze the explainability of the
algorithm.

5.1 Algorithm Description

Training Stage. First, construct the MTGE model with the training set as input. Then
initialize the model parameters, and calculate the predicted ratings of the model. Next,
the model parameters are updated by gradient descent to minimize the loss function.

Fig. 3. Time weight distribution
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Testing Stage. First, construct the MTGE model with the testing set as input. Then the
ratings were calculated using the trained model parameters as the final ratings predicted
output.

MTGE-based explainable recommendation algorithm is showed in Algorithm 1,
and the major steps are as follows.

Step 1 (line 1). Construct MTGE model based on rating matrix and the number of
timeslices.
Step 2 (line 2–4). Divide the rating matrix R according to the number of timeslices
T , initialize the user embedding vector matrix U, item embedding matrix V , score
embedding matrix S and loss value.
Step 3 (line 5–13). Calculate user latent vector Hi and item latent vector zj.
Step 4 (line 14–15). Learning Stage. Calculate the rating error, update the model
parameters by gradient descent until the stop condition is satisfied, and then stop the
iteration.
Step 5 (line 17–19). Generate prediction results. For the users and items to be
predicted, after obtaining the model parameters through training, the rating pre-
diction is performed based on the user latent vector and the item latent vector.

90 H. Wang et al.



5.2 Rating Prediction and Parameter Learning

Rating Prediction. The latent vectors of users and items can reflect their preferences
and features. We can first connect Hi and zj, then feed it into multilayer perceptron
(MLP) to obtain the rating prediction:

r̂ij ¼ MLP Hi; zj
� � ð10Þ

Parameter Learning. To learn the model parameters for MTGE, we specify a loss
function for optimization. The loss function is expressed as:

loss ¼ 1
2 Tj j

X
u;ið Þ2T rui � r̂ij

� �2 ð11Þ

5.3 Explainability Analysis

This paper consider that user preferences for items are change over time. Some
researchers have used deep neural networks (DNN) to model dynamic user preferences,
but the model is unexplainable, reducing the transparency of the recommended model.

Since the user’s behavior can reflect his or her current preferences, we split the user
behavior data based on timeslice and model the user behavior separately to obtain the
user preference representation on each timeslice. Next, combining the user’s interest
decay phenomenon, and then weighing and integrating the user’s preference repre-
sentation in each timeslice, which makes the user’s final feature vector have intuitive
meaning. For example, a user’s behavior a week ago usually has more influence on his
current preferences than his behavior six months ago. Moreover, the model-level
explainability has multiple significance for the recommendation system, which can
improve the transparency and persuasiveness of the system.

6 Experiments

6.1 Dataset

We choose the Epinions and the Ciao dataset, where users can score the products. The
statistics of the two datasets are shown in Table 1.

Table 1. Statistics of the experimental datasets

Dataset Epinions Ciao

Users 136 103
Items 7716 994
Ratings 12659 3016
Time windows 12 6
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6.2 Evaluation Metrics

For the rating prediction task of the recommended model, Root Mean Square Error
(RMSE) and Mean Absolute Error (MAE) are usually used to evaluate the prediction
accuracy:

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
Tj j

X
u;ið Þ2T rui � r̂uið Þ2

s
ð12Þ

MAE ¼ 1
Tj j

X
u;ið Þ2T rui � r̂uið Þ ð13Þ

where r is the true rating data from the testing set, r̂ is the predicted rating of the
recommended system, and T is the testing set.

6.3 Performance Evaluation

Hyperparameter Settings. To obtain the optimal combination of parameters, we
experimented with the main parameters.

Learning Rate. Figure 4(a) and 5(b) shows the changes in the RMSE and MAE at
different learning rates. It can be seen that when the learning rate is 0.005, the RMSE
and MAE are lowest on the two datasets. Therefore, we set the learning rate to 0.005.

Embedded Vector Dimension. Figure 5(a) and 5(b) shows the changes in the RMSE
and MAE at different embedding vector dimensions. It can be seen that when the
embedding vector length is 64, the RMSE and MAE are lowest on the two datasets.
Therefore, we set the embedding vector length to 64.

(a) RMSE (b) MAE

Fig. 4. The effect of learning rate of MTGE algorithm

92 H. Wang et al.



Baseline Algorithm. In order to evaluate the performance of the algorithm, we
compare our algorithm with four baseline methods:

• PMF: A probability matrix factorization model that uses a rating matrix to model
latent vectors of users and items.

• NeuMF: A matrix factorization model and neural network architecture, using a
deeper neural network can provide better recommendation performance.

• RRN: It used a recurrent neural network (RNN) for the temporal recommendation,
this model can capture the changes in users’ dynamic preferences.

• GraphRec: It proposed a state-of-the-art graph neural network model, which can
model graph data coherently for rating prediction.

Figure 6(a) and 6(b) shows the performance of methods. The PMF algorithm is a
traditional matrix factorization method, while NeuMF is based on a neural network
architecture. RRN takes into account the user’s dynamic interests, and its performance
has been significantly improved. The GraphRec algorithm good behavior implies the
power of graph neural networks in node learning. The MTGE algorithm performs well
in both RMSE and MAE, shows that using the graph neural network and considering
the user’s dynamic features can improve the recommendation performance.

(a) RMSE (b) MAE

Fig. 5. The effect of embedding vector length of MTGE algorithm

(a) Epinions (b) Ciao

Fig. 6. Performance comparison between MTGE algorithm and other algorithms

An Explainable Recommendation Method Based on MTGE 93



Explainability Assessment. To better understand the temporal explainability of the
MTGE algorithm, the recommended performance under different time functions is
compared.

Figure 7(a) and 7(b) shows the results on the different time functions. The exponential
function represents that the user’s interest decreases exponentially with time. It can be
seen that considering the time factor can improve the recommendation performance.

For example, for the user preference representation within each timeslice, the closer
the timeslice is to the current point in time, the greater the contribution of the timeslice
to predicting the user’s current interest, while the impact weight of the timeslice
faraway is relatively reduced, i.e., the user’s current interest is more dependent on his
recent behaviors.

7 Conclusion

In this paper, a multi-timeslice graph embedding (MTGE) model is proposed, and the
model considers the dynamics of users’ interest preferences. Besides, this paper pro-
poses an explainable recommendation algorithm based on MTGE, which has better
results compared with existing methods. In the future, we will analyze the user interest
drift on multiple timeslices, then improve the model based on user psychology.
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Abstract. Most existing graph neural network (GNN)-based knowledge-aware
recommendation models rely on handcrafted feature engineering and do not
allow for end-to-end training. As a state-of-the-art end-to-end framework, the
Knowledge-aware Graph Neural Networks with Label Smoothness Regular-
ization (KGNN-LS) model can extend GNNs architecture to knowledge graphs
to simultaneously capture semantic relations between entities as well as per-
sonalized user preferences for entities/items, thereby making effective recom-
mendation. However, we believe that KGNN-LS still has two weaknesses: (1) In
KGNN-LS, the weights of the edges in the graph are determined solely by user
preferences for relations without considering user’s (potential) personalized
interests in entities/items. (2) The sum pooling adopted by KGNN-LS cannot
effectively aggregate the most representative information of the neighborhood.
In this paper, we propose the improved Knowledge-aware Graph Neural Net-
works with Label Smoothness Regularization (iKGNN-LS) model, which makes
two improvements to KGNN-LS: (1) In iKGNN-LS, by introducing user-
specific entity scoring functions, the edge weights are determined jointly by
personalized user preferences for relations and for entities. (2) iKGNN-LS uses
max pooling instead of sum pooling for neighborhood aggregation. Top-N
recommendation experiments on three datasets show that iKGNN-LS outper-
forms KGNN-LS in terms of Precision@N, Recall@N, and F1-measure@N.

Keywords: Knowledge-aware recommendation � Knowledge graph � GCN �
User-specific entity scoring function � Pooling aggregator

1 Introduction

Knowledge graphs (KGs) [5] have proven to be effective in enhancing recommendation
performance by providing recommender systems with additional knowledge [2, 4, 7–
10, 12, 13]. KG-based recommender systems exploit knowledge-aware recommenda-
tion models and apply KGs in three ways [3]: embedding-based methods, path-based
methods, and unified methods. Embedding-based methods [2, 13] use KG embedding
algorithms to translate KG elements into low-dimensional vector representations,
which are further integrated into the recommendation models. Path-based methods
[4, 10] leverage the informative connectivity patterns between the entities in the user-
item KG for recommendation. Unified methods [7–9] leverage both the semantic
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representation and the connectivity information in the KG for recommendation. Unified
methods generally adopt an architecture based on graph neural networks (GNNs) [11],
such as graph convolutional networks (GCNs) [6].

However, most existing GNN-based knowledge-aware recommendation models
rely on handcrafted feature engineering and do not allow for end-to-end training [8].
The Knowledge-aware Graph Neural Networks with Label Smoothness Regularization
(KGNN-LS) model recently proposed by H. Wang et al. [7, 8] is a state-of-the-art end-
to-end framework that can extend GNNs architecture to KGs to simultaneously capture
semantic relations between entities as well as personalized user preferences for
entities/items, thereby making effective recommendation.

Despite a state-of-the-art model, KGNN-LS still has two weaknesses: (1) In KGNN-
LS, the weights of the edges in the user-specific weighted graph are determined solely
by user preferences for relations without considering user’s personalized interests in
entities/items. This approach cannot distinguish the different contributions of different
neighbor entities connected by the same relation to user interests. (2) The sum pooling
adopted by KGNN-LS cannot effectively aggregate the most representative information
of the neighborhood, resulting in less effective user-specific item embeddings.

To overcome the weaknesses of KGNN-LS, in this paper we propose the improved
Knowledge-aware Graph Neural Networks with Label Smoothness Regularization
(iKGNN-LS) model, which makes two improvements to KGNN-LS: (1) In iKGNN-
LS, by introducing user-specific entity scoring functions, the user-specific edge weights
are determined jointly by personalized user preferences for relations and for entities.
(2) During feature propagation on the user-specific weighted graph, iKGNN-LS uses
max pooling instead of sum pooling for neighborhood aggregation.

To verify the effectiveness of iKGNN-LS and its performance advantage over
KGNN-LS, we conducted two comparative experiments of top-N recommendation.
First, we used the MovieLens 20M dataset and KGNN-LS to study the influences of
edge weights and pooling aggregators on the performance of top-N recommendation.
The results show that the edge weights determined jointly by user preferences for
relations and for entities, as well as the use of max pooling in neighborhood aggre-
gation can improve recommendation performance. Second, we used three datasets,
MovieLens 20M, Last.FM, and Yelp2018, to compare the top-N recommendation
performance between KGNN-LS and iKGNN-LS. The results indicate that iKGNN-LS
outperforms KGNN-LS in terms of Precision@N, Recall@N, and F1-measure@N.

In summary, the main contributions of this paper are as follows:

– We propose the knowledge-aware recommendation model iKGNN-LS that can
calculate user-specific item embeddings more effectively. The model exploits user
preferences for relations and for entities to jointly determine user-specific edge
weights and uses max pooling instead of sum pooling to aggregate the most rep-
resentative information of the neighborhood.

– Our comparative experiment on KGNN-LS indicates that both the improved edge
weights and max pooling can improve recommendation performance.

– Our comparative experiment between KGNN-LS and iKGNN-LS demonstrates the
recommendation performance advantage of iKGNN-LS over KGNN-LS.
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2 Improved Knowledge-Aware Recommendation Model

In this section, we expatiate on our proposed iKGNN-LS model. We first give the
overview of the model, and then describe three major steps of the model in detail.

In the following, we first introduce some concepts and notations, and then for-
mulate the problem of knowledge-aware recommendation.

A recommender system (RS) has a set of m users U ¼ u1; u2; . . .; umf g and a set
of n items V ¼ v1; v2; . . .; vnf g. According to users’ implicit feedback, a user-item
interaction matrix Y 2 R

m�n can be defined for the system. The matrix’s element
yuv ¼ 1 indicates that user u 2 U engages with item v 2 V, such as clicking, browsing,
or purchasing; otherwise yuv ¼ 0.

A knowledge graph GðE; RÞ has a set of entities E and a set of relations R. The
graph consists of entity-relation-entity triples ðh; r; tÞ, where h 2 E, r 2 R, and t 2 E
are the head, relation, and tail of a triple. In the recommendation setting, each item
v 2 V in the RS corresponds to an entity e 2 E in the knowledge graph.

As formulated in [7, 8], given the interactionmatrixY and the knowledge graphG, the
goal of knowledge-aware recommendation is to predict whether user u 2 U has potential
interest in item v 2 V with which the user has not engaged before. That is, the task is to
learn a prediction function ~yuv ¼ Fðu; vjH;Y;GÞ, where ~yuv denotes the probability that
user u will engage with item v, and H are model parameters of function F .

2.1 Overview

The main goal of our proposed iKGNN-LS is to learn user-specific item embeddings
more effectively. The overview of iKGNN-LS is depicted in Fig. 1, where the learning
and recommendation process can be divided into the following steps:

– Transforming the KG into a user-specific weighted graph: The KG is transformed
into a user-specific weighted graph, where a limited number of direct neighbors of
each entity are sampled, and each relation (edge) between two sampled entities is
given a user-specific weight to reflect the user’s personalized interest.

– Learning the prediction function: iKGNN-LS takes the user-specific weighted
graph as input, and uses knowledge-aware GCN to calculate user-specific item
embeddings via feature propagation on the graph. Simultaneously, it performs label
smoothness regularization on the edge weights via label propagation on the graph.
Finally, iKGNN-LS uses the unified loss function to learn the prediction model.

– Making top-N recommendation: iKGNN-LS uses the learned prediction function to
predict probabilities that the user will engage with candidate items, and then
employs the probabilities to produce a top-N recommendation list for the user.
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Fig. 1. Overview of our proposed iKGNN-LS model
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2.2 Transforming the KG into a User-Specific Weighted Graph

Given a user in the RS, iKGNN-LS transforms the KG into a user-specific weighted
graph [8]. In such a graph, at most K direct neighbors of each entity node are sampled
(concerned), an edge (representing a relation) between each sampled entity pair is given
a user-specific weight to reflect the user’s personalized interest in the relation.

Let NðeiÞ represent a set of neighbor entities directly connected to entity ei 2 E in
GðE; RÞ. In a real-world KG, the number of entities in NðeiÞ may vary greatly. Using
the same approach as in KGNN-LS [7, 8], iKGNN-LS samples at most K direct
neighbors of each entity to form the (single-layer) receptive field SðeiÞ, fejjej�NðeiÞg,
jSðeiÞj ¼ K of entity ei. This receptive field is used to compute the user-specific

neighborhood representation of ei, denoted as e
SðeiÞ
u , where u 2 U is a specific user. eSðeiÞu

can capture structural proximity among entities in the KG. As stated in [7], the receptive
field can be extended to multiple hops away (i.e., multiple layers) to model high-order
structural proximity and capture users’ potential interests. As in KGNN-LS, iKGNN-LS
uses the h-layer receptive field to compute the h-order structural proximity, denoted as

eSðeiÞu ½h�; h ¼ 1; 2; . . .;H, whereH is the maximum depth of the receptive field. Figure 1
depicts the H-layer receptive field of item entity v 2 V �E, where K ¼ 2.

In each layer of receptive field, user-specific edge weights are calculated as follows.
Given two entities ei 2 E, ej 2 SðeiÞ and their relation rei;ej , iKGNN-LS uses user-
specific relation scoring function suðrei;ejÞ defined as Eq. (1) [7, 8] to calculate the user-
relation score between u 2 U and rei;ej , and uses user-specific entity scoring function
tuðejÞ defined as Eq. (2) to calculate the user-entity score between u and ej.

suðrei;ejÞ ¼ gðu; rei;ejÞ ð1Þ

tuðejÞ ¼ gðu; e juÞ ð2Þ

where u; rei;ej ; e
j
u 2 R

d are the representations of u, rei;ej , and ej, respectively. d is the
dimension of representations. g is a differentiable function (e.g., inner product).

The above two scores are normalized separately, that is, the user-relation score is
normalized to ~suðrei;ejÞ, as defined by Eq. (3) [7], and the user-entity score is nor-
malized to ~tuðejÞ, as defined by Eq. (4).

~suðrei;ejÞ ¼
expðsuðrei;ejÞÞP

e2SðeiÞ expðsuðrei;eÞÞ
ð3Þ

~tuðejÞ ¼ expðtuðejÞÞP
e2SðeiÞ expðtuðeÞÞ

ð4Þ

iKGNN-LS uses Eq. (5) to compute the weight of the edge (representing relation rei;ej )
with respect to user u, which is referred to as user-specific edge weight.
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aiju ¼ ~suðrei;ejÞ �~tuðejÞ ð5Þ

The weight aiju is used as an element to form a user-specific adjacency matrix
Au 2 R

E�E , which represents user-specific edge weights for the weighted graph.

2.3 Learning the Prediction Function

As mentioned earlier, our task is to learn a prediction function Fðu; vjH;Y;GÞ. The
learning process includes three steps: feature propagation on the graph, label propa-
gation on the graph, and model learning. Below we describe these three steps.

Feature Propagation on the Graph. The goal of feature propagation is to calculate
user-specific item embeddings. The calculation process takes the user-specific weighted
graph (including the H-layer receptive field and user-specific edge weights) as input,
and employs GCN to compute the final H-order entity representation by aggregating
and incorporating neighborhood information (i.e., structure information) in an iterative
layer-by-layer manner. The total number of neighborhood aggregation iterations is
H. In h-th iteration (h ¼ 1; 2; . . .;H), iKGNN-LS uses max-pooling instead of sum-
pooling to aggregate all entities in SðeiÞ to form the (h − 1)-order neighborhood rep-

resentation of entity ei, denoted as eSðeiÞu ½h� 1�, which is defined by Eq. (6).

eSðeiÞu ½h� 1� ¼ maxðfaiju � e ju½h� 1�; 8ej 2 SðeiÞgÞ ð6Þ

where aiju is the user u specific weight of the edge between ei and ej, and e ju½h� 1�
denotes the (h − 1)-order representation of entity ej 2 SðeiÞ.

Like KGNN-LS, iKGNN-LS then combines neighborhood representation

eSðeiÞu ½h� 1� with the (h − 1)-order representation of the entity itself, eiu½h� 1�, to form
its h-order entity representation eiu½h�, which is defined as Eq. (7) [7].

eiu½h� ¼ rðWh � ðeiu½h� 1� þ eSðeiÞu ½h� 1�Þ þ bhÞ ð7Þ

where Wh and bh are transformation weight and bias, and r is the nonlinear function
such as ReLU.

For item entity v 2 V �E, after H iterations, the final H-order entity representation
eu½H� (i.e., vu½H�) is the user-specific item embedding vu. We can thus input vu and user
representation u into a differentiable function (e.g., inner product) to predict the
probability ~yuv that user u will engage with item v, as defined by Eq. (8) [7, 8].

~yuv ¼ f ðu; vuÞ ð8Þ
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Label Propagation on the Graph. The goal of label propagation is to assist the
learning of entity representations and to help predict unobserved user-item interactions
through label smoothness (LS) regularization on the edge weights [8]. As formulated in
[8], let lu : E ! R denote a real-valued label function on G, which is constrained to take
a specific value luðvÞ ¼ yuv 2 Y at node v 2 V �E. The label smoothness assumption
that adjacent entities in the graph are likely to have similar relevancy labels [8] leads to
the following definition of energy function E.

Eðlu;AuÞ ¼ 1
2

X

ei2E;ej2E
aijuðluðeiÞ � luðejÞÞ2 ð9Þ

where aiju is the user specific edge weight. luðeiÞ and luðejÞ are user relevancy scores of
ei and ej, respectively. Like the approach in KGNN-LS, iKGNN-LS repeats the fol-
lowing two steps [8] to achieve the minimum-energy of function E, thereby predicting a
user relevancy label/score for each unlabeled entity:

– Propagate labels for all entities: luðEÞ  D�1u AuluðEÞ, where luðEÞ is the vector of
labels for all entities, Du is a diagonal degree matrix with Dij

u ¼
P

j a
ij
u .

– Reset labels of all items to initial labels: luðVÞ  Y½ u;V �>, where luðVÞ is the
vector of labels for all items and Y½ u;V � ¼ ½yuv1 ; yuv2 ; . . .� are initial labels.

iKGNN-LS uses the same approach as KGNN-LS to perform label smoothness
(LS) regularization on the edge weights. Specifically, as described in [8], a single item
v 2 V �E is held out and it is treated as unlabeled; the label of v can then be predicted
by using the rest of (labeled) items and (unlabeled) non-item entities. The LS regu-
larization on the edge weights can thus be achieved via a learning procedure that uses
the difference between the true relevancy label of v (i.e., yuv) and the predicted label
~luðvÞ as a supervised signal. The regularization is defined as Eq. (10) [8].

RðAÞ ¼
X

u

RðAuÞ ¼
X

u

X

v

J ðyuv;~luðvÞÞ ð10Þ

where J is the cross-entropy loss function.

Model Learning via the Unified Loss Function. iKGNN-LS uses the same loss
function as iKGNN-LS to learn the prediction model. The unified loss function, which
combines knowledge-aware GCN and LS regularization, is defined as Eq. (11) [8].

min
W;A
L ¼ min

W;A

X

u;v

J ðyuv;~yuvÞþ kRðAÞþ c Fk k22 ð11Þ

where J is the cross-entropy loss function, k and c are balancing hyper-parameters,
RðAÞ is LS regularization on edge weights A, Fk k22 is the L2-regularizer. By mini-
mizing the loss function, iKGNN-LS uses stochastic gradient descent (SGD) to
simultaneously update model parameters: transformation matrixW and edge weights A.
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Note that in Eq. (11), the first term corresponds to feature propagation on the KG,
whereas the second term RðAÞ corresponds to label propagation on the KG. Once the
trainable parameters are learned, the prediction function of iKGNN-LS is achieved.

2.4 Making Top-N Recommendation

For a specific user u 2 U in the RS, iKGNN-LS can use the learned prediction function
to compute a predicted probability that user u will engage with item v 2 V �E with
which the user has not engaged before. As shown in Fig. 1, given user representation u
and user-specific item embedding vu, prediction function ~yuv ¼ f ðu; vuÞ (being inner
product \u; vu [ in our experiments) generates predicted probability ~yuv. iKGNN-LS
sorts the probabilities in descending order to produce a top-N recommendation list for
the user.

3 Experiments

This section presents our two parts of top-N recommendation experiments: (1) we used
KGNN-LS to study the influences of edge weights and pooling aggregators on top-N
recommendation performance; (2) we used three datasets to compare the top-N rec-
ommendation performance of KGNN-LS and iKGNN-LS in order to show the per-
formance advantages of iKGNN-LS over KGNN-LS. It is worth noting that the
experiments in [8] have shown that KGNN-LS outperforms six state-of-the-art base-
lines. Therefore, our experiments do not need to compare iKGNN-LS with the baselines.

3.1 Experimental Setup

Datasets. Our experiments used the MovieLens 20M, Last.FM, and Yelp2018 datasets
for movie, music, and local business recommendations. The first two datasets were
published by H. Wang et al. [7, 8] on GitHub1. The authors used Microsoft Satori to
construct the KGs for the MovieLens 20M and Last.FM datasets. The details on the
datasets and the corresponding KGs can be found in [7, 8]. The Yelp2018 dataset,
which is the 2018 edition of the Yelp challenge, was published by X. Wang et al. [9] on
GitHub2. The authors extracted item knowledge from the local business information
network (e.g., category, location, and attribute) to construct the KG. The details on the
dataset and the corresponding KG can be found in [9]. Following [7, 8], for each
dataset, the ratio of training set, validation set, and test set is 6:2:2. Table 1 shows the
statistics of the datasets and the KGs.

1 https://github.com/hwwang55/KGNN-LS/tree/master/data.
2 https://github.com/xiangwang1223/knowledge_graph_attention_network/tree/master/Data.
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Evaluation Metrics. Three popular evaluation metrics [1], Precision at N (P@N),
Recall@N (R@N), and F1-measure@N (F1@N), are used to evaluate the top-N rec-
ommendation performance (N = 5 or 10).

Model Implementation. The Python code of KGNN-LS was obtained from the
GitHub webpage3. The code of iKGNN-LS was generated by modifying the Python
code of KGNN-LS, specifically, by adding the implementation of the user-specific
entity scoring function and the improved edge weights, as well as replacing the sum
pooling aggregator with the max pooling one.

Hyperparameter Setting. Like [7, 8], in both iKGNN-LS and KGNN-LS, we set r as
ReLU for non-last-layers and tanh for the last-layer. We used grid search to select the
hyperparameters for the two models. More specifically, just as in [7, 8], we selected the
number K of sampled neighbors for entities in 2; 4; 8; 16; 32f g, the dimension d of
hidden layers in 4; 8; 16; 32f g, the number L of layers in 1; 2f g, the label smoothness
regularizer weight k in 0:01; 0:1; 0:5; 1:0; 1:5f g, the L2-regularizer weight c
in 10�9; 10�8; 5� 10�8; 10�7; 5� 10�7; 10�6; 5� 10�6; 10�5; 5� 10�5; 10�4

� �
,

and the learning rate g in 10�4; 2� 10�4; 5� 10�4; 10�3; 2� 10�3; 5� 10�3; 10�2;
�

2� 10�2g. The resulting optimal hyperparameter settings for the three datasets are
shown in Table 2.

Table 1. Statistics of the three datasets

MovieLens 20M Last.FM Yelp2018

# users 138,159 1,872 45,919
# items 16,954 3,846 45,538
# interactions 13,501,622 42,346 1,185,068
# entities 102,569 9,366 90,961
# relations 32 60 42
# KG triples 499,474 15,518 1,853,704

Table 2. Hyperparameter settings for the three datasets

MovieLens 20M Last.FM Yelp2018

K 16 8 32
d 32 16 16
L 1 1 1
k 1.0 0.1 1.0
c 10−7 10−4 10−9

η 2 � 10−2 5 � 10−4 5 � 10−3

3 https://github.com/hwwang55/KGNN-LS.
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3.2 Experimental Results

As in [8], each experiment was repeated 5 times, and the average performance is
reported here. For the influence of edge weights on recommendation performance,
Table 3 shows the top-N recommendation results on MovieLens 20M, where the fig-
ures in columns KGNN-LS and KGNN-LS-entity mean the results of the original
KGNN-LS and the KGNN-LS that adds the user-specific entity scoring function,
respectively, and the “Improvement (%)” figures refer to the percentages of perfor-
mance improvement of KGNN-LS-entity over KGNN-LS. The results suggest that the
KGNN-LS that adds the user-specific entity scoring function outperforms KGNN-LS in
terms of all the metrics. This indicates that the edge weights determined jointly by
personalized user preferences for relations and for entities can improve recommenda-
tion performance.

For the influence of pooling aggregators on recommendation performance, Table 4
shows the top-N recommendation results on MovieLens 20M, where the figures in
columns KGNN-LS and KGNN-LS-max mean the results of the original KGNN-LS
and the KGNN-LS that uses max pooling instead of sum pooling for neighborhood
aggregation, respectively, and the “Improvement (%)” figures refer to the percentages
of performance improvement of KGNN-LS-max over KGNN-LS. The results suggest
that the KGNN-LS that uses max pooling outperforms KGNN-LS in terms of all the
metrics. This indicates that the max pooling is better than the sum pooling in aggre-
gating neighborhood in the recommendation context.

For the comparative experiment between KGNN-LS and iKGNN-LS, Table 5
shows the top-N recommendation results on the MovieLens 20M, Last.FM, and
Yelp2018 datasets, where the “Improvement (%)” figures refer to the percentages of
performance improvement of iKGNN-LS over KGNN-LS. The results suggest that on
the three datasets, iKGNN-LS outperforms KGNN-LS in terms of all the metrics. This
indicates the performance advantage of iKGNN-LS over KGNN-LS.

Table 3. Top-N recommendation results on MovieLens 20M (influence of edge weights)

Metrics KGNN-LS KGNN-LS-entity Improvement (%)

P@5 0.1260 0.1280 1.59
P@10 0.0940 0.0980 4.26
R@5 0.0989 0.0996 0.71
R@10 0.1550 0.1550 0.00
F1@5 0.1108 0.1120 1.08
F1@10 0.1173 0.1201 2.39
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4 Conclusions

To overcome the weaknesses of KGNN-LS and learn user-specific item embeddings
more effectively, in this paper we propose the improved iKGNN-LS model, which
exploits user preferences for relations and for entities to jointly determine user-specific
edge weights and uses max pooling instead of sum pooling to aggregate the most
representative information of the neighborhood. Our comparative experiments of top-N
recommendation on three datasets demonstrate the performance advantage of iKGNN-
LS over KGNN-LS. Our future work will focus on further enhancing the iKGNN-LS
model by integrating knowledge about users from social networks into the model.

Table 5. Top-N recommendation results on MovieLens 20M, Last.FM, and Yelp2018

Dataset Metrics KGNN-LS iKGNN-LS Improvement (%)

MovieLens 20M P@5 0.1260 0.1290 2.38
P@10 0.0940 0.1020 8.51
R@5 0.0989 0.1022 3.34
R@10 0.1550 0.1559 0.58
F1@5 0.1108 0.1141 2.98
F1@10 0.1173 0.1232 5.03

Last.FM P@5 0.0300 0.0320 6.67
P@10 0.0280 0.0300 7.14
R@5 0.0589 0.0649 8.53
R@10 0.1223 0.1329 8.67
F1@5 0.0399 0.0429 7.52
F1@10 0.0456 0.0491 7.68

Yelp2018 P@5 0.0100 0.0110 10.00
P@10 0.0070 0.0070 0.00
R@5 0.0122 0.0128 4.92
R@10 0.0184 0.0195 5.98
F1@5 0.0110 0.0118 7.27
F1@10 0.0101 0.0103 1.98

Table 4. Top-N recommendation results on MovieLens 20M (influence of pooling aggregators)

Metrics KGNN-LS KGNN-LS-max Improvement (%)

P@5 0.1260 0.1280 1.59
P@10 0.0940 0.0990 5.32
R@5 0.0989 0.0994 0.51
R@10 0.1550 0.1607 3.68
F1@5 0.1108 0.1118 0.90
F1@10 0.1173 0.1225 4.43
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Abstract. Categories of Point of Interest (POI) facilitate location-based
services from many aspects like location search and place recommenda-
tion [6]. However, POI categories are often incomplete and new POIs are
increasing, this rises the problem of automatic POI classification. Cur-
rent POI classification methods suffer from two problems: lack of textual
information about POIs and not leveraging the hierarchical structure of
the categories. In this paper, we propose an Ensemble POI Hierarchical
Classification framework (EHC) consisting of three components: Textual
and Geographic Feature Extraction, Hierarchical Classifier, and Soft Vot-
ing Ensemble Model. We conduct extensive experiments to demonstrate
the effectiveness of our framework.

Keywords: Point of Interests · Hierarchical Classification

1 Introduction

Point of interests, or POIs, are specific point locations that someone may find
useful or interesting places such as restaurants, parks etc. Given a Taxonomy
of POI categories, POI classification is to assign the categories in the taxon-
omy for a POI. As shown in Fig. 1, we can easily recognize “
(Tongdeshun Seafood Hotpot)” is a hotpot restaurant through its signboard, but
it is difficult to recognize the categories of the places whose names are obscure
such as “ (Fragrant Fruit Sea)”. Because increasing amounts of data on
POIs are becoming available online, automatic POI classification has becoming
an important task and has a lot of applications in location based services, e.g..,
street view navigation [4].

Since a POI itself has few information, usually the information of the name
and location of a POI, many POI classification methods are proposed to lever-
age various auxiliary information to solve the problem. In [3], Krumm et al.
extract a set of manually designed features based on individual demographics,
the timing of visits and nearby businesses, etc. While other approaches exploit
c© Springer Nature Switzerland AG 2020
G. Wang et al. (Eds.): WISA 2020, LNCS 12432, pp. 108–119, 2020.
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Fig. 1. Example of POI taxonomy

information from check-in activities, search queries, and image [1]. However, in
many real applications, most of the information used in these methods cannot
be obtained. Instead, we try to automatically classify a POI only based on its
name (short text) and location (latitude and longitude coordinates), which is a
critical challenge.

Second, most of the previous work only classified POIs into a coarse-grained
and loosely organized category system [7,8]. In real applications, normally we
can have a POI Taxonomy, which is a hierarchy of fine-grained categories. For
example in Fig. 1, “ (Fruit Market)” is a sub-category of “
(Comprehensive Market)” which is further a sub-category of “ (Shop-
ping)”. Therefore, how to classify POIs into categories in the taxonomy, i.e., POI
hierarchical classification, has not been effectively explored. Due to the reasons
above, it is far from sufficient to directly apply existing methods to the specific
POI Hierarchical Classification Given only Name and Location.

In this paper, we propose an Ensemble POI Hierarchical Classification frame-
work to address above problems. First, we utilize the information contained in
the POI name and geographic location by constructing a set of effective features.
Specifically, the name of a POI contains semantic information which can be used
to infer its category. We constructed both word-level and character-level textual
features using the names of the POIs with the help of pre-trained embeddings.
In addition, according to the assumption that the POIs that are geographically
close to each other usually have similar categories, we construct the geographic
features for POIs based on the distribution of categories in their neighborhoods,
to cope with the case where text information cannot work on.

Moreover, inspired by [5], we use a hierarchical classification algorithm, in
which we train a local multi-class classifier on each intermediate node of taxon-
omy, to effectively use the hierarchical information in POI Taxonomy. By using
a hierarchy of classifiers, the classification task is divided into several simple
parts, each part has lower complexity and higher accuracy. We further ensemble
the hierarchical classifiers trained on each feature mentioned above based on a
soft-voting model for better performance and robustness. Our contributions are
summarized as follows:
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– We systematically investigate the problem of POI Hierarchical Classification
given only the information of Name and Location for POIs.

– We propose a novel Ensemble POI Hierarchical Classification framework
which can fully utilize the information in both word and character levels
contained in the name, and the category information of geographical location
of the POIs.

– To evaluate the effectiveness of our method, we construct four datasets con-
sisting of millions of POIs and hundreds of POI categories using Gaode Map
API. And extensive experiments are conducted to validate the effectiveness
of our proposed framework.

2 Preliminaries

In this section, we first give some necessary definitions and then formulate the
problem of POI hierarchical classification given only name and location.

Point of Interest (POI) is a specific point location that someone may
find useful or interesting. An example is a point representing the location of
the Summer Palace, or the location of Everest, the highest mountain on the
Earth. Most consumers use the term when referring to hotels, restaurant, airport,
markets or any other classes used in modern (automotive) navigation systems.
We define a POI Instance i as (n, l), where n denotes the name of i, and l denotes
the location of i, which is defined as the longitude and latitude coordinates.

POI Taxonomy is a tree structured hierarchy of POI Categories. We define
POI Taxonomy as T = (C, E), in which C is a set of POI Categories, and E =
{(cj , ck ∈ C)|cj ≺ ck}, where ≺ denotes the sub-category-of relationship. Fig. 1
shows a example of POI Taxonomy, we use rounded-rectangle to represent a
category and the arrow to represent the sub-category-of relationship between
two categories.

Example 1. Figure 1 shows a example of POI Taxonomy and POI instance.
the POI Taxonomy is a three-level tree hierarchy consisting of categories
such as “ (Fruit Market)”, “ (Comprehensive Market)”, and
“ (Shopping)”, etc. Specifically, “ (Fruit Market)” is a sub-
category of “ (Comprehensive Market)” which is further a sub-category
of ‘ (Shopping)”. POI instance is a place which consists of name and
location, e.g.., (“ (Fragrant Fruit Sea)”, (116.852054, 40.368126)).

POI Hierarchical Classification is formally defined as follows. Given a
POI instance i, POI Hierarchical Classification is to find a path of categories p
in the POI taxonomy T , where p = (c0, c1, ..., cl) is a category path from the
ROOT to the leaf category in T , and the super script of c denotes the level of
the category.

More specifically, we divide all POI instances into I and Î. I represents the
POI Instances with category paths, that is p ∈ P, and p = (c0, c1, ..., cl). Î
does not have category paths. Our hierarchical classification task is to find the
category path in the POI Taxonomy for each POI instance î ∈ Î given I and T .
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Fig. 2. Ensemble POI Hierarchical Classification framework

In real applications, such as online map services and location based social
networks, categories of POI Instance are often incomplete, and many newly
emerged POI instances may have no category information at all. Therefore,
the POI hierarchical classification has become an important task in location
based services. To appropriately solve this task, we need to address two crucial
problems: (1) How to address the lack of information? (2) How to make use of
the hierarchical information of POI categories?

3 Our Approach

In this section, we introduce our Ensemble POI Hierarchical Classification frame-
work. Figure 2 illustrates the overview of our framework, which consists of two
stage. In Feature Extraction, to address the lack of information, we con-
struct word-level and character-level text features based on the name of POI,
and construct geographic features based on the distribution of POI categories
within geographic neighborhoods at different scales. In Ensemble Hierarchi-
cal Classification, to effectively use the hierarchical structure of POI Taxon-
omy, we train one hierarchical classifier based on each of the above features.
HC-W and HC-C refers to the hierarchical classifiers trained on word-level and
character-level textual features respectively, and HC-G(d) refers to the Hierar-
chical Classifier trained on Geographic feature at scale d. A Soft-Voting ensemble
model is used to effectively integrate the output of all these hierarchical classi-
fiers, to improve the performance and robustness of our framework. We describe
the details about the construction of textual features and geographic features,
as well as how to perform hierarchical classification and ensemble as follows.

3.1 Textual Features

Since the lack of textual information caused by the very short length of POI
instance names, we construct word and character level textual features to obtain
more comprehensive and fine-grained semantic information of POI instances with
the help of external word (and character) embeddings pre-trained on massive
Chinese corpus. Using both word and character-level textual features can mine
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Fig. 3. Example of map. We use red dash box to denote target POI, blue solid box
to denote its neighbors and rounded box to denote POI category. It is difficult to
distinguish the categories of “ ” (Deheng Court) and “ (Jingfu Court)”

through textual information. However, since “ (Deheng Court)” is surrounded by

several furniture stores, we can infer that it may by a furniture store, whereas “
(Jingfu Court)” may be a scenery spot according to its neighbors. (Color figure online)

textual information from different aspects: for POI names like “ (Bank
of China)”, we can infer its category from the word “ (Bank)”, and for some
POI names that are too abstract or artistic, character-level feature can provide
more semantic details. For example, we cannot know the category of “
(Fragrant Fruit Sea)” explicitly only using word-level text information. However,
the character “ (fruit)” implies that this POI instance may be a fruit store.

Given a POI instance i, we cut its name n to a sequence of words and
to a sequence of characters, denoted as nw = (nw

1 , n
w
2 , · · · , nw

|nw|) and nc =
(nc

1, n
c
2, · · · , nc

|nc|), respectively, where |nw| is the length of nw and |nc| is the
length of nc. Then the word-level and character-level textual feature of i are
defined as the average of the words or characters in its name, as follows.

tw (i) = |nw|−1
∑|nw|

j=1
embw (nw

j ), (1)

tc(i) = |nc|−1
∑|nc|

j=1
embc(nc

j), (2)

where embw (·) and embc(·) are the embedding of a word and a character
respectively.

3.2 Multi-scale Geographic Features

In some cases, we still cannot know the explicit categories of some POI instances,
even after introducing character-level textual feature, such as “ (Deheng
Court)”. When text information does not work, we need to introduce geographic
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information as supplement. Intuitively, the categories of a POI instance may be
implied by its neighbors. For example, “ ” in Fig. 3(a) and “ (Jingfu
Court)” in Fig. 3(b) are very similar in text. It is very difficult to distinguish their
categories among scenery spot, furniture store or others. However, in Fig. 3(a),
there are several furniture stores around “ (Deheng Court)”, so it is more
possible to be a furniture store. In contrast, “ ” is more likely to be a
scenery spot, since it is surrounded by many scenery spots.

Moreover, the geographic neighborhoods at different scale may provide dif-
ferent aspects of geographic information. In some areas where the POIs are
relatively dense, like Fig. 3(a), part of a building material market, the neighbors
that are very close to the target POI can provide more accurate information.
Whereas in some areas where the POIs are relatively sparse, like Fig. 3(b), part
of Summer Palace, we need to consider more neighbors in a larger scale area to
obtain more sufficient information.

According to these observations, we can propose the multi-scale geographic
features based on the category distribution in the neighborhoods at different
scale, using TF-IDF transformation. First we divide the map into grids with the
same longitude and latitude span d, which controls the scale of the geographic
neighborhood. Each grid is identified by gird index, a two-dimension real number
coordinate. Given a POI instance i and parameter d, its grid index is defined
as g(i, d) = ([d−1104long(i)], [d−1104lat(i)]), where [·] is the round function,
long(i), lat(i) are the longitude and latitude coordinates of the POI instance i
respectively. And the d scale neighborhood Nei(i, d) of i is defined as all POI
instances which have same grid index as i, given the parameter d. Then the d
scale geographic feature g(i, d) of i is defined as a vector consisting of the tf-idf
weights of all leaf categories in Nei(i, d), as follows.

g(i, d) = [f(i, cj , d)]
|Cl|
j=1, cj ∈ Cl, (3)

where f(i, c, d) = tf(i, c, d) ∗ (log |Cl| − log df(c, d)), tf(i, c, d) indicates the term
frequency of category c in Nei(i, d), and df(c, d) indicates the number of POI
instances whose d scale geographic neighborhood contains category c.

3.3 Ensemble Hierarchical Classification

Hierarchical Classifier. In order to effectively utilize the hierarchical infor-
mation of POI Taxonomy, we use the Hierarchical Classifier instead of Flat
Classifier. In this approach, a base multi-class classifier is trained for each inter-
nal node (non-leaf node) of the POI Taxonomy to distinguish between its child
nodes. Specifically, we trained one hierarchical classifier on each of the features
constructed above. As shown in Fig. 2, HC-W refers to the Hierarchical Classi-
fier trained on Word-level textual feature, HC-C refers to Hierarchical Classifier
trained on Character-level textual feature, and HC-G(d) refers to the Hierarchi-
cal Classifier trained on Geographic feature at scale d.

Soft Voting Ensemble Model. To efficiently integrate the output of the hier-
archical classifiers trained on different features, we use an ensemble model based
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Table 1. The statistics of datasets. #POI means the count of POI instances, and #
Category@n means the count of POI categories at level n, where n = 1, 2, 3.

Dataset #POI #Category@1 #Category@2 #Category@3

Beijing 345k 12 53 291

Shanghai 344k 12 55 293

Guangzhou 259k 12 54 264

Chongqing 260k 12 52 244

on soft voting, which takes the predicted probabilities of several classifiers as
input, and then generates their weighted average as output, where the weights
are the performance of those classifiers on validation dataset. Specifically, we
first ensemble HC-W and HC-C as EHC-T which denotes the output proba-
bilities based on text features, and then we ensemble HC-G(d) with different
parameter d as EHC-G. Finally, we ensemble EHC-T and EHC-G as the output
of our whole framework.

4 Experiments

4.1 Datasets

In order to validate the efficiency of our Ensemble POI Hierarchical Classification
framework, we collect the POIs from Gaode Map1, to construct four datasets.
Specifically, we collect millions of POIs in Beijing, Shanghai, Guangzhou and
Chongqing. And for each city, we have a POI Taxonomy which is a 3-level tree
hierarchy of categories. We select 12 categories at level 1. Further, we drop the
leaf-categories with less than 20 instances, since instances of these categories are
too few to be trained and predicted effectively. Then, we randomly separate the
dataset into three folds. One fold consisting of 80% of POIs is used as training
data, one fold consisting of 10% of POIs is used as validation data and another
fold consisting of 10% of POIs is used as testing data. The statistics of the
datasets are illustrated in Table 1.

4.2 Experiment Settings

Basic Setting. We choose word embedding and character embedding pre-
trained on Baidu Encyclopedia corpus as the external embeddings we use to
construct text features. And we use Multi-layer Perceptron (MLP) as the local
classifier on each node in all hierarchical classifiers. Moreover, we use four met-
rics: Accuracy, Precision, Recall and F1-score to evaluate our framework. For the
last three ones, we firstly compute the binary metric for each class(category),
and then average the binary metrics across all classes in “macro” way.

1 https://lbs.amap.com/api/webservice/guide/api/search/.

https://lbs.amap.com/api/webservice/guide/api/search/
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Table 2. Performance of different methods on datasets. EHC represents the Ensemble
POI Hierarchical Classification framework using all features.

Dataset Beijing Shanghai

Method SVM NB MLP EHC SVM NB MLP EHC

Accuracy 52.88% 9.05% 55.43% 70.51% 55.72% 8.36% 57.72% 71.63%

Precision 42.86% 25.30% 43.31% 63.47% 46.50% 27.01% 46.88% 64.69%

Recall 51.49% 20.63% 51.79% 77.35% 57.94% 26.48% 58.14% 79.98%

F1-score 43.22% 14.89% 44.93% 67.62% 48.76% 18.26% 49.57% 69.11%

Dataset Guangzhou Chongqing

Method SVM NB MLP EHC SVM NB MLP EHC

Accuracy 56.58% 9.53% 59.56% 72.58% 56.58% 12.97% 59.39% 75.00%

Precision 51.78% 27.28% 52.18% 65.15% 50.67% 32.57% 51.99% 66.96%

Recall 59.64% 26.00% 59.37% 80.53% 59.15% 29.44% 60.42% 82.66%

F1-score 53.14% 16.67% 54.87% 69.75% 52.53% 21.76% 53.19% 71.53%

Baselines. In order to evaluate the overall effectiveness of our framework, we
concatenate all the features constructed above (i.e., word and character level text
features and geographic features) as input to train three representative baseline
classifiers:

– Support Vector Machine with linear kernel (SVM) is a maximum margin
linear classifier on feature space.

– Naive Bayes (NB) is a generative model based on applying Bayes’ theorem
with the “naive” assumption of conditional independence between every pair
of features given the value of the class variable.

– Multi-layer Perceptron (MLP) is a feed-forward fully connected neural net-
work model that can fit highly complex non-linear mappings.

Specifically, we choose “scikit-learn”2 library to implement all the baseline meth-
ods with default parameters. We conduct a feature contribution analysis to prove
all the proposed features are indispensable. Then we further discuss the influ-
ence of the scale parameter d of geographical features on performance. Finally,
we give some interesting case studies and observations.

4.3 Overall Performance

Table 2 summarizes the comparison results of different methods on all datasets.
Our method outperforms all baseline methods across all 4 datasets “EHC” refers
to our method). For example, the F1-score of our method on Beijing outper-
forms SVM, NB, MLP by 24.40%, 52.73% and 22.69%, respectively. Further, we
observe the performance in following aspects:

2 https://scikit-learn.org/stable/.

https://scikit-learn.org/stable/
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For Different Methods. First, NB performs the worst across all 4 datasets.
This seems to be caused by the fact that the independence assumption is not
satisfied for our features. There is no independence between dimensions of pre-
trained embeddings. And due to the correlation between different categories,
geographic features cannot satisfy the independence assumption, either. Sec-
ond, Since MLP can better fit nonlinear functions, it outperforms other baseline
methods (SVM and NB) on all metrics.

Table 3. Contribution analysis of different features.

Dataset Beijing Shanghai

Ignored feature(s) W C G W C G

Accuracy −2.15% −1.89% −1.36% −1.76% −2.08% −0.98%

Precision −2.68% −2.39% −0.83% −2.05% −0.96% −0.46%

Recall −2.04% −1.70% −0.59% −1.02% −1.22% −0.38%

F1-score −2.62% −2.28% −0.91% −1.75% −1.17% −0.48%

Dataset Guangzhou Chongqing

Ignored feature(s) W C G W C G

Accuracy −1.99% −1.52% −0.96% −1.82% −1.32% −1.15%

Precision −1.95% −0.86% −0.65% −2.12% −1.05% −0.91%

Recall −0.79% −1.47% −0.38% −0.98% −1.10% −0.46%

F1-score −1.69% −1.13% −0.62% −1.75% −1.03% −0.81%

For Different Datasets. Our method steadily surpasses all baseline meth-
ods across different datasets. For example, F1-score of our method outperforms
MLP which is the best baseline method by 22.69%, 19.54%, 14.88% and 18.35%
on Beijing, Shanghai, Guangzhou, and Chongqing, respectively. Compared with
Guangzhou and Chongqing, our method has more obvious advantages in Bei-
jing and Shanghai, which reflects that the more complex the data set, the more
effective our method is (As shown in Table 1, Beijing and Shanghai have more
categories than Guangzhou and Chongqing).

4.4 Feature Contribution Analysis

In order to get an insight into the importance of each feature in our method,
we perform a contribution analysis with different features. Here, we run our
approach 3 times on the all 4 datasets. In each of the first 2 times, word-level
(W) and character-level (C) textual features are removed respectively. In the
rest one time, we remove all geographic features. Table 3 records the changes
of Accuracy, Precision, Recall and F1-score for each setting. According to the
decrements of F1-scores, we find that all the proposed features are indispensable
in classification. word-level and character-level textual features are about equally
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important. Removing either of them decreases the F1-score in the range of 1%–
3%. Besides, removing geographic features decreases the performance, which
shows the necessity of using geographic information.

4.5 Parameter Analysis

During the construction of geographic features, the parameter d controls the
scale of geographic neighborhood. As we increase d, more neighbors are taken
into account, so that the geographic features contain richer information, however,
some noise may also be introduced in some cases. Integrating geographic features
at different scales can overcome the shortcomings of any single feature, thereby
obtaining richer information and improving performance. Specifically, we use
HC-G(d) to denote the hierarchical classifier trained on geographic feature at
scale d, and EHC-G(d) to denote the ensemble from HC-G(1) to HC-G(d), In
Fig. 4, we set parameter d from 1 to 10, and compare the average performance of
HC-G(d) and EHC-G(d) across all the four datasets, respectively. As we increase
d, the performance of HC-G(d) first increases and then decreases significantly,
whereas EHC-G(d) continues to increase and the slope becomes smaller when d
is bigger than 5. The results demonstrate that the ensemble framework lifts the
performance of geographic features significantly.

Fig. 4. Parameter analysis. HC-G(d) denotes the hierarchical classifier trained on geo-
graphic feature at scale d, and EHC-G(d) denotes the ensemble from HC-G(1) to
HC-G(d), e.g., EHC-G(d) refers to the ensemble of HC-G(1), HC-G(2) and HC-G(3)

4.6 Case Study

In this section, we present two examples to intuitively illustrate the effectiveness
of our framework and the indispensability of each component. First, as shown in
Fig. 5(a), “ (Fragrant Fruit Sea)” is misclassified into “ (Gift
Store)” using only word-level textual information, which shows word-level text
information is too coarse-grained to distinguish such abstract and artistic name.
However, After adding character-level features, “ (Fragrant Fruit Sea)”
can be correctly identified as a fruit market. Since the character “ (fruit)” in its
name appears very frequently among the fruit markets (e.g., >78% in Beijing).
Second, only based on textual information from its name, we can easily mistake
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“ (Pavilion in Violet Cloud)” in Fig. 5(b) as a scenic spot. However, since
it is surrounded by many antique and art shops (blue circles), we can easily
correct its category as an “ (Antique and Art shop)”. Moreover, we
find that geographical features contribute much more to Chongqing and Beijing
than the other two cities, which may be caused by the differences in regional
characteristics, living habits and urban planning of different cities.

5 Related Works

Most of existing methods classify POIs into fine-grained categories, by construct-
ing features from various auxiliary information, such as user behaviors. Ye et al.
[7] designed a two-phase algorithm addressing the problem of semantic anno-
tation. The first phase takes care of the feature extraction, whereas the second
phase handles the semantic annotation. For each tag, the algorithm learns a
binary SVM. However, their work only focuses on only three categories. Chon
et al. [1] pushed the results to 7 categories through using image and audio data
captured by mobile phones. Placer++ [3] identify place labels based on the
timing of visits to certain places, nearby businesses, and simple demograph-
ics of the user, however they can only work on 15 high-level categories. While
other approaches exploit the features of user check-in activities, search query [8].
Although the few works try to classify the POI into a hierarchy of categories [2],
they still rely on a lot of auxiliary information beyond the name and location
of POI. Thus, it is far from sufficient to directly apply these methods to the
problem investigated in this work.

Fig. 5. Case study (Color figure online).

6 Conclusions and Future Work

We conduct a new investigation on POI hierarchical classification only given
name and location. We precisely define the problem and propose an Ensemble
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POI Hierarchical Classification framework, which can fully mine the information
contained in the name and geographical location of the POI, while effectively
using the hierarchical information of POI Taxonomy. Promising future directions
would be to investigate how to expand the POI Taxonomy, as well as how to
promote POI classification and POI taxonomy expansion by effectively utilizing
the differences in culture, history, and customs between different regions.
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Abstract. As an effective approach to solve graph mining problems,
network embedding aims to learn low-dimensional latent representation
of nodes in a network. We develop a representation learning method
called GNE for generic heterogeneous information networks to learn the
vertex representations for generic HINs. Greatly different from previous
works, our model consists two components. First, GNE assigns the prob-
ability of each random walk step according to vertex centrality, weight of
relations and structural similarity for neighbors on premise of perform-
ing a biased self-adaptive random walk generator. Second, to learn more
desirable representations for generic HINs, we then design an advanced
joint optimization framework by accounting for both the explicit (1st-
order) relations and implicit (higher-order) relations.

Keywords: Network embedding · Heterogeneous information
network · Link prediction · Recommendation

1 Introduction

With the popularization of deep learning method, a huge volume of complex
network data has become available in a variety of domains. Network representa-
tion learning or network embedding is one of the core process in many complex
network analysis tasks, e.g., link prediction. Early studies employ the adjacency
matrix to store a graph, which can only represents the 1st-order relations. In
addition, it has a very high dimension.

As an effective and efficient solution, network embedding converts the net-
work data into a low dimensional space in which the network structural infor-
mation and network properties are maximumly preserved [1,2]. But it is also
a challenging task due to the following reasons: (1) it’s extremely sparse for
real-world network data since there may be quite a few of missing relations
(i.e., high-order implicit relations); (2) it is arduous to assign the probability of
random walk in a reasonable manner.
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To address these difficulties, we propose a novel approach called GNE, to
learn the vertex representations for generic HINs. For the provided approach,
we would like to address two challenges highlighted earlier. It utilizes vertex
centrality, weight of relations and structural similarity to model the implicit
relations, then exploits an advanced biased self-adaptive random walk generator
to generate corpus. Specifically, we formulate the task of network embedding
for generic HINs as a joint optimization problem by accounting for both the
explicit (1st-order) relations and implicit (higher-order) relations. In summary,
our major contributions are as follows:

– We extend a biased self-adaptive random walk generator which can perform
efficiently by vertex centrality, weight of relations and structural similarity
for neighbors.

– We propose a novel method to reconstruct the network by considering both
explicit and implicit relations for generic HINs.

– We illustrate the performance of our algorithm against comparable baselines
on five real datasets. Experimental study results manifest that GNE outper-
forms baselines in link prediction and recommendation.

The remainder of paper is organized as follows. We shortly discuss the related
work in Sect. 2. We describe the overview of our algorithm and delving into
details of proposed generic network embedding method in Sect. 3 and report our
empirical study in Sect. 4. Finally, we conclude this paper in Sect. 5.

2 Related Work

To date, substantial works have primarily focused on embedding homogeneous
networks where vertices are of the same type. Due to the effectiveness and preva-
lence, word2vec [3] inspires many works [4–7] to exploit inner product to model
the interaction between two instances. Perozzi et al. first introduce [4] word vec-
tors to social networks, which can not only represent vertices but also topological
relations (i.e., social connections). Following the pioneering work, these methods
typically apply a two-step solution: first performing random walks on the network
to obtain a “corpus” of vertices, and then employing word embedding methods
to obtain the embeddings for vertices. To the best of our knowledge, few of exist-
ing works have paid special attention to embed generic HIN. Although there are
some effective and prevalence methods, such as metapath2vec++ [8] for HINs,
they do not address the problem generically. We try to propose a novel network
embedding approach for generic HINs. However, it is not easy to obtain more
desirable representations of HINs, because they overlook the implicit relations
in networks. To tackle this problem, some advanced works have been proposed
in recent years. Tang et al. [5] first attempt to optimize the objective function
by employing the first proximity (i.e., explicit relations) and second proximity
(i.e., implicit relations) simultaneously to obtain more desirable representations.
Gao et al. [9] propose a novel optimization framework by accounting for both
the explicit relations and implicit relations for bipartite network to learn the
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vertex representations. However, these two methods consider vertex centrality
and weights of relations only to assign the probability of biased random walk,
but ignoring the structural similarity. These are the focuses of this paper.

3 Network Embedding Approach

3.1 Overview of GNE

The proposed GNE approach consists of three components as follows:

Step 1: Biased self-adaptive random walk generator. We combine the
Co-HITS algorithm [10] with euclidean distance to measure the weight of
reconstructed network by Eq. (2) and propose a novel biased self-adaptive
random walk generator.

Step 2: Modeling explicit relations. Edges exist between vertices of different
types, providing an explicit relation on constructing the network. We model
explicit relations by considering the local proximity between two connected
vertices by Eq. (1).

Step 3: Modeling implicit relations. Calculating implicit relations between
different types of vertices by Eq. (3) and Eq. (4).

3.2 Modeling Explicit and Implicit Relations

The joint probability between vn
i and vm

j is defined as: P (i, j) = wij∑
eij∈E wij

,

where wij represents the weight of two vertices vn
i and vm

j . It means the pro-
portion of wij in the total weight associated with these two vertices. Accord-
ing to some previous works [3,4,9], the interaction between two vectors can
be adequately represented by the inner product between them. We employ
the sigmoid function to map the interaction value to the probability space as:
P̂ (i, j) = 1

1+exp((vn
i )�vm

j )
. The empirical distribution and the reconstructed

distribution can been calculated respectively. Through minimizing the KL-
divergence of them, we obtain the embedding vectors vn

i and vm
j :

minimize O1 = −
∑

eij∈E

wij logP̂ (i, j). (1)

Two vertices can be closely connected in the embedding space, which pre-
serves the local proximity as desire by minimizing the O1. According to the
existing work [11], the introduction of implicit relation can reveal hidden rela-
tions between vertices more comprehensively because the 2nd-order proximity
allows vertices to connect with more neighbors.
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Random Walk with Weight Reconstruction. In our method, we introduce
the comparison of the similarity between neighbors by combining the euclidean
distance with Co-HITS. We can assume that the higher the similarity is, the
greater the weight is. Then, we give the Eq. (2) as follows:

wVn
ij =

∑

k∈Vn

wikwjk

1 +
√

(wik − w̄)2 + (wjk − w̄)2
;

wVm
ij =

∑

k∈Vm

wkiwkj

1 +
√

(wki − w̄)2 + (wkj − w̄)2
,

(2)

where wij is the weight of eij , and w̄ is the average of two weights. We can
reconstruct weights within a set of vertices by utilizing aboved equation. First,
all vertex sets will be reconstructed with weights, then the original explicit weight
will be added to it. A new biased self-adaptive random walk generator is designed
to generate the corpus by using the reconstructed weight as the walk probability.

Implicit Relation with Sampling. If two vertices often appear in the context
of the same sequence, it means that they have similar embedding. Thus, we can
use conditional probability for 2nd-order proximity. As shown in Eq. (3), the
probability of vn

i under the condition of vm
j should be maximized:

maximize O2 =
∏

vn
i ∈S∧S∈CVn

∏

vn
c ∈TS(vn

i )

P (vn
c |vn

i ), (3)

where vn
i is a vertex in sequence S, CVn is the corpus for vertex set Vn, and vn

c is
a vertex in TS(vn

i ) which denotes the context vertices of vertex vn
i in sequence S.

For a HIN with n vertex sets, there are n objective functions. We parameterize
the conditional probability P (vn

c |vn
i ) using the inner product kernel with softmax

for output:

P (vn
c |vn

i ) =
exp((vn

i )
�θn

c )
∑|Vn|

k=1 exp((un
i )�θn

k )
, (4)

where θ represents the context vector of a vertex. It represents the possibility
of observing vn

c in the vn
i so that vertices with the same context can be similar

in the embedding space. Nevertheless, each evaluation of the softmax function
needs to traverse all vertices, which is very time-costing. To reduce the learning
complexity, we employ the idea of Locally Sensitive Hash (LSH) [12] to collect
diverse and high-quality negative samples.

3.3 Joint Optimization

Suppose there are N vertex sets in a HIN. To embed a HIN by preserving
both explicit and implicit relations simultaneously, we combine their objective
functions to form a joint optimization framework: maximize L = −αO1 +
βO2 + ... + γON+1, where parameters α, β and γ are hyper-parameters to be
specified to combine different components in the joint optimization framework.
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Table 1. Descriptive statistics of training datasets.

Name Diggvotea Wikipediab VisualizeUsc DBLPd MovieLense

Type Undirected, unweighted Undirected, weighted

|V1| 5,770 15,000 5,765 6,001 69,878

|V2| 3,553 2,529 2,417 1,177 10,677

|E| 292,813 36,284 21,434 17,675 6,000,034
ahttp://konect.uni-koblenz.de/networks/digg-votes
bhttp://konect.uni-koblenz.de/networks/wikipedia link en
chttp://konect.uni-koblenz.de/networks/pics ti
dhttp://dblp.uni-trier.de/xml/
ehttp://grouplens.org/datasets/movielens/

To optimize the joint model, we utilize the Stochastic Gradient Ascent algorithm
(SGA). −αO1 denotes the explicit relation which can be used to update vn

i as:
vn

i = vn
i + λ{γwij [1−σ((vn

i )
�vm

j )}, where λ denotes the learning rate. We have
already preserve the explicit relation and there is also implicit relation like βO2

and γON+1. Center vertex vn
i and its context vn

c can update the embedding
vector vn

i as: vn
i = vn

i + λ{∑z∈{vn
c }∪Nns

S (vn
i ) β[I(z, vn

i ) − σ((vn
i )

�θn
z )]θn

z },
where I(z, vn

i ) is an indicator function. It can determine whether vertex z is
in the context of vn

i or not. The positive and negative instances in the context
vector can be updated as: θn

z = θn
z + λ{β[I(z, vn

i ) − σ((vn
i )

�θn
z )]vn

i }.

4 Empirical Study

We use five real-world datasets to evaluate our proposed GNE method in link
prediction and recommendation tasks. The descriptive statistics about the them
are shown in Table 1. All datasets are randomly sampled 60% instances as the
training set, evaluating performance on the remaining 40% of the testing set. We
compare GNE with other state-of-the-art network embedding methods. They are
DeepWalk, Node2vec, LINE and BiNE which are mentioned in related work.

4.1 Performance Comparison

Table 2 illustrates the performance of baselines and GNE: (1) DeepWalk may not
be efficient enough, it does not consider implicit relations and performs unbiased
random walks to generate the corpus of vertex sequence; (2) Node2vec introduces
a different search strategy, the resulting sequence becomes more realistic, so the
performance is improved; (3) LINE, BiNE and GNE all consider the explicit
and implicit relations, but LINE ignores the joint optimization, which leads to
the lower performance. Moreover, GNE outperforms BiNE and achieves the best
performance on both datasets in both metrics. This improvement demonstrates
the effectiveness and rationality of considering both neighbors’ structure and
weight on modeling the implicit relations.

http://konect.uni-koblenz.de/networks/digg-votes
http://konect.uni-koblenz.de/networks/wikipedia_link_en
http://konect.uni-koblenz.de/networks/pics_ti
http://dblp.uni-trier.de/xml/
http://grouplens.org/datasets/movielens/
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Table 2. Link prediction and recommendation performance on five datasets.

Algorithm DeepWalk Node2vec LINE BiNE GNE

VisualizeUs F1@10 5.82% 6.73% 9.62% 13.63% 14.51%

NDCG@10 8.83% 9.71% 13.76% 24.50% 24.74%

MAP@10 4.28% 6.25% 7.81% 16.45% 16.77%

MRR@10 12.12% 13.95% 14.99% 34.23% 34.52%

DBLP F1@10 8.50% 8.54% 8.99% 11.37% 11.51%

NDCG@10 24.14% 23.89% 14.41% 24.75% 26.34%

MAP@10 19.71% 19.44% 17.13% 20.47% 20.62%

MRR@10 31.53% 31.11% 20.56% 33.36% 33.18%

Movielens F1@10 3.73% 4.16% 6.91% 9.14% 9.22%

NDCG@10 3.21% 3.68% 6.50% 9.02% 9.17%

MAP@10 0.90% 1.05% 1.74% 3.01% 3.23%

MRR@10 15.40% 18.33% 38.12% 45.95% 46.02%

Diggvote AUC-ROC 53.03% 84.99% 86.51% 87.42% 87.51%

AUC-PR 54.95% 80.56% 82.18% 83.88% 84.33%

Wikipedia AUC-ROC 79.23% 80.37% 94.38% 92.91% 94.69%

AUC-PR 72.76% 81.22% 95.83% 94.45% 96.15%

Table 3. GNE with and without weight reconstruction.

Without weight reconstruction With weight reconstruction

Link prediction

Dataset AUC-ROC AUC-PR AUC-ROC AUC-PR

Diggvote 86.28% 83.62% 87.51% 84.33%

Wikipedia 92.88% 94. 32% 94.69% 96.15%

Recommendation

Dataset F1@10 NDCG@10 F1@10 NDCG@10

VisualizeUS 12.79% 24.06% 14.51% 24.74%

DBLP 10.47% 22.32% 11.51% 26.34%

MovieLens 8.73% 8.28% 9.22% 9.17%

4.2 Utility of Weight Reconstruction

To demonstrate the effectiveness and rationality of weight reconstruction by
integrating neighbors’ structure and property of a vertex, we compare GNE
with its variant that removes the weight reconstruction. We observe the largest
improvements of GNE with weight reconstruction are 1.83% and 4.02% for link
prediction and recommendation respectively from Table 3. It indicates that our
proposed way of reconstructing weight plays a crucial role in the biased self-
adaptive random walk to complement with common 2nd-order proximity.
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Fig. 2. Impact of hyper-parameters on recommendation.

4.3 Hyper-parameter Studies

Due to the page limitation, we only select two significant parameters α and β
to study, where α is an optimization parameter for explicit relation, and β is
for implicit relation. We perform link prediction and recommendation tasks on
Diggvote and Wikipedia respectively in Fig. 1: (1) with the increase of α, the per-
formance first increases and then keeps stable after certain values; (2) with the
increase of β, the performance first increases and then decreases after certain val-
ues. When α is small, our joint optimization model will reduce the importance of
the explicit relations for network embeddings and return the worse performance.
However, when β is large, the joint optimization model may exaggerate the role
of implicit relations. It indicates that both explicit and implicit relations are
helpful for network embedding, but explicit relations are more important than
implicit relations for the HINs (Fig. 2).

5 Conclusion

In this paper, we have studied the problem of network embedding in generic
heterogeneous information networks. It is a challenging task due to the extremely
sparse for real-world network data and the hardness to assign the probability of
random walk in a reasonable manner. Experimental results indicate that GNE
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not only outperforms the comparable baselines but also obtains the promising
performance. In our future work, we plan to extend our work to obtain more
implicit relations through metapath or auxiliary information.
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Abstract. The X-architecture Steiner Minimum Tree (XSMT) is the
best connection model for multi-terminal nets in global routing algo-
rithms under non-Manhattan structures, and it is an NP-hard problem.
And the successful application of Particle Swarm Optimization (PSO)
technique in this field also reflects its extraordinary optimization abil-
ity. Therefore, based on Social Learning Particle Swarm Optimization
(SLPSO), this paper proposes an XSMT construction algorithm (called
SLPSO-XSMT) that can effectively balance exploration and exploitation
capabilities. In order to expand the learning range of particles, a novel
SLPSO approach based on the learning mechanism of example pool is
proposed, which is conductive to break through local extrema. Then the
proposed mutation operator is integrated into the inertia component of
SLPSO to enhance the exploration ability of the algorithm. At the same
time, in order to maintain the exploitation ability, the proposed crossover
operator is integrated into the individual cognition and social cognition
of SLPSO. Experimental results show that compared with other Steiner
tree construction algorithms, the proposed SLPSO-XSMT algorithm has
better wirelength optimization capability and superior stability.

Keywords: Particle Swarm Optimization · Social learning · Steiner
Minimum Tree · X-architecture · Wirelength optimization

1 Introduction

Steiner Minimum Tree (SMT) is the best connection model for multi-terminal
nets in global routing of Very Large Scale Integration (VLSI). The SMT problem
is to find a routing tree with the least cost to connect all given pins by introducing
additional points (Steiner points). Therefore, SMT construction is one of the
most important issues in VLSI routing.

Most current researches on routing algorithms are based on the Manhattan
structure [6,7], which can only routing in horizontal and vertical directions. In
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order to make fuller use of routing resources, the scholars are gradually shifting
their focus to non-Manhattan structures, thereby improving routing quality and
chip performance.

Therefore, the construction of Steiner minimum tree based on non-
Manhattan structure becomes a critical step in VLSI routing. In the early years,
scholars use precise algorithms [2,14] to construct a non-Manhattan structure
routing tree, which can obtain a shorter wirelength than the Manhattan struc-
ture, but the complexity is too high. So some heuristic algorithms [4,17,20] are
proposed to solve larger-scale SMT problems. However, these traditional heuris-
tics are prone to fall into local extrema. In recent years, evolutionary computing
has developed rapidly in many fields, especially Swarm Intelligence (SI) tech-
nology [1,3,12,19]. Some routing algorithms [5,8,13] consider important opti-
mization goals such as wirelength, obstacles, delay and bends based on Particle
Swarm Optimization (PSO) technique. In [10], a hybrid transformation strategy
is proposed to expand the search space based on self-adapting PSO. And an
unified algorithm for constructing Rectilinear Steiner Minimum Tree (RSMT)
and XSMT is proposed in [11], which can obtain multiple topologies of SMT to
optimize the congestion in global routing. It can be seen that PSO technique is
indeed a powerful tool to solve SMT problems.

Based on the analysis of the above related research work, this paper designs
and implements an effective algorithm to solve the XSMT construction problem
using Social Learning PSO (SLPSO), called SLPSO-XSMT. The contributions
of this paper are as follows:

– A novel SLPSO approach based on the learning mechanism of example pool
is proposed to enable particles to learn from different and better particles in
each iteration, and enhance the diversity of population evolution.

– Mutation and crossover operators are integrated into the update formula of
the particles to achieve the discretization of SLPSO, which can well bal-
ance the exploration and exploitation capabilities, thereby better solving the
XSMT construction problem.

The rest of this paper is organized as follows. Section 2 presents the prob-
lem formulation. And the SLPSO method with example pool mechanism is
introduced in Sect. 3. Section 4 describes the XSMT construction using SLPSO
method in details. In order to verify the good performance of the proposed
SLPSO-XSMT algorithm, the experimental comparisons are given in Sect. 5.
Section 6 concludes this paper.

2 Problem Formulation

The XSMT problem can be described as follows: Given a set of pins P =
{P1, P2, ..., P3}, each pin is represented by a coordinate pair (xi, yi). Then con-
nect all pins in P through some Steiner points to construct an XSMT, where
the direction of routing path can be 45◦ and 135◦, in addition to the traditional
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horizontal and vertical directions. Taking a routing net with 10 pins as an exam-
ple, Table 1 shows the input information of the pins. The layout distribution of
the given pins is shown in Fig. 1(a).

Table 1. The input information for the pins of a net

Pi 1 2 3 4 5 6 7 8 9 10

xi 35 19 24 24 38 10 15 4 20 7

yi 27 8 33 5 12 22 29 59 42 47
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Fig. 1. Routing graph corresponding to Table 1: (a) the layout distribution of pins;
(b) an X-architecture Steiner tree with the given pin set.

Definition 1. Pseudo-Steiner point. In addition to original points formed by
given pins, the final XMST can be constructed by introducing additional points
called pseudo-Steiner points (PSP). In Fig. 2, the point S is PSP, and PSP
contains the Steiner point.

Definition 2. Choice 0 (as shown in Fig. 2(b)). The Choice 0 of PSP corre-
sponding to edge L is defined as leading rectilinear side first from A to PSP S,
and then leading non-rectilinear side to B.

Definition 3. Choice 1 (as shown in Fig. 2(c)). The Choice 1 of PSP corre-
sponding to edge L is defined as leading non-rectilinear side first from A to PSP
S, and then leading rectilinear side to B.

Definition 4. Choice 2 (as shown in Fig. 2(d)). The Choice 2 of PSP corre-
sponding to edge L is defined as leading vertical side first from A to PSP S, and
then leading horizontal side to B.
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Definition 5. Choice 3 (as shown in Fig. 2(e)). The Choice 3 of PSP corre-
sponding to edge L is defined as leading horizontal side first from A to PSP S,
and then leading vertical side to B.

A

B

L S

A

B

S

A

B S

A

B

SA

B

(a) (b) (c) (d) (e)

Fig. 2. Four choices of Steiner point for the given segment: (a) line segment L; (b)
Choice 0; (c) Choice 1; (d) Choice 2; (e) Choice 3.

3 SLPSO

Social learning plays an important role in the learning behavior of swarm intelli-
gence, which helps individuals in the population to learn from other individuals
without increasing the cost of their own trials and errors. In SLPSO [18], each
particle learns from better individuals (called examples) in the current popula-
tion, while each particle in PSO only learns from its pbest and gbest.

Definition 6. Example Pool. All particles in the swarm S = {Xi|1 ≤
i ≤ M} are arranged in ascending order according to the fitness: S =
{X1, ...,Xi−1,Xi,Xi+1, ...,XM}, and then EP = {X1, ...,Xi−1} constitutes the
example pool of particle Xi.

Based on the example learning mechanism, the new formulas for updating
particles are proposed as follows:

V t+1
i = ω · V t

i + c1 · r1 · (P t
i − Xt

i ) + c2 · r2 · (Kt
i − Xt

i ) (1)

Xt+1
i = V t+1

i + Xt
i (2)

where Pi is the personal historical best position of particle i, Ki is the historical
best position of the Kth particle in the example pool, which is the social learning
object for particle i. ω is the inertia weight. c1 and c2 are acceleration coefficients,
which respectively adjust the step size of the particle flying to personal historical
best position (Pi) and its social learning object (Ki). r1 and r2 are mutually
independent random numbers uniformly distributed in the interval (0, 1).

Figure 3 shows the example pool of a particle. For particle Xi, the particles
with better fitness values than it including the global optimal solution XG con-
stitute its example pool. Xi randomly selects any particle in the example pool at
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... ... ... ...
 Xi XG

Example pool

Best fitnesss Worst fitnesss

Fig. 3. Example pool of particle Xi

each iteration, and learns the historical experience of this particle to complete
its own social learning process. This social learning mechanism allows parti-
cles to improve themselves through continuous learning from different excellent
individuals during the evolution process, which is conducive to the diversified
development of the population.

4 XSMT Construction Using SLPSO

4.1 Particle Encoding

The edge-vertex encoding strategy [11] is adopted in this paper, which is more
suitable for evolutionary algorithms, especially PSO. For a net with n pins, the
corresponding spanning tree has n-1 edges and one extra digit that is the fitness
value of particle. Thus the length of a particle encoding is 3 × (n − 1) + 1.

For example, Fig. 1(b) shows an X-architecture routing tree (n = 10) corre-
sponding to the layout distribution of pins given in Fig. 1(a), where the symbol
‘×’ represents PSP. And this routing tree can be expressed as the particle whose
encoding is the following numeric string:

9 3 2 3 7 0 7 6 1 3 1 1 1 5 2 9 10 1 10 8 0 5 4 0 4 2 0 108.6686

where the length of the particle is 3 × (10 − 1) + 1 = 28, the last bold number
108.6686 is the fitness of the particle and each italic number represents the choice
of PSP for each edge. The first substring (9, 3, 2 ) represents that Pin 9 and Pin
3 of the spanning tree in Fig. 1(a) are connected through Choice 2.

4.2 Fitness Function

The length of an X-architecture Steiner tree is the sum of the lengths of all the
edge segments in the tree, which is calculated as follows:

L(Tx) =
∑

ei∈Tx

l(ei) (3)
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where l(ei) represents the length of each segment ei in the tree Tx.
The smaller the fitness value, the better the particle is represented. Thus the

particle fitness function is designed as follows.

fitness = L(Tx) (4)

4.3 Particle Update Formula

In order to better solve the XSMT problem, a new particle update method with
mutation and crossover operators is proposed. The specific formula is as follows:

Xt
i = F3(F2(F1(Xt−1

i , ω), c1), c2) (5)

where ω is the mutation probability, c1 and c2 are crossover probability. F1 is
the mutation operator, which corresponds to the inertia component of PSO. F2

and F3 are crossover operators, corresponding to the individual cognition and
social cognition, respectively.

Inertia Component. The particle velocity of SLPSO-XSMT is updated
through F1, which is expressed as follows:

W t
i = F1(Xt−1

i , ω) =
{

M(Xt−1
i ), r1 < ω

Xt−1
i , otherwise

(6)

where ω is the probability of mutation operation, and r1 is a random number in
[0,1].

Mutation
3

1 5
2

4 3

1 5
2

67

4

67

Xi : 321 122 253 423 260 673 Xi’ : 322 122 250 423 260 673

m1

m2

m1

m2

Fig. 4. Mutation operator of SLPSO-XSMT

The proposed algorithm uses two-point mutation. If the generated random
number r1 < ω, the algorithm will randomly replace the PSP choices of any two
edges. Otherwise, keep the routing tree unchanged. Figure 4 gives a routing tree
with 6 pins. It can be seen that after F1, the PSP choices of m1 and m2 are
replaced to Choice 2 and Choice 0, respectively.
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Individual Cognition. The SLPSO-XSMT algorithm uses F2 to complete the
individual cognition of particles, which is expressed as follows:

St
i = F2(W t

i , c1) =
{

Cp(W t
i ), r2 < c1

W t
i , otherwise (7)

where c1 represents the probability that the particle crosses with its personal
historical optimum (XP

i ), and r2 is a random number in [0, 1).

Social Cognition. The SLPSO-XSMT algorithm uses F3 to complete the social
cognition of particles, which is expressed as follows:

Xt
i = F3(St

i , c2) =
{

Cp(St
i ), r3 < c2

St
i , otherwise (8)

where c2 represents the probability that the particle crosses with the historical
optimum of any particle XP

k in the example pool, and r3 is a random number
in [0, 1).
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Fig. 5. Crossover operator of SLPSO-XSMT

Figure 5 shows the crossover operation in individual cognition and social
cognition of a particle. Xi is the particle to be crossed, and its learning object
is XP

i or XP
k . The proposed algorithm firstly selects a continuous interval of

the encoding, like the corresponding edges to be crossed e1, e2, and e3. Then,
replace the encoding on this interval of particle Xi with the encoding string of
its learning object. After the crossover operation, the PSP choices of edges e1,
e2, and e3 in Xi are respectively changed from Choice 2, Choice 3, and Choice 3
to Choice 1, Choice 0, and Choice 3, while the topology of the remaining edges
remains unchanged.

Repeated iterative learning can gradually make particle Xi move closer to the
global optimal position. Moreover, the acceleration coefficient c1 is set to decrease
linearly and c2 is set to increase linearly, so that the algorithm has a higher
probability to learn its own historical experience in the early iteration to enhance
global search ability. While it has a higher probability to learn outstanding
particles in the later iteration to enhance exploitation ability, so as to quickly
converge to a position close to the global optimum.
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4.4 Overall Procedure

Property 1. The proposed SLPSO-XSMT algorithm with example pool learning
mechanism has a good balance between global exploration and local exploitation
ability so as to effectively solve the XSMT problem.

The steps for SLPSO-XSMT can be summarized as follows.

Step 1. Initialize the population and PSO parameters, where the minimum
spanning tree method is utilized to construct initial routing tree.

Step 2. Calculate the fitness value of each particle according to Eq. (4), and
sort them in ascending order: S = {X1, ...,Xi−1,Xi,Xi+1, ...,XM}.

Step 3. Initialize pbest of each particle and its learning example pool EP =
{X1, ...,Xi−1}, and initialize gbest.

Step 4. Update the velocity and position of each particle according to Eqs.
(5)–(8).

Step 5. Calculate the fitness value of each particle.
Step 6. Update pbest of each particle and its example pool EP, as well as gbest.
Step 7. If the termination condition is met (the set maximum number of itera-

tions is reached), end the algorithm. Otherwise, return to step 4.

4.5 Complexity Analysis

Lemma 1. Assuming the population size is M , the number of iterations is T ,
the number of pins is n, and then the complexity of SLPSO-XSMT algorithm is
O(MT · nlog2n).

Proof. The time complexity of mutation and crossover operations are both lin-
ear time O(n). As for the calculation of fitness value, its complexity is mainly
determined by the complexity of the sorting method O(nlog2n). Since the exam-
ple pool of each particle would change at the end of each iteration, the time
for updating example pool is mainly spent on sorting, that is, its time com-
plexity is also O(nlog2n). Therefore, the complexity of the internal loop of the
SLPSO-XSMT algorithm is O(nlog2n). At the same time, the complexity of the
external loop of the algorithm is mainly related to the size of the population and
the number of iterations. Therefore, the complexity of proposed SLPSO-XSMT
algorithm is O(MT · nlog2n).

5 Experiment Results

In order to verify the performance and effectiveness of the proposed algorithm in
this paper, experiments are performed on the benchmark circuit suite [15]. The
parameter settings in this paper are consistent with [8]. Considering the ran-
domness of the PSO algorithm, the mean values in all experiments are obtained
by independent run 20 times.
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5.1 Validation of Social Learning Mechanism

In order to verify the effectiveness of proposed social learning mechanism based
on example pool, this section applies PSO [8] and the proposed SLPSO method
to seek the solution of XSMT, in which the social cognition of PSO is achieved
through crossing with the global optimal solution (gbest). The experiments com-
pare the wirelength optimization capabilities and stability of the two methods,
as shown in Table 2. In all test cases, the SLPSO method can achieve shorter
wirelength and lower standard deviation than the PSO method. On the three
evaluation indicators (best wirelength, mean wirelength and standard devia-
tion), the SLPSO method can achieve optimization rates of 0.171%, 0.289%,
and 35.881%, respectively. The experimental data show that SLPSO method
has better exploration and exploitation capability than PSO method.

Table 2. Comparison between PSO and the proposed SLPSO method

Test Pins Best wirelength Mean wirelength Standard deviation

PSO SLPSO Imp (%) PSO SLPSO Imp (%) PSO SLPSO Imp (%)

1 8 16918 16918 0.00 16918 16918 0.00 0.00 0.00 0.00

2 9 18041 18041 0.00 18041 18041 0.00 0.00 0.00 0.00

3 10 19696 19696 0.00 19696 19696 0.00 0.00 0.00 0.00

4 20 32193 32193 0.00 32217 32195 0.07 11.95 6.31 47.17

5 50 47960 47953 0.01 48103 47959 0.30 55.04 14.49 73.68

6 70 56357 56278 0.14 56536 56314 0.39 106.72 42.65 60.04

7 100 68650 68462 0.27 69047 68623 0.61 222.04 90.21 59.37

8 410 141520 140858 0.47 141908 141172 0.52 243.95 164.87 32.42

9 500 154365 153708 0.43 154760 153951 0.52 246.25 162.83 33.87

10 1000 220774 219928 0.38 221196 220132 0.48 235.45 112.40 52.26

Avg 0.17 0.29 35.88

5.2 Validation of SLPSO-Based XSMT Construction Algorithm

In order to verify the good performance of proposed SLPSO-XSMT algorithm,
this section gives a comparison between SLPSO-XSMT and two SMT algorithms
which are traditional RSMT (R) [9] and DDE-based XSMT (DDE) [16] algo-
rithms. As shown in Table 3, ours performs well in wirelength optimization, and
can reduce the average wirelength by 8.76% and 1.81%, respectively. It can be
found from the comparison with DDE-based XSMT algorithm that our algo-
rithm is more conducive to the construction of large-scale Steiner trees.

Additionally, SLPSO-XSMT algorithm has an overwhelming advantage in
stability. It can be seen that ours is far superior to the two algorithms and
can greatly reduce the standard deviation of the algorithm. Among them, the
DDE-based algorithm has the worst stability, and ours can reduce the standard
deviation by 97.39% on average.
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Table 3. Comparison between SLPSO-XSMT and other SMT algorithms

Test Mean wirelength Standard deviation

Absolute values Imp (%) Absolute values Imp (%)

R DDE Ours O/R O/D R DDE Ours O/R O/D

1 17931 16911 16918 5.65 −0.04 0.00 33.65 0.00 – 100.00

2 20503 18039 18041 12.01 −0.01 0.00 41.47 0.00 – 100.00

3 21910 19469 19696 10.11 −1.16 0.00 132.73 0.00 – 100.00

4 35723 32342 32195 9.88 0.45 0.00 165.03 6.31 – 96.18

5 52509 48668 47959 8.66 1.46 54.67 827.25 14.49 73.50 98.25

6 60909 57255 56314 7.55 1.64 75.08 1134.68 42.65 43.19 96.24

7 74107 70686 68623 7.40 2.92 219.21 1802.17 90.21 58.85 94.99

8 154835 147115 141172 8.82 4.04 524.25 3615.35 164.87 68.55 95.44

9 167751 159672 153951 8.23 3.58 530.39 3687.87 162.83 69.30 95.58

10 242587 232359 220132 9.26 5.26 465.02 4088.80 112.40 75.83 97.25

Average 8.76 1.81 64.87 97.39

6 Conclusion

Aiming at the XSMT construction problem in VLSI routing, this paper proposes
the SLPSO-based XSMT algorithm with the goal of optimizing the total wire-
length. The algorithm adopts a novel social learning mechanism based on the
example pool, so that particles can learn from different and better particles in
each iteration, which expands searching range and helps to break through local
extremes. At the same time, mutation and crossover operators are integrated
into the update formula of particles to better solve the discrete XSMT problem.

The experimental results show that the proposed SLPSO-XSMT algorithm
has obvious advantages in reducing wirelength and enhancing the stability of the
algorithm, especially for large-scale Steiner trees. In future work, we will continue
to improve this high-performance SLPSO to better solve various problems in the
field of VLSI routing.
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Abstract. In micro-nano computer vision, the defocus depth recovery method
is used for micro-nano depth information recovery, and the Tikhonov regular-
ization method is used to solve the problem that the objective function of the
traditional defocus depth recovery method is ill-posed, resulting in low accuracy
of depth information recovery. The TV regularization and L-curve method are
introduced into the objective function of the traditional defocus depth recovery
method. A depth information recovery algorithm based on TV regularization
and L curve (L_TV algorithm) is proposed to improve the accuracy of depth
information recovery. The algorithm introduces TV regularization in the
objective function of the traditional defocus depth recovery method to avoid
excessive punishment of the restored depth information and tends to be smooth.
By introducing the L-curve method to select the appropriate regularization
parameters, the depth of the recovery is avoided. The information is too smooth
and retains more detail. The depth information recovery experiments of the
standard 500 nm scale grid show that compared with the Tikhonov regular-
ization method and the TSVD regularization method, the L_TV algorithm
proposed in this paper can avoid excessive punishment of the recovered depth
information, tend to be smooth, retain more details, and effectively improve the
accuracy of deep information recovery.

Keywords: Micro-nano depth information recovery � Depth from defocus � TV
regularization � L curve method

1 Introduction

In micro-nano computer vision, vision-based micro-nano scale 3D topography recon-
struction is of great significance for a more comprehensive understanding of sample
characteristics and evaluation of operational processes. The more commonly used 3D
reconstruction methods [1] mainly include volume recovery methods, depth from sereo
(DFS), depth from focus (DFF), and depth from defocus. Compared with other 3D
reconstruction methods, the defocus depth recovery method has received extensive
attention and in-depth research in recent years due to its advantages of fewer pictures,
simple equipment, and convenient operation [2]. Defocus depth recovery was first
proposed by Pentland [3]. This method uses the mapping relationship between the
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defocus degree feature of the two-dimensional image and the depth of the scene to
inversely solve the three-dimensional depth information of the scene [4, 5].

In the process of defocus depth recovery of the scene, it is first necessary to obtain
different degrees of defocus images of the scene, which leads to changes in the
parameters of the camera. However, in micro-nano image observation, the observation
space is very limited, and the camera with high magnification is used, so the imaging
model of the camera will change with the change of camera parameters [6], limited to
the conditional limitation in micro-nano observation. Wei Yangjie [7] proposed a new
three-dimensional defocus shape recovery method based on parameter fixed monocular
vision camera. This method uses the relative ambiguity [8] and the thermal radiation
equation [9] to solve the depth information of the scene.

The traditional defocus depth recovery method uses the relative ambiguity and
thermal radiation equation to establish the objective function of the defocus depth
recovery method to solve the target object depth information, although the depth
information of the target object can be obtained to some extent; however, the traditional
defocus depth recovery The method objective function has ill-posedness and is often
solved by the Tikhonov regularization method [10]. The Laplacian operator used in this
method is easy to cause excessively penalized depth information and tends to be
smooth due to its isotropic characteristics; The method determines the regularization
parameter according to the empirical value, and sometimes the excessive regularization
parameter often makes the restored depth information excessively smooth, and loses
many details, resulting in low accuracy of depth information recovery.

Aiming at the problem that the objective function of the depth from defocus is not
identifiable by the Tikhonov regularization method, and the accuracy of the depth
information recovery is not high, the objective function of the traditional defocus depth
recovery method is deeply studied, and the objective function of the traditional defocus
depth recovery method is studied. The TV regularization and L-curve method are
introduced, and a depth information recovery algorithm based on TV regularization and
L-curve (L_TV algorithm) is proposed to improve the accuracy of depth information
recovery. The algorithm introduces TV regularization into the objective function of the
traditional depth from defocus. Avoid the depth information of the recovery to be over-
punished and tend to be smooth; by introducing the L-curve method to select the
appropriate regularization parameters, to avoid the parameter being too large, the depth
information of the recovery is too smooth, and more details are retained.

The depth information recovery experiments of the standard 500 nm scale grid
show that compared with the Tikhonov regularization method and the TSVD regu-
larization method, the L_TV algorithm proposed in this paper can avoid excessive
punishment of the recovered depth information, tend to be smooth, retain more details,
and effectively improving the accuracy of deep information recovery.

2 Global Depth from Defocus

2.1 Defocus Imaging Model

In image processing, image blurring can usually be expressed as a convolution.
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I2 x; yð Þ ¼ I1 x; yð Þ � H x; yð Þ ð1Þ

where I1 x; yð Þ, I2 x; yð Þ and H x; yð Þ represent clear and blurred images and point spread
functions, respectively. “�” represents a convolution. According to the principle of
points spread, the point spread function can be approximated by a two-dimensional
Gaussian function, and the fuzzy diffusion parameter therein r indicates the degree of
blurring of the image. Since the equation of heat radiation is isotropic, Eq. (1) can be
expressed as

z
�
x; y; tð Þ ¼ cr x; y; tð Þc 2 0;1ð Þ

z x; y; 0ð Þ ¼ g x; yð Þ
�

ð2Þ

Where “c” represents fuzz diffusion parameter,_z ¼ @z=@t, “r” represents laplacian
operator.

rz ¼ @2z x; y; tð Þ
@x2

þ @2z x; y; tð Þ
@y2

ð3Þ

r2 ¼ 2tc ð4Þ

If the depth map is an ideal plane, then “c” is a constant, otherwise it can be
expressed as

_z x; y; tð Þ ¼ r � c x; yð Þrz x; y; tð Þð Þ t 2 0;1ð Þ
z x; y; 0ð Þ ¼ g x; yð Þ

�
ð5Þ

Where “r” 和 “r�” represent gradient and differential operators

r¼ @
@x

@
@y

h iT
r� ¼ @

@x
þ @

@y
ð6Þ

From the above equation, we firstly need to know the clear image to solve the heat
radiation equation, but this is a complicated process. Therefore, Favaro [8] proposed a
concept of relatively ambiguity.

Suppose there are two different degrees of blurred images I1 x; yð Þ and I2 x; yð Þ, the
fuzzy diffusion coefficients are r1 and r2,r1\r2, so I2 x; yð Þ can be expressed as

I2 x; yð Þ ¼
ZZ

1
2pr22

exp � x� uð Þ2� y� vð Þ2
2r22

 !
g u; vð Þdudv

¼
ZZ

1
2pDr2

exp � x� uð Þ2 þ y� vð Þ2
2Dr2

 !
I1 u; vð Þdudv

ð7Þ
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Where Dr2 ¼ r22 � r21 represents relative ambiguity, Eq. (2) can be expressed as

_z x; y; tð Þ ¼ crz x; y; tð Þ c 2 0;1ð Þ t 2 0;1ð Þ
z x; y; 0ð Þ ¼ I1 x; yð Þ

�
ð8Þ

Equation (5) can be expressed as

_z x; y; tð Þ ¼ r � c x; yð Þrz x; y; tð Þð Þ t 2 0;1ð Þ
z x; y; 0ð Þ ¼ I1 x; yð Þ

�
ð9Þ

And at the moment of Dt, u x; y; tð Þ ¼ I2 x; yð Þ, Dt can be defined as

Dr2 ¼ 2 t2 � t1ð Þc _¼ 2Dtc ð10Þ

In addition

Dr2 ¼ k2 g22 � g21
� � ð11Þ

Where gi i ¼ 1; 2ð Þ represent fuzzy circle radius, k represents the constant between
the ambiguity and the radius of the fuzzy circle.

g ¼ Dv
2

1
f
� 1

v
� 1

s

����
���� ð12Þ

Where v, f, s are the camera’s image distance, focal length and object distance,
respectively, and D is the convex lens radius.

2.2 The Objective Function of Depth from Defocus

Assume that the image I1 x; yð Þ is a defocus image before depth variation, its depth
information is S1 x; yð Þ, and the image I2 x; yð Þ is a defocus image after the depth
variation, its depth information is S2 x; yð Þ,s0 is known as the ideal focal length. In this
section, the depth information of the image is obtained by changing the object distance.
The schematic diagram is shown in Fig. 1.

1s
Before depth varia on

2s

sΔ

Op cal 
axis

Image plane
A er depth varia on Convex lens

Fig. 1. Illustration of depth from defocus
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First, establishing the heat radiation equation from the above conditions

_z x; y; tð Þ ¼ r � c x; yð Þrz x; y; tð Þð Þ t 2 0;1ð Þ
z x; y; 0ð Þ ¼ I1 x; yð Þ
z x; y;Dtð Þ ¼ I2 x; yð Þ

8<
: ð13Þ

Where relative ambiguity can be expressed as

Dr2 x; yð Þ ¼ k2 g22 x; yð Þ � g21 x; yð Þ� �
¼ k2D2v2

4
1
f
� 1

v
� 1
s2 x; yð Þ

� �2

� 1
f
� 1

v
� 1
s1 x; yð Þ

� �2
" #

¼ k2D2v2

4
1
s0

� 1
s2 x; yð Þ

� �2

� 1
s0

� 1
s1 x; yð Þ

� �2
" # ð14Þ

It defines in this paper

b ¼ 4Dr2

k2D2v2
þ 1

s0
� 1
s1 x; yð Þ

� �2

ð15Þ

Therefore, the final depth information is

s2 x; yð Þ ¼ 1

1=s0 �
ffiffiffi
b

p� �� � ð16Þ

In order to better solve the dynamic optimization problem of depth from focus, the
following objective function is established to calculate the thermal radiation equation

�s ¼ arg min
ZZ

z x; y;Dtð Þ � I2 x; yð Þð Þ2dxdy ð17Þ

Since the above solution process may be ill-conditioned, a Tikhonov regularization
term is added to the end of the objective function, expressed as

�s ¼ arg min
ZZ

z x; y;Dtð Þ � I2 x; yð Þð Þ2dxdyþ q rs2 x; yð Þk k2 þ ql s2 x; yð Þk k2 ð18Þ

The third term of the above formula is about the smoothness constraint of the depth
map, and the fourth is the guarantee of the bounded of the depth map, in fact the energy
coefficient q[ 0, l[ 0 lost energy is expressed as

E sð Þ ¼
ZZ

z x; y;Dtð Þ � I2 x; yð Þð Þ2dxdyþ q rsk k2 þ ql sk k2 ð19Þ
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Therefore, the scene depth information can be solved by solving the following
optimization problem.

~s ¼ argminE sð Þ
s:t 13ð Þ 16ð Þ ð20Þ

3 L_TV Algorithm

3.1 The TV Regularization Method

The objective function of the traditional defocus depth recovery method is ill-posed and
often solved by the Tikhonov regularization method. The Laplacian operator used in
this method is easy to cause excessive punishment of the recovered depth information
due to its isotropic characteristics. Sometimes the excessive regularization para-meter
often makes the restored depth information excessively smooth, and loses many details,
resulting in low accuracy of depth information recovery.

At present, the regularization methods often used for ill-posed problems mainly
include Tikhonov regularization, TSVD regularization and TV regularization [11].
The TV regularization method can avoid recovery by introducing the anisotropic dif-
fusion equation of the partial differential equation. The depth information is over-
punished, tends to be smooth, and retains more detail. Therefore, the TV regularization
method is used to solve the ill-ness of the objective function of the traditional defocus
depth recovery method, avoiding excessive punishment of the restored depth infor-
mation, tending to smooth, and retain more details.

The TV regularization method mainly represents the sum of image gradient mag-
nitudes [12], which can be expressed by the following expression

TV uð Þ ¼
XN
i¼1

Diuk k2 ¼
X
i;jð Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
@u
@i

� �2

þ @u
@j

� �2
s

ð21Þ

In the formula (21), u represents the original image, and D represents the difference
operator, and by calculating the deviation of the pixels of each point, the total variation
can be obtained.

For two-dimensional images

Diu ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Dx

i u2 þDy
i u2

q
ð22Þ

Therefore, the objective function of the defocus depth recovery method based on
the norm TV regularization can be expressed as follows
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E sð Þ ¼
ZZ

z x; y;Dtð Þ � I2 x; yð Þð Þ2dxdyþ
XN
i¼1

q Disk kþ ql sk k ð23Þ

3.2 Select the Regularization Parameter by L-Curve Method

The objective function of the defocus depth recovery method based on the TV regu-
larization method can avoid the excessive punishment of the restored depth information
and tend to be smooth; however, the method determines the regularization parameter
according to the empirical value, and the smaller regularization parameter can solve the
original problem. A good approximate solution is given, but the influence of the error
may make the solution unstable. Large regularization parameters may cause the
obtained solution to be over-punished and deviate from the real solution. Therefore, the
value of the regularization parameter is particularly important.

At present, regarding the ill-posed problem, the methods of regularization param-
eter selection include tolerance principle method, generalized cross-validation method
and L-curve method [13]. The L-curve method is widely used for various discomforts
because it can well determine the relative size of the residual and the real solution..

Lawson and Hanson [14] first proposed using the objective function and the corre-
sponding constraint function to obtain a curve for the coordinates. The two sides of the
maximum curvature of the curve are respectively composed of the objective function and
the corresponding constraint function. In fact, the L-curve is composed of points with
coordinates, and is obtained by taking logarithms to the horizontal and vertical coordi-
nates, respectively, which correspond one-to-one with the regularization parameters.

According to
RR
z x; y;Dtð Þ � I2 x; yð Þð Þ2dxdy; sq

		 		
 �
, calculate the corresponding

sequence k qð Þ and draw the L-curve, find the maximum point of the graph, and
determine the regularization parameter q�. Equation (23) can be expressed as:

E sð Þ ¼
ZZ

z x; y;Dtð Þ � I2 x; yð Þð Þ2dxdyþ
XN
i¼1

q� Disk kþ q�l sk k ð24Þ

For Eq. (24), an iterative shrinkage threshold algorithm (ISTA) is used to solve.

4 The Flow Chart of the L_TV Algorithm

In summary, the Tikhonov regularization method is used to solve the problem that the
objective function of the traditional defocus depth recovery method is ill-posed, and the
accuracy of depth information recovery is not high. The objective function of the
traditional defocus depth recovery method is deeply studied. The TV regularization
method and the L-curve method are introduced into the objective function of the focal
depth recovery method. A depth information recovery algorithm (L_TV) based on TV
regularization and L-curve is proposed to effectively improve the accuracy of depth
information recovery. The L_TV algorithm is implemented as follows:
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Step 1: Give camera parameters focal length f, distance v, ideal object distance s0,
convex lens radius D, constant k between ambiguity and fuzzy circle, two blurred
images I1; I2, energy threshold e, energy coefficient q0, iterative step size b
Step 2: The initialization depth information is s0;
Step 3: The Eq. (14) is calculated to obtain relative ambiguity Dr2;
Step 4: According to formula (21), the objective function expression of defocus
depth recovery method based on TV regularization is established (23);
Step 5: According to the establishment of the function and constraints, calculate the
corresponding sequence k qð Þ and draw, find the maximum point of the graph, and
determine the regularization parameters q�;
Step 6: Bring the determined regularization parameters q� into Eq. (24) and find the
thermal diffusion conduction time Dt;
Step 7: According to the thermal diffusion conduction Dt and the thermal radiation
Eq. (2), the solution of the diffusion equation z x; y;Dtð Þ is obtained;
Step 8: Calculate the energy formula (19) using the solution obtained z x; y;Dtð Þ in
step 7. If the energy is less than the threshold e, stop, and the depth information at
this time is the desired; otherwise, use the iterative shrinkage threshold algorithm
(ISTA) to solve the step size b;

@s
@t

¼ �E
0
sð Þ ð25Þ

Step 9: Solve the formula (23), update the depth, and return to step two.

5 The Simulation

In order to verify the effectiveness of the proposed L_TV algorithm, the Tikhonov
regularization method, the TSVD regularization method and the L_TV algorithm
proposed in this chapter are used to perform depth information recovery experiments
on the standard 500 nm scale grid. The HIROX-7700 microscope was used in the
experiment, the magnification was 7000 times, the camera focal length f = 0.357 mm,
the ideal object distance mm, the aperture size was 2, and the convex lens radius D =
f/2.

In order to evaluate the performance of each algorithm more objectively, all
algorithms will operate independently in the same environment. Experimental envi-
ronment: Windows10 operating system, CPU Intel i5-4900 Murray dual-core, clocked
at 3.3 GHz, 8G memory, MATLAB2012a.

The other parameters required in the experiment are set as follows: the constant
between the ambiguity k ¼ 3 and the fuzzy circle e ¼ 2, the energy threshold, the
energy coefficient q0 ¼ 0:1, and the iteration step size b ¼ 0:0001.

The grid size is 120� 110 pixels, 500 nm high and 1500 nm wide. The processing
results for the standard 500 nm scale grid are shown below, where Fig. 2 is the two
defocus images of the grid. The coordinate unit is a pixel, the pixel size is 115.36 nm *
115.36 nm, and the unit of height coordinate is mm (Figs. 3–5).
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In order to verify the accuracy of the L-TV algorithm proposed in this paper for the
standard 500 nm scale raster depth information recovery, the angular part of the
restored grid topography is partially intercepted. The angular detail of the corner is
shown in Fig. 6:

Fig. 2. Two defocus images of grid

(a) Tikhonov algorithm          (b) TSVD   algorithm   (c)L_TV algorithm
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It can be seen from Fig. 6 that for the local detail part of the lattice shape, the corner
A of the real grid topography is a right angle. The angle C is smaller than the point B,
the slope is steeper, and it is closer to the right angle, which is closer to the true grid
depth information surface map.

In order to further verify the accuracy of the L-TV algorithm proposed in this paper
for the standard 500 nm scale raster depth information recovery, the recovery grid
depth is obtained by using formulas (26), (27) and (28) respectively. The relative error,
mean square error and average value of the information were obtained by multiple
experiments. Figure 7 is a relative error surface map using three algorithms to restore
the standard 500 nm scale raster depth information; Fig. 8 is a graph of the mean
square error convergence using three algorithms to restore the standard 500 nm scale
raster depth information.

/ ¼ ~s=s� 1 ð26Þ

w ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E ~s=s� 1ð Þ2
h ir

ð27Þ

E ¼ 1
n

Xn
k¼1

Hk � ~Hk

�� �� ð28Þ

Here, n represents the number of sampling points, which Hk represents the true
height of the kth point of the grid, and ~Hk , represents the estimated height of the kth
point.

It can be seen from Fig. 7 that compared with the Tikhonov regularization method
and the TVSD regularization method, the L_TV algorithm in this paper restores the
relative error surface of the standard 500 nm scale raster depth information to be
significantly smaller, which can effectively improve the raster depth information
recovery (Fig. 9).

(a) Tikhonov algorithm              (b) TSVD algorithm       (c) L_TV algorithm 
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Finally, in order to better test the performance of the proposed algorithm, depth
information recovery experiments were carried out for triangular probes using
Tikhonov algorithm and L_TV algorithm respectively. Figure 10 shows the two
defocus images of triangular probes.

6 Conclusion

Based on the traditional defocus depth recovery method, this paper studies the accuracy
of depth information recovery. Aiming at the problem that the objective function of the
defocus depth recovery method is not identifiable by the Tikhonov regularization
method, and the accuracy of the depth information recovery is not high, the objective
function of the traditional defocus depth recovery method is deeply studied, and the
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Fig. 9. Two defocus images of triangular probes
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objective function of the traditional defocus depth recovery method is studied. The TV
regularization and L-curve method are introduced, and a depth information recovery
algorithm based on TV regularization and L-curve (L_TV algorithm) is proposed to
improve the accuracy of depth information recovery. The depth information recovery
experiments of the standard 500 nm scale grid show that compared with the Tikhonov
regularization method and the TSVD regularization method, the L_TV algorithm
proposed in this paper can avoid excessive punishment of the recovered depth infor-
mation, tend to be smooth, retain more details, and effectively improve the accuracy of
deep information recovery. However, the average running time is relatively long, which
is suitable for the occasions where the recovery accuracy is relatively high. The effi-
ciency of depth information recovery will be studied below.
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Abstract. Set similarity join (SSJoin) is an important operation for searching
similarity set pairs from the given database and play a core role in data inte-
gration, data cleaning, and data mining. In contrast to the traditional SSJoin
methods, progressive SSJoin aims to resolve large datasets so that the efficiency
of finding similarity pairs in the limited running time is improved. Progressive
SSJoin can provide possible partial matching pairs of the dataset as early as
possible in the processing. Moreover, recent research has shown that GPUs
(Graphics Processing Units) can accelerate the similarity operation. This paper
focuses on exploring progressive SSJoin algorithms and accelerating them with
GPUs. We proposes two progressive SSJoin methods, PSSJM and PBM.
PSSJM uses inverted index and PBM achieves its required functions by utilizing
counting Bloom filter and prefix filtering techniques. In addition, we proposed a
GPUs-based algorithm based on our proposed progressive method to accelerate
the computation. Comprehensive experiments with real-world datasets show
that our methods can generate better quality results than the traditional method
under limited time and the method implementing on GPUs has high speedups
over CPU-base method.

Keywords: Set similarity join � Progressive � Graphics processing units

1 Introduction

Similarity join [1] is an operation that identifies all similar sets pairs whose similarity
meets the given threshold, in the given collection of sets. Set similarity join (SSJoin) is
a kind of similarity join that executes on sets. When dealing with a very large amount
of data, an SSJoin process is often so expensive because there are usually numerous
record comparisons waiting for detected. Thus, tremendous working might need to be
finished before we achieve the majority results. For resolving this challenge, we
introduce the progressive method for SSJoin,

In this paper, we propose two novel, progressive SSJoin methods called progressive
set similarity join method (PSSJM), which is based on building an inverted index, and
progressive bloom filter method (PBM), which utilizes counting bloom filter techniques.
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2 Related Works

There have been many research on Set Similarity Join (SSJoin) [1–14]. The several
state-of-the-art methods [4] implement a filter-verification framework. We focus on
improving performance in filter phase, by introducing progressive methods, on the base
of current methods. In the field of entity resolution and duplication detection, pro-
gressive methods are utilized to facilitate acquire as much results as possible under
limited budget and we find many corresponding works [15–17]. As far as we known,
the Sorted Neighborhood Method (SNM) [18] is often utilized by many progressive
methods [15, 16]. However, when it processes some dataset which cannot be generated
a key sorting where the closeness in ordering of keys is associated with the likelihood
of sets similarity. SNM is difficult to achieve expected performance. In contrast, our
methods are designed based on Jaccard Similarity and completely handle this case.

3 Preliminaries

3.1 Set Similarity Join

Given a collection of sets R, similarity threshold t and a similarity function Sim(x,
y) used to map two sets x, y 2 R into a value. Set Similarity Join can be utilized to
identify all the set pairs,{x, y}, such that their similarities are no smaller than t, i.e., Sim
(x, y) � t. The size of a set x (i.e., the number of tokens it contains) is denoted by |x|.

For example, the Jaccard similarity between sets “It is an apple tree” and “It is an
apple” is 4/5 = 0.8. If given similarity threshold t = 0.6, the pair consisted of the sets
can be considered as a similar pair.

3.2 Bloom Filter and Counting Bloom Filter

A bloom filter (BF) [19] is a space-efficient probabilistic data structure that supports
queries for whether an element is contained by a set [19]. It is a bit array of size m,
where all bits are set as 0 initially. k different hash functions, h1, h2, …, hk, are utilized
to map set element s to the bit array by setting the position hi(s), i 2 {1,2, …, k}, to 1.

Different from BF, a counting bloom filter (CBFs) [19] provides a way to imple-
ment a delete operation. In a CBF, each position of its bit array is extended from being
a single bit to being a multi-bit counter, denoted by cbf[i], i 2 {1,2, …, m}. Figure 1
shows an example of working of a BF and a CBF.

Fig. 1. Results of mapping two sets (r, s) using BF and CBF (both with m = 12, k = 2).
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3.3 Prefix Filtering

Prefix filtering [1], which is based on the pigeonhole principle and effectively decreases
the number of candidate set pairs, is widely utilized in filtering phase of SSJoin. For
example, considering sorted sets in Fig. 2, we shade prefix tokens (tokens included by
prefix of each set respectively according to a given overlap threshold t = 4). The pair (r,
z) and pair (s, z) can safely be pruned because there is no token match in the prefix. The
pair (r, s) can be documented as a candidate pair because of a common token “C”.

For each set x, we can define size bounds, which consist of two bounds: size upper
bound and size lower bound [4], which respectively denoted by lowerbound(x) and
upperbound(x). All sets whose size do not fall within the interval [lowerbound(x),
upperbound(x)] will be excluded, because they cannot match with x according to the
given threshold. Besides, we define Max-prefix as x′smallest prefix needed for iden-
tifying 8y that the overlap, between x and y, meet the given overlap threshold.
Max-prefix of x, maxprefix(x), can be achieved by maxprefixðxÞj j ¼ xj j�
lowerboundðxÞj j þ 1.

4 Our Approach

Our progressive methods use the blocking technique as the first procedure. That means
the following operations are implemented on the base of blocking.

Blocking techniques can cluster similar sets into blocks according to some criteria
called blocking keys [20]. Only sets that have been indexed into the same block, are
considered to compare with each other. In this paper, we choose the prefix tokens as
blocking keys. Figure 3 gives an example for blocking by keys.

Fig. 2. Prefix filter.

Fig. 3. (a) A set collection S which show id and tokens contained in each set. (b) Results of
prefix processing. (c) Results of blocking by key.
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Our core strategy is to generate a list of blocks sorted by scores which aim to
evaluate proportion of possibly similar pairs, called candidate pairs, in every block. The
set of candidate pairs can be obtained by filtering. We consider that a block with higher
score have a higher priority to be processed in join phase according to its higher
Proportion of Candidate Pairs (PCP). Obviously, what we focus on is how to get a
reliable score to evaluate PCP of a block and ensure its processing priority. Figure 4
shows the overview of our strategy. In following sections, we propose two progressive
methods on SSJoin.

4.1 Pssjm

We now introduce the first proposed method, Progressive Set Similarity Join Method
(PSSJM), using inverted index and prefix filtering techniques. In this method, we
consider the proportion of sets which share at least one token in their prefix as the score
for evaluating PCP of the block containing these sets. We classify the functionality of
the method into two phases: indexing and score computing.

Indexing Phase. At first, we generate a count array for each block, which counts the
frequency of occurrence for each prefix token contained in the block, and then build an
inverted index for these prefix tokens. Max-prefix is utilized as size of the set prefix.

In practice, we implement a prefix index, index, as a two-dimensional array. index
[i] points to an array that contains all ids of the sets involving ti, a token whose id is
marked as i. count[i] documents the frequency of ti, i.e. number of the sets involving ti.
Algorithm 1 shows the process creating the prefix index and an example is given in
Fig. 5.

Dataset

b1

b2

b3

bn

blocks Ordered list 
of blocks

Blocking 
by key

Ordering blocks 
based on scores

b*1

b*2

b*3

b*n

Results

Similarity 
Join

Progressive Method

Fig. 4. Strategy overview of progressive method on SSJoin.
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Algorithm 1: Indexing phase for PSSJM
Input:(i) The collection of sets S, (ii) a Jaccard similarity threshold t
Output: count, index

1 count ← Build a array count;
2 index ← Build a data structure index;
3 initialize count with zeros; 
4 count the occurrences of each token and store results in count;
5 for each set r∈S do
6 for each token t in r ′s maxprefix do
7 add r.id to index, according to t 
8 return count, index

Algorithm 2: Score Computing
Input:(i) The collection of sets S, (ii) an prefix index of S: index,

(iii) a Jaccard similarity threshold t
Output: score of S

1 A←∅; 
2 num←0;
3 for each set x∈S do
4 for each token w in x ′s prefix do
5 for each set y∉A in index[w.id] do
6 if x.id < y.id then
7 num ++; add y to A;
8  A← ∅; 

9 return
2

/
| |

num
S

⎛ ⎞
⎜ ⎟
⎝ ⎠

Algorithm 3: PSSJM
Input: (i) The collection of sets S, (ii) a Jaccard similarity threshold t
Output: block list

1 BlockList ← ∅; 
2 B ← ∅;
3 B ← Blocking(S);
4 foreach bi ∈B do
5 count, index ← indexing(bi,t);
6 blockscorei ← ComputeScore (S,index,t);
7 BlockList add(getBlock (bi,blockscorei ));
8 sortInDescreasingScore(BlockList);
9 return BlockList;
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Score Computing. By analyzing frequency of tokens in count, we can obtain the
number of sets which share at least one token in prefix by generated index. Algorithm 2
shows the process used to compute score and Algorithm 3 provides the complete
process of PSSJM.

4.2 PBM

For PSSJM, building inverted index and computing scores would cause a high cost
when processing a big dataset. Thus, in this section we present Progressive Bloom
filter-based Set Similarity Join Method (PBM), based on the CBF, to solve the eval-
uation of likelihood for proportion of similar pairs in each block.

Before describing our algorithms, following theorems need to be outlined.

Theorem 1. Given two sets, x and y. If the two sets share at least one common token
within their prefix, then there are at least k common positions between positions in
array cbf set through mapping elements in prefix of x and y by k independent hash
functions into the CBF.

Above theorem can simply explained by prefix filtering techniques, so we do not
given corresponding proof here.

Theorem 2. Let sets S = {r1, r2, r3,…, r|s|} be the given collection of sets, where |S|
denotes the size of S (i.e., the number of sets it contains), t denotes the given Jaccard
similarity threshold and an integer array cbf of length l denotes the result of mapping all
the tokens in Max-prefix of each set of S into a CBF (with k independent hash func-
tions). Then, the PCP of S is restricted to the upper bound defined by Eq. 1.

UpperboundðPCPÞ ¼ min

Pm

i

2
cbf i½ �

� �

2
Sj j

� �

� k
; 1

0

B
B
@

1

C
C
A ð1Þ

Fig. 5. (a) A set collection S which show id and tokens contain in prefix of each set. (b) Data
structure count which is created about S. (c) Inverted index generated by S in indexing phase.
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Proof. According the prefix filtering theories and definition of Max-prefix, we can
consider that if two sets is similar, there is at least one common position, which CBF
map the sets into, in array cbf. In other words, the pair which contain sets sharing none
common position in cbf will be pruned.

Therefore, we define h as the number of the pairs meeting the given threshold.
The PCP for S can be defined by Eq. 2.

PCP ¼ h=
2
Sj j

� �

ð2Þ

Considering h� k� Pm

i

2
cbf i½ �j j

� �

, Eq. 2 can be directly transformed into the

upper bound defined by Eq. 1.
Now, we take the Upper Bound of PCP (UBPCP) as the score which is used as our

reference to create an ordering for blocks, a UBPCP correspond to possibly higher
PCP. For example, with given two blocks, b1 and b2, if b1’s UBPCP is higher than b2’s,
we consider that b1 possibly has a higher PCP than b2 and should have a high priority
to be processed.

Algorithm 4 describes the initialization phase of PBM. Firstly, it creates its data
structures (Lines 1–2). Then it operate blocking by key process which block all sets
into blocks (Line 3) and for every set ri in each block (Lines 4–5), it iterates over all
tokens contained by ri ′s prefix whose size is defined by Max-prefix of ri. and map these
tokens into an array cbfi by using CBF(Lines 6–7). Based on built cbfi, a score,
UBPCP, can be generated for each block. Finally, all blocks are collected and sorted
from the highest score to the lowest and a sorted list of blocks is returned.

However, for sets in each block, the upper bound given by PBM suffers by the
performance of repeated comparisons because the sets with two or more common
positions can increase the upper bound redundantly. As a result, in some cases, a block
of lower PCP can generate a higher upper bound than another block with higher
PCP. These can negatively impact the effect of PBM by sorting block list with an
incorrect order.

4.3 Join Phase and Optimizing Strategy

In final join phase, we will find similar pairs in each block under an order according to
block scores of blocks. However, there is a drawback that repeated comparisons will
occur when two blocks contain more than one common pair. Therefore, we introduce
the Least Common Block Index (LeCoBI) condition [17] to solve this problem.
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Algorithm 4: PBM
Input:(i) The collection of sets D, 

(ii) a Jaccard similarity threshold t
Output: block list

1  BlockList ← ∅; 
2 B ← ∅; 
3  B ← Blockbykey(D);
4 foreach bi∈B do
5 foreach ri∈ bi do
6 foreach tokens t in ri ′s maxprefix do
7                   cbf i = CBF(t);
8        blockscorei = ComputeScore(cbf i);
9 BlockList add(getBlock (bi, blockscorei ));
10 sortInDescreasingScore(BlockList);
11 return BlockList;

5 GPU-Based Similarity Join

Because of its expensive cost in creating of inverted index and counting of scores, we
implement PSSJM in GPUs in order to achieve high speedups by taking advantage of
the high parallelism of GPUs [6, 21].

In our GPUs’ implementation, we use two main kernel functions, responsible for
index phase and scoring phase. We iteratively process each block generated in blocking
phase. As described in Algorithm 5, bi denotes a block and t is the threshold. Before
scoring blocks, we allocate and create two arrays, count and index (Lines 16–17), in the
GPU memory and then create an inverted index for sets of each block. One GPU block
is scheduled for processing one set, and each thread in this GPU block is responsible
for a token in prefix, counting its frequency and updating count and index (Lines 2–6).
After creation of the index for one block, we design a Scoring algorithm for GPU. We
create and initial a single array in the GPU memory, counting array, for following
score counting. With a similar processing scheme of allocating tasks of GPU blocks
and threads, eventually, the IPR of the block is available by computing data stored in
counting array and then the block scores also can be computed. When calculating
scores of all blocks is finished, we can order these blocks in decreasing scores in order
to produce a sorted list of blocks.
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Algorithm 5: GPU-PSSJM Algorithm
1 procedure IndexingKernel( bi, t, count, index)
2 for each set x ∈ bi do // executed by blocks
3 for each token w in x ′s maxprefix do //executed by threads
4 update count and index
5 procedure ScoringKernel ( bi, t, count, index, blockscorei) 
6 for each set x∈S do // executed by blocks
7 for each token w in x ′s maxprefix do //executed by threads
8 blockscorei ←ComputeScore (bi, index, t);
9 procedure GPUHOST (S, t) 

10 B ← BlockingbyKey(S);
11 BlockList← ∅;
12 for bi ∈B do
13 count ← Build a array count;
14 index ← Build a data structure index;
15 initialize count;  
16 IndexingKernel<<<Bl, T>>>( bi, t, count, index);
17 blockscorei ← 0;
18 ScoringKernel<<<Bl, T>>>( bi, t, count, index, blockscorei);
19 BlockList.add(getBlock(bi,blockscorei ));
20 sortInDescreasingScore(BlockList);
21 return BlockList;;

6 Experimental Results

6.1 Experiment Setup

Experiment Setup. All experiments have been performed on a machine with a six-
core Intel Core i7-8700 CPU with 3.20 GHz, 16 GB of RAM and a Nvidia
GeForce GTX 1060 with 6 GB of memory. Our experiments only cover the Jaccard
similarity.

Data Sets. We employ 4 real-world datasets from different domains [5]. Their char-
acteristics are reported in Table 1. KOSARAK_300 k: 300k records form KOSARAK.
A set is the user-behavior recorded on Hungarian on-line news portal and a toke is a
link. DBLP_100 k:100k articles from DBLP bibliography. A set is a publication; a
token is an author contained in the authors list of the article. YOUTUBE: A set is a
user; a token is a group membership of the user. BMS-POS: A set is a purchase in a
shop; a token is a product category of the purchase.
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6.2 CPU Only Experiments

We evaluate our methods PSNM and PBM on all four datasets and compare both with
a conventional method as baseline to measure our methods’ benefit, which is composed
by blocking phase and an existing typical non-progressive SSJoin method.

We define metric to evaluate the effectiveness of all methods by recall, which
measures the portion of detected similar pairs meeting given threshold. We assess the
vertical axis with respect to recall progressiveness and consider the normalized number
of executed comparisons as horizontal axis, ec* = ec/|D|, where ec is the number of
executed comparisons during the processing and |D| is the number of sets included by
given set collection D.

To facilitate the comparisons between our methods and baseline, we use the area
under the curve (AUC) of the plots and for a method m, we define AUCm@ ec* as the
value of AUC for a given ec*. In addition, we introduce normalized area under the

Table 1. Datasets.

Dataset name Number of rows Different tokens

KOSARAK_300k 300k 41000
DBLP_100k 100k 161403
YOUTUBE 94238 30087
BMS-POS 320k 16570

(a) DBLP_100k                                             (b) KOSARAK_300k 

(c)YOUTUBE                                                       (d)BMS-POS 

Fig. 6. Recall progressiveness over the datasets
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curve: a higher value meaning a better progressiveness [17]. We indicate the above
metric with AUC*m@ ec* and normalize it based on the ideal method:
AUC�

m@ec� ¼ AUCm@ec�
AUCideal@ec�.

The corresponding plots are shown in Fig. 6. It can be seen that for the four
datasets, our methods can outperform the baseline and achieve a high recall level with
less comparison whereas the baseline need more work to reach the same value. PPJ
method is not a progressive approach and the obvious gap between our approach and
baseline demonstrates the importance of a good strategy for ordering blocks and
selecting which block to load next. We set three values for every datasets: {20, 40, 60}
for DBLP_100k; {30, 60, 90} for KOSARAK_300k; {3, 6, 9} for YOUTUBE; {100,
200, 300} for BMS-POS.

Figure 7 shows the normalized area under the curve for these different values of
ec* in four datasets. We can see that our methods are good performers in most com-
parisons and the gap between them with performance in progressiveness is not obvious
in many cases. Overall, these results clearly show that our progressive methods can
produce most of the similar pair much earlier than the baseline, traditional non-
progressive set similarity join.

(a) DBLP_100k                                             (b) KOSARAK_300k 

(c)YOUTUBE                                                       (d)BMS-POS 

Fig. 7. Recall progressiveness over the datasets
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6.3 GPU-Based Experiments

We tested our method on two datasets DBLP_100k and YOUTUBE. PSSJM imple-
mented on CPU is selected as our baseline. Figure 8 shows the execution times as we
vary the threshold from 0.5 to 0.9 with 0.1 increments. We can observe that the best
speedups which up to 20� have been obtained when processing dataset YOUTUBE.
Obviously, our algorithm achieved considerable speedups over another one which is
not accelerated by GPU.

7 Conclusions

In this paper, we have proposed two progressive methods to set similarity join, PBM
and PSSJM. In addition, we design and give the implement of our progressive strategy
on GPU. Our experimental evaluation with real datasets demonstrates that the proposed
methods significantly outperform conventional methods on improving the quality of
result with a limited budget and that expected speedups of the implement on GPU are
revealed.
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Abstract. Pull-Request (PR) is the primary method for developers to contribute
code in GitHub. Code review can effectively ensure the quality of the code to be
merged. The time of code review will affect the development progress of the
entire project. Some researchers predict the duration of the review based on the
initial attributes of PR as input attributes for building their prediction model.
However, these methods ignore the temporal nature of these activities. In this
paper, we propose a new method that uses the hidden Markov model
(HMM) and the time series of developer activities. By considering the
chronological sequence of developer activities, critical activities in PR are
extracted to form a key activity sequence, by which HMM is used. To classify
sequences, we collected the historical data of 5 projects from GitHub and
conducted experiments. The results show that this method can effectively
identify and predict PR’s duration to be reviewed at an early stage.

Keywords: Pull request � Hidden markov model � Code review

1 Introduction

The workload estimation model has been studied for a long time in software engi-
neering research. The workload estimation model can help organizations and indi-
viduals plan and track their software projects’ progress and individual tasks to help plan
delivery milestones better. With the advent of development environments like GitHub
[1–3], Pull Requests (PR) became the norm for development. PR is a request from the
developer to merge the modified content of the local branch into the main branch and
complete all testing and code review activities before integrating it into the code
branch. Bug fixes, new features, security fixes, and content changes can all be part of
PR. Previous work by Microsoft [4] also focused on functional and project-level
workload estimates, rather than the level of individual PR changes. After that, they
estimated the workload of a single PR and used several metrics from the defect pre-
diction literature, such as code loss, reviewer information, and ownership information
to build their PR duration prediction model [5].

Some researchers have begun to study the reviewers in the code review, and they
have studied various methods to recommend the reviewers. Yu et al. [6] combined
information retrieval with social network analysis to make full use of the textual
semantics of PR and the social relationship of developers. Measure the semantic
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similarity between the new PR and the historical PR, and predict the developer’s
expertise score based on the number of comments he submitted. Yu et al. [7] inves-
tigated the impact of review and code reviewer allocation issues on review time.
A code reviewer recommendation method based on file location is proposed. We take
advantage of the similarity of previously reviewed file paths to recommend appropriate
code reviewers. Files located in similar file paths will be managed and reviewed by
similarly experienced code reviewers. Mohammad et al. [8] considered not only the
relevant cross-project work history (for example, external library experience) and the
developer’s experience in specific expertise related to the pull request. Potential code
reviewer. Yang et al. [9] reproduced a popular and effective IR-based code reviewer
recommendation algorithm, generating technical terms for each PR in the project based
on the title and description, by deleting pre-defined stop words before this process To
get the technical focus of each PR. All technical terms can form a corpus. When the test
PR arrives, the cosine similarity is used to calculate the relationship between each PR
and then rank it. Yang et al. [10] developed a two-tier reviewer recommendation model
to recommend PR reviewers in the GitHub project from a technical and management
perspective. For the first layer, it is recommended that suitable developers view the
target PR according to the hybrid recommendation method. After obtaining the rec-
ommendation results from the first layer, the second layer specifies whether the target
developer participates in the review process technically or administratively. Motahareh
et al. [11] proposed a method, cHRev, to automatically recommend the most suitable
reviewers (quantity of review reviews and their recency) on the historical contributions
shown in their previous reviews.

We considered the life cycle of PR. For example, the developer created a PR and
gave it to the reviewer to review it, raise the issue, discuss the problem, fix the problem,
and continuously integrate detection. The sequence of events continues until the PR is
merged or closed. We built a predictive model using the Hidden Markov Model, taking
into account the time characteristics of various activities in the PR, to estimate the total
time required to complete the PR, help the code review process, and improve developer
productivity. It can also help each developer plan their work better and identify and
avoid delays that may ultimately affect the entire project. Through experiments, our
model prediction accuracy is about 70%, F-measure also reached about 75%, and the
highest reached 82%. Compared with the latest method, the indicators of our method
are slightly higher. In this article, we make the following two contributions:

1) Propose critical activities in the PR life cycle and retrieve them from PR history.
2) The method of using HMM to predict PR duration.

2 Motivation

In this section, we will discuss the motivation for this research. In GitHub, Pull-
Requests (PR) is a request for developers to merge the content modified by the local
branch into the main branch. It is a development specification. All testing and code
review activities must be completed before integrating them into the code branch. PR
includes bug fixes, new features, security fixes, and content changes. The speed of PR’s
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progress largely determines the progress of the entire project. There are a large number
of developers in such an open community. Anyone can participate in the development
of the project. If the project owner wants to maintain the project’s efficient progress,
this is a challenge for the project owner and the developer. For example, we investi-
gated five project warehouses. We considered that PR should be completed as soon as
possible, and it will be defined as very slow after more than ten days, as shown in
Table 1. We found that many projects have the phenomenon that the PR duration is too
long. PRs exceeding ten days account for 10% to 30% of the total number of PRs. They
perform differently in different projects, and the longest can reach more than 100 days.

3 Our Approach

Our method can be summarized in three steps, as shown in Fig. 1.

Table 1. Number of PRs over 10 days in different projects.

Project Pull-Requests 240 h

Vue 1279 292
React 7568 1642
React-Native 7667 2500
Node 8423 826
Bootstrap 6999 1573

Fig. 1. Overall process
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First, we extract the time series of developer activities from the data set. Second, we
use the active time series of closed PR to train the HMM. We train two HMMs by
dividing the closed PR into two categories: (a) PR that does not exceed the time
threshold; (b) PR that exceeds the time threshold. Set the median PR duration in the
training set as the time threshold. Then train an HMM on each category. We extract the
first few time series of the latest PR and pass it to the trained HMM. The trained HMM
will distinguish whether each PR will exceed the time threshold.

3.1 Train

Throughout the life cycle of Pull-Request, the code quality of the submitted code is
hidden from us, but its state can be inferred by a series of observations of activities in
PR, as shown in Fig. 2.

In Fig. 2, we have defined five hidden states of code quality. The code is submitted
for review, the code has potential bugs, the potential bugs have been fixed, the code has
not passed the merge request, and the code has passed the merge request. These states
are hidden. The only visible is a series of PR process activities, such as submitting PR,
setting tags, issue discussion, and code review. These observation points can occur in
each hidden state, leading to a transition from one state to another.

Fig. 2. Modeling PR activities with HMM
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4 Evaluation

In this section, we evaluate the effectiveness of this method through two different
experiments. In the first experiment, we focused on demonstrating the predictive power
of this method. In the second experiment, we focused on comparing our existing
methods and evaluating our methods by comparison.

4.1 Experimental Data and Research Questions

We selected five sizeable open source projects from GitHub as the target data of the
experiment. Whether these projects are in popularity, user usage, or in the watch, star,
and fork projects, the ranking is very high and has very active. The core data of these
projects is shown in Table 2.

We will design experiments for the following two problems and evaluate our
method.

RQ1: How accurate is the prediction of PR duration using a hidden Markov model?
RQ2: How effective is it compared with existing prediction methods?

4.2 Evaluation Index

To evaluate our proposed method, we divide the historical PR data set into two parts:
(a) historical PR for training; (b) historical PR for testing. We used approximately 90%
of closed historical PRs in the data set and 10% of closed historical PRs in the test set.
We used a standard evaluation technique called 10-fold cross-validation. The duration
of the historical PR in the test set allows us to evaluate the HMM’s performance.

We first measure the classifier’s performance by using a confusion matrix and then
determining the accuracy of the classifier, recall rate, F measure, and accuracy. The
confusion matrix stores correct and incorrect predictions made by the classifier. For
example, if the HMM classifies the PR as taking a long time (slow), and it does take a
long time (slow), the classification is real positive (TP). If an error is classified as slow,
but in fact, it is not very slow, then the classification is a false alarm (FP). If the PR is
classified as requiring a short time (fast) and is actually in the slow classification, the
classification is a false negative (FN). If it is classified as fast and belongs to the fast
category, it is a true negative (TN).

Table 2. Five open source projects downloaded from Github.

Project Language Star Fork

Vue Javascript 157k 23.6k
React Javascript 143k 27.5k
React-Native Javascript 84.7k 18.9k
Node Javascript 67.6k 16.1k
Bootstrap Javascript 139k 68.1k
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We use Precision, Recall, F-measure, and Accuracy to evaluate the performance of
the HMM model.

4.3 Experiment

In this experiment, we first obtained the median days of all historical PRs in the data
set. Secondly, we divided the data set into 10, one of which was the test set, and the
remaining 9 were the training set repeated ten times. We train two HMMs in the
training set, one of which uses PR with duration less than the median number of days
for training, and the other uses PR with duration longer than the median number of
days for training.

After training HMM, we use the corresponding test set to simulate such a scenario:
two, three, four, and five active unclosed PRs in the project warehouse, and use HMM
to predict its closure (slow or Fast) time.

We compare our model with the existing Maddila’s model. It provides a method
that uses a gradient boost model (GB) based on a series of initial properties of PR to
provide an estimate of the workload of a single developer PR and predict the duration
of the PR. The reasons why we chose this work to compare with our work are as
follows. First, there is currently little work done to predict PR duration. Secondly, this
work is up-to-date, which allows us to test their methods on the dataset and further
compare the results of our algorithm with theirs. Third, most of the attributes used in
their work are available on GitHub.

Since the dataset used in Maddila et al.’s work is not available, we chose to test
their method on our dataset. First, we use the multiple features proposed in the method
of Maddila et al. And extract them using the Github API. In their method, the
regression model of the gradient lifting algorithm was used to predict the PR duration.
To compare with our experiment, we used the gradient lifting algorithm (GB) classi-
fication model in the process of reducing the experiment and Taking the median of all
PR durations as the threshold.

We select the prediction results when there are only the first two active sequences
from our experimental results. The attributes in Maddila et al.’s method are some of the
initial attributes of PR, and the action sequence is 2 Time, closer to the initial properties
of PR. To more intuitively reflect the effects of different models, we use box plots to
make further presentations.

As can be seen from Figs. 3 to 4, in terms of accuracy, there is an excessively high
outlier, mainly because the prediction model performs differently in different projects.
There are five projects in our experiment, which is also a reason for outliers. The worst
performance of HMM in React projects is 70%, and the best performance in Bootstrap
is 88%, while the gradient boost model has the worst performance in React-Native,
only 57%, in Bootstrap. The best performance is 70%. In terms of recall, the two
models are similar. In two projects Vue and Node, the results of the gradient lifting
model are slightly better than HMM. In terms of accuracy and F-measure, HMM is
slightly better than the gradient boost model. The reason for this difference may be that
the data set used in Maddila et al.’s experiment comes from Microsoft’s internal
development community. Compared with Github, the developer’s behavior and project
management may be different.
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5 Conclusion

In this article, we introduced the use of HMM to predict the time of PR completion.
Our method takes into account the chronological sequence of activities in the PR life
cycle. We provide a framework for extracting time series of developer activities from
PR historical data, and we also train HMM into two categories: (a) PRs with durations
greater than the threshold, and (b) PRs with durations less than the threshold.

Through experiments, the prediction accuracy of the model is about 70%, and the
F-measure also reaches about 75%, and the highest reaches 82%. Compared with the
latest method, the indicators of our method are slightly higher. Therefore, our method
can predict the duration of PR at an early stage, and it is more helpful for developers
and reviewers to prioritize their work.

In this experiment, the main language of our data set is JavaScript, so we consider
using the model in other language projects in our future works. In addition, we are
ready to consider the content of the discussions between developers to further increase
the accuracy of our predictions.

Fig. 3. Recall and Precision

Fig. 4. F-measure Accuracy
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Abstract. This article based on the law of the COVID-19 epidemic situation
until May 6 improves the SIR model. Through the reverse solution of the
parameters in the model, the parameters are modeled and predicted, and the
parameters that change with time are obtained. Compared with setting fixed
parameters, the accuracy of the model is greatly improved. Using the improved
model to analyze the COVID-19 epidemic situation and study the virus
spreading trend in different countries. The results show that the improved model
is basically reliable in predicting the development trend of the COVID-19
epidemic; the epidemic in Italy will basically end in July; the development trend
in Britain and America is similar, and the inflection point is expected to appear
in mid-June. The results of the study confirm the effectiveness of measures such
as reducing the movement of people and providing medical assistance to the
epidemic-stricken areas, and provide reference for subsequent epidemic pre-
vention and control.

Keywords: COVID-19 � SIR model � Prediction

1 Introduction

Since the outbreak of COVID-19, the number of infected people worldwide has
reached more than 3 million, and almost all countries have suffered huge losses. Many
countries have taken measures to shut down various organizations to reduce population
contact to prevent the spread of the virus, but these measures have a huge impact on the
economy. Therefore, it is necessary to evaluate the development of the epidemic and
provide a reference for policy formulation.

Most of the current studies are based on the SIR model to assess and predict the
development of the epidemic [1–3], but in these studies, the most critical parameters of
the SIR model are set estimates mostly. Since the spread of the epidemic will change
with policy changes and the number of patients, this treatment can cause large errors. In
this paper, based on the epidemic development rules, the equations are fitted to the
parameters, and the SIR model is established using the parameters that change over
time, finally, the model is verified, and this model is used to make predictions and
analysis of the epidemic development.
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2 Model Theory

The SIR model is a classic infectious disease dynamic model, this model is established
by Kermack and McKendrick in 1927 [4]. Based on the SIR model and the charac-
teristics of the COVID-19 epidemic, this article makes the following basic
assumptions:

1) Since the change rate of epidemic situation changes over time is much more
significant than that of births and deaths over time, and most countries have
adopted strict immigration control measures, the total population change in a
country is very small, so it is assumed that the total population in a warehouse
keeps is a constant.

2) Infection rate coefficient = average number of patients in daily contact � proba-
bility of infection of susceptible persons after contact with patients, the average
number of patients in contact is closely related to the government’s prevention and
control measures, people’s awareness of isolation, etc. The average contact rate is
high at the beginning of the outbreak. After a period of development, the average
contact rate will gradually decrease after the outbreak is paid attention to. There-
fore, the infection rate coefficient should be set as a variable parameter that changes
with time.

3) The removal rate is related to the cure rate and mortality rate, however, because the
number of dead patients accounts for a small proportion of the total number of
patients, the removal rate and cure rate have a greater correlation. In the early stage
of the outbreak, due to insufficient knowledge of the virus, the cure rate of patients
is low. After accumulating a large amount of treatment experience, the patient’s
cure rate will rise and the removal rate will also rise. Therefore, the removal rate
coefficient should also be set to change with time.

4) The data is in units of days and does not consider continuous changes.

Based on the above assumptions, this paper constructs the following balance
equation:

dS
dt ¼ �S� I

N � b
dI
dt ¼ S� I

N � b� c� I
dR
dt ¼ c� I

8
>><

>>:
ð1Þ

b ¼ a� lnðb� tÞþ c ð2Þ

c ¼ k � tþm ð3Þ

Among them, S, I, R denote susceptible persons, patients, and removed persons. b
indicates the probability that a susceptible group will be infected after being exposed to
infected crowd. c is the coefficient of removal rate, indicating the probability of the
patient being removed (dead or cured). At the same time, according to the above
formula, the solving formula of basic reproduction number (R0) can be derived:
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R0 ¼ b
N
� 1

c
� S0 ð4Þ

In this paper, based on the existing data, the parameter values in the model are
solved in reverse. According to the obtained parameter data, a parameter model is
constructed and trained. The parameter model obtained is used to predict the time-
varying parameter data, then the time-varying parameter is used to construct a time-
varying SIR model. When solving parameters in reverse, it can be solved directly, or
optimization algorithms such as ant colony algorithm and genetic algorithm can be
used to find the optimal parameter value of the model. After a comparative experiment,
the results obtained in multiple ways are the same. Machine learning methods can be
used as alternatives for situations where direct solutions are not possible.

This article attempts to use four methods of linear regression, polynomial fitting,
exponential smoothing, and LSTM [5, 6] to establish the model of parameters b and c.
Since the parameter changes are more dramatic in the early stage of the epidemic and
tend to be gentle in the later stage, the LSTM algorithm will easily cause the gradient to
disappear. For the same reason, the use of exponential smoothing will also cause large
errors. According to the law of epidemic development, the logarithmic function is
finally used to establish the model of parameter b, and the univariate linear regression
is used to establish the model of parameter c.

3 Prediction Experiment

This article obtained COVID-19 data from four countries including China, Italy, Bri-
tain and America, including the number of patients, the cumulative number of deaths,
and the cumulative number of cures, and calculate the number of existing patients in
each country. Use the improved model to process data, verify the accuracy of the
model, and predict the development of the epidemic.

3.1 Model Verification

Since the epidemic in China has basically ended, and the epidemic in Italy has also
passed its inflection point, the accuracy of the model can be verified by predicting the
development of the epidemic in China and Italy.

China’s data began on February 5, 2020, with 21 training data, 70 prediction data,
and 70 verification data. The fitting equation of b obtained by training is: y = −0.069
11675658517227 * ln (5.086007728270503 * x) + 0.3247851719047432, and the
fitting equation of c is: y = 0.0016630688923199239 * x + 0.014222881482399054;
The Italy’s data began on March 11, 2020, with 25 training data, 80 prediction data,
and 30 verification data. The fitting equation of b obtained by training is: y = −0.059
88265296840833 * ln (5.095313307692628 * x) + 0.35327576998120064, and the
fitting equation of c is: y = 1.1499257648340639e−10 * x + 0.03115033914997176.
The parameter fitting curves is shown in Fig. 1:
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The predicted parameters are used to build the model, and the resulting epidemic
development curve is shown in Fig. 2. It can be seen from the fitting degree of the
curve in the figure that the model has made a very good prediction on the development
of the epidemic in China and Italy, and accurately predicts the development trend of the
epidemic, the inflection point time and the number of infections. The results show that
the Italian epidemic will basically end in July 2020. Data from China and Italy prove
that the model has reliable effects.

3.2 Prediction

Apply the model to Britain and America to predict the development trend and inflection
point of the epidemic in both countries.

Britain’s data began on April 4, 2020, with 31 training data, 200 prediction data.
The fitting equation of b obtained by training is: y = −0.026034231995124547 * ln
(5.045657485354332 * x) + 0.16468626328436686, and the fitting equation of c is: y
= 1.009298676638269e−10 * x + 0.009474665494227158; American data began on
April 5, 2020, with 30 training data, 200 prediction data. The fitting equation of b

Fig. 1. Parameter fitting curves of China and Italy

Fig. 2. Parameter fitting curves of China and Italy
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obtained by training is: y = −0.0217276978288313 * ln (5.036525868374025 * x) +
0.13948441755802096, and the fitting equation of c is: y = 1.3701824743687221e−08

* x + 0.012148954330530802. The parameter fitting image is shown in Fig. 3:

Using the predicted parameters to build a model, the epidemic development curve
is shown in Fig. 4. The model predicts that the inflection point of Britain epidemic will
be June 19, when the number of patients on that day is 257673, and the end of Britain
epidemic will be in December 2020. The predicted America epidemic inflection point
is June 13, when the number of patients on that day is 1312227, and the end of the
American epidemic is also about December 2020.

3.3 Analysis

The four countries have similar fitting equations for the parameter b, and the fit is very
good. It shows that the infection rate coefficient of the epidemic has a fixed develop-
ment law, and at the same time, it will cause some differences due to different national
policies. The equations in China and Italy are similar, and the equations in Britain and

Fig. 3. Parameter fitting curves of Britain and America

Fig. 4. The epidemic development curve of Britain and America

180 L. Yanzhe and L. Bingxiang



America are similar. It is linked to that China and Italy have adopted stricter prevention
and control measures, proving that the prevention and control measures adopted by the
government on the epidemic have a good impact on the development of the epidemic.

However, except for the model on China that has a good fitting effect on the
parameter c, none of the other three models can accurately obtain the fitting curve of c.
After the outbreak, China quickly mobilized national resources to support severely
affected areas, so the cure rate has been significantly improved. However, the other
three countries did not receive timely assistance after the nationwide epidemic broke
out, so there is no obvious trend in the remove rate. At the same time, the fitting
equation of c shows that even without assistance, Italy’s remove rate is still higher than
that of Britain and America, proving that Italy’s response measures have played a
positive role.

According to the calculation formula of R0, the change curve of R0 of four
countries can be obtained. In order to make the comparison results more intuitive, the
forecast days of Britain and America are reduced to 100 days, and the training days are
unchanged (ensure the fitting equation remains unchanged), and the drawn curve is
shown in Fig. 5.

Fig. 5. R0 curve
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It can be seen from the figure that China’s R0 decreases the fastest, and it takes less
than 20 days to reduce the R0 from 8 to 0. Italy’s rate of decrease is also very fast, it is
estimated that it takes about 40 days to reduce the R0 from 8 to 1. And Britain and
America are estimated to take 70 days to reduce the R0 value from 8 to 1.

When the R0 is less than 1, the epidemic will no longer continue to spread, and it is
not suitable for carrying out production activities before that. If judged according to the
condition of R0 < 1, Italy, Britain and America can resume work on April 22, June 19
and June 13 respectively. However, when China started to resume work at the end of
February, the R0 value was already less than 0. If judged according to this condition,
Italy, Britain and America can resume work on May 21, July 23 and August 4.

In addition, a large number of studies on the R0 of the epidemic, it shows that the
R0 of COVID-19 is between 2–8 [7–10].According to the predicted R0 curve analysis,
if it is assumed that the initial stage with less human intervention is 20 days, the R0 in
this stage is mainly distributed between 3 and 8, so the study believes that the R0
should not be less than 3, or even may possible be higher. The study also provides a
reference for the estimation of R0 from the side.

4 Conclusion

Based on the SIR model, this paper establishes a fitting equation for the model
parameters, estimates the parameters, and predicts the development trend of the epi-
demic according to the estimated parameters. Based on the data of COVID-19 diag-
nosis, death, and cure cases in 4 countries including China, Italy, Britain and America,
the improved model is used to simulate and predict the data from the four countries.
The results show that the improved SIR model can predict the epidemic trend reliably;
the government’s prevention and control measures can reduce the epidemic’s infection
rate coefficient and reduce the epidemic’s spread rate; Assistance to the medical system
in the outbreak area helps to increase the removal rate of patients; the average removal
rate of Britain and America are similar, and both are significantly lower than the
removal rate of Italy; The inflection point of the epidemic in Britain is on June 19, at
this time the number of patients is 257673, and the end of the outbreak is approxi-
mately December 2020; the inflection point of the epidemic in America is on June 13,
at this time, the number of patients is 1312227, and the end of the outbreak is also at
December 2020; According to the conditions for resumption of work in China, people
in Italy, Britain and America can return to work on May 21, July 23 and August 4 at the
earliest; According to the R0 curve simulated in this study, the R0 of the COVID-19
epidemic should be at least 3 or more. Research results confirm that measures such as
reducing crowd travel, closing out the severely affected areas, and providing medical
assistance to the severely affected areas can effectively reduce the speed of the out-
break. In addition, the epidemics in Britain and America are still developing rapidly,
and isolation measures should continue to be implemented.
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Abstract. In recent years, online learning has received widespread attention,
and has played an important role in recent years. As a new application field of
crowdsourcing system, peer assessment can solve student’s performance eval-
uation problem in massive online courses. Traditional crowdsourcing quality
control algorithm has not been able to use effective information to the evaluation
of workers. Aiming at this problem, a quality control algorithm based on multi-
dimensional information is proposed. The user’s behavior, comment text
information and other useful elements are combined together. The feature
vectors of reliability are extracted from a variety of information based on the
frame of log-linear model. And then, the gradient descent algorithm model is
used to study the optimal parameters. The experimental results show that when
comparing with the traditional Expectation Maximization algorithm, our multi-
dimensional quality control algorithm has better performance in the accuracy
and mean square error.

Keywords: Peer assessment � Quality control � Crowdsourcing � Multi-
dimensional information fusion

1 Introduction

As a new application of crowdsourcing system, peer assessment can solve the problem
of student assignment evaluation in massive online courses [1]. Peer assessment is an
important part of mutual exchange and learning between learners. Therefore, the
effectiveness of peer assessment is an important factor affecting student satisfaction. In
massive online courses, peer reviews can quickly provide learners with learning
feedback, but there are also some comings. In the process of mutual review, there are
individual reviewers who are not serious or even make malicious assessments. This
leads to problems such as low quality of peer assessment and high error rate of total
score calculation [2]. The existence of these problems has seriously affected the
application and development of peer assessment technology in MOOC [3–5].

The quality control methods used in existing crowdsourcing applications can be
divided into two categories [6]. One is the gold standard data method [7], that is, the
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supervised method. The other is the unsupervised method, including: majority voting
[8], expectation maximization algorithm [9, 10]. In the peer assessment system, the
system is different from the behavior of users on the traditional crowdsourcing platform
[11]. It is difficult to take into account the above mentioned multi-dimensional infor-
mation in accordance with traditional quality control methods [12]. Therefore, there is
still a certain distance between the assessment results and the actual needs.

In order to improve the quality of peer assessment, a quality control algorithm
based on multi-dimensional information was proposed. Different from traditional
quality control methods those are based on unsupervised learning, the users’ behavior
information and text analysis information are applied so as to measure worker’s
credibility. The validity of this method has been verified, and it has a significant effect
on identifying the credibility of workers and improving the quality of peer assessment
results.

2 Model Definition

Assuming that the known student set w ¼ w1;w2. . .wnf g; and the job submitted by
each student wi is denoted as Ji. For each job Ji, there is a set Ei, Ei is a true subset of
the set W. A total of Eij j students evaluate work Ji. Eij j < n and wi does not belong to
Ei, that is, student wi cannot give his job a score. The evaluation result is denoted by sij,
which indicates the score that the student wj evaluated for the assignment Ji of the
student wi.

The goal of this article is to provide an accurate score S�i for each student’s
assignment based on the scores of existing evaluation scores and other diverse infor-
mation. Based on this goal, one of the simplest ideas is to calculate S�i uing the average
of the algorithms. According to the above definition, the formula is as follows.

S�i ¼
P

J Sij
Eij j ð1Þ

Obviously, the arithmetic mean actually means that for every evaluator wj, they
have the same scoring weights, all of which are 1

Eij j. However, in the actual work

process, some workers evaluate seriously, and some workers evaluate sloppy. If they
are treated equally, only one malicious evaluation will easily affect the overall score. In
order to distinguish this difference, the ideal solution is to establish a corresponding
mathematical model to determine the trueness value Pij of a student wj’s evaluation
score for task Ji. The formula for the final calculation of the correct score S�i or student
work is as follows.

S�i ¼
X

Pij � Sij;
X

Pij ¼ 1 ð2Þ

The focus at this time is shifted to how to solve Pij through modeling.
In the actual environment, in addition to the scoring information of workers, there is

much information that can be used, such as the text information of task comments, or
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workers’ behavioral information analyzed from the worker’s operation logs, etc. This
can help to judge the truth of workers’ scores from more angles from more aspects.

3 Multi-dimensional Information Based Quality Control
Algorithm

3.1 Training Model

In order to be able to fuse the above-mentioned multi-dimensional information, this
paper uses the log-linear model [12, 13] to mathematically model the authenticity of
workers’ scores. The formula of log-linear model is as follows.

Pij ¼ e k�f l;jð Þð Þ

z
ð3Þ

Among them, Z is a normalization term, let Pij’s value range between [0, 1], and
satisfy the condition of

P
Pij ¼ 1. f(l, j) is an feature vector of dimension d, indicating

that there are d features that describe the authenticity of worker wj to task Ji. k is a
feature weight vector, and the dimension is also d, which indicates the degree of
importance of each feature. An evaluation indicator of the degree of truth is represented
by the inner product of the feature vector f(l, j) and the weight vector k.

It can be known from the above formula that since ex s a monotonically increasing
function, Pij is proportional to f(l, j) � k That is, the larger the inner product, the
higher the realism. By substituting (3) into (2), the final model formula for determining
task Ji’ s correct score Si

*:

S�i ¼
P

e k�f l;jð Þð Þ � Sij
Z

ð4Þ

Where k is a parameter that needs to be solved during the training phase.
Since the estimated true score is a real number, the problem is a regression problem.

Here, the loss is defined using the minimum mean square error loss function that is
commonly used when dealing with regression problems. The formula is:

L S�i ; Yi
� � ¼ 1

2
Yi � S�i
� �2 ð5Þ

The goal of this paper is to minimize the loss function mentioned above by opti-
mizing parameter k. In order to solve the optimal solution here, Stochastic Gradient
Descent (SGD) algorithm is used to solve the optimal solution. The basic principle of
the stochastic gradient descent algorithm is to follow the direction of the gradient, that
is, the fastest falling/rising direction. Its formula is:

kiþ 1 ¼ ki � lr � G Lð Þ ð6Þ
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lr is the learning rate, which indicates the magnitude of change when each
parameter is updated. If the learning rate is too small, the learning speed is slow and the
convergence time is long. If the learning rate is too large, the optimal solution may not
be found, and unable to get optimal parameters. In (6), G(L) represents the gradient of
the objective function for k.

According to the chain rule of derivation, the partial derivative of L for ki is
calculated as follows:

dL
dki

¼ dL
dS�i

� dS�i
dki

ð7Þ

dL
dS�i

¼ S�i � Yi ð8Þ

dL
dki

¼ S�i �
X

j
f l; jð Þ ð9Þ

That is, the partial derivative of L for ki is calculated as follows:

dL
dki

¼ S�i � Yi
� �� S�i �

X
j
f l; jð Þ

� �
ð10Þ

To sum up, as long as the task with the correct answer that has been reviewed by
the teacher is used as training data, according to (7), the gradient descent algorithm can
be used to solve the optimal parameter.

3.2 Overall Description of the Algorithm

The algorithm mainly includes the following major stages: assessment task execution
stage, feature extraction stage, weight calculation stage, and final score acquisition
stage.

(1) Assessment Task Execution Stage
During this phase, teachers put forward the detailed requirements for the task on the
peer assessment system, and give the corresponding necessary information such as the
standard answer used as a reference. The system assigns the tasks to the students
according to the pre-set allocation algorithm. Then, the students perform the assessment
tasks in the peer assessment. In the process of worker executing the task, the peer
assessment system will automatically record the relevant information. The information
including workers’ answers, the log information during the task execution (such as time
for finishing the task), worker’s comment text, and other relevant information.

(2) Feature Extraction Phase
When the worker has completed corresponding assignment, the system will extract the
features needed from the recorded information according to the algorithm. In general,
the features are divided into three categories, as shown in Table 1, including numerical
calculation features, text analysis features, and user behavior features.
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• Numerical calculation feature: it is the workers’ credibility estimated based on the
expectation maximization algorithm. Since this value is completely inferred from
the worker’s answer task information, it is added to the log-linear model.

• Text analysis features: Those features are derived from students’ comments on the
evaluated work. Natural language processing technology can also provide certain
information for judging students’ seriousness. The features are as follows:
Comment length feature, extracting the length information of the comments made
by workers.
Comment similarity feature, using edit distance to measure the similarity between
different comments made by workers for feature extraction.
Comment and content relevance feature: The fast-text method is used for text
representation, and the word vector is obtained through the skip-gram algorithm to
vectorize the text. The cosine similarity of the vector is used to measure the cor-
relation between the comment and the content, and the feature is extracted.
Comment confusion feature, using a feedforward neural network language model to
measure the fluency of comments made by workers and extract features. The idea
behind the characteristics of comment confusion is that the more fluent the com-
ment, the more likely it is to be written seriously. In actual situations, in order to
complete the task quickly, there are students who randomly input in the comments
to meet the word count requirements, but the text input in this way is often without
clear semantics and does not help crowdsourced tasks. The main reasons for the
unsuccessful comments are they contain typos, malicious meaningless information,
etc., as shown in Table 2.

Table 1. Characteristic description

Feature category Feature number

Numerical calculation 1
Text analysis 4
User behavior analysis 2

Table 2. The real dataset

Id Review_id Tno Comment

20160256 20160045 19 Haha, I don’t know
20160257 20160045 19 Expression is good, consistent with the theme
20160258 20160045 19 **********
20160259 20160045 19 **********
20160260 20160045 19 **********
20160261 20160045 19 **********
20160262 20160045 19 **********
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Perplexity is an evaluation index used in the field of natural language to measure
the performance of a language model. The role of a language model is that describe the
text content in terms of fluency of the text. The process is as follows: given an arbitrary
text S, it is composed of m words, denoted as w1, w2, …wm. The language model is
defined as P(s), which gives the probability of text appears, and the perplexed degree
pp formula of the text S is:

PP Sð Þ ¼ e
1
m�
P

i
log P wi=wjð Þð Þð Þ ð11Þ

The neural probabilistic language model (NPLM) proposed by Bengio in 2003 is
used to calculate P(wi | wj < i) [14]. Compared to the traditional count-based n-gram
statistical language model, the neural probabilistic language model (NPLM) introduces
a distributed representation of words, named word vectors [15]. After converting the
original one-hot discrete word-based representation into continuous and real number
vector, the problem of data sparse is greatly alleviated. At the same time, due to
introduced word vectors, the neural probabilistic language model can distinguish more
synonym than the traditional statistical language model methods, so the model has a
stronger ability to express.

• User behavior characteristics mainly include: global average time-consuming
characteristics of answering questions, by comparing the average time-consuming
of workers with those of other workers, so as to measure the credibility of workers’
results and extract features. The time-consuming feature of task answering, by
comparing the time consumed by different workers on the same task, measures the
credibility of the worker’s results and extracts the features.

(3) Weight Calculation Stage
The log-linear model is used to mathematically model the worker’s scoring reality, and
the seven features of different types obtained in the feature extraction stage are merged.
The stochastic gradient descent algorithm is used to optimize the loss function so as to
calculate the credibility of each worker, and use it as the weight of the worker’s score.

(4) Final Score Acquisition Stage
The algorithm performs a linear weighting operation based on the different weights
obtained by the algorithm for the credibility of different workers in the weight calcu-
lation stage, and the actual scores made by the workers in the task completion stage to
obtain the final score of the task.

4 Experiments and Results

4.1 Experimental Data

The experimental data comes from the peer assessment system that has been developed
by our team. The system is firstly implemented by PHP and R language, and then we
improved it with Python language. The system is applied to the computer courses taught
by teacher of the research group. Corresponding curriculum design and accumulated a
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large number of data sets are available for research needs. The platform has been put into
operation for five years. It is mainly used in non-computer professional courses. The
total number of users has exceeded 10,000, and more than 400,000 mutual evaluation
data have been collected.

The experimental data of this article has selected a total of 326 students to par-
ticipate, each student have submitted his own assignments, each assignment contains
10 multiple-choice questions, each choice question contains 4 options, the total number
of tasks is 3260, each to answering 10 multiple-choice questions and write comment of
the evaluated work. Each student’s submitted job also contains the score manually
scored by the teacher. Details of real data show in Table 3.

4.2 Assessment Criteria

In order to evaluate the effectiveness of different methods, this paper uses the accuracy
of predictive labels and the Least Mean Square (LME) to predict workers’ credibility,
and then evaluate the performance of experimental results using simulated data. Using
predicted scores’ Least Mean Square to evaluate the performance of the experimental
results and real data. Here, the accuracy of the forecasting tag accuracy is as follows:

Accuracy ¼
P

i2T sign ti; t̂ið Þ
Tj j : ð12Þ

Among them, ti represents the correct answer of the task i, t̂i presents the correct
answer of the task predicted by the model, T is the set of all tasks, |T| represents the
total number of tasks, sign is the step function, specifically:

sign x; yð Þ ¼ 1 if x ¼ y
0 else

�
ð13Þ

The Least Mean Square of the prediction credibility is as follows:

LME ¼
P

i2W di � d̂i
� �2
Wj j ð14Þ

di represents the correct credibility of the worker i, d̂i represents the worker con-
fidence predicted by the model, W is the set of all workers, and |W| represents the
number of all workers. Obviously, the more accurate the predictions used, the higher
the accuracy and the lower the LME.

Table 3. The real dataset

Number
of workers

Number
of tasks

Number
of options

Number
of reviews

Average
length of
review’s word

Manual
scoring <= 60

Manual
scoring
[70, 80]

Manual
scoring
[80, 90]

Manual
scoring
[90, 100]

326 3260 4 318 11.2 6.8% 34.83% 42.47% 15.9%
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4.3 Experimental Results

This section discusses that how the user behavioral features and text analysis features
contribute to the final model prediction based on multi-dimensional information quality
control algorithm. By comparing with traditional features based on numerical calcu-
lations as baselines, we will observe the effects of different types of multi-information
on the performance evaluation system’s forecasting performance. In order to make the
experimental results more stable, this experiment uses a 10-fold crossover test method,
which randomly cuts out 1/10 of the training data as a test set, records the results of
each experiment, and repeats 10 times. In ten experiments, the average value is the final
result. Among them, the detailed results of the 10 experiments are shown in Table 4.
The average experimental results of different dimensions of information are shown in
Table 5, and the performance curves are shown in Fig. 1. EM is short of Expectation
Maximization algorithm [9], UB stands for user behavior characteristics, and TA stands
for text analysis feature.

Table 4. Cross-validation experiment in different dimension

Number Em Em + ub Em + ta Em + ub + ta

1 25.452 24.079 22.819 21.732
2 25.139 24.138 22.642 21.943
3 25.477 24.281 22.918 21.799
4 25.824 24.174 22.619 21.352
5 25.391 23.869 22.774 21.375
6 26.004 24.592 23.182 21.489
7 26.182 24.771 23.489 21.871
8 25.743 24.357 22.347 21.613
9 25.812 24.281 23.192 21.652
10 25.436 23.248 22.948 21.264

20

22

24

26

28

30

Development Set Test Set

EM EM+UB EM+TA EM+UB+TA

Fig. 1. Comparison between multi-dimensional and expectation-maximization
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From the experimental results, it can be seen that the performance of the model
prediction is improved wherever it is adding user behavior features or text analysis
features, and the performance is better than the baseline-based numerical calculation
features based on the expectation maximization.

In comparison, the text analysis feature has a greater impact on the prediction
performance than the user behavior feature. The reason is that the current user behavior
obtained by the platform is not yet adequate and comprehensive, and the feature
richness is not as good as the text analysis feature. The user behavior features and text
analysis features were applied at the same time. It was found that the combination of
the two features can achieve the best performance and the relative baseline increased by
14.43%, which show that these two types of features are complementary.

5 Conclusions

In order to improve the accuracy of student performance evaluation in the peer eval-
uation system, a method of quality control based on multi-dimensional information is
proposed. Compared to traditional crowd-sourced quality control methods, we focus on
how to effectively use users’ behavior information, text analysis information to com-
prehensively measure and evaluate the credibility of individual workers through more
diversified information, so as to improve the accuracy of the final results of predict
evaluation.

In order to verify the effectiveness of the application of multi-dimensional infor-
mation methods, the 10-fold cross validation was used to verify the effectiveness of the
algorithm in real data sets. From the experimental results, we can see that whether it is
adding user behavior information or text analysis information on the basis of the
expectation maximization algorithm, it can improve the predictive ability of the final
model. Since the above two types of information are complementary, when the two
types of information are used at the same time, the model performance is optimal.
Compared with the baseline system, the model’s prediction accuracy is improved by
14.43%, which verifies the effectiveness of the method in this paper.

Acknowledgements. This work is supported by the Fundamental Research Funds for the
Central Universities under Grant N181604015, and the National Natural Science Foundation of
China under Grant No. 61602106.

Table 5. Average result of experiment in different dimension

System Development
Set LME

Test Set
LME

Expectation to maximize 25.646 28.375
Expectation to maximize + User behavior characteristics 24.179 26.104
Expectation to maximize + Text analysis features 22.893 25.772
Expectation to maximize + User behavior
characteristics + Text analysis features

21.609 24.828
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Abstract. The existing anomaly detection methods have the problems
of low accuracy and slow identification speed for outliers detection of
high-dimensional power quality disturbance data with time sequence
characteristics and large fluctuations. In order to solve the above prob-
lems, a fast dynamic density anomaly detection method for power quality
disturbance data is proposed. The data set is divided into different time
slices according to time, and only the changed data in different time
slices are dynamically clustered, so that the data on the next time slice
can get accurate clustering results with less time cost. The experimental
results show that the proposed method not only ensures the accuracy of
anomaly detection results, but also improves the time efficiency.

Keywords: Outlier detection · Power quality disturbance data ·
Dynamic algorithm

1 Introduction

Abnormal power quality disturbance events will bring adverse effects to users,
and even cause incalculable economic losses. In order to reduce these negative
effects, power supply companies need to take corresponding measures to deal
with the abnormal power quality disturbance. Therefore, accurate and rapid
identification of abnormal power quality disturbances is of great significance to
improve power quality.

There are many common methods for data anomaly detection, such as
anomaly detection based on statistics, outlier detection based on classification,
outlier detection based on nearest neighbor model and outlier detection based
on clustering. Among them, the statistical based anomaly detection method
has poor effect on the processing of high-dimensional power quality disturbance
data with high volatility. And the method based on classification is not suit-
able for power quality disturbance data without enough correct class labels. For
the power quality disturbance data of many neighbors, it is sometimes difficult
to define the distance between the data, so it is not a good choice to use the
anomaly detection method based on the nearest neighbor model.
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Clustering-based anomaly detection method is a good choice for power qual-
ity disturbance data. Most of the detection indexes of power quality distur-
bance data are dynamic and change with time, but at present, most of the
existing anomaly detection algorithms based on clustering use static clustering
method to process time series data, the anomaly detection of dynamic and time-
varying power quality disturbance data has poor adaptability. In this paper, a
fast dynamic density anomaly detection method for power quality disturbance
data is proposed based on the improvement of the existing clustering algorithm.
This method is mainly based on the ordering points to identify the clustering
structure (OPTICS) algorithm [4], the data set is divided into different time
slices. On the basis of the previous time slice clustering results, only the change
data is calculated, so that the accurate clustering results can be obtained with
less time cost when clustering the data on the later time slice, at the same time,
the accuracy of anomaly detection is guaranteed and the time efficiency of the
algorithm is improved.

2 Related Work

At present, there are many outlier detection methods, such as outlier detection
based on statistics, outlier detection based on classification, outlier detection
based on nearest neighbor model, outlier detection based on clustering, etc.

In the aspect of outlier detection based on statistics, journal articles [12]
realized anomaly detection by calculating the fraud coefficient of user electricity
consumption from the data of power supply end and user end. Journal articles
[9] used isolated forest algorithm to detect anomaly. Reference [6] proposed a
novel online anomaly detection algorithm using incremental tensor decomposi-
tion However, this anomaly detection method can not get good results in the
face of large volatility data.

In terms of outlier detection methods based on classification, reference [1]
proposed a data modeling method based on neural network to identify the
abnormal behavior of boilers in thermal power plants. Journal articles [3] pro-
posed an anomaly detection method based on support vector machines that inte-
grates information. However, this kind of anomaly detection method depends on
whether there are enough training samples with correct category labels. This
method is not suitable for power quality disturbance data with large amount of
data, many data features and not enough correct class labels.

In the aspect of outlier detection based on nearest neighbor model, an adap-
tive outlier detection cloud computing scheme based on local outlier factor is
proposed in [7]. Reference [5], outlier detection was performed by calculating
the outlier factors of each object in the subset. The disadvantage of this method
is that the nearest neighbor search needs some time complexity, and it is difficult
to select a suitable distance function for complex data.

The anomaly detection method based on clustering includes the detection of
static data and dynamic and time-varying data. For static data, the k-means
algorithm was used for anomaly detection in [11]. For dynamic and time-varying
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data, journal articles [10] proposed a clustering based anomaly detection method
for large-scale time series data. Journal articles [8] combined with sliding window
and k-means clustering algorithm, proposed a clustering algorithm based on
sliding window unequal time series of short time series distance, which could
solve the problem of unequal time series clustering, but the optimal number of
clusters is difficult to determine.

Reference [4], an improved algorithm of DBSCAN, OPTICS algorithm, was
proposed. OPTICS algorithm is not sensitive to initial parameters and can clus-
ter non-spherical data. From the perspective of anomaly detection, it has a
strong ability to find outliers. However, for the power quality disturbance data,
the OPTICS algorithm can not detect the abnormal data according to its time
sequence feature, so this paper improves it and proposes a fast dynamic density
abnormal value detection algorithm for power quality disturbance data.

3 Detection Method of Abnormal Data

A static clustering process on a time slice can be described as follows: Data set
Dataset = {x1, x2, . . . , xn} consists of n points, and each point can be repre-
sented by a d-dimensional vector xi = {xi1, xi2, . . . , xid}. Given the data set,
the algorithm finds a set of cluster class set C = {C1, C2, . . . , Ck} making the
structure of clusters as different as possible, and the structure of clusters as
similar as The center of mass of each cluster is determined by CEj

represents,
j = 1, 2, . . . , k. Different from that, the clustering of time series data is a
continuous and dynamic process, in which the data and cluster changes of two
adjacent times can be expressed as follows: When ti-time, set Dataseti medium
ni elements make up ki classes. And in ti+1-time, the number of elements in the
Dataseti+1 becomes ni+1 and form ki+1 classes.

The traditional clustering algorithms are mostly used to analyze the static
data set on a time slice, but the power quality disturbance data has a continuous
dynamic evolution process on the time series. The dynamic density clustering
algorithm is to calculate the change data only locally on the basis of the result
of the previous time slice clustering, and get the same result as the complete
clustering of the data on the later time slice, at the same time, the amount of
computation dropped significantly [2]. Based on this idea, a fast dynamic density
detection method for power quality disturbance data is proposed.

The fast dynamic density (FDD) anomaly detection algorithm for power
quality disturbance data includes two kinds of cluster structure local adjust-
ment operations: elements remove (ER) and elements add (EA). The algorithm
stores the changed data according to its type in 2 queues ER and EA, and then
calls 2 processes for batch processing, reducing the number of calls and high
computation efficiency. First the data at ti-time is processed by OPTICS algo-
rithm, and then the data of ti+1-time whose attribute labels have changed is
detected by the algorithm proposed.

Figure 1 is the initial state diagram of the elements and Fig. 2 shows the
elements state diagram after change. By comparing Fig. 1 with Fig. 2, it can be
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found that element A is the vanishing element, element J is the new element,
forming the data set at ti+1-time.The proposed algorithm is used to cluster the
changed data set. The specific element attributes and the process of category
change are shown in Table 1, in which different numbers in the categories rep-
resent different categories. In the attribute description, 1 represents the core
point, 0 represents the boundary point, −1 represents the exception point, Nan
represents the disappearance of the element, and New represents the addition of
the element.

Fig. 1. Initial elements state. Fig. 2. Elements state after change.

Table 1. Elements attribute label table

Element A B C D E F G H I J

ti-time 1 1 1 1 1 0 0 0 0

After change Nan 0 1 1 −1 0 0 0 0 New

ti+1-time 0 1 1 −1 0 0 0 0 0

It can be seen from Fig. 1 that at ti-time all elements are the same class at
any time. After the change of elements, elements D, F, J, H become Fig. 2, and
elements E become abnormal point category. A large category is divided into
three small categories. As can be seen from Table 1, at ti-time, elements A, B,
C and D are the core points. After element A is operated by ER, element B
changes from the core point to the boundary point, and element E changes from
the boundary point to the abnormal point. After the EA operation of element
J, the attributes and categories of other elements have not changed, indicating
that the addition of element J has no impact on the structure within the cluster.
Finally, the result of ti+1-time clustering shown in Fig. 2 is formed.
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4 Experimental Analysis

The experiment is mainly divided into two parts: the first part is the comparative
analysis of anomaly detection results; the second part is the comparative analysis
of algorithm time efficiency.

The proposed anomaly detection method is essentially based on clustering.
The anomaly detection method based on statistics, classification and nearest
neighbor model does not belong to the same system as the method in this paper,
so this paper does not make a comparison. k-means based anomaly detection
method and DBSCAN based anomaly detection method are both used for static
data. For sequential data, a short time series (STS) algorithm combining slid-
ing window and k-means clustering algorithm is proposed in [8]. Through the
comparison of the above methods and the proposed methods, the recall and pre-
cision of each method and the time efficiency of the algorithm are calculated and
compared to verify the effectiveness of the proposed method.

4.1 Comparison of Abnormal Detection Results

The experimental data is the data of a monitoring point on June 7, 2019, includ-
ing voltage deviation, effective value of voltage, total harmonic distortion rate
of voltage, effective value of fundamental voltage, active power of fundamental
wave, positive sequence voltage, negative sequence voltage, etc. The data col-
lection time is from 0:00 a.m. to 23:59 p.m. every minute. There are 1440 min
in a day, and 1440 pieces of data can be taken for each index every day. There
are 1293 normal data and 147 abnormal data in total harmonic distortion rate
data, 1332 normal data and 108 abnormal data in effective value data. Taking
total harmonic distortion rate of voltage and effective value of voltage data as
examples, the method mentioned above and the method in this paper are used
to detect the abnormal data. Among them, Fig. 3 shows the detection results of
four anomaly detection methods for voltage total harmonic distortion rate and
voltage effective value respectively, the left side is the detection results of voltage
total harmonic distortion rate, the right side is the detection results of voltage
effective value; Table 2 shows the results of four anomaly detection algorithms,
and Table 3 shows the recall and precision of four detection methods for testing
data.

The k-means algorithm and the DBSCAN based anomaly detection method
do not take the timing of the data into account. The data that should be judged
as abnormal is also judged as normal. The data that should be judged as normal
is judged as abnormal, and the detection result is poor. However, compared
with the method proposed in this paper, STS algorithm proposed in [8] has poor
detection results due to the influence of k-value selection. The method proposed
in this paper fully considers the dynamic and time-varying trend of time series
data, and is not affected by the selection of k-value. It can well adapt to the
change trend of data, and the detection result is better, both the recall rate and
the precision rate are higher. It has great advantages in the detection of abnormal
values of power quality disturbance data with time series characteristics.
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(a) k-means abnormal voltage total har-
monic distortion rate & effective value

(b) DBSCAN abnormal voltage total har-
monic distortion rate & effective value

(c) STS abnormal voltage total harmonic
distortion rate & effective value

(d) FDD abnormal voltage total harmonic
distortion rate & effective value

Fig. 3. Four abnormal detection methods are used to detect voltage deviation and
voltage effective value respectively.

Table 2. Abnormal detection results

Algorithm name K-means DBSCAN STS FDD

Voltage total harmonic distortion rate TP 21 60 71 120

FP 24 9 84 0

TN 1269 1277 1210 1393

FN 126 94 75 27

Voltage effective value TP 16 29 40 87

FP 25 4 63 4

TN 1307 1331 1269 1328

FN 92 76 68 21

Table 3. Comparison of recall rate and precision rate of anomaly detection

Algorithm name K-means DBSCAN STS FDD

Voltage total harmonic distortion rate P 46.67% 86.96% 45.81% 100%

R 14.29% 40.82% 48.30% 81.63%

Voltage effective value P 39.02% 96.97% 38.83% 87.88%

R 14.81% 29.63% 37.04% 80.55%
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4.2 Algorithm Time Efficiency Comparison

In the experiment, the data of a monitoring point on June 7, 2019 is used, and
1440 pieces of data of each index can be taken every day. The number of data
used in the data set is 300, 600, 900, 1200, 140. In the experiment, index T is
used to count the time efficiency of the above four algorithms. T is the average
value of the data set on five time slices, and Fig. 4 is the experimental result.

It can be seen from Fig. 4 that the running time of the four algorithms
increases with the increase of data, and when the total number of elements
increases more, the running time of the algorithm will increase more. But the
increase of algorithm proposed in this paper is obviously smaller than that of k-
mean algorithm, DBSCAN algorithm and STS algorithm. Secondly, the running
time of the algorithm is about 51% of K-means algorithm, 70% of DBSCAN
algorithm and 72% of STS algorithm. Compared with other algorithms, the
algorithm proposed in this paper can reduce the computational cost of cluster-
ing process by dynamic continuous local clustering adjustment, especially when
the number of elements in the data set is more than 600, the time efficiency is
improved more obviously. In comparison, the algorithm proposed in this paper
takes less time for anomaly detection, which is very suitable for anomaly detec-
tion of power quality disturbance data.

Fig. 4. Time efficiency comparison of anomaly detection.

5 Conclusion

In this paper, on the basis of the OPTICS algorithm, the time factor is introduced
to cluster the data set according to the time slice. On the basis of the previous
time slice clustering results, through the calculation of some changed data and
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the local adjustment of the cluster structure, the data on the later time slice
can get accurate clustering results at a small time cost, reduce the calculation
and marketing of the clustering process, and improve the time efficiency of the
algorithm. The experimental results show that this method is more efficient and
accurate to detect the power quality disturbance data, and it is suitable for
anomaly detection of large fluctuation data in time series.
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Abstract. It has been found that very often long queries are more challenging
than short queries for information search engines to obtain good results. In this
paper, we present a word embedding-based approach. First short queries or
concepts are extracted from the original query. Then with the help of a trained
word embedding model, all of the query elements go through a series of
reformulation operations including deletion, substitution, and addition of terms
so as to obtain more profitable query representations. Finally all the reformu-
lated elements are linearly combined with the original query. Experiments are
conducted on three TREC collections, and the experimental results show that the
proposed method is able to improve retrieval performance on average and
especially effective for long queries. Compared with several state-of-the-art
baseline methods, the proposed method is very good.

Keywords: Information search � Word embedding � Long queries � Query
rewrites

1 Introduction

Although most of the queries submitted to Web search engines are short, long queries
are also frequent [16]. Very often Web search engines do much worse with long queries
than with short queries. Therefore, it is worthwhile to investigate why this happens and
what can be done to improve retrieval performance of long queries.

Long or verbose queries are usually composed of multiple concepts, which may be
useful for describing a user’s information need more clearly. However, more infor-
mation does not always mean a good thing to a search engine. It is challenging for a
search engine to identify the significance of different concepts of a long query. For
example, Goggle has a limit for the number of words that can be used in a query. It was
10 for some time and it allows up to 32 words now1. Long queries are also likely to
bring more noise. Figure 1 shows an example of a long query, which is one of the
queries (Query 453) used in TREC (Text Retrieval Conference, an annual event of
information retrieval evaluation, held by the national institute of standards and tech-
nology, USA, its website is located at https://trec.nist.gov/).

1 https://searchengineland.com/20-googles-limits-may-not-know-exist-281387, retrieved on 21 Jan-
uary, 2020.
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This query has a title and a description part. As other queries in TREC, its title is
short and can be treated as a short query; while its description is long and can be treated
as a long query. Its title only has one term “hunger” and it is easy for a search engine to
deal with. In its description part, words like “find”, “documents” are obviously irrel-
evant to the query. Both “organizations” and “groups” may be relevant to the query
moderately, but they are synonymous and interchangeable. “Worldwide hunger
problem” is a key concept in this query and “worldwide” is a modifier of the “hunger
problem”. So it is a complex task for information search engines to decide the impact of
each term or phrase in a long query like this accurately.

According to many previous research works [1–6], some operations on long queries
may lead to better retrieval performance. The main operations on long queries mainly
include query term weighting, query segmentation, query reduction, query expansion,
and query reformulation. One common ground for these operations is they need to
estimate the relative importance of multiple elements (terms or concepts) in the long
query, but how to represent the original long query is different for each of the oper-
ations. For query term weighting and query segmentation, all the words in the original
query remain; while some words in the original query are deleted and added for query
reduction and query expansion, respectively. Query reformulation may include a
combination of some of the above-mentioned operations.

In the last couple of years, the distributed representation of text, also known as
word embedding, has attracted a lot of attention in the information retrieval commu-
nity. This technique can be used to calculate syntactic or semantic similarity between
different terms or phrases. Although word embedding has been used in many appli-
cations and in some information search tasks [8, 9, 20–22] as well, to the best of our
knowledge, it has not been used to deal with the long query issue.

A long query may include multiple elements (terms or phrases) and each of them
can be represented as a vector. Here “elements” are similar to “concepts” in [1]. They
can be a single term, a phrase, or a free combination of terms. By using the distributed
representation of texts, we are able to find similar new words for a given word or phrase
by searching the vector space. Thus queries can be rewritten in a variety of ways by
reformulating the elements involved. For those newly generated elements, we may
compare its similarity with the whole original query to decide its goodness. Experi-
ments are conducted on three TREC collections, and the results show that our method
is effective for all the queries on average, and especially for long queries.

Next section is about related work. The proposed approach and empirical results are
presented in the next two sections, respectively. Section 5 concludes the paper.

Fig. 1. An example of a verbose query
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2 Related Work

In the last couple of years, word embedding has been used in some information
retrieval tasks. Compared with the one-hot representation, it can build a continuous
vector space with much lower dimensions, where words are represented as embedding
vectors by training a large corpus to obtain their proximity information in the context.
Based on the hypothesis that semantically or syntactically similar words often share
similar contexts, word embedding aims to accurately predict related words for a given
word or context as well as catch semantic similarities between two different pieces of
text by calculating their geometric distance (i.e. cosine similarity or Euclidean’s
distance).

Proposed by Mikolov et al. in [7], word2vec is a group of related models that are
used to produce word vectors. These models are shallow, two-layer neural net-
works that are trained to reconstruct linguistic contexts of words. Two types of model
architectures, continuous bag of words (CBOW) and skip-gram, were utilized to pro-
duce a distributed representation of words. It can be used to predict adjacent words or
the surrounding window of context words according to a given word. Other types of
word embedding such as GloVe2 and ConceptNet Numberbatch3 (referred to as CNN
later in this paper) are also available.

Word embedding has been applied to a number of IR tasks, including query
expansion, query classification, short text similarity, and document model estimation.
Zheng and Callan proposed a supervised embedding-based method to re-weight terms
within some existing IR models such as BM25 [8], while Zamani and Bruce Corft
presented some embedding-based query language models for ad hoc retrieval [9]. For
sponsored search, [11] built three embedding-based models with query contexts and
contents to generate query rewrites in response to the initial query. Word embedding-
based query expansion for ad-hoc retrieval was investigated in [10, 18], while word
embedding-based query expansion for Arabic retrieval was investigated in [21]. Both
word embedding-based query expansion and entity embedding-based query expansion
were investigated for ad hoc retrieval in [17]. Word embedding-based question clas-
sification and retrieval is investigated in [22]. It is found that word embedding is useful
for these retrieval tasks.

In this paper, we propose a word-embedding based method for the reformulation of
long queries. Noun phrases and other elements are extracted from the original query
and then three types of operations are performed on all of them repeatedly for a number
of rounds. At each step, those concepts are evaluated and some good ones are kept for
next round and finally all chosen query elements along with the original query are
combined to form the final query. Note in [10, 17, 18], only query expansion was
investigated; while in this work we investigate three types of operations (expansion,
deletion, and substitution) together. To our knowledge, this approach is novel and has
not been investigated before.

2 https://nlp.stanford.edu/projects/glove/.
3 http://blog.conceptnet.io/posts/2016/conceptnet-numberbatch-a-new-name-for-the-best-word-
embeddings-you-can-download/.
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3 The Proposed Method

In this section, we present our method WE2R (Word Embedding-based Element
Rewrites) for long queries. First of all, noun phrases and other types of semantic
elements are extracted from the original query as initial elements. Then all of them go
through a process of reformulation. There are three types of operations for each of
them: deleting one term, adding one term, and using a new term to replace an existing
term [12, 13, 19]. All of them are evaluated according to a given criteria and some top-
ones are kept. The above process is repeated for several times. Thus a reformulation
tree is generated for each of the elements. The deeper a tree we generate, the more
words we search for the element. The rationale behind this process is to try to find more
suitable terms for the query, especially for those extracted key elements (concepts).

In the above reformulation process, a pre-trained word-embedding model is used.
Therefore, every term is represented as a vector. By a simple average of all the terms,
we are also able to represent a phrase as a vector which is the centroid of all the term
vectors. Then the syntactic and semantic similarity between two query elements or
between a query element and the original query can be measured by calculating their
distance in the vector space.

More specifically, given an element r ¼ w1. . .wi�1wiwiþ 1. . .wk (1� i� k; 2� k),
new elements are generated by three basic operations: deleting one term (related to
query deduction), substitution of one term, and adding one term (related to query
expansion). For term deletion, there are k options [12]. When term wi is removed, we
have rd ¼ w1. . .wi�1wiþ 1. . .wk (1� i� k). Similarly, for term substitution, we may
replace wi by a new term wnew in r ([13]): rs ¼ w1. . .wi�1wnewwiþ 1. . .wk (1� i� k).
For term addition, we may add a new term wnew to r: re ¼ w1. . .wi�1wiwiþ 1. . .wkwnew

(1� i� k). We use Cd ¼ rdf g, Cs ¼ rsf g and Ce ¼ ref g to represent the set of element
rewrites generated by the three basic operations, respectively. In both term substitution
and addition, we need to find some suitable terms as candidates. Pre-trained word
vector space models such as word2vec can be used to help find them. For term
substitution, terms that are very close to wi are chosen as candidates; while for term
addition, terms that are very close to the centroid of r are chosen as candidates.

To measure the suitability of a reformulated query element r, we consider the
similarity of the reformulated element to its parent and also to the original query. The
similarity score of r is defined as

SimilarityScore rð Þ ¼ sim r; rp
� � � log sim r;Qð Þ

sim rp;Q
� �

 !
ð1Þ

In Eq. 1, rp is the parent of r, or r is re-formulated from rp. Q is the query. vr, vrp and vq
are the vector representations of r, rp, and Q. Cosine similarity is used for measuring
the similarity of any two vectors, or sim r; vð Þ ¼ vr�vv

vrj j vvj j. If sim r;Qð Þ[ sim rp;Q
� �

, then

SimilarityScore rð Þ[ 0; otherwise, SimilarityScore rð Þ� 0. In one round, all newly
generated element rewrites in sets Cd, Cs, and Ce are put together and scored with
Eq. 1. A number of top-ranked elements with the highest scores are kept for the next
round.
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After a few rounds, we end up with a group of elements for the final query. Then
we need to define suitable weights for those elements involved. First let us introduce
the concept of specificity of an element inside a group of elements as

Specificity r;Cg
� � ¼ 1

Cg
�� �� X

r02Cg

# trð Þ
# trð Þþ# tr0ð Þ þ# tr;r0

� � ð2Þ

where Cg is a group of elements and r is a given element in Cg. #(tr) denotes the
number of terms in r but not in r’, and #(tr’) denotes the number of terms in r’ but not
in r, while #(tr,r’) denotes the number of terms which appear in both r and r’. Cg is the
number of elements in Cg.

With a group of elements Cg, we may define their weights by considering both
similarity and specificity. For element r, its weight is defined as

Weight rð Þ ¼ Sim r;Qð Þ � Specificity r;Cg
� � ð3Þ

Finally, from all the elements we choose n of them with the highest weights (denoted
by Cn), and normalize them by the following equation

N weights rjQð Þ ¼ Weight rð ÞP
r�Cn

Weight rð Þ ð4Þ

1 Extract noun phrases and other semantic elements and put them into set C
2 For each element :
3    delete each of the terms in c to generate a new element
4    replace each of the terms in c with a new term for k times 
5 add one new term to c for m times
6    score each of the new elements with Eq. 1
7    update C by replacing all the old elements with t top-ranked new elements
8  Repeat Lines 2-7 until the stop condition is satisfied
9  Score all the elements in C with weights calculated by Eq. 3

10 Normalize weights of top-n elements by Eq. 4 and return these elements with weights

Algorithm 1. Query reformulation based on word embedding

Table 1. Statistics of three TREC collections and corresponding query information

Collections No. of
documents

Topics No. of short queries
(length <= 6)

No. of long queries
(length > 6)

WT10 1,692,096 451–550 60 40
GOV2 25,205,179 701–850 78 71
ClueWeb09B 50,220,423 1–150 125 23
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Algorithm 1 shows the process of query reformulation. It starts with some noun
phrases and other semantic elements extracted from the original query as initial ele-
ments, and set C is used to contain all the updated candidates. There are three
parameters: k, m, and n. In line 4, for each term in C, we seek top-k most similar terms
in word2vec and generate k new element rewrites. In line 5, we seek top-m similar
terms in word2vec and generate m new ones accordingly. With several rounds of
search for more suitable elements, we obtain a group of elements with their associated
weights.

4 Experiments

Experiments were conducted on three TREC collections: WT10G, GOV2 and Clue-
Web09B (a subset of ClueWeb09 with data in Category B). Additionally, for Clue-
Web09B, the Waterloo Fusion spam4 scores were used for removing spam documents
with the percentile-score of less than 70. We used all the topics related to each col-
lection and treated the description of each topic as a verbose query. After removing
stop words, those topics with more than 6 words are regarded as long queries; other-
wise, they are regarded as short queries. Information about the three collections and
queries is given in Table 1. Note that one query in GOV2 and two queries in Clue-
Web09B have been removed because they do not have relevant documents.

We used Indri5 as the retrieval software to index documents and search results for
queries. A language model is adopted where the Dirichlet prior is 1500 and the nor-
malized mutual information threshold is set as s = 0.0001. A standard list of English
stop words is maintained for query processing. Additionally, in line with the treatment
carried out in [14], we remove some extra stop words, such as “find”, “information”,
and “documents”, for queries before the retrieval process. Three trained word
embedding models including weod2vec, GloVe, and ConceptNet Numberbatch
(CNN) were used for the proposed method WE2R. For evaluation, we use three metrics
to measure retrieval effectiveness: mean average precision (MAP), precision at 5
document level (P@5), and precision at 10 document level (P@10). Statistical sig-
nificance in terms of retrieval performance is judged by the two-tailed t-test.

Given a certain query, we extracted initial query elements by MontyLingua6, which
is a natural language procession tool. In the process of generating more query rewrites,
we used the pre-trained word2vec [7] model conducted on the Google news dataset. It
contains 300-dimensional vectors for 3 million words and phrases. The element
rewrites are stored in set C, and at any stage, we keep a maximal number of 10
elements in it (t = 10). For term substitution and expansion, new words are obtained
from word2verc. Here, we set k = 3 new words for term addition and m = 2 new words
for term substitution. n is set to 5, which means that we choose five best elements to be

4 http://plg.uwaterloo.ca/*gvcormac/clueweb09spam.
5 http://www.lemurproject.org.
6 https://pypi.org/project/MontyLingua.
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in the final query. The number of terms in each element is limited to up to 6, and an
element with 6 or more words will not be expanded anymore.

4.1 Performance Evaluation of the Proposed Method

In this section, we present the performance of our method WE2R with some baseline
methods. As baseline methods, we use the title part and description part of the TREC
topics as queries for retrieval. In line with KeyConcept queries in [1], we also take a
similar approach. Apart from the description part, some noun phrases and other
semantic elements extracted from it and the top two are used as a part of the final query.
Note that the key concept queries are different from their counterparts in [1]: key
concepts are extracted in different ways and the weighting schemes used are also
different. As for WE2R, we use Eq. 3 and Eq. 4 to calculate weights for the elements
selected.

All of the above query models are represented by the Indri query language with
#combine and #weight operations [15]. Figure 2 shows an example, which is the
reformatted query for Topic 486. The initial query (description with stop words
removed) and a group of selected extracted elements are combined with weights of 0.8
and 0.2 respectively. On the one hand, a weight of 0.8 for the original query stabilizes
the performance; on the other hand, a weight of 0.2 for extracted and reformulated
elements may lead to better performance in many cases. Note we did not try to optimize
the weights so as to obtain better results in our experiments.

In order to generate the final query, WE2R may go through multiple rounds of
reformulation. After some trials, we find that in many cases the first iteration leads to
good results, and more round of iteration is not helpful. Another option is the number
of elements chosen in the final query. We tried six different options from one to six. It
is found that five elements can achieve the best results. Therefore, we first report results
of WE2R with such a setting in Tables 2, 3, and 4. More details about different options
will be discussed later.

KeyConcept: 
#weight( 0.8 #combine(Eldorado El Dorado Casino reportedly located Reno address)

0.2 #weight( 0.5029 #combine(El Dorado) 
       0.4971 #combine(Reno)))

WE2R: 
#weight( 0.8 #combine(Eldorado E1 Dorado Casino reportedly located Reno address)

0.2 #weight( 0.2171#combine(E1 Dorado)
0.2146 #combine(Reno)
0.1937 #combine(Eldorado Mesquite)
0.1924 #combine(Casino)
0.1822 #combine(Reno Las Vegas)))

Fig. 2. A query example of KeyConcept and WE2R
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In Table 2, we can make some observations in general. Comparing Title with Desc,
the former is better than the latter in two out of three data sets. Comparing Desc with
KeyConcept, we find that KeyConcept is better in most cases. Query reformulation
with three word embedding models works better than both Desc and KeyConcept in all
the cases. Especially, the word2vec model is the best. The other two models can make
modest improvement over the KeyConcept approach.

We also compare the performance of our approach with that of a number of
baseline approaches including QL, SDM, KC, CRF-QL, and RTree. These baseline
methods represent the state-of-the-art technology for long query processing. From
Table 3, we can see that WE2R(word2vec) is the best in most cases.

In the following discussion we focus on WE2R (word2vec). It would be interesting
to see the effect of query term reformation on short and long queries separately.
Because each query is different from the others, it does not make much sense to
compare the average performance of these two groups for any particular method such
as WE2R. Instead, we look at the improvement rates of WE2R over Desc. We believe
such a treatment makes them comparable. Figure 3 and 4 show the improvement rates
of WE2R over Desc for these two groups of queries. We find that WE2R can make
more improvement over Desc for long queries than for short queries.

4.2 Query Element Reformulation with Different Number of Iterations

In Sect. 4.1, we present the results of WE2R, which is from the first-round query
element reformulation. In fact, multiple rounds can be carried out for that and the
results are shown in Table 4. As in Sect. 4.1, top five element rewrites are chosen.
From Table 4, we can see that in all but one case WE2R achieves the best performance
in the first round. The only exception is: it performs best in P@10 on WT10G in the
second round of reformulation. It indicates that with more rounds of iteration, it is
possible that more irrelevant or not qualified element rewrites may be included or more
relevant terms may be removed, which will hurt the performance of WE2R. Therefore,
we conclude that just one round of reformulation is enough. In a sense, this is good
news because more rounds mean lower efficiency. It is preferable to achieve good
performance quickly.

4.3 Alternative Similarity Score and Weight Functions

In this section, we go a step further to see how different alternatives can be used to
calculate similarity scores for a query element in Eq. 1 and weights for a query element
in Eq. 3. Therefore, the experimental procedure is similar to the one in Sect. 4.1 and we
choose the top five element rewrites from the first iteration. The only difference is one
of those two functions is changed and all the others stay the same.
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Equation 3 can be rewritten as Weight rð Þ ¼ Sim � Spec. We may try other options
such as Sim2 � Spec and Sim � Spec2. Equation 1 is SimilarityScore rð Þ ¼ sim r; rp

� ��
log sim r;Qð Þ

sim rp;Qð Þ
� �

, we may use sim r; rp
� �

, sim r;Qð Þ, sim r; rp
� � � sim r;Qð Þ

sim rp;Qð Þ, and
sim r;Qð Þ
sim rp;Qð Þ to

replace the right side of Eq. 1. Tables 5 and 6 show the results of them.
From Table 5, we can see that both similarity (Sim) and specificity (Spec) have

positive impact for weighing query element rewrites. This can be confirmed by com-
paring the result of Desc with that of Sim and Spec. The combination of them is shown
in three cases. On average and in most cases, Sim*Spec is more effective than all other
alternatives. Overall, the results show that the weight function used in Eq. 3 is more
effective than other alternatives.

From Table 6, we can see that sim(r,rp) * log(sim(r,Q)/sim(rp,Q)) is the most
effective similarity score function on average. Therefore, we conclude that the selection
function we used in Eq. 1 is a good choice for selecting query element rewrites.

Table 2. Retrieval performance for all the queries in three collections (best performance is
shown in bold and improvement rate is shown over Desc)

Collections Query models MAP P@5 P@10

WT10G Title 0.1925 0.3367 0.2653
Desc 0.1811 0.3720 0.3250
KeyConcept 0.1985 (+09.61%) 0.3900 (+04.84%) 0.3360 (+03.38%)
WE2R (word2vec) 0.2238 (+23.58%) 0.4120 (+10.75%) 0.3530 (+08.62%)
WE2R (GloVe) 0.2187 (+20.76%) 0.4040 (+08.60%) 0.3520 (+08.31%)
WE2R (CNN) 0.2050 (+13.20%) 0.4000 (+07.53%) 0.3450 (+06.15%)

GOV2 Title 0.2957 0.5651 0.5369
Desc 0.2296 0.5072 0.4980
KeyConcept 0.2688 (+17.08%) 0.5409 (+06.64%) 0.5148 (+03.37%)
WE2R (word2vec) 0.2718 (+18.38%) 0.5732 (+13.01%) 0.5463 (+09.70%)
WE2R (GloVe) 0.2602 (+13.33%) 0.5463 (+07.71%) 0.5208 (+04.57%)
WE2R (CNN) 0.2647 (+15.29%) 0.5517 (+08.77%) 0.5302 (+06.47%)

ClueWeb09B Title 0.1091 0.3095 0.3007
Desc 0.0794 0.2770 0.2743
KeyConcept 0.0809 (+01.89%) 0.2784 (+00.51%) 0.2730 (−00.10%)
WE2R (word2vec) 0.0861 (+08.44%) 0.3108 (+12.20%) 0.3095 (+12.83%)
WE2R (GloVe) 0.0811 (+02.14%) 0.2946 (+06.35%) 0.2919 (+06.42%)
WE2R (CNN) 0.0845 (+06.83%) 0.2824 (+01.95%) 0.2784 (+01.49%)
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Table 3. Performance comparison with a group of state-of-the-art methods (See Table 4 in [19]
for performance of all baseline methods. Non-stemmed index was used for all the methods.)

Collections Query models MAP P@10

WT10G QL 0.1643 0.2897
SDM 0.1676 0.3165
KC 0.1746 0.3082
CRF-QL 0.1681 0.2979
CRF-SDM 0.1825 0.3113
RTree 0.1944 0.3402
WE2R (word2vec) 0.2238 0.3530

GOV2 QL 0.2246 0.4913
SDM 0.2398 0.5101
KC 02488 0.5087
CRF-QL 0.2336 0.5081
CRF-SDM 0.2482 0.5336
RTree 0.2670 0.5396
WE2R (word2vec) 0.2718 0.5463

ClueWeb09B QL 0.1096 0.2163
SDM 0.1152 0.2276
CRF-QL 0.1100 0.2184
CRF-SDM 0.1153 0.2194
RTree 0.1294 0.2643
WE2R (word2vec) 0.0861 0.3095

Table 4. Performance of WE2R with multiple rounds of rewrites (best performer shown in bold)

Collections Round MAP P@5 P@10

WT10G 0 0.1908 0.3840 0.3240
1 0.2238 0.4120 0.3530
2 0.2142 0.4080 0.3550

GOV2 0 0.2459 0.5345 0.5083
1 0.2721 0.5758 0.5463
2 0.2587 0.5436 0.5235

ClueWeb09B 0 0.0732 0.3527 0.3196
1 0.0997 0.3708 0.3291
2 0.0956 0.3651 0.3195
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Table 6. Performance of WE2R with alternative Selection Score functions

Collections SelectionScore function MAP P@5 P@10

WT10G sim(r,rp) 0.2286 0.4198 0.3581
sim(r,Q) 0.2263 0.4226 0.3593

sim(r,Q)/sim(rp,Q) 0.2366 0.4123 0.3647
sim(r,rp)*sim(r,Q)/sim(rp,Q) 0.2390 0.4198 0.3490
sim(r,rp)*log(sim(r,Q)/sim(rp,Q)) 0.2346 0.4241 0.3758

GOV2 sim(r,rp) 0.2808 0.5477 0.5462
sim(r,Q) 0.2861 0.5857 0.5402

sim(r,Q)/sim(rp,Q) 0.2749 0.5784 0.5349
sim(r,rp)*sim(r,Q)/sim(rp,Q) 0.2708 0.5463 0.5375
sim(r,rp)*log(sim(r,Q)/sim(rp,Q)) 0.2890 0.5878 0.5576

ClueWeb09B sim(r,rp) 0.0774 0.3724 0.3203
sim(r,Q) 0.0757 0.3676 0.3142

sim(r,Q)/sim(rp,Q) 0.0837 0.3611 0.32
sim(r,rp)*sim(r,Q)/sim(rp,Q) 0.0776 0.3743 0.3289
sim(r,rp)*log(sim(r,Q)/sim(rp,Q)) 0.1026 0.3824 0.3377

Fig. 3. Improvement rates of WE2R over
Desc (long queries vs short queries, MAP)

Fig. 4. Improvement rates of WE2R over
Desc (long queries vs short queries, P@10)

Table 5. Performance of WE2R with alternative weighting functions

Collections Weight function MAP P@5 P@10

WT10G Desc 0.1811 0.3720 0.3250
Sim 0.2062 0.3800 0.3300

Spec 0.2165 0.4100 0.3460
Sim*Spec 0.2346 0.4241 0.3758

GOV2 Desc 0.2296 0.5072 0.4980

Sim 0.2647 0.5717 0.5455
Spec 0.2745 0.5758 0.5423

Sim*Spec 0.2890 0.5878 0.5576
ClueWeb09B Desc 0.0669 0.323 0.2885

Sim 0.0851 0.3665 0.3358

Spec 0.0907 0.3595 0.3281
Sim*Spec 0.1026 0.3824 0.3377
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5 Conclusions and Future Work

In this paper, we have proposed a word embedding-based query reformulation method
in supporting of long queries. The process of query reformulation includes three basic
operations: deletion, substitution, and expansion. Word embedding was mainly used to
measure the semantic similarity between query elements and/or the initial long query.
Therefore, some good candidates can be chosen for term deletion, replacement or
expansion. Compared with those baseline methods involved, the proposed method
obtains considerably better retrieval performance. It demonstrates that our approach is
effective and promising.

In this piece of work, we used word2vec, GloVe, and ConceptNet Numberbatch,
each of which was trained by using a very different corpus from the ones we use for our
experiments. If the same or similar corpora are used for both training and testing, then
better results can be expected. Another direction is to combine these different word-
embeddings by some fusion methods [23] to improve search performance. These
remain to be our future work.
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Abstract. In recent years, medical Question Answering (QA) systems
have gained a lot of attentions, since they can not only help profession-
als make quick decisions, but also give ordinary people advice when they
seek for helpful information. However, the interpretability and accuracy
problems have plagued QA systems for a long time. In this paper, we
propose a QA system, DSQA, based on knowledge graph for answering
domain-specific medical questions. The data we use are from Electronic
Medical Records (EMRs) that are complex and heterogeneous with var-
ied qualities. We introduce doctor-in-the-loop mechanism to design the
knowledge graph, which improves the interpretability and the accuracy
of our QA system. For every natural-language question, we generate the
answer with a hybrid of the traditional deep learning model and the rea-
soning on the knowledge graph. Finally, the answer is returned to the
user in the format of a subgraph with corresponding natural-language
sentences. Our system shows high interpretability and gives excellent
performance according to the experiment results.

Keywords: QA System · Causality knowledge graph ·
Doctor-in-the-loop · EMR

1 Introduction

With the widespread use of online healthcare systems, the role of medical QA
systems is becoming increasingly important. QA system is a type of system in
which a user asks a question using natural language, and the system provides
a concise and correct answer [1]. The goal of QA is to automatically return
c© Springer Nature Switzerland AG 2020
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answers according to corresponding questions [17]. To this end, it requires to
understand the semantics of web pages that are widely explored in studies related
to text search [16] and understanding. QA system not only saves people time to
retrieve information, but also provides people with a more accurate and flexible
interface [9].

Among QA’s application domains, medical QA is a special kind of QA that
is involved with medical or clinical knowledge [5]. There are a few challenges
faced by medical QA systems: how to build the QA system with high quality
dataset to improve the accuracy of the system; and how to integrate doctors’
prior knowledge to improve the interpretability of the system.

In recent years, knowledge graph comprising vast amounts of facts [10] has
been made extensive use in question answering. A knowledge graph is a graph
with concepts as nodes and their relations as edges [6,14]. Using knowledge
graphs, distributed medical data sources can be aggregated into one meaningful
data source [2].

In this work, we mainly consider the following aspects to deal with the chal-
lenges faced by QA systems.

1. We choose EMRs as our dataset due to their high quality compared to other
datasets and their domain-specific features.

2. To improve our system’s interpretability, we introduce doctor-in-the-loop
mechanism to build the knowledge graphs.

3. For the answers, query subgraphs are returned to the user with natural-
language answers to demonstrate relationships between concepts.

This paper is organized as follows: Sect. 2 discusses the related work. Section 3
introduces the framework of the QA system we built. Section 4 discusses the use
case. Section 5 concludes our work and proposes some future directions.

2 Related Work

In Table 1 , we list some existing QA systems and compare their attributes in
turn. For the data sources, some QA health systems collect medical data from
Internet [15]. Compared with that, using EMRs which can be traced and used
to support clinical decision-making is much more reliable [11]. The other general
QA systems like CSQA [13] tend to use large scale public datasets.

As we can see from the table, traditional QA systems like HHH [4] and DIK-
QA [8] usually provide text information as final output, which makes it a little
bit difficult for users to understand the relationships of entity nodes contain in
results. In order to make the query output easier for users to comprehend, DSQA
we form is capable of providing the shape of causality knowledge graph in the
output interface. Moreover, DSQA is medical domain-specific. Compared with
general QA systems like CSQA [13], it provides more accurate and professional
answers for users.

While there is a lack of prior knowledge in most of the existing QA sys-
tems, DSQA applies doctor-in-the-loop mechanism. With the help of doctors,
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the answers provided prove to be more reasonable. This significantly improves
DSQA’s interpretability.

Table 1. QA Systems.

Name Data source Medical domain

specific

Application of

prior knowledge

Answer representation

QAnalysis [12] EMR � � Tables and charts

KnowHealth [7] Web data, online

encyclopedia,

literature

� � Answers and visual results to

display relationships between

the data

HHH [4] Medical data collected

from Internet

� � Natural-language answers

DIK-QA [8] Chinese EMR � � Natural-language answers

CSQA [13] Wikidata � � Natural-language answers

Data+oracle

approach QA [19]

QALD dataset � � Natural-language answers

DSQA EMR � � Natural-language answers

and knowledge graphs

3 DSQA System

In this paper we propose DSQA, a domain-specific medical QA system based on
knowledge graphs.

3.1 Causality Knowledge Graph

The causality knowledge graph is a knowledge graph with edges indicates causal
relationships related to the QA process. The causal relationships are extracted
and redefined from the relationships of the knowledge graph with doctors’ prior
knowledge. The causality knowledge graph contains information about causes
and consequences of abundant examples.

Fig. 1. The dataflow of causality knowledge graph.

The dataflow of the causality knowledge graph is shown in Fig. 1. The causal-
ity knowledge graph is built with causality-related data from the knowledge
graph. Then the QA pairs are generated from the causality knowledge graph
to train the machine learning models for the retrieval. The causality knowledge
graph efficiently helps with the answer generation process.
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3.2 Framework of DSQA

Fig. 2. The framework of DSQA.

Figure 2 shows the overview of the DSQA. We integrate the doctors’ prior knowl-
edge and apply some medical knowledge into the construction process of our
concept knowledge graph. Then the instance data in EMRs are converted to the
instance knowledge graph. The causality knowledge graph is generated based on
the knowledge graph with doctors’ prior knowledge to help redefine the casual
relationships. It displays the causal relationships between concepts, and the QA
pairs dataset can be generated from it according to different types of problems
to train different models.

For the question process, we use a hybrid of the traditional machine learning
method and the knowledge reasoning process based on the knowledge graph to
generate answers. For the answer format, the user will not only get the answer
in natural-language but also in the form of knowledge graph.

3.3 Construction of Knowledge Graph

Construction of Knowledge Graph. The knowledge graph consists of two
parts: the concept knowledge graph and the instance knowledge graph.

The concept knowledge graph displays the schema of our data. The nodes of
the concept knowledge graph are classes, and the property edges display relations
between the classes. To improve our system’s completeness, we also applied other
medical knowledge like UMLS. We first invite doctors to give rules to convert
the classes into triples. The experts have abundant prior knowledge about the
relationships of the concepts in the certain medical domain, so they can well
determine the structure of the concept graph.



DSQA: A Domain Specific QA System for Smart Health 219

The instance knowledge graph is the instantiation of the concept knowledge
graph with data. Nodes of the instance knowledge graph are specific entities like
drugs or diseases, and the edges indicates relationships between the entities.

Construction of Causality Knowledge Graph. The causality knowledge
graph is built based on the knowledge graph. Doctors redefine the causal rela-
tionships based on the knowledge graph we have built, and conduct the con-
struction of the causality knowledge graph with the causal relationships they
defined and the related concepts. The causality knowledge graph demonstrates
causal relationships clearly.

3.4 QA Pairs Generation

We generate QA pairs from the causality knowledge graph we built. Doctors first
determine several question types that have different features and result types, for
example, the hospitalization expenses and the risk of readmission. We should use
different functions to deal with different kind of problems, thus we need different
datasets to train them. Doctors will select data of corresponding features from
the causality knowledge graph according to the specific question type. They
also determine the hop. Then the QA pairs can be generated automatically
from the causality knowledge graph. The QA pair dataset can be used to train
corresponding machine learning models that serve questions in certain aspect.

3.5 Answer Retrieval

We use a hybrid method to generate the answer. Specifically, we first train a
model with the QA pairs generated from the causality knowledge graph. For
every natural language question, the system will try both the traditional deep
learning model and the query method based on the causality graph we build,
and provide two answers for the user to choose.

For the traditional method, we apply both support vector machine (SVM)
and the sequence-to-sequence deep learning model. Specifically, we use SVM
model to do the classification for the discrete or continuous variables, while
using the sequence-to-sequence model to deal with the texts.

Another method is to conduct a structured query based on the knowledge
graph. Figure 3 shows the query process. We intend to translate natural language
questions submitted by users into SPARQL query statements. First, the system
will execute word segmentation using Jieba word segmentation tool. We also
added medical dictionaries to the tool to help improve its reliability. On the
other hand, the system converts the questions into vectors, input to the CNN
model to classify questions, thus find the best-fit predefined search pattern for
the query. Then it will execute the SPARQL query and return the results to the
users.
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Fig. 3. The detailed workflow of the query process.

3.6 QA Presentation

The answer presentation format we design is a subgraph with corresponding
natural-language sentences as shown in Fig. 4. The knowledge graph shown is a
subgraph of the knowledge graph we built, which shows the reasoning process
behind the answer and thus makes the answer reasonable. Moreover, if the user
clicks on one node, the website will return to another subgraph connected the
node and give the introduction about the concept node. This will help the user
know more information about the concepts related to his or her question.

Fig. 4. The presentation of answers.

4 Use Case

According to the data and guidelines provided by the cooperative hospital, we
build a QA system for the Novel Coronavirus Pneumonia (NCP) domain based
on the methods described in Fig. 5. We use EMRs as our data source. When users
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enter some questions about NCP, the QA system will also generate some related
questions for users to choose. Users can receive answers about their questions
related to NCP. They can also check the causality knowledge graph on the web-
site, which contains information about diagnosing and treating methods. By
looking through the information we give on the QA system, users are sure to
benefit a lot especially on guarding against the NCP.

Fig. 5. Demonstration of a use case.

5 Conclusion and Future Works

In this paper, we propose a domain-specific QA system, DSQA, based on knowl-
edge graph for answering medical questions. There are still some questions
remaining to be explored. Reducing more labor cost and constructing knowledge
graphs much more rapidly by doctors to help diagnosis are sure to be promising
topics. In addition, the unstructured data like clinical notes in EMRs also can
be used to enrich the knowledge graph by automatically annotation. We also
consider extending the methodology to deal with more data types in different
applications such as streaming [3] and spatial [18].
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Abstract. In the era of big data, the internet produces vast amounts
of data every day, among which text data occupies the main position.
It is difficult for manual processing to deal with the increasing growth
rate of text data. As basis of most natural language processing (NLP)
tasks, text representation aims to transform text into a vector that can
be processed by computer without losing the original important seman-
tic information. It has become an important research direction in the
field of NLP that effectively organize, manage and quickly use the com-
plex text information to extract useful semantics from it. Therefore, a
text feature representation model based on convolutional neural net-
work (CNN) and variational auto encoder (VAE) is proposed to extract
the text features and apply the obtained text feature representation to
text classification scene. CNN is used to extract local features and VAE
makes the extracted features more consistent with Gaussian distribution.
The proposed method has best performance compared with w2v-avg and
CNN-AE in k-nearest neighbor (KNN), random forest (RF) and support
vector machine (SVM) classification algorithms.

Keywords: Natural language processing · Variational auto encoder ·
Convolutional neural network · Text representation

1 Introduction

In recent year, neural network algorithm is widely used in NLP with the devel-
opment of computer processing power. The common tasks of NLP [2] using
neural network model contain automatically generating abstract, part-of-speech
tagging and named entities recognition, Chinese word segmentation, emotion
analysis, etc [10,16]. Text modeling for different granularity (including words,
sentence, paragraph and document) are built in a progressive way, which have
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some connections in the local scope and differences in the overall model [14].
The text representation of word granularity is the basis of text representation
[13,19]. The text representation method of sentence granularity is obtained by
combining word vectors according to certain rules. As for the text represen-
tations of paragraph and document, they can be obtained by the method of
sentence granularity or cascade method. The traditional method of word vector
representation is one-hot. The dimension of word vector representation is the
same as the number of all different words in the corpus. The vector position
corresponding to words is set to 1 and the rest is set to 0. For a corpus com-
posed of n different words, each word vector dimension after unique coding is n
dimension. The dimension of the word vector generated by this method results
in the high dimension and sparsity for the word vector is directly proportional
to the size of the corpus, which makes it difficult to obtain semantic information.
Moreover, it is unable to calculate the correlation between different words with
similar meanings by coding in the way. Considering the problem of word vector
representation, a word embedding (i.e. distributed representation) method based
on neural network language model (NNLM) is proposed. The method employs
the probability of predicting the next word by the current word to develop neural
network. This model is mainly for the prediction task of words and the word vec-
tor is the byproduct of the model. However, how to apply neural network to train
word vector has become research hotspot. Mikolov et al. proposed word vector
training model word to vector (word2vector), as the term suggestions, the main
function of this model is to transform text into word vector through neural net-
work [15]. Ji et al. proposed another word vector training model wordrank which
calculate the similarity of words and other different standards to get word vector
representation and is clever at representation of similar words [8]. Considering
the complexity of the information interaction platform in the internet, Dhingra
et al. proposes the tweet2vec model, which is a distributed representation model
based on character combination in the complex social media environment [3].
Hill et al. considered that there is an optimal representation method for differ-
ent application tasks and proposed a sentence level text representation method
to learning from unlabeled text data [6]. It can not only optimize the training
time, but also improve the portability by employing unsupervised method. Le
et al. proposed two levels of text representation models including sentence and
document, both of which are based on the word2vec model [11]. Kalchbrenner
et al. proposed a text representation model based on dynamic convolution neu-
ral network (DCNN) which adopts dynamic pooling technology and is expert in
emotion recognition [9]. Considering the advantages of convolution neural net-
work (CNN) in extracting local features, Hu et al. proposed employing CNN to
extract semantic information between words in sentences and achieved excellent
results in sentence matching tasks [7]. On this basis, Yin et al. proposed Bi-
CNN-MI text representation model which can extract four different granularity
text representations from sentences and realize the interaction of these four dif-
ferent granularity features through the CNN so as to adapt to the synonymous
sentence detection task [17]. Zhang et al. proposed a text representation model
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based on dependency sensitive CNN at the sentence and document level, which
applies sensitive information and feature extracting on inputting word vectors
[18]. This paper proposes a text feature representation model based on CNN and
variational auto encoder (VAE), which is a feature representation method from
word vector to text vector. In this model, CNN is used to extract the features of
text vector as text representation to get the semantics between words. In addi-
tion, VAE is introduced to make the text feature space more consistent with
Gaussian distribution. Four evaluation indexes, including accuracy, recall, pre-
cision and F-score, are used to evaluate the performance of the proposed model.
Experimental results show that the model has better performance than w2v-avg
and CNN-AE in k-nearest neighbor (KNN), random forest (RF) and support
vector machine (SVM) classification.

The remains of this paper are organized as follows. Section 2 and Sect. 3
introduce the related algorithm and proposed model. Section 4 illustrates a case
study of open dataset Cnews. Section 5 shows the conclusion and future research
directions.

2 Related Algorithms

2.1 Word2vec

Word2vec algorithm proposed by Mikolov aims to obtain the text word vector
model by training a neural network to get the weight matrix of the network.
Word2vec model includes CBOW and Skip-gram training models and they only
contain simple neural network structures including input layer, projection layer
and output layer. CBOW and skip-gram realize the network based on different
conditions. CBOW predicts the probability of the central word through the con-
text word while skip-gram model predicts the probability of the context word
through the central word [15].

The input of CBOW is the context Context (wt) of the central word wt in
the sliding window and the object is to predict the central word wt. The output
of CBOW model is a softmax classifier function, which is usually implemented
by using negative sampling method. The central word wt in the sliding window
is judged as a positive sample and other words are judged as a negative sample.
In the output layer, there is a negative sample set NEG(wt) for the central word
wt so that any word u in the corpus meets the Eq. (1).

Rwt(u) = { 1, u = wt

0, u �= wt
(1)

where Rwt(u) determines whether u is a positive sample. For the central word
and its context 〈wt, Context(wt)〉, CBOW model needs to maximize the objec-
tive function g(wt) shown in Eq. (2).

g(wt) =
∏

u∈({wt}∪NEG(wt)
p(u|Context(wt)) (2)
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The formal of p (u|Context (wt)) is shown in Eq. (3).

p(u|Context(wt)) = {σ(XT
wt

θwt ), Rwt (u)=1

1−σ(XT
wt

θwt ),Rwt (u)=0
(3)

where Xwt
stands the sum of the word vectors of the words in the context

Context(wt). The objective function can be converted to Eq. (4).

g(wt) = σ(XT
wt

θwt)
∏

u∈NEG(wt)
[1 − σ(XT

wt
θu)] (4)

where σ(XT
wt

θwt) represents the prediction probability of getting central word wt

via CBOW when the context is Context(wt). σ(XT
wt

θu) is the prediction prob-
ability of getting central word u when the context is Context(wt). In order to
maximize g(wt), it is necessary to maximize σ(XT

wt
θwt) to increase the probabil-

ity of positive samples. At the same time, minimize all the σ(XT
wt

θu) to reduce
the probability of negative samples.

Skip-Gram Based Method. In contrast to CBOW model, Skip-gram firstly
determines the central word wi and then predicts the context Context(wt) in its
sliding window through the central word. The output of skip-gram model corre-
sponds to a positive sample u ∈ Context(wt). On the contrary, NEG(u) repre-
sents negative sample set which don’t belong to the positive sample Context(wt).

Therefore, for the data 〈wt, Context(wt)〉 in the sliding window meet the
objective function shown in Eq. (5).

g(wt) =
∏

u∈Context(wt)

∏
x∈{u}∪∈NEG(u)

p(x|wt) (5)

Similar to CBOW method, the relation Ru(x) is introduced to determine
whether x is a positive sample. When it is a positive sample, x = u and Ru(x) =
1. When it is a negative sample, x = NEG(u) and Ru(x) = 0. The conditional
probability is shown in Eq. (6).

p(x|wt) = [σ(v(wt)T vx)]R
u(x) · [1 − σ(v(wt)T vx)]1−Ru(x) (6)

where σ(v(wt)T vx) represents the prediction probability of getting context(wt)
when the input of central word is wt. v(wt) is the relationship between input
layer and hidden layer. vx is the output of network. For maximizing g(wt), it
is necessary to maximize σ(v(wt)T vx) when positive sampling and minimize the
σ(v(wt)T vx) when negative sampling.

2.2 Convolution Neural Network

CNN is a deep artificial neural network including convolution calculation. It
has excellent performance in the field of computer vision and NLP with its
powerful feature extraction ability [4,12]. In the field of NLP, CNN employed
convolution kernel to convolute text matrix of different length and the vectors
through convolution kernels are calculated by pooling layer to extract features
for text classification [1].
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Convolution Layer. Convolution layer can extract local features by convolu-
tion kernel and get the final output by activation function. For k−th convolution
kernel, the convolution process is shown in Eq. (7).

ci = f (wk ∗ x + bk) (7)

where wk and bk are the weight matrix and bias of k − th convolution kernel. x
stands for the input matrix. f represents the activation function. For a sentence
of length n, its feature vector is shown in Eq. (8).

c = [c1, c2, c3...cn] (8)

Pooling Layer and Full Connection Layer. In the pooling layer of the
model, the maximum pooling technology is used to extract the feature value
C, which contains the highest semantic information in the local features of the
convoluted window, as is shown in Eq. (9).

C = max(c) (9)

The complexity of the parameters in the convolutional neural network can
be effectively reduced by using max pooling. For a window with k convolution
kernels, the feature vectors obtained are shown in Eq. (10).

Ĉ = [Ĉ1, Ĉ2, Ĉ3...Ĉn] (10)

Next, the activation function is used to predict the labels of sentences as is
shown in Eq. (11).

y = f(Ĉ) (11)

where y is the predicted label (1 stands for positive label and 0 stands for negative
label). The loss function can be expressed as Eq. (12).

loss =
1
2n

n∑

i=1

‖yi − ŷi‖2 (12)

where yi is the actual label. The loss function can be used to iterate and learn
the parameters of the network.

3 Text Feature Representation Model Based
on CNN-VAE

This paper combine the network framework of the VAE with the CNN to extract
the text feature representation from the word vector. The traditional AE employs
full connection layer, which is replaced by convolutional neural network for CNN
can learn local features efficiently. Moreover, VAE makes the vector feature space
conform to the function of Gaussian distribution, which makes the final text
feature representation richer in semantic information. The structure of CNN-
VAE is shown in Fig. 1.
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…… …

Input              Convolution          Pooling   Full connection   Reparameterization Sampling       Deconvolution Reconstructed input
layer layer              layer layer

…… …

Fig. 1. The structures of CNN-VAE model

The CNN is used to realize the network structure of VAE, because CNN can
learn better local features from the input matrix. In this part, CNN network
is used to build the VAE network framework, so that CNN combines the VAE
feature extraction and the function of making the vector feature space conform
to the Gaussian distribution in its own text feature extraction, making the final
text feature representation richer in semantic information.

Similar to AE, the proposed method includes decoding and encoding. The
decoding process can be regarded as a general CNN which can achieve the
purpose of feature extraction via convolution and pooling. A matrix x can be
obtained by splicing the word vectors corresponding to the words appearing in
an article is putted into the model. Random number z corresponding to the
corresponding Gaussian distribution is generated according to the mean value
μ and variance σ of the output of the convolution encoder. Suppose that there
is a set of functions pθ(x|z) for generating x from z, each of which is uniquely
determined by θ. The goal of the VAE is to maximize pθ(x) by optimizing θ to
make the generated data x̂ similar to original data x as possible and the formula
is shown Eq. (13).

pθ(x) =
∫

pθ (x|z) pθ (z) dz (13)

In order to obtain pθ(z), the encoder network pθ(z|x) is introduced. An
approximate posterior qϕ(z|x) obeying Gaussian distribution is employed to take
the place of pθ(z|x) considering that the latter is difficult to obtain by calcu-
lation. Kullback Leibler (KL) divergence is applied to measure the similarity
between two distributions [5] and the formula is shown in Eq. (14).

DKL(qϕ(z|x) ‖ pθ(z|x))
=

∑
qϕ(z|x) [log qϕ(z|x) − log pθ(x|z) − log pθ(z)] + log pθ(x) (14)

Therefore, the formal of log pθ(x) can be expressed as Eq. (15).

log pθ(x) = DKL(qϕ(z|x) ‖ pθ(z|x))
−∑

qϕ(z|x) [log qϕ(z|x) − log pθ(x|z) − log pθ(z)] (15)
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Considering the KL divergence is not negative, the loss function can be
expressed as Eq. (16).

L (θ, ϕ;x) = −∑
qϕ(z|x) [log qϕ(z|x) − log pθ(x|z) − log pθ(z)]

= −DKL(qϕ(z|x) ‖ pθ(z|x)) +
∑

qϕ(z|x)[log pθ(x|z)] (16)

where L (θ, ϕ;x) is loss function. −DKL(qϕ(z|x) ‖ pθ(z|x)) is regularizer and∑
qϕ(z|x)[log pθ(x|z)] is reconstruction error. Considering pθ(z) obeys the Gaus-

sian distribution N (0; I) and qϕ(z|x) obeys the Gaussian distribution n
(
μ;σ2

)

so that the regularizer can be expressed as Eq. (17).

− DKL(qϕ(z|x ‖ pθ(z)) =
1
2

∑
(1 + log(σ2 − μ2 − σ2)) (17)

where j is the dimension of z. Monte Carlo evaluation is used to solve the
reconstruction error shown as Eq. (18).

∑
qϕ(z|x)[log pθ(x|z)] = log pθ(x|z) (18)

The technique of reparameterization is employed considering that is not
derivable, whose formal is shown in Eq. 10. In this way, the original derivation
of z can be converted into the derivation of μ and σ shown as Eq. (19).

z = μ + ε · σ (19)

In this way, the original derivation of z can be converted into the derivation
of μ and σ. log pθ(x|z) can be expressed as Eq. (20).

log pθ (x|z) = −
∑ ((

1
2

∥∥∥∥
x − μ

σ

∥∥∥∥

)
+ log

(√
xπσ

))
(20)

In conclusion, the loss function can be expressed as Eq. (21).

L (θ, ϕ;x) =
1
2

∑
(1 + log(σ2 − μ2 − σ2))−

∑ ((
1
2

∥∥∥∥
x − μ

σ

∥∥∥∥

)
+ log

(√
xπσ

))

(21)
The training process of the network is divided into the following steps. (1)

The data of training set is used to find the optimal parameters of the model
when the loss function is minimized, (2) when the network loss converges, the
verification set is inputted to the encoder network obtained by training set to
get the corresponding text representation vector. The corresponding classifica-
tion accuracy is obtained by inputting the text representation vector into the
classification model and (3) the learning rate is adjusted many times to obtain
the optimal parameters of the model. After several adjustments, the optimal
model parameters are shown as Table 1.
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Table 1. Parameter settings

Parameter Setting

Dimension of word vector 128

Number of iterations 30

Dropout 0.5

Size of hidden layer z 128

Learning rate 0.001

Padding (Maximum words per article) 100

This paper adopts the open data set Cnews which is generated by filtering the
historical data from RSS subscription channel of Sina News from 2005 to 2011.
The dataset contains 10 categories of news, namely sports, entertainment, home
furnishing, real estate, education, fashion, current affairs, games, technology and
finance.

Each row in the Cnews dataset represents an article and the beginning of
each row corresponds to the news category of the article. Therefore, this paper
extracts the tag information (i.e. news category) in the dataset and the dataset
is divided into tag and corpus. Moreover, The Jieba segmentation is applied to
process the article and the stoppage word is employed to filter out some words to
improve the performance and computational efficiency of the subsequent experi-
ments. Next, this paper makes word frequency statistics for the words appearing
in the corpus and rank them according to the word frequency from large to small.
Finally, the final data set can be obtained by eliminating the words that appear
less frequently than the first 10000.

4 Experimental Results and Analysis

4.1 Evaluating Indicator

This paper employs four evaluation indicators including accuracy, recall, pre-
cision and F1-score in order to verify the performance of the proposed model.
The true positive (TP) indicates that the prediction category is positive and the
actual category is positive. The false positive (FP) indicates that the prediction
category is positive and the actual category is negative. The false negative (FN)
indicates that the prediction category is negative and the real category is posi-
tive. The true negative (TN) indicates that the prediction category is negative
and the actual category is negative. The formulas of four indictors are shown in
Eqs. (22), (23), (24) and (25) respectively.

Accuracy =
TP + TN

TP + FP + FN + TN
(22)

Recall =
TP

TP + FN
(23)
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Precision =
TP

TP + FP
(24)

F1 − score = 2 × precision × recall

precison + recall
(25)

4.2 Experimental Results

This paper compares the proposed model with some common unsupervised text
representation methods that convert word vectors into document vectors. The
control models are shown as follows.

w2v-avg: This model averages all word vectors of each document to get the
final representation. This experiment sets the word vector dimension of training
to 128 and get the text representation vector dimension to 128.

CNN-AE: An AE model based on CNN, which can get the text representation
via using word vectors obtained by CNN as the input of encoder.

The experimental results are shown in Table 2, 3 and 4. In Tables 2, 3 and 4,
the performance of CNN-AE is better than that of w2v-avg. Therefore, CNN is
conducive to extracting the local semantic features of the components between
words. In addition, when the text representation dimension is 128, the proposed
model is superior to CNN-AE and w2v-avg in KNN, RF and SVM classifiers.
That is to say, if AE is improved to VAE, the text feature space can better fit
the Gaussian distribution, which makes the semantic information conform to

Table 2. The experimental results under KNN classification algorithm

Accuracy Recall Precision F1-Score

w2v-avg 87.32 ± 7.40 77.02 ± 7.31 80.82 ± 7.61 77.28 ± 7.38

CNN-AE 92.94 ± 5.06 86.44 ± 10.69 89.56 ± 11.12 86.66 ± 10.70

CNN-VAE 94.87± 4.61 91.81± 7.46 91.87± 9.12 90.87± 8.08

Table 3. The experimental results under RF classification algorithm

Accuracy Recall Precision F1-Score

w2v-avg 85.48 ± 0.93 66.23 ± 2.27 74.84 ± 4.25 68.27 ± 2.73

CNN-AE 92.43 ± 0.66 80.26 ± 1.42 92.64 ± 3.18 83.97 ± 1.85

CNN-VAE 94.98± 0.65 92.54± 1.67 95.29± 1.00 93.37± 1.22

Table 4. The experimental results under SVM classification algorithm

Accuracy Recall Precision F1-Score

w2v-avg 86.51 ± 3.18 87.61 ± 3.08 88.68 ± 2.83 87.58 ± 3.27

CNN-AE 90.00 ± 1.64 90.94 ± 1.48 90.10 ± 2.98 90.64 ± 1.55

CNN-VAE 93.30± 2.63 93.90± 2.08 94.29± 1.90 93.83± 1.99
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the real distribution. In conclusion, the VAE text feature representation model
based on CNN is effective and feasible.

5 Conclusion

Text feature representation plays a significant role in the field of NLP as the
first step of machine recognition of natural language, which extracts the features
of the text to express semantic information contained in the text. With the
improvement of hardware performance, deep learning and neural network devel-
opment, text representation has a leap forward development. At the same time,
the increasing number of Internet users produces a large number of unstructured
text data. How to employ NLP technology to analyze and process huge text data
has become the current research hotspot. Therefore, this paper proposes a text
feature representation model based on CNN-VAE, which is a feature represen-
tation method from word vector to text vector. On the one hand, the model
applies CNN to extract the features of the text vector as the text representa-
tion, so as to better extract the semantics between words. On the other hand,
the model uses VAE instead of AE to make the text feature space better fit
the Gaussian distribution, so that the semantic information is more consistent
with the real distribution. In order to verify the performance of the model, the
proposed model is compared with w2v-avg and CNN-AE. Experimental results
show that the proposed model has better performance in KNN, RF and SVM
classification. There are four levels of language structure including document,
paragraph, sentence and word in NLP. This paper only involves two different
levels of text vector representation and attention should be paid to different
levels of language structure in the future.
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Abstract. Generative automatic summarization is a basic problem in
natural language processing. We propose a cross-language generative
automatic summarization model. Unlike the traditional methods that
have to go through machine translation, our model can directly generate
a text summary of another language from a text body in one language.
We use the RNNLM(Recurrent Neural Network based Language Model)
structure to pre-train word vectors to obtain semantic information in
different languages. We combined the Soft Attention mechanism in the
Seq2Seq model, using Chinese, Korean and English to build a parallel
corpus to train the model, thereby, cross-language automatic summa-
rization can be achieved without the help of machine translation tech-
nology. Experiments show that the improvement of our proposed model
on ROUGE-1, ROUGE-2 and ROUGE-L indicators reached 6%, 2.46%,
and 5.13%, respectively. The experimental effect is friendly.

Keywords: Automatic summarization · Abstractive · Word vector ·
Cross-language

1 Introduction

A text abstract usually refers to a text that covers the main information of
the original text, which mainly generated by summarizing and condensing the
information from the original document. The text abstract not only can save
readers a lot of reading time, but also plays the role of information compres-
sion for the length is greatly reduced compared with the original document. For
the first time in 1958, Luhn proposed using computers to automatically gener-
ate abstracts of texts [12]. Compared with manual abstract writing, automatic
abstract technology can greatly improve the efficiency of abstract writing, so
it has attracted wide attention in natural language processing [6]. At present,
automatic generation of abstracts can be divided into two categories, extrac-
tion and production, according to the way of generation. Abstract extraction
is generally to extract the sentence containing the main information from the
original text to produce abstract text, so it is also called sentence extraction.
c© Springer Nature Switzerland AG 2020
G. Wang et al. (Eds.): WISA 2020, LNCS 12432, pp. 236–247, 2020.
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This kind of method usually uses TextRank [13] and LexRank [4] algorithms to
extract summary sentences. And both algorithms are iteratively calculated on
topology graph based on PageRank [7] algorithm. The method extracts complete
sentences from original text by segment, so a large amount of redundant infor-
mation is hard to be eliminated, and the generated abstract is generally lack of
coherence and usually has poor readability. Generative abstract is characterized
by the fact that the sentences in the abstract are not from the original text.
They are new sentences that are re-refined, mainly based on the deep learning
method of the Seq2Seq(sequence-to-sequence) model [5]. Generative abstract has
attracted more attention due to the abstract generated has the advantages of
short length, low redundancy and strong generality of sentences [14,16,17,19].

The traditional method of automatically generating abstracts across lan-
guages is mainly based on machine language translation technology, which trans-
lates the source language into the target language, and then generates the
abstract for the text of the target language; or first generates the abstract for
the source language text, and then translates it into the target language [21].
Bahdanau et al. proposed the simultaneous translation and alignment using the
attention mechanism method, which effectively improved the quality of trans-
lation and confirmed its great improvement effect in sequence learning tasks
[3]. With parallel corpus, using Seq2seq model combined with attention mecha-
nism, and using RNNLM pre-trained word vectors, a cross-language automatic
summarization method that does not require a machine translation process is
proposed.

2 Combined RNNLM Generative Summary

Mikolov et al. introduced recurrent neural networks into the establishment of
language model [11], which can store historical information in hidden states. A
structure diagram of the generated RNNLM (Recurrent Neural Network based
Language Model), RNNLM is shown in Fig. 1.
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Fig. 1. RNNLM structure
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s(t) = f(U · w(t) + W · s(t− 1)) (1)

y(t) = g(V · s(t)) (2)

f(x) =
1

1 + ex
(3)

g(zm) =
ezm

∑
k e

zk
(4)

where f is the sigmoid activation function and g is the softmax function for
converting the vector y(t) of the output layer to the corresponding probability
distribution. U and W represent the input layer to the hidden layer weight
matrix, V the hidden layer to the output layer weight matrix. The w(t) here
represents a specific word for a sequence in the corpus w(1), ..., w(t − 1), w(t),
and the corresponding target words need to be predicted by RNNLM model. A
maximum likelihood function L required for this model is:

L = P (wt|w1, ..., wt−1) (5)

The sequence model proposed in this paper consists of Bi-LSTM and LSTM
two cyclic neural networks: Bi-LSTM [1] is responsible for encoding the input
sequence, called Encoder, and LSTM [2] is responsible for decoding the target
sequence, called Decoder. The efficiency of the Seq2Seq model can be improved in
the framework of “encoder-decoder” by adding Attention model [18] to the cod-
ing end to carry out a reasonable weighted transformation of the input sequence
data.

The input sequence is recorded as x, target sequence as y,T represents the
output time series size, y1 : t−1 represents the output corresponding to the first
t− 1 time points. The automatic summary problem is regarded as a conditional
language model, and the purpose of the model is to maximize the probability of
generating the whole target summary sentence under the condition of original
input text.

P (y |x ) =
T∑

t=1

logP (yt|y1:t−1, x) (6)

Based on the traditional training of Seq2Seq-based generative summary
model, the initial value of word vector is replaced from random value to value
which carrying semantic information. The training of the model will converge
faster, and relatively good performance can be achieved with less training times.
However, the Seq2Seq framework has inevitable defects. The encoding and
decoding are connected by a fixed length semantic vector C, and the encoder
wants to compress the information of the whole sequence into the C, so it can not
fully represent the information of the whole sequence. The information carried in
the previous input content will be diluted by the later information, the longer the
input sequence deteriorates more seriously, resulting in incomplete information
coverage and reduced accuracy when decoding. Hence, the attention mechanism
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is of great significance in sequence learning tasks. The generative summary model
in this paper combines the attention mechanism based on RNNLM. The detailed
structure of the model is shown in Fig. 2.
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Fig. 2. Generative summary model based on RNNLM and attention mechanism

The first layer is the input layer, the second is the word embedding layer, the
third is the hidden layer, and the fourth is the output layer. An intermediate
vector Ct is a semantic vector containing attention information from the input.
The initial value of the word embedding layer is composed of RNNLM pre-trained
word vectors, and the Encoder part uses the semantic vectors of the text using
the Attention mechanism. All the work flow of the model is as follows: the word
embedding layer first converts the input word sequence into the corresponding
vector sequence to the encoder Bi-LSTM, which receives the vector sequence
passed by the word embedding layer and generates the output and gives it to
the next layer of the model. Attention mechanism receives the output of the
encoder, calculates the attention size of each step input, and then weighted
summation to obtain the semantic vector Ct. of the whole text. The Attention
mechanism receives the output of the encoder, calculates the attention size of
each step input, and then obtains the semantic vector Ct. of the whole text by
weighting sums. Decoder part uses LSTM to output the term items predicted
at the current moment according to the Y (t− 1) of the output with the hidden
state S(t− 1) and the current intermediate vector.

During the training stage, the input and output give the word sequence of
the text of the model and the word sequence of the abstract, respectively. The
model uses the Dropout mechanism [20] and the gradient clipping mechanism
[15] to prevent overfitting and gradient explosion phenomena. Compared with
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the traditional model of random initialization word vector, the proposed model
will have better performance under the same training times.

3 Translanguage Generative Abstract Method

A summary sequence can be generated for a text sequence when the Seq2Seq
model is used for a text abstract task. The mapping relationship between one
language and another can be well captured by the model. Therefore, the model
can generate a summary sequence of another language for the text sequence
of one language, and realize automatic summary across languages without using
machine translation technology. In Seq2Seq-based machine translation, the train-
ing data consists of the original text and the translation pairs, which requires a
large number of original text-translation pairs to train Seq2Seq models. In the
cross-language automatic summary method proposed in this paper, the train-
ing data not only needs text and summary to be composed in pairs, but also
requires them to come from different languages which have the same mean-
ing. Therefore, we need to use parallel documents to build text (one language) -
abstract (another language) pairs for automated abstracts across languages. The
parallel documents are shown in Fig. 3.

Fig. 3. Sample parallel documents Fig. 4. Sample training data across
language abstracts

The documents A, document B and document C in Fig. 3 are a set of parallel
documents in different languages, but the meaning of the body part and the
abstract part is consistent. When training the cross-language automatic abstract
model of English-Chinese, we should use the text part of the document B and
the summary part of the document A to form the text-abstract pair. A sample
of training data across language automated summaries is shown in Fig. 4.

The proposed cross-language automatic summary processing flow is described
as follows:First, the training corpus of cross-language automatic summary is
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constructed using parallel documents. The Sample training data is shown in
Figs. 3 and 4. Secondly, the corpus of input language is preprocessed at the
beginning, and the dictionary is constructed for the corpus of output language.
Then, the LSTM-based Seq2Seq model is trained using the constructed cross-
language automatic abstract corpus. Finally, a large number of cross-language
body (source language)-abstract (target language) pairs are constructed through
parallel documents, which are used to train the Seq2Seq model of automatic
summary across languages, so that the model has the ability to generate target
language summary for source language text. Through training, the model not
only has the ability of abstract, but also establishes the mapping relationship
between the source language text and the target language summary text. It
completes the abstract task and also has the function of translation

4 Experimental Results and Analysis

4.1 Experimental Setup

The corpus used in this experiment come from a project commissioned by Yan-
bian Science and Technology Information Service Center, China and South Korea
Science and Technology Information processing Comprehensive platform. In the
early stage of the project, more than 30000 parallel scientific and technological
literature abstracts and titles of China, Britain and Korea have been collected
in three fields: ocean, aviation and biology. The preprocessing of experimental
corpus mainly includes the following steps:

(1) Chinese corpus: We first remove non-native words (unknowns and symbols),
numerals and English. Then, we found that the deactivation words had a
great effect on the fluency and semantic representation of the statements,
so the deactivation words were not removed. Finally, the word segmenta-
tion tool used in this paper is the stutter word segmentation kit, and the
preprocessed Chinese language corpus is the pure Chinese character corpus.

(2) English corpus: First, the English text is word segmentation, and then all
the uppercase letters in the generated string are converted to lowercase
letters. Because Snow and snow are the same meaning, so they can not be
considered two words. Finally, the words and some special symbols of non-
pure letters are removed, so that the corpus is all English text. A NLTK
word segmentation tool is used to do this task.

(3) Korean language corpus: We remove the foreign language words, symbols
and numbers from the corpus, and retain the Korean words after using the
Korean language participle to the Korean language corpus. A konlpy kit is
used for word segmentation in this experiment.

After removing the blank text and some missing text in the corpus, it is
divided into training set, validation set and test set according to the ratio of
8:1:1, as shown in Table 1.
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Table 1. Corpus statistics for experiments

Language Statistical data

Train Verification Test

Chinese 24489 3061 3062

English 24489 3061 3062

Korean 24489 3061 3062

4.2 Model Training

Our experiments were conducted on the Chinese data set. First, we conducted
experiments on the batch size and epoch of the Seq2Seq model to determine the
optimal choice of parameters. The experiments are carried out on the Chinese
dataset. The epoch is set to 20 and iterated 20 times on the Chinese training set
with different batch size, as well as keeping the rest parameters consistent. After
the model is trained, we do experiments on Chinese test set and use ROUGE
to evaluate the model performance, which is widely used in summary tasks and
is a recognized evaluation standard [8]. This method was proposed by ISI Chin-
Yew Lin in 2004. It is divided into five evaluation indexes, namely ROUGE-N,
ROUGE-L,ROUGE-W,ROUGE-S,ROUGE-SU, each index should be calculated
separately for P (precision, accuracy), R (recall) and F (Table 2).

Table 2. Results of different evaluation index for different batch size

Batch size ROUGE-1, ROUGE-2, ROUGE-LF value in evaluation index (%)

ROUGE-1 ROUGE -2 ROUGE-L Time

1 – – – 10.4 h

16 15.85 2.28 14.85 4996.69 s

32 16.82 2.77 15.71 3883.33 s

64 16.91 2.85 15.77 3363.08 s

128 16.3 2.62 15.34 3225.42 s

256 14.29 2.25 13.58 3260.15 s

512 9.66 1.45 9.34 3235.47 s

1024 9.78 0.86 9.66 3098.40 s

2048 Memory error

According to the data in the table, this paper sets the value of batch size
to 64. The experiment is carried out with different epoch under the condition
that the other parameters are the same, and the experiment is carried out on
the training set and the verification set. In Fig. 5, since each step of the Seq2Seq
model at the output end is a multi-classification task, the training results of the
model can be measured by accuracy. The horizontal axis represents the number
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of iterations on the training set epoch, the vertical axis represents the accuracy
and the value of the cross entropy of the loss (loss function). The curves with
square and triangle represent the accuracy of the model on the training set, the
test set; and the curves with round and cross represent the loss values of the
model on the training set, the test set, according to the order from bottom to
top. When the epoch value is too large, the model is easy to overfit, and the
epoch value is too small, the model will be in the underfitting state. It can be
seen that when epoch = 15, the model has the highest accuracy and the smallest
loss on the verification set. At this point, the model reaches the best state, so
the value epoch in the experiment in this paper is set to 15.

Fig. 5. Results of different epoch experiments

4.3 Analysis of Experimental Results

Compared to the baseline - traditional Seq2Seq, this paper sets up different
methods for experiments. The experimental results of the model on the test set
are shown in Table 3.

Table 3. Automatically summarise experimental results for across languages

Model ROUGE-1, ROUGE-2, ROUGE-LF value in evaluation index (%)

ROUGE-1 ROUGE-2 ROUGE-L

Seq2Seq 23.88 4.71 20.34

Seq2Seq+Attention 26.57 6.71 20.57

word2vec(fine-

tuning)+Seq2Seq+Attention

24.58 5.22 18.98

RNNLM(fine-

tuning)+Seq2Seq+Attention

32.57 9.17 25.7
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In Table 3, Seq2Seq is the baseline model and the initial values of word vectors
are all random values. Seq2Seq Attention, the Attention mechanism is introduced
in the Seq2Seq model, and the initial value of the word vector is also the ran-
dom value. w2v (fine-tuning) refers to the word vector is no longer a randomly
initialized value, but a word vector obtained after training on the training set
with Word2Vec [10], and the word vector continues to adjust the parameters as
the abstract model is trained. RNNLM (fine-tuning) refers to the initial value of
a word vector RNNLM trained on a training set. To be fair, both Word2Vec and
RNNLM iterate five times on the training set when training word vectors [9].

We can see from the experimental results that the Seq2Seq Attention model
has higher indicators on ROUGE-1,ROUGE-2 and ROUGE-L than the Seq2Seq
model. The fine-tuning Seq2Seq Attention model scores lower on all three
ROUGE indicators than the Seq2Seq Attention model, and the fine-tuning model
scores the highest on all three ROUGE indicators. On the basis of the Seq2Seq
Attention model, the use of Word2Vec pre-trained word vectors does not have a
lifting effect on the original model, makes the performance of the model decline
a little, while the use of RNNLM pre-trained word vectors has a significant
improvement effect on the model.

The experimental results show that the Seq2Seq model with the Attention
mechanism is better than the traditional Seq2Seq model in the automatic sum-
mary task. Since the mechanism scans the input word sequence once when each
word is generated at the decoding end, then calculates the contribution of each
input word to the current word to be generated. The trained model learns the
input pertinently and associates each item in the output sequence with the input
sequence. Therefore, the original Seq2Seq model with the Attention mechanism
works well.

On the other hand, the experimental results also show that RNNLM pre-
trained word vector can promote the model, and is better than Word2Vec pre-
trained word vector. By using the word vector obtained from upstream task
training to help the summary model in the downstream automatic summary
task, this is actually a process of transfer learning. In transfer learning, it is best
to have common parts or similarities between upstream task and downstream
task, so that the knowledge learned by upstream task can promote downstream
task. Since the Seq2Seq model is actually a language model when generating
abstracts at the output, and the RNNLM model is a language model based on
recurrent neural networks, the word vectors learned by the upstream RNNLM
can promote the downstream abstract model. In Word2Vec, there is no similarity
between CBOW and Skip-gram models in the process of using context to predict
the current word and using current word to predict the context of the word.
The abstract and reference abstract generated by the proposed cross-linguistic
automatic summary method in this paper are semantically close, so it shows
that this method is effective (Fig. 6).
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Fig. 6. Examples of automatic summarization across languages

5 Conclusion and Future Work

This paper proposes a cross-linguistic automatic abstract method. The word vec-
tor is pre-trained based on the RNNLM model and then the attention mechanism
is introduced based on the Seq2Seq framework. In the coding and decoding end,
the text-abstract is trained by using the short text of the scientific and techno-
logical literature on Chinese, Korean and English languages, so that the text of
one language can be the abstract to another directly. The experimental results
show that the proposed method achieves 6%, 2.46% and 5.13% improvement in
ROUGE-1,ROUGE-2 and ROUGE-L indicators on the cross-language automatic
summary task under the same training times. In the case of no use of machine
translation, it is also good to complete the cross-language automatic summary
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task. Since text and abstract are a unique one-to-one correspondence in the text
abstract task. Training this unique correspondence requires large-scale training
corpus, so the next step of this paper needs to collect more text-summary pairs
to expand the training data. At the same time, because the corpus used in this
experiment is short text, the effect of the system to generate long text abstracts
needs to be verified, so in the next step, it is necessary to collect long text corpus
to improve the ability of model processing long text.
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Abstract. Keyword extraction is a fundamental task of text mining, so extracting
high-quality keywords is of great significance. Typical keyword extraction algo-
rithms usually rely on the statistical features, but lack of the semantic information.
At the same time, the supervised keyword extraction algorithms rely too much on
sample labeling. Therefore, in this paper, an unsupervised keyword extraction
algorithm based onmulti-dimensional features calledMDFKE is proposed, which
combines statistical features, external knowledge-based features and semantic
features.MDFKEmainly studies the semantic information of candidate keywords.
LDAmodel is used to obtain text topic, andWord2vec word embedding is used to
generate word vectors. Based on these, the similarity between candidate keyword
and text topic is quantified as semantic feature. Nine specific features are extracted
from five aspects: term frequency, length, position, external knowledge base, and
semantics. Finally, this paper clusters on feature vectors to obtain the final key-
word set. The experiment turns out that, compared with traditional keyword
extraction algorithms based on statistical features, MDFKE can significantly
improve extraction performance, and can also make up for the shortage of
supervised learning overly relying on labels.

Keywords: Keyword extraction � Multi-dimensional features � Text topic �
Semantic feature

1 Introduction

Keyword extraction is widely used in many applications, such as document retrieval,
text summary [1], and text classification [2], and has always been a research hotspot in
NLP. Researchers have proposed many supervised and unsupervised KE methods.

The supervised method treats keyword extraction as a binary classification problem,
and uses the learned classification model to determine whether the candidate keyword
is a keyword. Training datasets are not easy to obtain and the labeling cost is very high.
As an unsupervised learning method, clustering does not require labeling in advance.
The traditional unsupervised keyword extraction algorithm including TF-IDF and
TextRank ranks the importance of each candidate keyword. TF-IDF method ranks
importance according to term frequency and inverse document frequency while Tex-
tRank is based on word co-occurrence [3]. On the basis of traditional algorithms,
research in recent years has gradually introduced more dimensional features to describe
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the information of words as much as possible. In [4], the authors pay attention to
complex network structure characteristics of word graphs to compensate for the limi-
tations of TextRank refering to local co-occurrence relationship among text words.
Literature[5] uses a combination of TF-IDF and TextRank algorithms to extract key-
words from the text by constructing a word graph model, calculating word frequency
and inverse document frequency and considering the weight of title position. In
addition, the YAKE [6] algorithm proposed in 2016 comprehensively considers term
frequency, length, position and other statistical information, but the evaluation algo-
rithm relies on expert experience. At the same time, the algorithm lacks the consid-
eration of semantic information, which is the common shortcoming of most research
including traditional keyword extraction algorithms. Therefore, this article focuses on
combining the semantic features of the text topic relevance of words with traditional
statistical features to construct a new keyword extraction algorithm.

In this paper, an unsupervised keyword extraction algorithm based on multi-
dimensional features (MDFKE) is studied. Nine features are selected from term fre-
quency, length, position, external knowledge base, and semantics. Based on LDA and
Word2vec, the relationship between candidate keyword and text topic is quantified as
semantic feature. Finally, K-Means is used for unsupervised keyword extraction.

This paper is organized as follows. In Sect. 2, some related work is discussed. In
Sect. 3, MDFKE algorithm is introduced. In Sect. 4, the experimental setup and results
are described. Finally, in Sect. 5, the final conclusion is presented.

2 Related Work

2.1 Topic Model

Topic model [7] is a clustering model that mines the implicit semantic structure of the
corpus in an unsupervised learning manner. The topic model is composed of three
dimensions: document, topic and word. Each word of a text is obtained through a
process of “selecting a certain topic with a certain probability and selecting a certain
word from this topic with a certain probability”.

At present, mature topic models include Probabilistic Latent Semantic Analysis
(PLSA or PLSI) [8] and Latent Dirichlet Allocation (LDA) [9]. Both are improvements
to Latent Semantic Indexing (LSI). LSI maps documents from a high-dimensional
vector space to a low-dimensional latent semantic space, but it cannot provide a clear
semantic interpretation. PLSA introduces probability and enhances the matching
relationship between potential topics and vocabulary documents. Based on PLSA,
LDA introduces a polynomial conjugate prior distribution Dirichlet to enrich the
parameters.

In the field of NLP, more and more studies tend to use the LDA topic model to
enrich the text representation. Literature[10] proposes a semantic Web service dis-
covery method based on LDA clustering, which can supplement the semantic infor-
mation of the text.
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This paper obtains text topic by LDA, and uses the similarity between candidate
keyword and text topic as the semantic feature. The topic words of the text are used as
the initial clustering centers for iterative convergence to obtain the final keyword set.

2.2 Feature-Driven Keyword Extraction

Feature extraction is one key step in the keyword extraction process. The purpose is to
select some features that distinguish keywords and non-keywords as well as possible.

Frank [11] for the first time regarded the keyword extraction as a binary classification
problem, using TFIDF and relative position as features, and proposed a KEA algorithm
based on the Naive Bayes model. The algorithm proposed by Aquino [12] involves 20
attributes such as the term frequency, the first occurrence position, the last occurrence
position, andwhether it is a proper noun. In [13] it is proved that the words usually used as
Wikipedia entries are more likely to be keywords. Literature [14] uses sequence pattern
mining algorithms to generate candidate keywords, and then uses different classification
algorithms to extract keywords. However, as a supervised learning, binary classification
depends on the result of labeling and the labeling process is subjective.

Keywords should be as consistent as possible with the topic of the text, so this
paper proposes semantic features to quantify the relevance of words to the topic of the
text. A clustering algorithm combining statistical features, linguistic features, and
semantic features is used to generate the final keyword set.

3 Text Keyword Extraction Based on Multi-dimensional
Features

Fig. 1. Flow chart of MDFKE
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Some existing KE algorithms only use statistical features for binary classification
learning, ignoring the correlation between keyword and topic, and relying heavily on
sample labeling. This paper combines statistical features, external knowledge-based
features and semantic features, and proposes an unsupervised keyword extraction
method (MDFKE). The method is composed of three parts: text preprocessing, feature
extraction and cluster-based keyword extraction. Figure 1 shows the overall process.

3.1 Text Preprocessing

The first goal of text preprocessing is to obtain candidate keywords which may be
composed of multiple words. The process of generating candidate keywords is as
follows:

(1) Use stopwords and symbols as separators to split text and mark the part-of- speech
of each word.

(2) Use n-gram filtering to obtain all n-gram word sequences (n � 3).
(3) Use part-of-speech filtering to preserve noun phrases and adjective phrases.
(4) Use word-frequency filtering to keep phrases with higher frequency.

Another purpose of text preprocessing is to obtain text topic. LDA model assumes
that each document is composed of multiple topics and each topic is a probability
distribution on the set of words. The probability graph model of LDA is shown in
Fig. 2.

The joint probability in LDA model is as (1):

P h; z;wja; bð Þ ¼ P hjað Þ
YN

n¼1
P znjhð ÞPðwjzn; bÞ ð1Þ

The document-topic distribution h and topic-word distribution u are both polynomial
distributions. a is the Dirichlet prior parameter of h, and b is the Dirichlet prior
parameter of u. EM algorithm and Gibbs sampling are two algorithms to solve the
LDA model. EM algorithm is used to estimate the maximum likelihood of parameters
in a probability model that depends on unobservable implicit variables, but the entire
process is complicated and slow. At present, a more concise and fast Gibbs sampling is
widely used in practice. The number of topics needs to be specified in advance.

Fig. 2. LDA model diagram
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The document-topic and topic-word distribution are obtained after training. This
paper defines the concept of the topic importance P TðwjjdÞ to characterize the
probability that the word wj is the topic word of document d. The calculation formula is
as (2):

P TðwjjdÞ ¼
XT

i¼1
PðwjjtiÞ � PðtijdÞ ð2Þ

Here, PðtijdÞ is the probability that document d belongs to topic ti, and PðwjjtiÞ is the
probability that word wj belongs to topic ti. The k words with the largest topic impor-
tance value are selected as topic word set of the text recorded as V ¼ v1; v2; . . .vkf g. In
addition, the importance set matching V is recorded as P ¼ p1; p2; . . .pkf g.

3.2 Feature Extraction

Keywords should reflect the topic of the text and the importance of the word. Statistical
features show the position and frequency of terms in the text, and external knowledge-
base features show the importance of the word out of the text. In addition, semantic
feature is proposed to describe the similarity between candidate keyword and text topic.
9 specific features are introduced to describe the importance of keywords (Table 1).

Term-Frequency Feature
Term frequency refers to the frequency of words or phrases appearing in a given
document. It is generally believed that the higher the term frequency, the higher its
importance. TFIDF combines term frequency and inverse document frequency to
measure the importance of candidate keywords. Document Maximum Phrase Index
(DMPI) [15] is extended by term frequency and characterizes the overlap of candidate
keywords.

Table 1. Feature type and description

Num Definition Abbreviation Type

1 Term frequency and inverse
document frequency

TFIDF Term-frequency feature

2 Document maximum phrase index DMPI
3 Word length WL Length feature
4 Average sentence length ASL
5 Position span SPAN Position feature
6 Whether it exists in the title EIT
7 Keyword degree KD External knowledge-

based feature8 Whether it exists in the domain
dictionary

EIDD

9 Distance between it and the topic of
article

TS Semantic feature
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DMPI w; dð Þ ¼ 1� max
s2sup w;dð Þ

f s; dð Þ
f w; dð Þ ð3Þ

sup w; dð Þ is the set of phrases in the document d that contains the word w. f w; dð Þ is the
number of times the word w appears in the document d.

Length Feature
The length feature refers to the length of the candidate keyword itself and the sentence
in which it is located. Word length (WL) refers to the number of words contained in the
candidate keywords. Because the length of the keyword is usually less than or equal to
3, WL has a good distinction. Average sentence length (ASL) refers to the average
number of words of all sentences containing candidate keywords. It is generally
considered that the longer the sentence where the candidate keyword is located, the
greater the likelihood that it becomes a keyword.

Position Feature
Keywords often appear in certain important positions, such as the beginning of a
document and the beginning of a paragraph. In this paper, SPAN and EIT are used as
position features. SPAN considers the difference between the first and last occurrence
of word in a text. EIT indicates whether it appears in the title.

SPAN w; dð Þ ¼ LP w; dð Þ � FP w; dð Þ ð4Þ

FP (w, d) is the relative position of the first occurrence, and LP (w, d) is the relative
position of the last occurrence. The candidate keywords that appear in the title are
usually more likely to be keywords. If the candidate keyword appears in the title as a
whole, EIT is 1, the partial occurrence is 0.5, and the non-appearance is 0.

External Knowledge-Based Feature
This article uses external knowledge-based features to characterize the importance of
candidate keywords. Keyword degree (KD) [16] is the frequency of candidate key-
words as keywords in a given corpus. The candidate keywords that can be queried in
the domain dictionary are more important [17]. The open Chinese thesaurus launched
by Tsinghua University contains dictionaries in IT, finance and other fields. If the
candidate keyword appears in the domain dictionary as a whole, EIDD is 1, the partial
occurrence is 0.5, and the non-appearance is 0.

Semantic Feature
Semantic feature is one key point of this paper. In this paper, LDA is used to obtain text
topic. Word2vec is used to train a distributed representation of the words to use a low-
dimensional and dense vector to represent the words, so that the word similarity
involving contextual semantic information can be calculated. The distance between
candidate keyword and topic is used as semantic feature. The smaller the distance, the
greater the similarity and the closer the candidate keyword are to the text topic.
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The candidate keywords are n-gram word sequences, n � 3. The distance between
word sequence and topic is the average of the distances between each word and topic in
the sequence. The calculation formula of the semantic feature TS w;Vð Þ is as (5):

TS w;Vð Þ ¼
Pn

i¼1 Dis wi;Vð Þ
n

ð5Þ

Dis wi;Vð Þ ¼
Pk

j¼1 pj � dis wi; vj
� �

Pk
j¼1 pj

ð6Þ

Dis wi;Vð Þ is the distance between the i-th word in the candidate keyword and text
topic. vj is the j-th component of topic word set V, that is, the j-th topic word. The
cosine distance between the word vector of wi and vj based on Word2vec is dis wi; vj

� �
.

pj is the topic importance of vj as weight or probability.

3.3 Cluster-Based Keyword Extraction

Supervised keyword extraction needs to label samples in advance, and the classification
performance depends heavily on labeling accuracy. The clustering is unsupervised, so
this paper uses the classic K-Means clustering algorithm which uses the k topic words
as initial clustering centers, and calculates the distance between each candidate key-
word and each clustering center based on multi-dimensional features. Based on the
initial clustering center, the Euclidean distance between each candidate keyword and
each clustering center is calculated, and then each candidate keyword is assigned to the
nearest cluster to obtain k clusters S1; S2; . . .; Skf g.

dis vi; cj
� � ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
vi;1 � cj;1
� �2 þ . . .þ vi;d � cj;d

� �2q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXd

t¼1
vi;t � cj;t
� �2r

ð7Þ

vi;t represents the t-th attribute of the i-th feature vector vi; cj;t represents the t-th
attribute of the cluster center of the j-th cluster cj. m is the number of all candidate
keywords in the text, and k is the number of cluster centers. Here, i 2 ½1;m�; j 2 ½1; k�.
The goal of clustering is to get the division that can minimize the distance between
each cluster center and the objects in this cluster. The objective function is as (8):

J ¼ argmin
Xk

j¼1

Xm

i¼1
dis vi; cj

� � ð8Þ

If the objective function does not meet the convergence criterion, the members in the
cluster are updated repeatedly until the final clustering partition is reached. The final
clustering centers correspond to the final keywords of the text.
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4 Experiments

4.1 Datasets and Evaluation Indicators

Taking into account the reality that vocabulary are huge, this paper selects the com-
puter field as a smaller research area to verify the results and performance of the
algorithm. This article collects the latest academic papers in the computer field, and
selects the title, abstract and keywords as the experimental data. The experimental data
set contains 1,250 academic articles and 6,149 keywords provided by the author.

In order to evaluate the performance of MDFKE, the dataset contains the keywords
marked in advance. This paper calculates the precision rate P, recall rate R and F1 value
by comparing the keywords obtained by MDFKE with those provided keywords. P is
“the number of correct predictions in the data predicted as keywords”. R is “the number
of correct predictions in the data that are truly keywords” (Table 2).

p ¼ TP
TPþFP

ð9Þ

R ¼ TP
TPþFN

ð10Þ

F1 ¼ 2� P� R
PþR

ð11Þ

F1 score is the reconciled average of precision and recall. Only when both Precision
and Recall are very high, the F1 score will be high. If one of them is very low, the
harmonic average will be pulled close to that very low number.

4.2 Experiment Settings

The LTP tool of Harbin Institute of Technology is used to segment the Chinese text and
tag the part-of-speech of each word in text preprocessing. First of all, this paper splits
text and marks part-of-speech of each word, then uses n-gram model to obtain n-gram
word sequences, and performs part-of-speech filtering and term frequency filtering.
However, the term frequency is not easy to display here, so Table 3 shows the candidate
keywords initially obtained after part-of-speech filtering of two sample sentences.

Table 2. Parameters required for evaluation indicators

Actual value Predictive value
Non-keyword Keyword

Non-keyword TN FP
Keyword FN TP
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The word embedding model used in this paper is the skip-gram model of
Word2vec, which uses the default parameters for training. The corpus used for training
Word2vec is full text of the academic journal papers collected in this paper. The
training of LDA and the training of the classification and clustering model respectively
use the topic model toolkit genism and the machine learning module sklearn based on
python.

4.3 Experiment Results

Through feature extraction, this paper extracts 9 specific features in five aspects: term
frequency, length, position, external knowledge base, and semantics. K-Means clus-
tering uses k topic words acquired based on LDA as the initial clustering centers to
obtain the final keyword set.

Table 3. Examples of candidate keywords after part-of-speech filtering

Raw text Candidate keywords
n=1 n=2 n=3

Table 4. Comparison of results for different k

k Precision Recall F1

3 0.39 0.65 0.49
4 0.42 0.63 0.50
5 0.45 0.61 0.52
6 0.48 0.54 0.51
7 0.51 0.47 0.49
8 0.52 0.45 0.48
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In order to verify the performance of MDFKE, this paper conducts a comparative
test for different number of keywords k in the range of 3 to 8. Precision is “the number
of correct predictions in the data predicted as keywords” and recall is “the number of
correct predictions in the data that are truly keywords”. Therefore, Table 4 and Fig. 3
show that as k increases, recall continues to decrease and precision continues to
increase. However, the F1 score, as the reconciled average of precision and recall, can
better reflect the performance of the algorithm. F1 score increases first and then
decreases, and the method performs best when k is 5.

MDFKE combines statistical features with external knowledge-based features and
semantic features. Table 5 shows that MDFKE is significantly better than classic
keyword extraction algorithms, such as TFIDF, TextRank, and YAKE.

Fig. 3. Comparison of results for different k

Table 5. Comparison of different keyword extraction algorithms

Num Algorithm Precision Recall F1

1 TFIDF 0.33 0.43 0.37
2 TextRank 0.28 0.35 0.31
3 YAKE 0.39 0.48 0.43
4 MDFKE(NO-TS) 0.42 0.50 0.46
5 MDFKE 0.45 0.61 0.52
6 MDFKE(SVM) 0.47 0.63 0.54
7 MDFKE(NB) 0.47 0.65 0.55
8 MDFKE(DT) 0.45 0.64 0.53
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Row 4 and 5 in Table 5 are the comparative experiments after removing and retaining
the semantic feature in MDFKE. The experiment proves that after adding semantic fea-
tures, keyword extraction performs better and F1 value is increased by 0.06. The
importance of semantic feature means that the words that are closer to the text topic are
more likely to become keywords.

In order to conduct a comparative experiment, this paper conducted a supervised
keyword extraction experiment based on multi-dimensional features and classification
algorithms (SVM, NB, DT). Comparing row 5–8 in Table 5, it is found that in the case
of labeling, the performance of the method using classification algorithm is slightly
better, but the advantage of clustering is that it is more suitable for the case of no
labeling, because labeling depends on expert experience and the cost of labeling is too
high.

This paper also conducts algorithm verification experiments on an English data set
which contains 1,300 academic articles and 6,450 keywords. This paper finds that the
performance of the algorithm on the English data set is slightly better than the per-
formance on the Chinese data set, because the F1 score of the former is 0.03 higher
than the latter. Therefore, it is inferred that this phenomenon may be caused by
improper word segmentation in the process of generating candidate words. We will
continue to study it in subsequent research.

5 Conclusion

This paper proposes a keyword extraction algorithm based on multi-dimensional fea-
tures. Combining term frequency, length, position, external knowledge-based and
semantic feature, MDFKE can describe word information more comprehensively and
better explain word importance. Semantic feature is defined as the similarity between
candidate keyword and text topic, emphasizing that keywords need to be close to the
text topic. The addition of semantic features increases the F1 value of the keyword
extraction algorithm by 0.06. In addition, the use of clustering algorithms for unsu-
pervised learning eliminates the deficiencies of supervised learning without labeling in
advance and the over-reliance of supervised learning on labeling.
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Abstract. The data sparseness problem in short text clustering will
causes low clustering performance. One solution is to enrich short text
according to the semantic relationship from external text corpus. A new
one is neural network based text representation learning which is word
embeddibngs. In this paper, we studied the methods of vector to rep-
resent a short text. But how to get a vector from word embeddings is
a challenge job. One way is average sum of vectors, but it ignores the
importance of the terms. TF-IDF weighted vectors is better way, but the
sparseness of terms makes the local IDF not sufficient. We proposed a
new method with TF-GIDF weighted vectors, which use global IDF to
conquer the shortcoming. The experiments are set up to compare the new
method with baselines and the results analysis shows that the proposed
method outperforms baselines significantly.

Keywords: Short text clustering · Word embeddings · Term
frequency · Inverse document frequency

1 Introduction

Nowadays the social media has generated vast quantities of information on the
internet, for example, such as Web search snippets, book and movie summaries,
product descriptions, and customer reviews. The clustering analysis on these
information is very important. Due to the data sparseness problem, under the
traditional Vector Space Model (VSM) and TF-IDF weight schema, the cluster-
ing performance is very low [10]. The reason is no enough word co-occurrence
between short texts. There have been several studies that attempted to overcome
the data sparseness problem. The solution is to enrich short text by a external
information resources to enhance the semantic relationship between documents,
for instance, by search engines [3], by Wordnet [6] and by Wikipedia [1]. These
researches have shown positive improvement.

Recently, deep neural networks and representation learning have led to new
ideas and many neural models for learning word representations have been pro-
posed. Inspired by the ideas, we studied the method of vector to represent a short
text. A short text can be represented by Bag Of Words (BOW) model and can
be mapped into a sequence of vectors by using word embeddings. Calculating a
c© Springer Nature Switzerland AG 2020
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vector to present a short text is a key problem. The simple way is average sum
of vectors, but it ignores the importance of the terms. TF-IDF weighted sum
is a better choose, but the IDF weight can not catch enough importance of the
text due to term sparseness. To solve the problem, we proposed a new method
with global IDF derived from a large external text corpus. To demonstrate the
effectiveness of our method, we design experiments under two public datasets
ODP239 and Searchsnippets.

The rest of the paper is organized as follows. In Sect. 2, we briefly review
previous research works on neural network based text representation learning
methods. Section 3 introduces the Word2Vec, a model of neural network of word
embeddings. In Sect. 4, we study the methods of a vector to represent a short
text and propose a new method with TF-GIDF weighted sum. In Sect. 5, we
design the experiments under two public datasets for comparative studies and
the results analysis. We give conclusions and future works in Sect. 6.

2 Related Work

Recently, deep neural networks and representation learning have led to new ideas
for solving the data sparseness problem, and many neural models for learning
word representations have been proposed [2,5,7–9]. The neural representation of
a word is called word embeddings and in form of a real valued vector. The word
embeddings enables us to measure word relatedness by simply using the distance
between two embedding vectors. With the pre-trained word embeddings, neural
networks demonstrate their great performance in many Natural Language Pro-
cessing(NLP) tasks. Several deep learning based methods, such as Word2Vec and
Doc2Vec, have been introduced to analyze text corpora [4]. According to these
methods once the model is trained over a representative corpus, it can be readily
used to analyze new text and find semantic constructs which can be useful for
automated taxonomy creation. Classical Word2Vec methods are generally unsu-
pervised requiring no domain information. In the context of NLP, distributed
models are able to learn word representations in a low-dimensional continuous
vector space using a surrounding word context in a sentence, such that semanti-
cally similar words are close to each other in the embedding space. There are a
few literatures about short text clustering using deep neural networks [11]. But
their works are different from ours. They use different text corpus to train the
model to deal with different datasets. In our work, all datasets are tested under
a unique pre-trained model.

3 Word Embeddings and Word2Vec

Mikolov et al. [8] proposed distributed word embeddings to catch semantic sim-
ilarities between words, which resulted in Google’s Word2Vec software open
project1. A word embedding uses numeric value, in form of a vector to represent

1 https://code.google.com/archive/p/word2vec/.
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a word. The Word2Vec has two models: Continuous Bag of Words(CBOW) and
Skip-Gram.

CBOW model predicts the current word under window size of n. Given word
sequence W = {w1, w2, ..., wM}, maximization the average logarithmic proba-
bilities is defined as:

I(W ) =
1
M

∑M−L

i=L
log p(wi/wi−L, ..., wi+L) (1)

where, L is the window size of context and M is the size of word sequence.
Skip-Gram model predicts the words in context in the window size of n of

the current word. Given word sequence W = {w1, w2, ..., wM}, maximization the
average logarithmic probabilities is defined as:

I(W ) =
1
M

∑M

m=1

∑
−L≤i<L

log p(wm+i/wm) (2)

where, L is the window size of context and M is the size of word sequence.

4 TF-GIDF Weighted Embedding Vectors

In this section, we will describe traditional VSM and TF-IDF weight schema.
Then we studied the distributed presentation learning method and two methods
to present a short text. A new method with TF-GIDF weighted way by using
global IDF is proposed.

4.1 VSM and TF-IDF Weight Schema

A test dataset DS = {d1, d2, ..., dn} consists of n docs and each doc di is rep-
resented by a sequence of terms(words), di = {ti1, ti2, ..., tik}, k is the num-
ber of terms. In the future, we will use “words” and “terms” interchangablly.
After all docs have been processed, a vocabulary including all terms Vvoc =
{tw1, tw2, ..., twm} is created, m is the size of vocabulary. Then, the DS will be
presented as a matrix A, with dimension n × m and each entry is the weight
ai,j = TF × IDF . The value of weight has two parts: TF and IDF. TF is the
frequency of terms in di, which reflects the importance of the term in di. IDF is
inverse document frequency, which reflects the term importance over all docs.

4.2 Weighted Vectors of Word Embeddings

The algorithm Word2Vec [8] is originally a highly scalable predictive model for
learning word embeddings from text. The word embeddings have the capability
to capture linguistic regularities and patterns. Although the word embeddings
has applied to many NLP tasks, it is a semantic relationships about words. In
our case, a short text usually consists of several sentences so that we need to
study how to represent a short text with a vector.
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Average Weighted Vector. A direct way to get a vector from the vec-
tors of n terms is to use terms count as the weight. A short text is, if
the duplicate of terms is considered, the sequence of the two-tuples, D =
{(t1, tc1), (t2, tc2), ..., (tn, tcn)}, tci is the count of ti in the text. Here, we let
tci be the weight of ti, the weighted average of vectors is as following:

Vd =
∑n

i=1 tci × Vm[ti] × θ(ti, Vvoc)∑n
i=1 tci × θ(ti, Vvoc)

(3)

In this way, average weighted vector treats each term equally and not take the
term importance into account. The next, we will combine the weights of terms
and the vectors of terms together to produce a text vector.

TF-IDF Weighted Vector. TF-IDF weighted method gives the importance
of terms and we use TF-IDF as the weights. Given a text, D = {t1, t2, ..., tn}
and the weights W = {w1, w2, ..., wn}. The weight wi of term ti is defined as
TF-IDF weight in previous section. The vector Vd of a short text D is defined as:

Vd =
∑n

i=1 tfi × idfi × Vm[ti] × θ(ti, Vvoc)∑n
i=1 tfi × idfi × θ(ti, Vvoc)

(4)

Because majority of terms appears only once in a doc, co-occurrence of terms is
very low. Due to the spareness problem, IDF can not catch the importance of
the terms either.

TF-GIDF Weighted Vector. IDF is the term importance distribution over
the docs. The more frequently a term appears in docs, the less important it
is. Now we define the value of IDF derived from test dataset as local IDF.
Because the number of docs in test datasets is small, local IDF can not catch
the importance of the terms. For this reasons, we introduce global IDF, which
catches the importance of the terms from global view. We use a large external
text corpus to compute global IDF. The large text corpus contains a large amount
of short texts such that the values of global IDF has statistical importance. Given
a text D = {t1, t2, ..., tn} and the weights W = {w1, w2, ..., wn}. The weight wi

of term ti is defined as TF-GIDF weight, where tfi is same as in previous section
and GIDF is defined as:

gidfi =
ng

log(gdci + 1)
(5)

where, ng is number of docs and gdci is numbers of docs which contain term ti
in an external large text corpus. The vector Vd of a short text D is defined as:

Vd =
∑n

i=1 tfi × gidfi × Vm[ti] × θ(ti, Vvoc)∑n
i=1 tfi × gidfi × θ(ti, Vvoc)

(6)
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5 Experimental Design and Results

5.1 Train Dataset

The Word2Vec model is trained under a large text corpus. We download the ODP
project dump as corpus, it includes 1938099 short texts. We use the program
under google’s trunk project to train the corpus with dimension 200 and also
use the corpus to calculate word and document frequencies.

5.2 Test Datasets

We use two public datasets to evaluate our method: ODP2392 and SearchSnip-
pets3. ODP239 was extracted from Open Directory Project (ODP). It includes
239 topics, each with 10 subtopics and about 100 documents (about 10 per
subtopic), for a total number of 25580 documents. Each document has 4 itesms:
ID, url, title and snippet. SearchSnippets [10,11] was selected from the results
of web search transaction using predefined phrases of 8 different topics. It con-
tains training data with 10060 snippets and testing data with 2280 snippets. We
sum both as our test dataset.

5.3 Evaluation Metrics

To evaluate the clustering performance, two metrics: Normalized Mutual Infor-
mation(NMI) and Accuracy(ACC) are chosen as our metrics.

NMI = MI(X,Y )/
√

H(X)H(Y ). (7)

where, MI(Y,C) is the mutual information between Y and C, H(·) is entropy
and the denominator

√
H(Y )H(C) is used for normalizing the mutual informa-

tion to be in the range of [0, 1].

ACC =
1
n

n∑

i=1

δ(ti,map(ci)). (8)

where, n is the total number of texts, δ(x, y) is the indicator function that equals
one if x = y and equals zero otherwise, and map(ci) is the permutation mapping
function that maps each cluster label ci to the equivalent label from the text
data.

5.4 Clustering Tool

For fairness, all methods should be applied under same clustering platform. After
careful consideration, cluto4 is chosen as our platform. Cluto is software used
2 http://credo.fub.it/odp239/odp239.tar.gz.
3 http://jwebpro.sourceforge.net/data-web-snippets.tar.gz.
4 http://glaros.dtc.umn.edu/gkhome/views/cluto.

http://credo.fub.it/odp239/odp239.tar.gz
http://jwebpro.sourceforge.net/data-web-snippets.tar.gz
http://glaros.dtc.umn.edu/gkhome/views/cluto
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to high dimension clustering, developed by Minnesota University. The cluto is
a partitional-based criterion-driven clustering algorithms and acts as an opti-
mization process which seeks to maximize or minimize a particular clustering
criterion function. In our experiment, the similarity method parameter sim is
set as ‘cosine’, clustering method parameter clmethod is set as ‘rb’ (repeated
bisections) and criterion function is selected as i2, other parameters are left as
default settings.

5.5 Baseline Methods

The baseline methods that are employed for the comparison are as follows.
TFIDF stands for Navie TF-IDF scema. AWE stands for Average Weighted

Fig. 1. Average NMI under ODP239 Fig. 2. Average ACC under ODP239

Fig. 3. Average MNI under Search-
snippets

Fig. 4. Average ACC under Search-
snippets
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Embeddings. TIWE stands for TF-IDF Weighted Embeddings. TGIWE stands
for TF-GIDF Weighted Embeddings, our method.

Table 1. Comparsion of average NMI and ACC of different methods.

Method ODP239 SearchSnippets

NMI(%) ACC(%) NMI(%) ACC(%)

TFIDF 47± 11.30 55± 9.15 29±4.95 40± 4.27

AWE 73± 10.93 79± 8.78 62±9.67 73± 7.63

TIWE 70± 10.63 77± 8.67 63±10.10 73± 8.63

TGIWE 77±10.90 83±9.00 65±9.57 76±7.22

5.6 Experiment Results and Analysis

We run cluto on each of the test datasets. The experimental results are shown in
Table 1. The curves of the results under ODP239 are shown in Fig. 1, and Fig. 2.
The curves of the results under Searchsnippets are shown in Fig. 3 and Fig. 4.
We can see from the curves, all methods based on word embeddings perform
well than TFIDF. TIWE performs better than AWE. In the curves of Fig. 1
and Fig. 2, Fig. 3 and Fig. 4, TGIWE performs better than AWE and TIWE.
In sum, proposed method outperforms others in average metrics.

6 Conclusions and Future Works

The solution of data spareness problem in short text clustering is to enrich the
them by semantic relationship from a external text corpus. However, the deep
neural network and distributed presentation learning has led to new ideas. Based
on the Word2Vec model, also called word embeddings, which uses a vector to
present a word. We studied the methods to present a short text and to present a
text from a sequence of word embeddings. After considering problems in average
sum of vectors and TF-IDF weighted sum of vectors. We proposed a new method
with TF-GIDF weighted sum of vectors. To evaluate the effectiveness of our
method, we set up experiments on two public datasets. The results analysis
shows that proposed method outperforms others. Although the our method is
effective, the way to present a short text is relative simple. In the further works,
we will consider to combine our method with the POS tagging, domain ontology
knowledge, etc., to increase the clustering performance.
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Abstract. Abstract Meaning Representation (AMR) offers a novel scheme and
perspective on the relation between linguistic form and semantic of various
sentences. In order to explore the semantic equivalence among homologous
translations, the paper analyzes the scenarios of same semantic structures cov-
ered by AMR and proposes a framework of variation in homologous transla-
tions. In addition, the framework is mapped into the annotation of AMR and
used for common semantic characteristics mining in homologous translations.
Accordingly AMR semantic structure matching (Smatch) score is applied to
machine translation quality evaluation task. Experiments on small scale dataset
preliminarily prove the effectiveness of AMR in translation quality evaluation.

Keywords: Abstract Meaning Representation � Homologous translations �
Translation quality evaluation

1 Introduction

Deep learning has gained a great success in the fields of Natural Language Processing
(NLP) [1]. However, Christopher Manning points out that deep learning, viewed as a
black box scheme, might not be the only way to solve all the problems of computa-
tional linguistics, and the cognition and linguistic features should not be ignored [2].
The task of transforming a sentence into its meaning representation has also gained
considerable attention within the community [3].

Abstract Meaning Representation (AMR) [4] is the scheme of universal depen-
dency among the constitutions of sentence, in which the sentence is represented into a
directed graph with single root node and several labeled edges and leaf nodes, as
illustrated in Fig. 1. In the graph, the node denotes the concept, which can be word,
frame or keyword in PropBank [5] like the type of entity, quantifier or conjunction. The
directed edge indicates the relation of concepts. There are more than 100 relations
defined in AMR. AMR has benefited many NLP tasks such as Machine Translation
(MT) [6], Dialogue and Text Summarization. And Sembank, the English semantic
database of AMR [7], has been on a certain scale and developed rapidly.
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Usually there are a lot of acceptable translations corresponding to one source
sentence, varying from word selection to syntactic structure. However the relation of
linguistic form and semantic has not been thoroughly investigated. And the quality
evaluation of MT is still lingering over the superficial comparison between MT and
human references [8]. Evaluation based on some semantic measures provides fine-
grained analysis of sentences and shows promising results in NLP tasks [3, 9], moti-
vating us to explore the semantic features of homologous translations and new method
of quality evaluation.

In the following, we first introduce the framework of AMR and induce the sentence
categories with similar semantic structures but different linguistic forms (Sect. 2).
Based on thoroughly analysis of homologous translations, we propose three levels of
variety in translations and map them into AMR annotation (Sect. 3). In the experiment,
we use Smatch [10] to calculate the similarity among AMRs of MT and reference and
evaluate the quality of MT. The last section is the conclusion.

2 Sentence Categories with Similar AMR Structure

2.1 AMR

The advantage of AMR lies in semantic parsing of sentence, which is deeper than the
analysis of syntactic. Three characteristics of AMR are: (1) the single root in AMR
graph represents the core meaning of a sentence, (2) argument sharing can indicate
complex semantic relations and (3) complementary of hidden or omitting constitute can
restore the original and complete meaning [9].

AMR depicts the core meaning of sentence, that is, who is doing what to whom.
Though having different linguistic forms, sentences with similar meaning are annotated
with same AMR label. Figure 1 is the sharing AMR annotation and graph of the three
sentences below.

The boy saw the girl who wanted him.
The boy saw the girl who he was wanted by.
The girl who wanted the boy was seen by him.

Fig. 1. AMR graph. ARG0-1 denote the different arguments.
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Obviously AMR can reflect the deep similarity among sentences, which motivates
us to use AMR to analyze the translations from the same source, or homologous
translations, and further to explore the semantic evaluation of translation quality. We
first induce the sentence categories with same AMR structure and then apply it to
analyze the relation between homologous translations with various forms.

2.2 Sentence Categories with Same AMR

According to the specification of AMR [11], we find ten categories in which sentences
with different forms are annotated with same AMR structures.

Category 1. Predications in the sentences are homonyms, synonyms or near-
synonyms or phrases made of such words. In AMR, these predications are stemmed
then parsed into the similar subject-predicate relation. If these words or phrases have
same frame in PropBank, the AMR annotations of these sentences are identical. For
instance, the frame of fear in the following four fragments all falls into to the fear-01
frame in PropBank, therefore, the AMR annotations of them are equivalent.

My fear of snakes
I am fearful of snakes
I fear snakes
I’m afraid of snakes

Their AMR annotation is same, represented as:

(f /fear-01
:ARG0 (i /I)
:ARG1 (s /snake)

Category 2. Sentences with different aspect and emphasis topic can carry the same
meaning. AMR ignores the difference of verbs between active and passive. The results
of annotation are also the same when the roles are reversed in order to highlight the
focus or emphasize. In this scenario, the word order might be very different, as illus-
trated by the five sentences below, but share one AMR structure.

The boy wants to be believed by the girl.
The boy wants the girl to believe him.
The girl who was seen by the boy wants him.
The boy is wanted by the girl he saw.
The boy’s desire is for the girl to believe him.

Category 3. POS and inflection of non-predication word do not change AMR struc-
ture. The scenario includes a lot of types such as action or its corresponding noun and
adjective, infinitive and gerund structure; adjective and its corresponding form of -ly
adverb. For example, three sentences below share the AMR annotation.

The boy is responsible for the work.
The boy is responsible for doing the work.
The boy has the responsibility for the work.
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Category 4. Variety of modifier may not affect the AMR structure. The common
varieties of modifier mainly include: a) clause vs. adjective, b) attributive noun vs. of-
phrase, c) possessive vs. of-phrase, d) others reversed word order like ARG vs. ARG-
of-relation. If the changes of modifier do not affect the semantic structure of a sentence,
though they sometimes may differ in local word order, the AMR structure keeps
unchanged as the fragments: the white marble < - > the marble that is white.

Category 5 Sentence meaning is similar but differs in polarity. The AMR structure
may be same even though the polarity of two sentences is opposite because it is the
meaning that determines the structure. For example, I don’t have any money. < - > I
have no money.

Category 6. There-be phrase and implied meaning of existence share the semantic
structure. There are several expressions of existence, for example, the two sentences,
Four boys making pies and There are four boys making pies. The former expresses the
implied meaning of existence, while the later is an explicit expression.

Category 7. Various expressions of digit, date, time and currency, abbreviations and
different forms of proper nouns in a sentence can own same AMR structures. For
illustration, February 29, 2012 and 29 February 2012, C$20 equals 20 Canadian
dollar, and 25% is equivalent to twenty-five percent or 25%.

Category 8. Different syntactic structure may not affect the AMR if the predication
keeps unchanged.

Category 9. The change of adverbial position might not affect the semantic structure.
The adverbials of cause, result, condition, purpose and mode are very flexible and can
appear at the beginning, middle or end of the sentence. The different position might not
change the AMR structure.

Category 10. Others scenarios like same AMR in emphasis, substitution of relations in
Propbank.

Besides, AMR is a kind of simplified and abstractive semantic representation of
sentence. Therefore some linguistic details are not covered in the framework such as
the governing of quantifier and common referential relationship between sentences.

3 AMR of Homologous Translations

3.1 Variation Level of Homologous Translations

We focus on the homologous translations to explore the variation AMR since they
carry the same meaning from the source sentence. In the perspective of linguistics, we
summarize four levels of variation of translations including comprehension cognition,
information structure, word selection and syntactic structure. We will explain the four-
level variations based on the translations of a Chinese source and corresponding
English translations T1–T4 as listed below.
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T1: Export of high-tech products has frequently been in the spotlight, making a
significant contribution to the growth of foreign trade in Guangdong.

T2: There are many bright signs in the export of new high technology products,
which have significantly contributed to Guangdong’s growth in foreign trades.

T3: High technology product export registers positive signs and makes great
contribution to Guangdong’s foreign trade growth.

T4: Hot spots of new hi-tech product export frequently appear, making significant
contribution to the growth of foreign trade volume of Guangdong Province.

Level_1: Cognition Level. Due to the various understanding of the source, translators
use different information structure to express the content in their mind. The longer the
sentence, the richer information, and the more variation of the corresponding transla-
tions contain. Paraphrase, metaphor and anthropomorphic all belong to this level.
Level_1 is the highest difference which shares less common feature among homolo-
gous translations. This level variation is not reflected in the above examples.

Level_2: Information Structure. Based on similar understanding, there may exist
different information transformations in different translations. For example, translators
can regulate the position of modifiers or change the order of cause and effect sub-clause
to make the translation cohesive and coherent. In the above translations, T3 use the
coordinate clause while the others use subordinate sentences to express the same
meaning. T2 use there-be structure, which is different with other translations.

Level_3: Word Selection. This level of difference is reflected in subtle word selection
like emotion, mood, color, pragmatic, reference, repetition, apposition and so on. In
above translations, the Chinese word is translated into four different words by
translators, which are all perfect translations.

Level_4: Syntactic Structure. Translations may vary in syntactic level like choice of
voice, tense, modal and aspect. In the above, T1 uses the perfect tense while the others
use the present tense. Some use singular product while others prefer plural forms.

The four-level variation frame can lead us to detect and evaluate the acceptable
translations for a given source.

3.2 Mapping Variation Level into AMR

We leave alone the variation of Level_1 because it is too complex to map and
grasp. Translation variation level 2–4 can be mapped into three AMR structures
including same-core predication, similar-core predication and different-core predication.

Different-Core Predication. The predications of homologous translations are different
as well as the corresponding arguments. A mapping example is shown below.
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T1: France holds the first-round of Presidential election
(h / hold-01  

:ARG0 (c / country 
:name (n / name 

:op1 "France") 
:wiki "France") 

:ARG1 (e / elect-01  
:ARG2 (p / president)

:ARG0-of (first-round)))
T2: First round vote of French presidential election begins
(b / begin-01  

:ARG0 (v / vote-01  
:ARG0 (r / round) 
:ARG1 (e / elect-01  

:ARG2 (p / person 
:ARG0-of (h / have-org-role-91  

:ARG2 (p2 / president)))) 
:location "France"))

Though the root nodes of AMR are quite different, some arguments are same like
elect-01and president, conveying the core meaning of sentence.

Similar-Core Predication. The third level in which the homologous translations differ
is synonym or near-synonyms. It is illustrated in the examples of Sect. 3.1, in which,
the Chinese phrase is translated into 1) making a significant contri-
bution, 2) significantly contributed, and 3) making great contribution respectively.
These fragments share one AMR annotation.

Same-Core Predication. If the predications of translations are identical, the difference
among them is as minor as variance on syntactic.

4 Experiment

4.1 Dataset and Smatch Score

All translations are firstly parsed using JAMR [12]. To lower the effect of parsing
errors, we limit the length of sentence to 25 words because the longer the sentence is,
the poorer of the parser. And manual proofreading is time-consuming, which curbs the
size of dataset in the experiment.

The final dataset consists of 75 source sentences, each with four human references
and six machine translations. According to the core predication, corresponding trans-
lations of 24 have different predications, account for 32%, the predications of transla-
tions of 18 sentences are synonyms or near-synonyms, account for 24%, and the left 33
sentences, which accounts for the highest percentage of 44%, have same predications.
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Taking all the predications of same and similar meaning into consideration, almost 68%
references are parsed into similar AMR structures.

Smatch1 score [9] is proposed to detect the similarity of AMR. Here we use the
score to calculate similarity of three levels of homologous translations, shown in
Table 1. The data in Table 1 reveal that the good translations always have rather high
Smatch score though with different expressions.

4.2 Quality Evaluation Using Smatch Score

The Smatch score of MT is used as the quality metric by comparing MT with refer-
ences. The highest score is viewed as the final if there are more references. The
experiment is carried on six machine translations. Pearson correlation with human
evaluation as well as the comparative result with BLEU is shown in Table 2.

Based on n-gram exact matching, some BLEU score might be 0 due to the sparsity
of n-grams, which cannot reflect the real quality of MT. However the Smatch score is
scarcely to be 0. The evaluation result based on Smatch outperforms BLEU. Further
explanation of results is that semantic similarity comparison of sentences based on
AMR is beyond the superficial matching of MT and references.

5 Conclusion

This paper analyzes the scenarios of same AMR structures. By combining with vari-
ance of homologous translations, we induce three categories and use Smatch score to
evaluate the quality of machine translation. The result on the small dataset is promising.
The research of AMR is still in primary stage. In the future work, we will further
explore the common semantic features of homologous translation as well as experi-
ments on larger scale of test dataset.

Table 1. Smatch score of homologous translations.

Highest Lowest Average

Different core 0.81 0 0.46
Similar core 0.84 0.12 0.48
Same core 1 0.38 0.88

Table 2. Evaluation performance and comparison with BLEU.

Smatch BLEU

Pearson correlation 0.292 0.205

1 https://pypi.org/project/smatch/.
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Abstract. With the boom of social network, various service is pro-
vided based on the user generated content (UGC). Some of these UGCs
semantically point to the same entities in the real world. Recognizing
the same real-world entity that is referred by various user contents is
crucial for providing personalized service, such as recommender systems
and user profiling. Recently, most recommender systems recommend con-
tent based on keywords detection or structured data. These approaches
cannot fully grasp latent semantic of UGC, so it is difficult for them to
discover the coreference entities behind UGCs. As a result, when there
are less obvious keywords or preset user preference, the experience of
such services are poor. In this paper, we formalize this problem as a
N to 1 task, which means performing entity resolution among UGCs,
and a Siamese Network is presented to deal with it, namely ‘N2One’.
Extensive experiments are conducted on two commonly used datasets
Yelp and IMDB to evaluate the effectiveness of the proposed model, and
the results demonstrate its superiority.

Keywords: Natural language · Semantic analysis · Entity resolution ·
Recommender system · Siamese Network

1 Introduction

Recently, lots of social network contents are created by users, such as Twitter1,
Yelp2, Reddit3, WeChat4 and DianPing5. People can express their feelings and

1 https://twitter.com//.
2 https://www.yelp.com//.
3 https://www.reddit.com//.
4 https://www.wechat.com//.
5 http://www.dianping.com//.
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interests, make comments and browse other users’ contents. Due to the conve-
nience of such applications, the number of users and contents grows dramatically.

In order to improve user experience and promote commercial values, almost
every social network sites provide recommendation services. The mechanisms
behind these systems varies but fall broadly into three categories according to
utilized factors: user character based methods [1], target content based methods
[2,3] and knowledge based methods [4]. User character based methods adopt
user behavior, user self-introduction or some other user information to make
recommendations. Collaborative filtering is one of the typical user character
based methods that recommending based on records of user behavior. Target
content based methods infer results from target object’s information. They gen-
erally extract features from objects using machine learning or deep learning
algorithms, then compute similarity scores and generate recommendations [5].
Knowledge based methods utilize external knowledge to provide people with bet-
ter suggestions. However, all these methods didn’t make full use of user generated
contents like user comments or posts. Although there are some studies exploiting
such user generated contents [6,7], they just only focus on the semantics rather
than analyzing the real world-entity referred by these UGCs.

Actually, UGCs often contain much information that can be used for improv-
ing user specific services. For example, user A posts a tweet about restaurant
R, and later user B mentioned the same restaurant. If systems could recognize
these two posts are referring to the same restaurant, more reasonable and intelli-
gent services can be provided, including followers recommendation, personalized
advertising, and so on. In this sense, detecting coreference entities contributes to
great commercial and research values. In this paper, we formalize this problem
as a N to 1 task which is a specific entity resolution (ER) task and propose a
Siamese Neural Network to recognize the coreference entities among user gen-
erated contents. The Siamese Network [8] is an artificial neural network that
uses the same weights while working in tandem on two different input vectors
to compute comparable output vectors. Since traditional Siamese Network [9]
cannot consider ER transitivity, we propose an innovative solution to tackle this
problem. We conduct extensive experiments on two real-world datasets, Yelp and
IMDB, and compare our approach to other methods. The experimental results
show that our ‘N2One’ model outperforms in entities detection.

The contributions of this paper are as follows. We formalize the identification
of entities in user generated content as ER problem, and propose a Siamese
Network to tackle it, which considers the natural constraint of transitivity. To
the best of our knowledge, it is the first time to use Siamese Network to deal
with entity coreference in UGCs. Extensive experiments are conducted on two
real-world datasets to prove the efficacy of the ‘N2One’ model.
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2 Related Work

2.1 Entity Resolution

Entity Resolution (ER) identifies and links different manifestations of the same
real world object. ER essentially consists of two steps [10,11]: (i) the blocking
step, which determines what entities to be compared, and (ii) the filtering step,
which determines whether those entities represent the same real-world object. In
the past few decades, ER has received widespread attention. Prior ER work can
be categorized as (a) rule-based, (b) machine-learning based, and (c) expert or
crowd-based. The core of rule-based solutions is estimating similarity between
entities by using various metrics and some pre-defined rules and thresholds
[12–14]. The matching results of rule-based methods are usually interpretable.
However, these rule-based approaches require lots of human involvement, some-
times even need domain experts to define the rules [15]. Thus, the cost of develop-
ing an efficient rule-based ER system is usually unaffordable. To address these
issues faced with rule-based methods, machine-learning based solutions either
model ER as a classification problem utilizing some learning algorithm (e.g. SVM
or decision trees) or formalize it as a cluster issue tackled by relative methods.
The limitation of machine-learning based approaches is that there is still heavy
handcrafted feature engineering. Crowdsourcing ER aims at making the best
use of human cognitive [16,17]. However, the quality of crowdsourcing results
may be fluctuated due to the difference in crowd worker’s knowledge level and
cultural background. How to control the quality of crowdsourcing is still an area
that need to be further researched.

With the rapid development of deep learning (DL) theories [18], many nat-
ural language processing (NLP) [19] tasks achieve state-of-the-art performance.
Applying DL methods to ER is a new trend and recently becomes more and more
popular. The representation based methods learn a distribution for entity repre-
sentation and then estimate the similarity between particular manifestations. In
this paper, our approach is more likely the representation-based method, which
learns representation distribution by Siamese Network.

2.2 Recommender System

Recommender systems are widely utilized in different applications for predicting
the preference of a user in a product or service. It can also be an effective strategy
to overcome information overload with the growing volume of online resources.
Recommendation models can be classified into three categories: collaborative
filtering (CF), Content-based, knowledge-based and hybrid [20–22]. CF makes
recommendations according to user historical interactions [23]. Content-based
recommendation primarily compares items’ and users’ auxiliary information.
The auxiliary information includes text, videos and images. Knowledge-based
systems use some external knowledge (e.g.. relational database or knowledge
graph) to infer users’ preference. Hybrid models are recommender systems which
integrate two or more recommendation strategies. All these model above have
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been faced some challenges, including sparsity, cold start and scalability, which
may affect the quality of recommendation. Even so, recommender systems have
been played a vital and indispensable role in predicting user preference. In this
paper, our work more like content-based recommendation, but our point is at
determining which content pairs identified the same entities. So except user gen-
erated contents, we don’t use any other auxiliary information.

2.3 Siamese Network

The Siamese Network is an architecture for non-linear metric learning with sim-
ilarity information [9]. Through the information about the similarity between
object pairs, Siamese Network learns the data representations. Thus, it is dif-
ferent from auto-encoder which learns representations through encoding data
and reproducing them conditioned on encoding results. In contrast, Siamese
Network learns representations directly through similarity or dissimilarity infor-
mation. Except for the vallina Siamese Networks, there are variants of Siamese
Networks, one of the famous is the Pseudo-siamese network [24]. The biggest dif-
ference between Siamese Network and Pseudo-siamese network is that the former
doesn’t share weights in neural network but the latter does. Thus Pseudo-siamese
network is more suit for input pairs that have obvious distinction [25].

Siamese Networks were first introduced to solve signature verification as
image matching problem in the early 1990s [9], since then, it has been widely
used in vision applications including image dimension reduction [26], visual
object tracking [27], image similarity calculation [28] and one-shot image recog-
nition [29] and so on. Not only in the vision area, Siamese Networks have been
applied to lots of diverse tasks such as acoustic modeling and scene detection.
Siamese Networks also have been involved in natural language processing (NLP).
Siamese convolution networks have been applied to match sentences [30] and
then, Siamese Networks with recurrent layers have been applied to learning sen-
tence semantic representations [31]. In our task, to let Siamese Network learn
the transitivity constraint, we propose an innovative method based on Siamese
Network.

3 Problem Statement

Given a group of user generated statement S = {s1, s2, ..., sn}, each statement
si implicitely contains some entities. Some of these statements contain the same
entity. We want to find the coreference entity E among these statements. More
Formally:

E = f(si, ..., sj |θ) (1)

where f is the model which determines the entity behind UGCs. θ are train-
able parameters. si, ..., sj are statements from S that we want to identify the
coreference entities behind them.

Obviously, the entity resolution result should obey transitivity rule. The tran-
sitivity rule means that if statement si and sj describe or contain the same entity
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em, meanwhile, statement sj and sk refer to em, then si and sk refer to the same
entity:

if f(si, sj |θ) = f(sj , sk|θ) = E, then f(si, sk|θ) = E (2)

4 N2One

In this section, we proceed to present the details of our model, N2One, and
demonstrate how to apply ‘N2One’ to the problem we defined in the previous
section.

4.1 Model Description

Sentence Embedding Networks (SENs) transform sentences into high dimen-
sional vectors. There are various SENs, including Convolutional Neural Network
(CNN), Recurrent Neural Networks (RNNs), transformers, and so on. CNN has
been widely used in Computer Vision (CV) tasks. However, in NLP tasks, it has
some fatal flaws. One of the shortcomings with CNN is its inability to model long
distance dependencies, which is critical for various NLP tasks. In the meanwhile,
it is also difficult for CNN to process variant length sentences. Transformers are
popular in recent years since BERT obtains lots of state-of-the-art performances
on NLP tasks. However, training Transformers need nearly unaffordable com-
puting power for the individual researcher. Therefore, we choose to use Gated
Recurrent Units (GRU) as a basic component of our sentence embedding module.

Siamese Networks are dual-branch networks with tied weights. They usually
consist of the same network copied and merged with an energy function. Siamese
Network learns relationships by encoding pairs of objects to separately measure
the similarity between encoded representations. In this paper, we use GRU as
part of Siamese Network. The Siamese Network extracts the semantic mean-
ing of the entity referred by UGCs. Figure 1 shows an overview of the network
architecture in this work. The training set for our network consists of triplets
(s1, s2, y), where s1 and s2 are UGC sentences and y ∈ {0, 1} indicates whether
s1 and s2 are refering to same entity (y = 1) or not (y = 0). Our goal of train-
ing is to minimize the vector distance between UGCs whose entity is the same,
meanwhile maximize the distance between UGCs which refer to different entities
in an embedding space. The strategy of measuring distance in vector space can
be cosine-similarity, Manhattan distance or Euclidean distance, and so on.

4.2 Objective Function

The proposed model contains GRU, whose output is a sequence of vectors. We
can use the last hidden state, compute the mean of these vectors or calculate
max-pool of these vectors to predict UGC embedding. In our experiment, we
choose to compute the average of the vectors.
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Fig. 1. Model architecture

Let x1, x2 be the input UGC pair, e1 and e2 be the embedding of UGC pair.
The GRU network is denoted as fθ. The similarity between the embedding of
UGCs is defined as:

e{1,2} = Mean(fθ(x{1,2})) (3)

Sθ(x1, x2) =
< e1, e2 >

‖e1‖‖e2‖ (4)

For brevity of notation, we denote S(x1, x2) by Sθ. The loss function of our
model over dataset D = {< xi

1, x
i
2, y

i >} is given by:

Lθ(D) =
N∑

1

Li
θ(x

i
1, x

i
2, y

i) (5)

Li
θ is a contrastive loss function for i’th instance. Lθ is composed of terms

for y = 1 and y = 0.

Li
θ = yiLpos(xi

1, x
i
2) + (1 − yi)Lneg(xi

1, x
i
2) (6)

Lpos and Lneg represent the loss function of UGCs own the entity or not
respectively. The details of Lpos and Lneg are as follow:

Lpos(xi
1, x

i
2) = C(1 − Sθ)2 (7)

Lneg(xi
1, x

i
2) =

{
S2

theta if Stheta > m

0 otherwise
(8)
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However, using this loss function L to train our model won’t guarantee that
the prediction obeys the Transitivity rule. Thus, we propose two approaches to
let our model follow Transitivity.

Approach 1. Given training data <xi
1, x

i
2, y

i>, if yi = 1, we choose another
xi
3 from our dataset satisfying <xi

1, x
i
3, 0>, and vice versa. We put this extra

pair into out model and compute loss value. Then, the instance loss function is
redefined as:

Lθ(D) =
N∑

1

Li
θ(x

i
1, x

i
2, y

i) (9)

Li
θ =

{
Lpos(xi

1, x
i
2) + Lneg(xi

1, x
i
3) (yi = 1)

Lneg(xi
1, x

i
2) + Lpos(xi

1, x
i
3) (yi = 0)

(10)

Intuitively, in order to minimize the Lθ, the embedding of UGCs have the
same entity will be closer meanwhile vectors of UGCs own different entities will
be more distant.

Approach 2. Rather than sample adversed xi
3 for each pair <xi

1, x
i
2, y

i>, we
regulate the embedding space at the end of each epoch. Therefore, the loss of
model is redefined as:

Lθ(D) =
N∑

1

Li
θ(x

i
1, x

i
2, y

i) + γ (11)

where γ denotes:

γ =
n∑

1

k∑

1

distance(Si) (12)

in Eq. (12), n is the number of entities our data contains, and k is the number of
UGCs own the same entities. Sk is the k’th group of statements own the same
entity. The Function distance calculates the distance between two UGCs in S.
In our paper, we use Euclidean distance as our distance function.

5 Experiments

In this section, we show our experiments to evaluate the two approaches above,
on two popular NLP task datasets. The dataset description, the evaluation met-
rics and comparative methods are presented accordingly. We implemented our
model and approaches in Python. The experiments were carried out on a PC
with Intel(R) i7-8750 CPU and NVIDIA 1050Ti GPU.
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5.1 Datasets

To evaluate our proposed approaches, we choose two commonly used NLP
datasets, Large Movie Review Dataset V1.0 (IMDB) and Yelp. The first dataset
is for binary sentiment classification containing more than 50, 000 movie reviews.
All of these movie reviews come from IMDB. Each review is along with senti-
ment tag and corresponding movie url. In the entire collection, no more than
30 reviews are allowed for any given movi.e. In our experiment, we don’t use
the sentiment tag for each review. The given movie for each review is treated as
entity and review as UGC. We filter out movies which have less than 10 reviews.
We also remove stop words and punctuations according to NLTK’s English stop
word list. The reviews whose lengths is between 20 and 100 words are used
in our experiments. As a result, per movie have about 15 reviews on average,
and 10, 966 reviews were used for our experiment. The vocabulary size of this
dataset is 40, 679. We split these 10, 966 reviews into training set and test set.
The test set contains 1, 585 reviews which means per movie owns 5 reviews and
the training set is the remaining 9, 381 reviews. There are a large number of
classes (movies), with few examples (reviews) of each class. Thus the task on
this dataset is few-shot learning task.

The Yelp dataset is a subset of Yelp businesses, reviews and user data for use
in academic purposes. There are three .json files in Yelp dataset, businesses.json,
review.json and user.json. The businesses.json file contains the basic informa-
tion of restaurants such as id, review count, location, and so on. Per line in
review.json represents a review, including review id, business id, user id and
content. The user.json includes user name, user id and review count, and so on.
We aggregate these json files into one file, and in the meantime remove some
useless fields for our task. For simplicity, we randomly choose 10 restaurants and
its related reviews whose lengths is no more than 100 words, for training and
testing. Finally, there are 21, 353 records in our dataset. Each record contains
business id, review id, user id, and content without stop words or punctuations.
We randomly choose 60 reviews for each restaurant as a test set. Thus the test
set contains 600 reviews. The vocabulary size of this dataset is 29, 363.

5.2 Experimental Setup

We use a Siamese Network as the main component of our ‘N2One’ model. The
word embedding dimension is 100. The sentence embedding network used in
this experiment is a three BGRU layers network with 64-dimensional hidden
vectors ht. There is a Dropout layer with 0.4 dropout rate between the layers
for preventing overfitting. The outputs of the last layer are averaged over time
and this vector is used as input to a fully connected layer. The output of this
fully connected layer is 64 dimensions. The input strings are padded with token
<pad> according to the length of the longest sequence in an input batch. The
batch size is setting to 32. The parameters of the model are optimized by Adam
method and each model is trained until convergence. Start learning rate lr is
0.01. lr will be halved if the loss value in the valid set doesn’t reduce. Training
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step wouldn’t stop until the lr reduced more than 5 times or training epoch
reaches to 50.

The previous section describes the datasets used in our experiment. After
preprocessing, the datasets are divided into training set and test set. However,
our model needs UGC pairs as input. If we only randomly combine every two
UGCs as input, there would be data imbalance. To avoid this situation, we gener-
ate training and test pairs from training set and test set respectively. Meanwhile,
let the number of positive and negative pairs roughly equal. Specifically, for each
epoch, we randomly generate 20, 000 training pairs and 2, 000 ground truth pairs
as training set and validation set. The ground truth pairs are generated in the
beginning of program in order to keep stable results.

We conduct extensive experiments on these datasets. First, we evaluate our
model with the precision of predicting whether two UGCs are referring to the
same movie (or restaurant) or not. We randomly generate numbers of pairs
of UGC with positive and negative tags. All models’ predictions based on the
same test pairs. Then, we verify if the model follows the Transitivity rule by
predicting triple UGCs’s relationship. Finally, we show the visual result of UGCs’
distribution using T-SNE.

5.3 Result

Table 1 shows the precision of prediction in IMDB and Yelp dataset. We ran-
domly choose 4, 000 pairs of reviews from test set as input of our model. The
model predicts whether those two UGCs are referring to the same movie (or
restaurant). Then we calculate the correct number of pairs and compute the
precision. The result shows that predicting in IMDB dataset is more difficult
than that in Yelp, because each entity in IMDB has fewer UGCs than in Yelp.
Our approach 1 and approach 2 can improve Siamese Network behavior in both
datasets. In IMDB dataset, the precision of Siamese Network with approach 1
and approach 2 is improved by 3.8% and 2.6%, respectively. In Yelp dataset, the
precision of Siamese Network with approach 1 and approach 2 is improved by
3.2% and 2.9%, respectively. It can be noticed that Siamese Network with app-
roach 1 and approach 2 doesn’t outperform obviously than with these approaches
respectively.

Table 1. Prediction precision in datasets

Model IMDB Yelp

rsn 0.650 0.844

rsn+approach1 0.688 0.876

rsn+approach2 0.676 0.873

rsn+approach1+approach2 0.673 0.863

Note: rsn is the abbreviation of RNN
Siamese Network. The decimals in Table 2
round off to three decimal places.
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Table 2 shows the Transitivity validation result in IMDB and Yelp datasets.
We sample 2, 000 triplets <xi, xj , xk> of UGCs from Yelp. The model aims to
predict the relationship between xi and xj , xj and xk, xi and xk. Then, we
determine whether the model’s three times prediction follows the Transitivity
rule. If the model’s predictions obey Transitivity, we consider it to make correct
predictions, and vice versa. Finally, we obtain the precision of our model, which
is depicted in Table 2 We can see that Siamese Network with approach 1 gets
the best performance among these models.

Table 2. Transitivity precision in datasets

Model Yelp

rsn 0.86

rsn+approach1 0.92

rsn+approach2 0.89

rsn+approach1+approach2 0.88

Figure 2 shows the Yelp’s UGCs distribution. We sample about 6, 000 reviews
from our training set and feed into model to get their sentence embedding. Then,
we apply T-SNE to reduce the dimension of sentence embedding and draw them
in 2 dimensional plane. From Figure 2 we can see our model can cluster those
UGCs perfectly.

Fig. 2. Sentence distribution from our model
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6 Conclusions

In this paper, we first formalize a user generated content coreference problem
as a N to 1 task. Then we discuss its importance in recommender systems and
propose the ‘N2One’ model to tackle it. Meanwhile, we focus on how to let
our model’s prediction results follow Transitivity rule which is a natural rule
in entity coreference and propose two approaches. Finally, we conduct extensive
experiments on two datasets to evaluate our approaches. The results demonstrate
the superiority of our proposed model.
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Abstract. Named entity recognition in classical Chinese plays a funda-
mental role in improving the ability of information extraction and con-
structing knowledge graphs from classical Chinese. However, due to the
lack of annotated data and the complexity of grammatical rules, named
entity recognition in classical Chinese has made little progress. In order to
solve the problem of lack of labeled data, we propose an end-to-end solu-
tion that is not based on domain knowledge, which instead is based on
the pre-trained BERT-Chinese model and integrates the BiLSTM-CRF
model for classical Chinese named entity recognition. The BERT-Chinese
model converts the input text into a character-level embedding vector,
then the BiLSTM model is used for future training, and finally CRF is
able to normalize the output of BiLSTM to obtain a globally optimal
labeling sequence. We conducted fine-tuning training on ChineseDailyN-
erCorpus. By designing a optimized fine-tuning method, we have realized
the named entity recognition task in the Chinese Twenty-Four Histories.
We evaluated our model on the Chinese twenty-four histories data, and
finally achieved an average F1 value of about 75%. The experimental
results also show that the BERT model has a strong ability in transfer
learning.

Keywords: BERT · BiLSTM-CRF · Named Entity Recognition ·
Chinese Twenty-Four Histories

1 Introduction

Named Entity Recognition (NER) is a basic work in the field of Natural Lan-
guage Processing (NLP) [1]. After decades of development, NER has experienced
rule-based and dictionary-based methods, traditional machine learning-based
methods, and deep learning-based methods, as well as current mainstream trans-
fer learning methods and hybrid methods. However, most of the named entity
recognition work on the Chinese language is based on modern Chinese, and
there are few studies of named entity recognition on classical Chinese. In the
fields related to the processing of classical Chinese, such as digital humanities,
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there is an urgent need to identify named entities in classical Chinese, so NER
on classical Chinese is a critical task in Chinese NLP.

However, compared with NER in modern Chinese, the NER task on classi-
cal Chinese is much more difficult. The main difficulty is that the grammar of
classical Chinese is more complicated, and there are few labeled datasets in the
field of classic Chinese, leading to little progress in NER in classical Chinese.
Therefore, there is a need for a new method to deal with this task. Despite lack
of data and the complexity of the grammar of classical Chinese, our research
shows that with the method of transfer learning, it is possible to perform NER
in classical Chinese. In this paper, we propose the BERT-BiLSTM-CRF model
to implement NER in the field of classical Chinese, and evaluate the performance
of the model on Chinese Twenty-Four Histories. This model is a combination of
the pre-trained BERT [2] model and the BiLSTM-CRF model, where the pre-
trained BERT-Chinese model is used to obtain the vector representation of each
character in the input sentence, and the BiLSTM-CRF model is used for further
training to get the final prediction result.

Due to the complexity of classical Chinese and the lack of available annotated
data, NER of classical Chinese in the field of digital humanities has become a
bottleneck in NER tasks. We use the BERT pre-training model for preliminary
feature extraction, and then uses a small amount of annotation data for training
on the BiLSTM-CRF model to obtain the BERT-BiLSTM-CRF model for clas-
sical Chinese NER task. In order to evaluate the performance of our model on
NER task in Chinese Twenty-Four Histories, we selected five of the twenty-four
books, and each book selected a long article for annotation. The time span of each
two adjacent articles is approximately 450 years. Our model finally achieved an
average F1 value of about 75%, and the best result is obtained in Ming History,
with an F1 value of 86%. The experimental results also show certain patterns:
first of all, as time goes from the ancient Qin Dynasty to the Ming Dynasty,
the performance of our model shows a trend of improvement; secondly, as shown
in the experimental results, the recognition accuracy of our model in Location
entities is better than that of Person entities.

Our main contributions include: (1) We propose an end-to-end BERT-
BiLSTM-CRF model for named entity recognition in classical Chinese, which
achieves good results in Chinese Twenty-Four Histories. (2) We study the trans-
fer learning ability of the BERT model. Our model is trained with a modern
Chinese corpus, but evaluated on classical Chinese corpus, and achieves an aver-
age F1 value of about 75%. (3) Finally, based on the experimental results, we
observe that the accuracy of the model on the Location entities is higher than
the accuracy of the Person entities, and the closer the time is to the present
time, the higher the overall accuracy of our model.

The remainder of the paper is organized as follows: Sect. 2 describes related
works of named entity recognition. Section 3 shows the BERT-BiLSTM-CRF
model we use in this paper. Section 4 gives detailed information about the set-
tings of our experiments. Section 5 is the analysis of the experimental results.
Finally we conclude in Sect. 6.
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2 Related Work

2.1 Overview of Named Entity Recognition

Named entity recognition, also known as entity identification and entity extrac-
tion, is a subtask of information extraction that seeks to locate and classify
named entities mentioned in unstructured text into pre-defined categories such
as person, organization, location, time expression, etc. [3].

In the early days, NER was usually based on rules and dictionaries, which uses
specific rule templates or dictionaries constructed manually by linguists based
on the characteristics of the dataset. Rau et al. first proposed the method of
combining manually written rules with heuristic ideas to implement automatic
extraction of named entities of company name types from text [4]. However,
the rule-based and dictionary-based approaches are labor-intensive and time-
consuming.

In machine learning-based methods, named entity recognition is regarded as
a sequence tagging problem, in which the current predicted label is not only
related to the current input feature, but also related to the previous predicted
label. Traditional machine learning methods mainly include: Hidden Markov
Model, Maximum Entropy Markov Model, Conditional Random Field, etc. The
advantage of the Conditional Random Field (CRF) is that it can make full use of
internal and contextual feature information in the process of labeling a position,
which makes it currently the mainstream model for NER [5].

With the development of hardware computing power, the introduction of
word embedding representation, and the application of deep learning, the main-
stream methods of NER have been leveraging deep neural networks. Collobert
et al. first proposed a NER method based on neural networks [6], but it fail
to consider the effective information between long-distance words. To overcome
this shortcoming, Chiu and Nichols proposed a Bidirectional LSTM-CNN archi-
tecture that can automatically detect both word and character level features [7].
Huang et al. also proposed a Bidirectional LSTM-CRF model, which can effec-
tively use both previous and following input features [8], and with a CRF layer,
the BiLSTM-CRF model could also make full use of sentence-level tagging infor-
mation. Similarly, Han et al. proposed the CNN-BiLSTM-CRF model for term
extraction in Chinese Corpus [9].

With the application of NER in the fields of biology, geography, medicine,
etc., while the annotated data in these specific fields is quite limited, the per-
formance of traditional supervised learning methods is greatly undermined. In
recent years, many researches have proposed solutions to the problem of insuf-
ficient labeled data. The Transformer model proposed by Ashish et al. totally
abandoned traditional CNN and RNN architecture [10], whose network struc-
ture is entirely composed of attention mechanism, which can solve the problem of
long-term dependence effectively. Jacob et al. proposed the BERT model, which
adopts the idea of transfer learning [2]. The BERT model is pre-trained on large
amounts of unlabeled data, followed by fine-tuning training on a small amount
of labeled data, and finally could achieve excellent performance on various NPL
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tasks. The attention mechanism, transfer learning, unsupervised learning, and
other methods have greatly alleviated the workload of manual annotation, and
significantly improve the performance on the NLP tasks.

2.2 Applications of Named Entity Recognition

Named entity recognition is the basis of many natural language processing tasks
such as relation extraction and machine translation, and has a wide range of
applications. Researchers from different fields apply named entity recognition to
different application scenarios.

Weidlich et al. proposed ChemSpot [11], which is a NER tool for identifying
mentions of chemicals in natural language texts, such as trivial names, drugs,
abbreviations, and molecular formulas. ChemSpot uses a hybrid approach com-
bining the CRF model with the dictionary-based method to implement chemi-
cal named entity recognition. Chen et al. developed an active learning-enabled
annotation system for clinical named entity recognition [12], which enables the
user to evaluate the actual performance of active learning in practice. Li et al.,
who works in the field of biomedicine, proposed a two-phase biomedical named
entity recognition method using CRFs [13], which divide the recognition task
into two subtasks: Named Entity Detection (NED) and Named Entity Classifi-
cation (NEC), which are finished in two phases with two respective CRF models.
The NED and NEC method can reduce the training time significantly and fur-
thermore, more features can be selected for each subtask.

In addition to the above-mentioned applications, NER is also widely used
in the field of digital humanities, which can provide feasible solutions to the
problems in this field. However, named entity recognition in classical Chinese is
quite different from that in modern Chinese. At present, labeled data in the field
of classical Chinese is extremely scarce, and data labeling in classical Chinese
is much more difficult, which leads to the slow development of named entity
recognition in classical Chinese. With the transfer learning approach, we can pre-
train the model on unlabeled data and fine-tune the model on a small amount
of labeled data to overcome the NER problems in classical Chinese.

3 BERT-Based Named Entity Recognition

With the application of deep neural network models in the field of NLP, end-to-
end models that do not rely on features engeering have increasingly become
the mainstream method. In this paper, the BiLSTM-CRF sequence tagging
model is used as the basic model for NER. By constructing the BiLSTM-CRF
model on top of the pre-trained BERT model, we implemented NER in Chinese
Twenty-Four Histories. Compared with English NER, Chinese NER is more
difficult. There are different granularity divisions of characters and words in
Chinese, resulting in the corresponding character-based NER, word-based NER,
and character-word combined NER. The BERT model uses a character-based
pre-training method and is well-performed in English NER tasks. Therefore, we
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also use the BERT model for preliminary feature extraction to further verify its
transfer learning ability in NER task in classical Chinese.

3.1 Model Architecture

In this paper, we propose the BERT-BiLSTM-CRF model to implement NER in
classical Chinese. The model consists of three parts: (1) first, the BERT model
is used to pre-train the vector representation of each character in the input
sentence, (2) then the character vector sequence is input into BiLSTM model
for further training, (3) finally the maximum probability label sequence is output
through a CRF layer. The structure of our model is shown in Fig. 1.

In Fig. 1, “ ” is a sentence that comes from “ ” (Records of the
Grand Historian) which means that a person named “ ” attacks “ ” (an
ancient place name), and we use it to demonstrate how our model works.

Fig. 1. The BERT-BiLSTM-CRF model architecture.
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In the entire model, the pre-trained BERT model is trained by Google on a
large-scale Chinese corpus [2], which can characterize the ambiguity of charac-
ters. In the process of training our model, the parameters of the BERT model are
fixed, and only the parameters of the BiLSTM-CRF model need to be updated,
thus the training parameters and the training time could be both reduced.

3.2 Pre-trained BERT Model

BERT is the first fine-tuning based representation model that achieves state-of-
the-art performance on a large number of sentence-level and token-level tasks,
outperforming a lot of task-specific architectures [2].

Unlike the ELMO [14] model, which uses a left-to-right and a right-to-left
LSTM language model to extract context-sensitive features, the BERT [2] model
uses masked language models to enable pre-trained deep bidirectional represen-
tations. The OpenAI GPT [15] model uses only one left-to-right Transformer
to extract features, while representations of the BERT model are jointly condi-
tioned on both left and right context in all layers. Compared with the ELMO
model and the OpenAI GPT model, the BERT model further expands the gen-
eralization ability of word vectors, which can effectively learn the character-level,
word-level, and sentence-level features, thus enhancing the expression ability of
word vectors.

Traditional Convolutional Neural Networks (CNN) and Recurrent Neural
Networks (RNN) have problems in dealing with NLP tasks such as NER: CNN
is not suitable for sequence text training, and training RNN networks is quite
slow. The BERT model abandons traditional CNN and RNN network structure
entirely, and adopts a multi-layer bidirectional Transformer encoder structure,
which can make use of rich contextual semantic information. In addition, for
a given token, the input representation of the BERT model is constructed by
summing the corresponding token, segment, and position embeddings [2]. The
Transformer model is a new type of the network structure for processing sequence
text, which is based on the self-attention mechanism, and there is no length
limitation problems, thus it can better capture long-distance context semantic
features.

The BERT language model is trained with two tasks, Masked Language
Model (MLM) and Next Sentence Prediction (NSP), to capture word-level and
sentence-level representations, respectively. The purpose of the MLM task is to
train a model of a deep bidirectional language representation vector by ran-
domly masking certain words in a sentence, and then predicting the masked
words, which is similar to the cloze task. Compared with traditional standard
language models, such as ELMO, which can only unidirectionally predict the
objective function from left to right or from right to left, the masked language
model allows each word to“see” itself indirectly, so it can predict masked word in
any direction. Many downstream tasks, such as Question Answering and Natural
Language Inference, are based on understanding the relationship between two
sentences, while the features cannot be directly captured by the language model.
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Therefore, the NSP task is used to train the model that could understand sen-
tence level relationships.

In this paper, we use the pre-trained BERT-Chinese model provided by
Google for the first step of feature extraction in Chinese Twenty-Four Histories.
This pre-trained BERT-Chinese model contains 12 layers (Transformer blocks),
with 768 hidden layers, and has 12 self-attention heads [2].

3.3 Fine-Tuning with BiLSTM-CRF Model

BiLSTM-CRF model is the combination of the BiLSTM model and the CRF
model. The bidirectional LSTM component makes it possible for the model to
use both previous and following input features. In addition, with a CRF layer,
the model can make use of sentence level tag information. Due to these charac-
teristics, the BiLSTM-CRF model could achieve better performance on sequence
tagging tasks such as POS (Part-of-Speech Tagging), chunking, and NER.

In sequence tagging tasks, RNN could maintain memory based on historical
information, which enables the model to predict the current output through long-
distance features. Long Short-Term Memory (LSTM) [16] networks are quite
similar to RNNs, but the update module of the hidden layer is replaced by spe-
cial memory cells, which makes LSTM easier to discover and explore long-term
dependence information. Compared with LSTM, BiLSTM can effectively make
use of previous features and following features through forward and backward
states. Therefore, the BiLSTM model can better capture bidirectional seman-
tic dependencies and effectively learn contextual semantic information, thereby
improving the performance on NER.

A typical LSTM network consists of the forget gate layer, the input gate
layer, and the output gate layer, and its structure can be formalized as follows:

ft = σ(Wf · [ht−1, xt] + bf ) (1)

it = σ(Wi · [ht−1, xt] + bi) (2)

C̃t = tanh(WC · [ht−1, xt] + bC) (3)

Ct = ft ∗ Ct−1 + it ∗ C̃t (4)

ot = σ(Wo · [ht−1, xt] + bo) (5)

ht = ot ∗ tanh(Ct) (6)

where ht−1 and xt are information from the previous cell, σ is the logistic sigmoid
function, C represents cell vectors, and f , i, o stand for the forget gate, input
gate, and output gate, respectively. The forget gate layer looks at ht−1 and xt to
decide whether to keep this information or get rid of it or discard part of it. The
input gate layer decides which values to update, and Ct is the new candidate
values, scaled by how much we decide to update each state value. The output
gate layer runs a sigmoid layer to decide which part of the cell state to output,
and ht is the final output value by the current cell.
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Although the BiLSTM model can effectively identify the boundaries of named
entities, sometimes it may fail to consider the relationship between the labeled
entity sequences. Therefore, we can use the CRF [5] layer to add some constraints
to ensure that the final prediction result is valid, which can be automatically
learned by the CRF layer when training on datasets. The BiLSTM model does
not consider the correlation between labels, and a significant advantage of CRF
networks is that it can obtain a globally optimal labeling sequence by considering
the relationship between adjacent labels. Therefore, a combined BiLSTM-CRF
model can be used to reduce the possible erroneous prediction sequence and
obtain the best named entity recognition results.

4 Experiments

4.1 Experimental Datasets

In our proposed BERT-BiLSTM-CRF model, the BERT model we use is the
Google official version [2], whose parameters are fixed and do not need to be
updated. However, the BiLSTM-CRF model is self-defined and requires fine-
tuning training on a small amount of annotated data of named entities. The
parameters of each layer of the BiLSTM-CRF model are updated during the
training process.

In the process of fine-tuning the model, we use the ChineseDailyNerCorpus,
which contains a large number of modern Chinese sentences and their corre-
sponding BOI annotations. The ChineseDailyNerCorpus can be obtained at:
http://s3.bmio.net/kashgari/china-people-daily-ner-corpus.tar.gz. Named enti-
ties have different categories such as location, person, and organization. In the
BOI annotation method, B (beginning) indicates that the current character is
the starting position of a named entity, O (outside) indicates that the current
character is not a character in any entity, and I (inside) indicates that the current
character is the middle position of a named entity.

We chose the ChineseDailyNerCorpus as the training data for the fine-tuning
stage for two reasons: (1) first, it is difficult to find a large-scale annotated
classical Chinese NER dataset, so we instead chose an easily accessible modern
Chinese annotated dataset; (2) second, this training method can be used to verify
the transfer learning characteristics of the BERT model. The BERT-Chinese
model is trained on a large-scale Chinese corpus [2], and the BiLSTM-CRF model
is trained on the ChineseDailyNerCorpus modern Chinese corpus. Although the
two stages of training are not conducted on classical Chinese, but our final
verification is performed by using the Chinese Twenty-Four Histories.

In the process of data preparation, we spent most of the time annotating the
Chinese Twenty-Four Histories data. The Chinese Twenty-four Histories data is
available at: https://github.com/quzhi1/ChineseHistoricalSource/tree/master/
json, but they are merely classical Chinese texts and unlabeled data. In order to
use the BERT-BiLSTM-CRF model to make predictions on the Chinese Twenty-
Four Histories data, and to evaluate the precision and recall of the results, we
manually labeled part of the Chinese Twenty-Four Histories data. The Chinese

http://s3.bmio.net/kashgari/china-people-daily-ner-corpus.tar.gz
https://github.com/quzhi1/ChineseHistoricalSource/tree/master/json
https://github.com/quzhi1/ChineseHistoricalSource/tree/master/json


BERT-Based Named Entity Recognition in Chinese Twenty-Four Histories 297

Twenty-Four Histories are the Chinese official historical books covering a period
from 3000 BC to the Ming dynasty in the 17th century, including “Records of
the Grand Historian”, “Book of Han”, “Book of Song”, and so on.

In order to evaluate the performance of our model for named entity recogni-
tion in Chinese Twenty-Four Histories, we selected five of the twenty-four history
books, and in each book we selected a long article for annotation. They are the
“Sixth of the Qin Shihuang Basic Annals” in the “Records of the Grand Histo-
rian” on year 300 BC, the “Seventh of the Emperor Xiaohuan” in the “Book of
the Later Han” on year 150 AD, the “First of the Emperor Basic Annals” in the
“Book of Sui” on year 600 AD, the “Ninth of the Basic Annals” in the “Song
History” on year 1050 AD, and the “Fifteenth of the Basic Annals” in the “Ming
History” on year 1500 AD. The procedure of manual labeling is as follows: (1)
first, we find these five long articles in the Chinese Twenty-Four Histories data,
(2) then find the corresponding chapters in the paper versions of these books, (3)
and manually label the data according to the person and location names marked
in the book. In the Chinese Twenty-Four Histories, there are few named entities
of the Organization type, so we only labeled entity of Person and Location types.
Although this work is very time-consuming and tedious, it is necessary for the
subsequent model evaluation.

4.2 Experimental Results

As mentioned above, the parameters of the pre-trained BERT-Chinese model are
as follows: the BERT-Chinese model has 12 Transformer blocks with 768 hidden
layers, and 12 self-attention heads, which has 110 M parameters totally [2].
During the training process, the maximum sequence length is 128, batch size is
set to 512, and hidden layer dimension of the BiLSTM model is 256.

We use the ChineseDailyNerCorpus corpus to train our model on a Win-
dows 10 operating system and a single Inter(R) Core(TM) i7-7700HQ (2.80 GHz)
CPU, and it took 6 h to complete the training process. In order to evaluate the
results, this paper uses the precision, recall, and F1 value as measures, which
are defined as follows:

Precision =
TP

TP + FP
(7)

Recall =
TP

TP + FN
(8)

F1 =
2 ∗ Precision ∗ Recall

Precision + Recall
=

2 ∗ TP

2 ∗ TP + FP + FN
(9)

where TP indicates that the sample is correctly identified, FP indicates that the
sample is incorrectly identified, and FN indicates that the sample is incorrectly
rejected, thus Precision represents the proportion of correctly predicted posi-
tive categories in the total number of all predicted positive categories, Recall
represents the proportion of correctly predicted positive categories in the total
number of true positive categories in the sample, and F1 is the harmonic mean
of Precision and Recall, which can represent the overall performance.
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The experimental results are shown in Table 1. Detailed information of our
selected chapters are shown in Table 2.

Table 1. Experimental results in Chinese Twenty-Four Histories.

Book name Entity type Precision Recall F1 value

Records of the Grand
Historian

Location 0.8657 0.8529 0.8593

Records of the Grand
Historian

Person 0.6489 0.5169 0.5755

Records of the Grand
Historian

Location and Person 0.7650 0.6969 0.7274

Book of the Later Han Location 0.7778 0.7656 0.7717

Book of the Later Han Person 0.7353 0.7905 0.7619

Book of the Later Han Location and Person 0.7609 0.7755 0.7678

Book of Sui Location 0.7730 0.8460 0.8078

Book of Sui Person 0.7188 0.6788 0.6982

Book of Sui Location and Person 0.7465 0.7642 0.7542

Song History Location 0.7830 0.8191 0.8006

Song History Person 0.7397 0.7500 0.7448

Song History Location and Person 0.7691 0.7969 0.7827

Ming History Location 0.9060 0.9164 0.9112

Ming History Person 0.7955 0.7527 0.7735

Ming History Location and Person 0.8674 0.8593 0.8631

Table 2. Selected chapters and detailed information.

Time Book name in English Selected chapterBook name in Chinese
300 BC Records of the Grand Historian Volume 6
150 AD Book of the Later Han Volume 7
600 AD Book of Sui Volume 1
1050 AD Song History Volume 9
1500 AD Ming History Volume 15

We calculated the precision, recall, and F1 value on each book with entity
type of Location, Person, and both of them, respectively.

5 Analysis

The experimental results shown in Table 1 are not intuitive enough, so we draw
a line chart to demonstrate the results of the experimental evaluation, which is
shown in Fig. 2.
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Fig. 2. Evaluation results on Chinese Twenty-Four Histories.

According to the experimental results, we can observe that the overall recog-
nition accuracy of Location entities by our model is higher than that of Person
entities. Judging from the evaluation results of five long articles in different
dynasties, our model has all achieved an F1 value higher than 72%. From the
experimental results in Table 1, we can see that, as time goes by, the overall
F1 value becomes higher and higher, and the best result achieves an F1 value
of 86%. Comparing the results of the model’s prediction on Location entities
and Person entities, from 300 BC to 1500 AC, the recognition accuracy of our
model in these two named entity types shows an increasing trend, and the best
performance is achieved for the book Ming History.

First of all, in classical Chinese, the majority of named entities of Location
type less frequently change, which means that a location name in the ancient
years is usually quite similar to what its name is now. However, a named entity of
person type has various forms, such as given name, literary name, and nickname,
resulting in the predicted results on Location entities significantly better than
those on Person entities. For example, “ ” (an ancient man from the Qin
Dynasty) has the nickname “ ” (a kind of knighthood honor, something
like a landlord), but the nickname rarely appears in books, thus it may not be
recognized by our model.

Secondly, in ancient times, classic Chinese is more different from modern
Chinese, which reduces the model performance. However, as time gets closer to
current time, named entities also change over time and are more similar to what
their names are currently. For instance, “ ” (a province in China) is also
called “ ” (a place name in the Spring and Autumn Period and the Warring
States Period) in the Qin Dynasty, which is quite obscure. Therefore, as time
goes by, these measures of NER in classical Chinese have shown improvements.
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6 Conclusion

In this paper, in order to solve the problem of lack of labeled data and complex
rules in the recognition of named entities in the field of classical Chinese, we
use an end-to-end BERT-BiLSTM-CRF model. Our experimental results show
that the model has a strong transfer learning ability and can implement NER in
classical Chinese, which will promote many related research directions of NLP
in classical Chinese. We are currently carrying out large-scale classical Chinese
labeling work, and will use the labeled data to train the BERT-BiLSTM-CRF
model, with the purpose of further improving the performance of our model.
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Abstract. Convolutional Neural Networks (CNNs) are being applied to
identification problems in a variety of fields, and showing higher discrim-
ination accuracy than conventional methods. However, the applications
based on CNNs are rare in enterprise rating. The reason for this seems to
be that most of CNNs are lacking interpretability. The users of financial
industry can not accept the results providing by an artificial intelligence
model which they can not understand. In this paper, we propose to
model enterprise credits using CNNs with attribute and sequence atten-
tion modules, which enables an explainable and more precise enterprise
credit rating. The experimental results indicate that our approach is not
only achieving a higher performance compared with conventional meth-
ods, e.g., Decision Trees, Z-Score, Random Forests, linear model, but
also can provide multi-granular interpretations for the rating results.

Keywords: Deep learning · Interpretability · Enterprise rating

1 Introduction

With the rapid development of the deep learning, Deep Neural Networks (DNNs)
are gathering great attention in the field of artificial intelligence (AI), and even
have become ubiquitous in a variety of applications, e.g., image processing [1],
natural language processing [2], since they can automatically extract valuable
features from original data without artificial feature engineering. However, the
number of applications of deep learning in financial analysis is extremely limited
except for several reports on the prediction of stock price fluctuations [3]. The
reason for this phenomenon seems to be that the forecasting models based on
deep neural networks are usually lacking interpretability. Fair lending is the
foundation of financial industry. Thus, one significant challenge of using AI-based
systems in credit evaluation, is that it is hard to provide the needed “reason
codes” to users the explanation of why they were denied credit. Especially when
the basis for denial is the output from an opaque machine learning algorithm.
c© Springer Nature Switzerland AG 2020
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Financing institutions usually use linear models, e.g., logistic regression [4],
Z-score [5] to evaluate credit ratings of enterprises. The advantage of these lin-
ear models is that they are easy to interpret. Users can accurately obtain the
relationship between the input indicators and the assessment result in the pro-
cess of credit rating. However, the accuracy of linear models is often not enough
comparing with DNN based models, especially when they are suffering from
high-dimension inputs and noise, their performance may decline significantly.

The present research aims to accurately evaluate credit ratings of enterprises
by mining the historical data of enterprise as well as output readable explana-
tions. We treat the credit rating as a problem of sequential modeling, and pro-
pose a DNN based model to predict the future credit rating of a firm by using its
historical sequence data. In general, there are two main branches in DNN, i.e.,
Convolutional Neural Networks(CNN) and Recurrent Neural Networks (RNN).
The former one is considered suitable for processing images and the latter for
sequential data. However, instead of constructing RNN based model, a CNN
based model with attributive and sequential attentions is proposed to predict
the credit ratings of enterprises, which is different from RNN based model that
usually require serial processing of sequential data, and can make a better use
of the advantages of parallel computing hardware, such as GPU. In a nutshell,
our contributions in this work can be summarized as follows:

– A CNN based model is proposed to analyze financial sequential data, which
can better utilize the parallel computing power of GPU than traditional RNN
based sequence modeling, and extract the high order credit features of enter-
prise. To the best of our knowledge, this is the first paper to use attention-
based CNNs for enterprise rating.

– Dual attention modules are used in proposed model, i.e., an attribute atten-
tion module and a sequence attention module. These modules are used to
select informative indicators and important time points which contribute to
the enterprise rating, respectively. These modules can give the users insight
to the reasons of enterprise rating prediction.

– A series of experiments are conducted to validate the proposed model. The
results show that our model not only can obtain more precise enterprise rat-
ings than conventional approaches of enterprise rating, but also output com-
prehensible explanations.

2 Related Work

This work devotes to achieve a deep neural network with high accuracy and
explainable credit rating. Its related work can be divided into two groups, i.e.,
traditional credit rating methods and explainable deep neural networks.

2.1 Traditional Credit Rating Methods

Enterprise credit assessment as an intermediary service in the financial field has
existed for more than one hundred years. A mount of approaches is proposed
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to handle this problem, e.g., factor analysis based methods [6], statistic based
methods [5], machine learning based methods [4].

The factor analysis based methods [6] are usually to score the credit-related
factors of the enterprise based on the experience of experts, which can be applied
flexibly to qualitative analysis of enterprise credit. However, this kind of methods
relies too much on the subjective judgment of experts and lacks the ability of
quantitative analysis. Different from the factor analysis based methods, statistic
based methods quantify the credit score of company based on its financial indi-
cators. For example, Z-Score[5] treats a linear weighted sum of given financial
indicators as the credit score of the company. The weights in Z-Score model are
calculated based on historical data of companies. However, this kind of methods
lacks generalization ability because the weights and score thresholds are fixed
by experts.

With the development of artificial intelligence technology, some machine
learning models which have interpretability, such as logistic regression [4] and
decision tree [7], are introduced into credit rating. For example, logistic regres-
sion [4] is often used in place of Z-Score [5] to handle the large scale task of
credit rating, and usually can obtain higher accuracy than Z-Score. The decision
tree [7] is also popular in credit rating, which can provide accurate credit assess-
ments as well as extract decision rules from dataset. However, as the feature
of companies become more and more complex, the prediction performance of
these models based on shallow feature representation are getting harder to be
promoted. Therefore, for a higher rating accuracy, the deep nerual networks are
increasingly attention in credit rating. For example, Hosaka et al. [8] use a convo-
lutional nerual network to make bankruptcy prediction for Japanese companies,
and achieve a higher accuracy than the models with shallow feature represen-
tation. However, the deep neural networks are usually thought of as black box
models, which can not provide necessary explanations for the predictions.

2.2 Explainable Deep Neural Networks

Aiming at reducing the unexplainability of neural networks, some scholars use
agent models which can be interpreted by common users to explain the decision
process of given neural networks indirectly. For example, [9] proposed a quan-
titative method to explain each prediction made by pretrained convolutional
neural networks, by training a decision tree to generate the specific reasons for
each prediction. [10] proposed a framework to use linear models as the agents to
individually explain the prediction of given deep neural network. Besides, [11]
proposed local and global attentions to improve the forecasting performance as
well as generate explanations with inputted features. The attention based models
provide us another way to insight the forecasting process of neural networks.

3 Proposed Model

In this section, we describe our dual attentions based CNN model, SA-Attn-
CNN, for enterprise credit rating. The overall architecture of SA-Attn-CNN is
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Fig. 1. The framework of dual attentions based CNN model for explainable enterprise
rating. The X is a toy example of model input, which is expressed as a matrix. The rows
of matrix indicate the time points and the columns of matrix indicate the attributes of
companies. The heat map can indicate which attributes at which time points are more
importance for a specific rating prediction.

shown as Fig. 1. In SA-Attn-CNN, we first regroup the inputted sequential data
to be a gray picture, and use dual attention modules to mining the contributions
of financial indicators and the importance of time points, respectively. Then,
a CNN backbone network is used to extract the high order credit features of
enterprise. Finally, a fully connected layer following the CNN backbone is utilized
to predict the credit ratings.

3.1 Sequence Attention Module

The module of sequence attention aims to learn which time points are more
informative in sequential data, and facilitate the following CNN backbone paying
more attention to the feature of critical moment. Considering that the feature
fluctuations of in adjacent time points often are key patterns for credit rat-
ing forecasting, we first apply the attention through sliding kernels to inputted
sequence. Let xi be the feature vector of center time point and the d be the
kernel width. We compute the weights in sliding window for each time points of
sequence, with a learn-able matrix As ∈ R

d×n as follows:

XS−Attn,i = (xi− d+1
2

, ..,xi, ..,xi+ d+1
2

)

si = f(XS−Attn,i ∗ As), i ∈ [1, t]
x̂i = sixi

(1)

where ∗ is a kind of arithmetic operation which first performs element wise
multiplication, and then sum. In this work, we realize the arithmetic operation
with a single channel convolution which convolutional kernel is As. We use the
sigmoid function for the activation function f(·). si is an attention score which
indicates the importance of time point i in its d-gram neighborhoods. x̂i indicates
weighted features of time point i, which are weighted by its volatility comparing
with its neighborhoods. Hence, if a given time point i has a smaller score than
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its neighborhoods, then we can interpret that the features of that time point do
not fluctuate much and is less important for credit rating.

For further learning the weights of each time points from a global viewpoint,
the weighted sequence (x̂1, x̂2, ..., x̂t) is then passed through a full connection
neural network. Let V ∈ R

n×m and W ∈ R
m×k be the parameters of the

network, then the global weights of each time points can be computed as follows:

ai = f(tanh(x̂i · V) · W), i ∈ [1, t]
x̂s
i = aixi

(2)

where f(·) is the element wise sigmoid function. Moreover, we set m = n
2 for

feature dimension reduction and k = 1 for getting scalar weights. x̂s
i are weighted

features of time point i. Hence, if a given time point i has a smaller weight than
another time point, then we can interpret that the time point in current sequence
is less important than the time point with larger weight for credit rating.

3.2 Attribute Attention Module

The module of attribute attention aims to learn the influence of inputted indi-
cators on the result of credit rating, and propels the following CNN backbone
to focus on those important indicators. In order to adaptively calculate the
attention scores of each indicator, we assign each indicator ci with a learn-able
parameter matrix Wi ∈ R

t×n. Specifically, we compute the weights of indicators
for each sample as follows:

pi = f(X ∗ Wi), i ∈ [1, n]
x̂a
i = p � xi

(3)

where ∗ is a kind of arithmetic operation which first performs element wise
multiplication, and then sum. In this work, we realize the arithmetic operation
with a convolutional layer which kernel size is t × n and the number of output
channels is n. x̂a

i are weighted features of time point i. p = (p1, p2, .., pn) is the
weight vector of indicators. � is an arithmetic operation that performs element
wise multiplication. Hence, if a given indicator ci has a smaller weight than
another indicator, then we can interpret that the indicator in current sequence
is less important than the indicator with larger weight for credit rating.

3.3 Enterprise Rating Model

As shown in Fig. 1, the proposed dual attention modules are integrated into
a CNN based backbone to extract the high order credit features of enterprise.
Specifically, the outputs of the sequence and attribute attention modules, i.e. x̂a

i

and x̂s
i , are first added to xi, and then run pass the backbone network and a fully

connected layer in succession to predict credit ratings for enterprise. Therefore,
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our enterprise rating model can be express as:

Z = X + λ1
̂Xs + λ2

̂Xa

h = CNN(Z; [W(1),W(2), ..,W(l)])

y = softmax(FC(h; W(F )))

(4)

where λ1 and λ2 are hyper-parameters for tuning the effects of dual attention
inputs.CNN(· ; ·) indicates theCNNbased backbone.Z and [W(1),W(2), ..,W(l)]
are the input and the parameters of backbone, respectively. h is the embedding
of input sequence. In this work, we treat the credit ratings of enterprises as cate-
gories. Therefore, given c credit ratings, we use a fully connected layer FC(· ; ·)
with parameter matrix W(F ) ∈ R

h×c to calculate the probabilities of different
categories, and softmax to infer the final credit rating y for enterprise.

3.4 Explanation of Prediction

For each prediction of SA-Attn-CNN, we can further generate the explanations
for the prediction by utilizing the attention scores of the dual attention mod-
ules. If given attention score vectors p and a generate from sequential attention
module and attribute attention module, respectively, then we can get the expla-
nations by following algorithm:

M = sigmoid(p ⊗ a)
(e1, e2, .., ek) = arg(topK(M))

(5)

where, M ∈ R
t×n can be treated as the weights of input information. sigmoid(·)

is used to normalize the elements of matrix into [0, 1]. (e1, e2, .., ek) is a set which
elements indicate the locations of top-k weights in matrix. Through the ei, we
can locate the important information, i.e., we can find out which attribute at
which time point is important to the prediction.

4 Experiment

4.1 Data and Experimental Settings

In this research, we crawl historical data of 7968 Chinese listed companies from
multiple data sources. For each company, we obtain its historical financial data
from IPO to third fiscal quarter of 2019, and extract 90 financial indicators from
each data of fiscal quarter. According to the experience of the investment ana-
lysts, the situation of revenue usually indicates the credit rating of the company.
Hence, we randomly split training (70%) and testing (30%) data, and predict the
credit rating of the company indirectly through classifying whether its revenue
increased in the third fiscal quarter of 2019.

We treat the original data of each company to be a 95 × 90 feature matrix
D, which contains the features of company in past 95 fiscal quarters. Then, we
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upsample D to be a 112×112 matrix X leveraging the bilinear interpolation algo-
rithm, and use X to be the input of our model. We initialize our CNN backbone
with the corresponding layers of resnet18[1] which pretrained on imagenet, and
other parts of our network with Xavier algorithm. Moreover, we utilize multi-
stages SGD algorithm with the initial learning rate 0.001 and multiplicative
factor of learning rate decay 0.1 to train our model. The training stages in this
experiment are [500, 800, 1000]. Additionally, we concatenate the features of com-
pany over all time periods(95 fiscal quarters) to be the input(8550-dimensional
feature vector) of compared models except Z-Score.

Table 1. The performance of enterprise credit rating. The testing dataset contains 2451
Chinese listed companies. There are 1493 positive samples, and the rest are negative
samples. The learning models, i.e., decision tree, random forest, logistics regression and
GBDT, are realized by scikit-learn with default settings. The coefficients of Z-Score
model are [0.517,−0.460, 18.640, 0.388, 1.158].

Methods Accuracy Type error AUC

I II

Decision Tree 0.7458 0.3497 0.1916 0.7955

Random Forest 0.7013 0.6928 0.1285 0.7397

GBDT 0.7821 0.3256 0.1474 0.8433

Z-Score 0.5788 0.3497 0.5164 –

LR 0.6907 0.5731 0.1099 0.7630

SA-Attn-CNN 0.7918 0.2922 0.1567 0.8673

4.2 Results and Analysis

Benefit from the feature engineering capabilities of deep neural network, the
proposed model achieves the best performance on the task of enterprise credit
rating. As shown in Table 1, the SA-Attn-CNN can offer significant performance
improvements over others in multiple criterions, i.e., Accuracy, AUC, and Type
I Error. Moreover, we can observe an interesting anomaly that the performance
of Random Forest is lower than decision tress on most indicators and the per-
formance of our model is not best on the Type II Error. This phenomenon may
indicate that the training samples is still not enough, the complicated model is
easier to suffer from overfitting problem. That is why we do not utilize a deeper
network to be the backbone of our model in this work.

Benefit from the dual attention modules, the proposed model not only can
provide credit rating prediction for given company, but also can generate corre-
sponding explanations for the prediction. As shown in Fig. 2, we can visualize
the weights of the input features generated by our model to be heatmaps. The
intensity of the color blocks indicate the importance of corresponding features.
From the Fig. 2, we can observe that different financial features of company have
different influences on the predicted results at different times.
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(a) A positive instance. (b) A negative instance.

Fig. 2. The heatmap examples of inputted feature weights. The weights are first nor-
malized to [0, 1], and then mapped into the color space [0, 255]. (Color figure online)

5 Conclusion

To achieve a model of enterprise credit evaluation with high accuracy and
explainable, we propose an attention based CNN model, i.e., SA-Attn-CNN
which contains an attribute attention module and a sequence attention mod-
ule. The attribute attention provides us insight on which financial indicators
have significant impact on a rating prediction. The sequence attention facili-
tates the CNN backbone focusing on the important time points. Moreover, we
evaluate the proposed model through comprehensive experiments and prove that
our model not only can get higher prediction accuracy than traditional credit
rating models, but also can provide explanations for the prediction outputted
by SA-Attn-CNN.

However, the deep neural networks are a kind of data-driven approach, which
are easy to suffer from overfitting on small training set. Therefore, we plan to
extend our experimental dataset to include non-listed companies, and our model
to support non-financial information of companies. Furthermore, various deeper
architectures are deserved to attempt to use as the backbone of SA-Attn-CNN,
when we have larger scale dataset.
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Abstract. The burden of cardiovascular diseases is increasing, and the annual
growth rate of hospitalization expenses for cardiovascular diseases is much
higher than that of GDP. Therefore, researchers have developed a number of
intelligent systems to predict hospitalization costs for cardiovascular disease.
However, there are some problems with these methods, such as the performance
of real world data sets and the differences between the feature selection and the
actual selection of doctors. This paper proposes a method to construct a Medical
Concept Knowledge Graph (MCKG) by combining open source knowledge
graphs such as Wikidata and OpenKG, open source knowledge bases such as
UMLS, and doctors’ prior medical knowledge. A Medical Instance Knowledge
Graph (MIKG) is constructed based on MCKG and the data of cardiovascular
disease related medical records from the cooperative hospital. We conduct
feature selection according to MIKG, draw feature alternatives, and combine
with doctor-defined rules to arrive at final feature selection. We predict hospi-
talization costs with random forest algorithm. Experimental results show that the
average error rate of our method is lower than that of the baseline algorithms.

Keywords: Cardiovascular diseases � Concept knowledge graph � Instance
knowledge graph � Feature selection � Machine learning

1 Introduction

Cardiovascular disease is a serious threat to human beings. In China, the mortality rate of
cardiovascular disease is still the highest among all diseases. Cardiovascular disease is
considered to be one of the major causes of death in the world. With the aging of society
and the acceleration of urbanization, the prevalence of unhealthy lifestyles among Chi-
nese resident, the risk factors of cardiovascular disease are generally exposed. At the same
time, the national burden of cardiovascular disease is growing increasingly heavy.
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Since 2004, the average annual growth rate of hospitalization expenses for car-
diovascular disease is much higher than the growth rate of gross domestic product
(GDP) [1]. Therefore, being able to predict hospitalization expenses in advance is of
great significance to both patients and hospitals [2], and how to select features
according to sample data and doctors’ needs is crucial. Feature selection to improve the
accuracy of prediction and combined with doctors’ prior knowledge can effectively
reduce the error rate of prediction is a major research of machine learning [3]. Many
researchers have created different algorithms to predict the hospitalization costs of
cardiovascular diseases. However, these systems have the problems of unsatisfactory
accuracy when facing real world data sets [4] and different requirements from actual
doctors in feature selection.

The concept of knowledge graph is proposed by Google on May 17, 2012. Google
will use this as a basis to build a next-generation intelligent search engine. In essence,
knowledge graph is a semantic network that reveals the relationship between entities.
Formal descriptions of real-world things and their relationships can be made. With
theproliferation of semantic Web resources and the publication and sharing of vast
amounts of RDF data, researchers in academia and industry have spent a great deal of
effort building a variety of structured knowledge bases. These knowledge bases can be
roughly divided into two categories: open link knowledge base and industry knowledge
base. Typical examples of open linked knowledge base are Freebase, Wikidata,
OpenKG, YAGO; Typical examples of vertical industry knowledge base are: IMDB
(movie data), MusicBrainz (music data), MusicBrainz (semantic knowledge network).

We apply the knowledge graph to the medical field [5], and use the knowledge
graph in combination with the interaction between doctors for feature selection, and use
the selected data to predict the hospitalization cost of cardiovascular diseases.

The main contributions of this paper include:

a) We create the medical health concept knowledge graph (MCKG) using the open
source knowledge graph such as Wikidata, OpenKG and the open source knowl-
edge base such as the language specification defined by UMLS.

b) Based on MCKG, we build the medical instance knowledge graph (MIKG) with
real data from cooperative hospitals.

c) Based on the constructed knowledge graph, we use it to conduct feature selection
and obtain feature alternatives. Doctors define rules and requirements in the alter-
native and further obtain the final feature selection scheme.

d) We use the selected feature data to predict the hospitalization cost of cardiovascular
disease, and the experiment reduces the average error rate of the prediction.

The rest of the paper is organized as follows: In Sect. 2 we discuss the related work.
Section 3 introduces the methodology about how to construct MCKG and MIKG.
Section 4 shows the experiment and prediction results. At last, we conclude the paper
in Sect. 5.
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2 Related Work

Knowledge graph is an important part of artificial intelligence technology [6]. It has
been a hot trend in the field of artificial intelligence to make use of core technologies
such as knowledge extraction and knowledge representation [7] of knowledge graph to
carryout relevant research. Knowledge graph has a very broad application prospect in
the medical services, the technology can solve the problems of strong data profes-
sionalism and complex structure in the medical field, improve medical and health
services [8] and plays an important role in clinical decision support system [9].

At present, most of the studies related to cardiovascular diseases use data sets of
UCI CLEVELAND [10]. Aiming at feature selection, Senthilkumarmohan et al. pro-
posed a method about Hybrid Random Forest with Linear Model, which uses artificial
neural network model with feedback for feature selection [11]. FajrI et al. used discrete
minimum wavelet method for feature selection [12]. AliL et al. explained method of
exhaustion to search the best configuration of the network to select relevant features
from the feature space [13], and Fatih et al. selected features based on the simplified
rule library [14]. Jesmin et al. combined with medical knowledge, computing intelli-
gently to delete clinical features [15]. Prakash, S et al. used optimality criterion feature
selection method for feature selection [16]. Chandra Babu Gokulnath et al. combining
genetic algorithm with support vector machine used to select features in feature space
[17]. Ting-Ting Zhao et al. used discriminant minimum class locality preserving
canonical correlation analysis to extract features from two data sets based on gain and
entropy of motion vector [18]. Sarah P et al. used convolutional neural network to
make sense of feature selection [19]. Ashirjaveed et al. employed random searching
algorithm to select relevant features [20].

These feature selection methods are not combined with knowledge graph. In this
paper, we used a different feature selection method. We first construct MCKG based on
doctors’ prior knowledge, open source knowledge base and open source knowledge
graph, and then integrate the structured data of hospital database and case data to obtain
MIKG. We use MIKG for feature selection and get the alternative scheme of features.
Then, we further screen the alternative scheme according to the rules defined by
doctors and the actual needs of doctors to get the final feature selection scheme.

3 Methodology

Most of the existing medical knowledge graphs are constructed based on medical
literature published on the Internet as well as various public data sets and electronic
medical records. Although such data are easy to obtain, there are some problems such
as limited knowledge sources, low data purity and data redundancy. The existing
feature selection methods are rarely combined with knowledge graph. Using more
efficient data storage method of medical knowledge graph and combining with more
authoritative medical knowledge of doctors to screen the hospitalization features of
cardiovascular diseases can effectively reduce the average error of prediction costs.

To deal with these problems, this article proposes such a method: Open source
knowledge graphs, such as Wikidata, OpenKG, etc. and open source knowledge base,
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such as medical language specifications defined by UMLS and doctors’ prior medical
knowledge are used to construct the medical concept knowledge graph (MCKG), the
medical instance knowledge graph(MIKG) is completed using data of cardiovascular
disease related cases from cooperative hospitals. Based on the constructed MIKG, we
obtain a feature alternative scheme, and then combine with the actual needs of doctors
and rules to generate the final feature selection scheme in the feature alternative
scheme.

The knowledge graph data combined with doctor’s interaction, the all features data,
and the feature data selected by random search algorithm [20] are compared in three
dimensions by combining the machine learning algorithm of the three schools, random
forest [21], support vector machine [22], and line regression [23], the training set and
the test set use a ratio of 70%: 30%, the evaluation standard is the average hospital-
ization cost error. The average error rate of the selected feature data combined with the
random forest algorithm is reduced to 11.86%. This is a significant improvement over
the feature data selected by other methods. Figure 1 is the core process of this paper:

MCKG’s data sources mainly include public medical knowledge base, medical
knowledge graph, and unified medical standards and specifications, which further
guide the construction of MIKG. The data source of MIKG is mainly the structured
data of the cooperative hospitals and the unstructured data entities marked by the
doctors. The detailed process of MCKG and MIKG construction will be introduced in
Sect. 3.1 and Sect. 3.2.

3.1 The Construction of MCKG

As we all know, natural language has the characteristics of polysemy and multiple
synonyms, so there is a problem of concept confusion in the traditional medical

Fig. 1. Hospital cost prediction flow chart
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knowledge graph. In this paper, open source knowledge graph such as Wikidata and
OpenKG published on the Internet are combined with the prior medical knowledge of
doctors in cooperative hospitals. The knowledge of doctors’ dictionaries in unified
standardized language provided by UMLS is imported into the conceptual knowledge
graph. The knowledge graph is defined with entities as nodes and relationships and
attributes as edges. Using ontology notation, that is a triplet(entity-relationship-entity)
represents two associated nodes.

The MCKG constructed include the medical knowledge of Chinese and English
knowledge as well as the medical specifications defined by UMLS, the main sources of
data are from medical knowledge base, medical knowledge graph and doctor. MCKG
includes 8,298,580 medical concepts from 116 word-lists and 51 entity words from
cooperative hospital. The part of the MCKG constructed in this article is shown in
Fig. 2, strictly in accordance with the UMLS definition specification, which is helpful
to accurately understand the concepts and relationships between entities (only a part of
the concept graph is intercepted in the figure).

It can be seen from the figure that the entity part has a surgery part, a patient part,
and a diagnosis part. The attribute value part will be completed by the MIKG men-
tioned in the next section. The main role of the MCKG is mainly two points. First, it
clarifies the relationship between the various parts of the graph, and second it guides
the construction of MIKG.

3.2 The Construction of MIKG

MIKG is constructed under the guidance of the MCKG described in Sect. 3.1. The
cardiovascular diseases data sets used in this paper are all from cooperative hospital.
The data is divided into structured data and unstructured data.

Fig. 2. Medical concept knowledge graph
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The instantiation of the KG is mainly the process of knowledge extraction. The
main process of this experiment generates a medical dictionary based on the latest
cardiovascular disease diagnosis rules defined by experts, unstructured data (the
medical record data of some patients) mainly adopts the method of entity annotation,
defines relevant rules, extracts features related to hospitalization costs, and imports
them into the MIKG. Here is an example of entity annotation of unstructured data in
Table 1(Only part of a patient’s case data is intercepted):

The table shows that we divide the types of entity annotation into four categories:
symptom entity, examination entity, disease entity and medication entity. The entity
tags serve as the entity node of MIKG and they are imported into MIKG in the form of
RDF triples.

The structured data of cardiovascular disease comes from the hospital database,
including basic patient information, surgical information, diagnosis information and
other information. The structured data is mapped according to the rules of relational
data (ER)-mapping-RDF data. For example, If the table contains “cardiovascular dis-
eases” and related hospital information, we can map it to an RDF triple. The goal of
instantiation of MCKG is to extract the entities and relationships of cardiovascular
diseases from textual data and structured data, then realize the visualization of MIKG
and select features through interaction with doctors.

Table 1. Entity annotation sample

Annotation text Entity tags
Case history Symptom Examination Disease Medication

Patients were due to eight years
ago, no significant incentives in
paroxysmal retrosternal pain, for
the stuffy pain, no radiation, for
20 to 30 min each time,
postoperative oral “aspirin, wave
force d” antiplatelet therapy In
July 2009, coronary angiography
showed that after the anterior
descending branch and the first
diagonal branch stenting, the
intima of the stent was slightly
enlarged, the wall of the anterior
descending branch was irregular,
and the distal segment was 90%
narrow. After the operation,
angina pectoris occurred several
times, and the hospital treatment
improved and discharged

paroxysmal
retrosternal
pain

irregular
branch wall;
coronary
angiography;

angina
pectoris;

stenting;
aspirin;
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First, under the guidance of doctors, seven tables related to the prediction of
hospitalization costs for cardiovascular diseases were extracted, as shown in Table 2:

We extract the entities of all patient records in these tables, namely patient entity,
surgery entity, diagnosis entity, diagnosis result entity, diagnosis type entity, main
index entity, medical order entity (the above-mentioned information related to patient’s
privacy has been desensitized):

1. Patient entity extraction: extract the ID and admission ID of each patient with
cardiovascular disease from the patient ID (PATIENT_ID) and the patient’s
admission ID (VISIT_ID) as the attribute value of the patient’s entity.

2. Surgery entity extraction: due to the different conditions of each patient and the
different operations performed, different types of operations such as vascular
exploration, coronary angiography, and coronary artery bypass grafting are extracted
from the surgical entities of the patient as a subclass of surgical entities entity.

3. Diagnosis entity extraction: Each patient’s examination number, examination date,
and patient’s basic information such as gender and age were extracted as the sub-
class entities of the diagnostic entity.

4. Diagnosis result entity extraction: The diagnosis results of each patient are necessarily
different, and indicators such as WBC, NEUT%, RBC, etc. as well as the diagnosis
result time are extracted as the subclass entities of the diagnosis result entity.

5. Diagnosis type entity extraction: Different patients have different types of diagnosis
according to the needs of different types of cardiovascular diseases. Different diag-
nosis types such as vascular headache, carotid atherosclerosis, coronary atheroscle-
rotic heart disease are extracted from the diagnosis entities as diagnosis type entity.

6. Main index entity extraction: The payment types of each patient, such as out-of-
pocket, public expense, medical insurance, as well as entities such as place of birth
and date of birth, are extracted as the subclass entities of the main index entity.

7. medical order entity extraction: Entities such as the medical examination performed
by each patient, the drugs related to cardiovascular disease used, the corresponding
dose, the starting time and the end time of the medication are extracted as the
subclass entities of the medical order entity.

Table 2. Related ER data

No Table_Name Description

1 PATIENT_VISIT Patient’s operation information
2 OPERATION Patient’s operation information
3 LAB_MASTER Patient’s test information
4 LAB_RESULT Patient’s test result
5 DIAG_TYPE Diagnosis type
6 MASTER Patient master index
7 ORDER Doctor’s advice information
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To sum up, the relationship between different entities is extracted by applying the
MCKG to MIKG, for example: the relationship bet ween the patient entity and the
patient entity is has_a, The relationship between the type of surgery and the surgical
entity is attribute_of, The relationship between the type of diagnosis and diagnosis
entity attribute_of and so on. Converting the cardiovascular disease data from the
cooperative hospital into RDF data, the construction of the medical instance knowledge
graph is shown in Fig. 3:

The size of the constructed medical instance knowledge graph is 83.6 GB which
contains 698946023 triples. Taking the patient entity as the center, different entity
nodes (rectangular nodes in the figure) are connected and different nodes are connected
to the corresponding instance nodes (elliptical nodes in the figure).

3.3 KG Feature Selection

Based on the already generated MCKG and MIKG, we have screened up to 189
features provided by the original database into 47 features as shown in Fig. 3. Combing
the selected KG with the doctor’s needs and regulations, according to the 1–2 steps
closest to the patient’s hospitalization information, the nine feature KG with the highest
correlation with hospitalization costs are finally extracted as shown in Fig. 4:

Fig. 3. Medical instance knowledge graph
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The dotted frame in the figure is divided into alternative plans submitted to the
doctor, who selects features based on his/her prior medical knowledge and clinical
needs. ORDER_CODE is the doctor’s advice code, AD_TIME is patient’s admission
time, DISCHARGE_TIME is patient’s discharge time, CHARGE_TYPE is patient’s
type of payment, REPORT_ITEM_NAME is patient’ examination items, SEX is
patient’s sex, Age is patient’s age, OPERATION_DESC is patient’s type of operation,
TOTAL_COSTS is Total cost of patient hospitalization.

4 Experiments

In order to verify the effectiveness of the MIKG combined with the feature selection of
doctors’ interactive, we divide the experimental data into three groups:

The first group is DAF (data of all features), the second group is the data filtered by
Random Searching Algorithm (RSA), and the third group is the data filtered by MIKG
mentioned in Sect. 3 combined with the knowledge of doctors (KG-D).

The data set used in the experiment is RDF triplet data set, 10,000 of these triples
are randomly selected, the training set and the test set use a ratio of 70%: 30%.

Experimental environment for this experiment: Processor: Inter® Core ™ i5-
8265U CPU @ 1.8 Hz; RAM: 8.0 GB, operating system: WIN 10. This experiment
uses Python3.7 software package.

The experiment uses machine learning algorithms: SVM, RF and LR. The average
prediction error of hospitalization cost (Averr) is used as the evaluation index.

Averr ¼ 1
n

Xn
i¼1

ŷi � yi
yi

����
����� 100% ð1Þ

Fig. 4. Knowledge graph feature selection
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ŷi represents the predicted value of hospitalization costs,yi represents the actual
value of hospitalization expenses, n is the total number of samples. The process of
feature selection of RSA-RF [17] is shown in Fig. 5:

The average prediction error rate of this experiment is shown in Table 3:

It can be seen from the table that when all the features related to cardiovascular
disease of patients are used to predict hospitalization cost, no matter which classifier is
used, SVM, LR or RF, there is a high prediction error. When we use the feature data
selected by the random search algorithm to predict the hospitalization cost, we can see
that the prediction error is reduced. When we used MIKG in combination with the
feature data of doctors’ interactive selection for prediction, the prediction error of the
classifier was significantly reduced, among which the best effect was achieved when
RF was used, and the prediction cost error was reduced to 11.86%. This experiment
proves the proposed the effectiveness of this method.

5 Conclusion and Future Work

We build MCKG using open source knowledge graphs such as Wikadata, OpenKG,
etc. and open source knowledge base such as the medical language specifications
defined by UMLS and the doctor’s prior medical knowledge. Then we integrate the
structured data in the database of the cooperative hospital and the unstructured data

Fig. 5. RSA feature selection

Table 3. Average prediction error for different feature selection methods

Feature selection method SVM LR RF

DAF 36.34% 39.69% 35.12%
RSA 17.42% 21.17% 16.48%
KG-D 12.74% 14.55% 11.86%

Hospitalization Cost Prediction for Cardiovascular Disease 323



processed by doctors through entity annotation. We select features through the above-
mentioned knowledge graph to get a feature alternative, and then combine the doctor’s
clinical needs and definition rules to get the final feature selection. Based on the feature
selected by the above-mentioned method, we compare the corresponding RDF data
with the data obtained by the features selected by the random search algorithm and the
data corresponding to all the features related to hospitalization costs using SVM, RF,
LR three different genres of machine learning algorithms to perform the hospitalization
cost error prediction, experimental results prove that our feature selection method
combined with random forest algorithm effectively reduces the prediction error of
cardiovascular disease hospitalization costs.

Future work will focus on the application of MIKG to other data sets, as well as the
selection of different deep learning models, and apply MIKG to a broader field of
artificial intelligence.
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Abstract. Classroom student counting based on surveillance video is the basis
for important tasks such as student behavior analysis, resource optimization,
school security, and intelligent management. In recent years, with the devel-
opment of deep learning, the research of face detection has been greatly pro-
moted, but it still cannot solve the problems of difficult recognition of different
poses such as tiny faces in the back row, occlusion of students, and head-down
in the classroom. This paper designed an intelligent student counting system
based on classroom surveillance video to solve the problem of counting people
in classroom scenarios. Also the paper proposed a face detector which mixes
feature enhancement modules and background-based modules, using Back-
ground information including shoulders, bodies and desks, and search for
unobstructed, less-occluded, and head-up targets in multiple video frames in the
surveillance video based on the relative stillness of the students in the classroom
scene, which finally greatly improves the accuracy of the classroom student
counting statistics.

Keywords: Face detection � People counting � Context-based

1 Introduction

People counting is not only an important functional part of the modern intelligent
monitoring system, but also the basis of important tasks such as crowd behavior
analysis, modern security, resource optimization, business information collection, and
intelligent management. With the large-scale deployment, installation and application
of surveillance cameras, the application scenarios of visual people counting have also
expanded.

Face detection, aiming at determining and locating the regions of faces in the
natural images, is one of the fundamental steps in various face analysis, including face
alignment [1], recognition [2], verification [3], people counting [4] etc. with the
breakthrough of deep-learning, more and more face detection model are proposed and
applied to different areas. However, for the special scene of the classroom, there are
still problems that small faces are difficult to be detected or mis-detected. The paper
proposed an FPN-based [5] algorithm similar to pyramid-Box [6] to exploit contextual
information including shoulder, body and desks to help detect tiny or obstacle faces. At
the same time, we add feature-enhanced module to dig more semantic of the face
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features. Finally, we propose a video validate module to improve student counting
accuracy by exploit the relative stillness of students in limited time.

2 Related Work

Early face detection mainly relied on hand-made features, such as Harr-like features
[7], control point set [8], and edge direction histogram [9]. However, hand-crafted
features design is lack of guidance. With the great progress of deep learning, hand-
crafted features have been replaced by Convolutional Neural Networks (CNN). At the
beginning, Overfeat [10], CascadeCNN [11], and MTCNN [12] use CNN as a sliding
window detector on the image pyramid to build a feature pyramid. However, the use of
image pyramids is slow and memory inefficient. As a result, most two-stage detectors
extract features in a single ratio. R-CNN [13] obtains region proposals through
selective search [14], and then forwards each normalized image region through CNN
for classification. Faster R-CNN [13], R-FCN [15] employ Region Proposal Network
(RPN) to generate initial region proposals. More recently, some research indicates that
multi-scale features perform better for tiny objects. FPN, a top-down architecture,
integrate high-level semantic information to all scales. FPN-based methods, such as
FAN, PyramidBox achieves significant improvement on detection. DSFD propose a
feature enhance module that incorporates multi-level dilated convolutional layers to
enhance the semantic of the features. Our paper propose FPN-based methods similar to
PyramidBox and exploit feature-enhanced module to enhance the semantic of the
features.

3 Proposed Model

3.1 Mixture of FEM and Context-Sensitive Predict Layers

The brief overview of our model is shown in Fig. 1. Our architecture uses the same
extended VGG16 backbone and Feature enhanced model as DSFD [20]. We select
conv3_3, conv4_3, conv5_3, conv_fc7, conv6_2 and conv7_2 to generate six original
feature maps named of1; of2; of3; of4; of5; of6. Then, FEM transfers these original
feature maps into six enhanced feature maps named ef1; ef2; ef3; ef4; ef5; ef6, which
have the same sizes as the original ones and are fed into Context-sensitive Predict
Layers to enhance the performance on small faces. Finally, we design a video validate
layer to make use of the relative stillness of the students to improve the accuracy of
student counting system.

Feature Enhance Module is able to enhance original features to make them more
discriminable and robust, which is called FEM for short. Figure 2 illustrates the idea of
FEM, which is inspired by FPN and DSFD. The feature enhanced model first use 1*1
convolutional kernel to normalize the feature maps. Then, we up-sample upper feature
maps to do element-wise product with the current ones. Finally, we split the feature
maps to three parts, followed by three sub-networks containing different numbers of
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dilation convolutional layers which improve the inceptive field without decreasing the
feature map size.

Actually, it is clear that faces never occur isolated in the real world, usually with
shoulders or bodies, and desks for students in classroom. Therefore, the network should
be able to learn features for not only faces, but also contextual parts such as heads,
bodies and desks. To achieve the goal, inspired by Pyramid Box, our model use a
context-sensitive predict model to make use of the contextual information. At first, we
use a semi-solution to generate approximate labels for contextual parts related to faces
and a series of anchors related to contextual information. Next, contextual features go
through Feature enhance layer learn more features. Finally, all features are used for
classification and regression of faces, heads, bodies and desks.

Fig. 1. The framework of our face detector
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3.2 Loss Function

The loss function in our model for an image is defined as

L pn;i
� �

; tn;i
� �� � ¼

X
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; tn;i
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Where the n-th contextual anchor loss is given by
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Here n denotes the index of contextual anchors(n = 0,1, and 2 represents for face,
head and body or desk), and i denotes the index of an anchor. pn;i is the predicted
probability of anchor i being the n-th object(face, head and body or desk) and p�n;i is the
ground-truth label. Moreover,tn;i is vector representing the 4 parameterized coordinates
of the predicted bounding box, and t�n;i is that of ground-truth box associated with a
positive anchor. The classification loss Ln;clsc is log loss over two classes (face vs. not
face) and the regression loss Ln;reg is the smooth L1 loss over the 4 parameterized
coordinates between predict box and ground-truth box. Finally, kn;cls and kn;reg are
regularization parameters of the classification loss and the regression loss, and,k and kn
are balancing weights.

3.3 Video Validate Module

Although we enhance the feature and make use of the contextual information, there are
still some students hard to detect who are hanging or turning their heads or occluded by
other students. However, in real word, we all know almost every student will stay in a
fixed position and will not change their position in limited time. At the same time,
classroom surveillance cameras are fixed in one position too. Therefore, students have
what we call relative stillness. To improve accuracy, we add one validate module which
detect faces from multi frames extracted from surveillance videos and do Non-
Maximum Suppression to get result predict boxes. Firstly, we divide class time into
multiple five minutes and extract one frame every half minutes in the 5 min from
videos that maybe the students in some frames are not blocked (default, more accurate
but slower if extract more frames). Secondly, we fed all frame into our network to get
multi predicts boxes which have many coincident boxes. Thirdly, we perform Non-
Maximum Suppression of all boxes and get the student counting results of every 5 min.
Finally, we remove the minimum value and maximum of these counting number and
output the maximum counting number.
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4 Results

In order to verify the actual effect of the system designed and improved in this article,
we conducted training on some photos of the WilderFace of the public dataset and
1384 classroom photos collected in different states, and conducted experiments in 50
classroom monitoring videos collected. After the detection, the number of faces read
out is used to display the current number of people. Table 1 shows the specific
experimental results.

The mAP in Table 1 stands for mean Average Precision while average Precision is
a popular metric in measuring the accuracy of object detectors which computes the
average precision value for recall value over 0 to 1 [16]. And the standard formula for
calculating the student counting Accuracy in Table 1 is

P ¼
Pn

i¼1
mi�jmi�qij

mi

� �

n
ð3Þ

P is the final statistical accuracy of the number of people; n is the number of
classrooms tested in total; i is the i-th classroom tested; mi is the actual number of
classroom i;

It can be seen from experiment that compared with the original DSFD and Pyramid
Box algorithms, our system has obvious advantages in student counting (Fig. 3).

Fig. 2. General view of video validate module
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5 Conclusion and Future Work

The present paper proposes an efficient face detection algorithm and a flexible and
efficient face detection-based student counting system. Our model uses feature
enhanced model and context sensitive model to make use of background information,
and through extracting multiple frames from videos to improve accuracy by utilizing
students’ relative stillness. The method in this paper has achieved excellent detection
results in classroom scenarios.

Still, much more work should be performed on face detection algorithms and the
detecting strategy can be optimized for detecting speed. What’s more, we will continue
researching how to do auto-attendance by face recognition after face detection.
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Abstract. Aircraft design is a kind of knowledge-intensive work involving
multi-disciplinary integration, which needs the support of a large amount of
knowledge on aircraft design field (ADF). At the same time, a large number of
technical documents about AD also accumulate rich aircraft design knowledge.
If this knowledge can be extracted, it can be used to guide the intelligent design
and maintenance of aircraft. In this paper, we conduct our research for the
named entity recognition, which is an important step of knowledge graph
construction in ADF. For the problem of knowledge dispersion in ADF and
lacking of training dataset, we design a platform for data acquisition and pro-
cessing, and corpus annotation by crowdsourcing. And a novel deep neural
network model, named AR+BiLSTM+CRF, which combines attention mecha-
nism, Ranger optimizer, bidirectional LSTM, and CRF, is proposed for named
entity recognition in ADF. The experimental results show that AR+BiLSTM
+CRF model has excellent performance for named entity recognition in ADF.

Keywords: Aircraft design � Named entity recognition � Deep learning �
Crowdsourcing

1 Introduction

Aviation industry is a knowledge intensive industry, and a large amount of data will be
generated and collected in each stage of the full lifecycle of aircraft design, such as
design documents, demonstration reports, failure reports and so on, which contain a
vast amount of knowledge. If the knowledge can be effectively extracted, it can be used
to guide new product design process, and improve design quality.

Therefore, the aviation industry urgently needs knowledge-driven design, manu-
facturing and management, and named entity recognition (NER) is an indispensable
technology when we want to extract knowledge from technical documents. Generally
speaking, named entity refers to entities with specific meaning, such as aircraft names,
technical names and performance indicators. The purpose of NER is to identify these
entities in the text [1]. It is an important task in the construction of knowledge base.
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In this paper, a NER system is developed and a new neural network model, AR
+BiLSTM+CRF, is proposed for NER in aircraft design fields (ADF). The second
section of this paper introduces the related research work, the third section introduces
how to build the dataset, including the collection and processing of data, building
domain dictionary and a crowdsourcing annotation system. The model is discussed in
4th section, experiments is in 5th section, and the last gives the conclusion.

2 Related Work

At present, NER is mainly based on rules, machine learning and deep learning. The early
research work used rules defined by experts to match entities in texts. With the devel-
opment of machine learning, the classification methods based on machine learning are
applied to NER. Machine learning methods such as Hidden Markov Model (HMM) [2],
Conditional Random Field (CRF) [3] and Support Vector Ma-chines (SVM) [4] perform
well in NER. Recently, deep learning has made outstanding performance. Peng N et al.
[5] proposed a LSTM+CRF model and it performed well in NER task. In addition,
Convolutional Neural Network (CNN) [6] and other deep learning models have been
successfully applied to NER tasks.

Due to the great difference between Chinese and English grammatical expressions,
some improved models or methods were proposed. For example, Qiang B H et al. [7]
proposed the neural network structure based on part of speech. Xiaowei Han et al. [8]
proposed CNN-BiLSTM-CRF model to minimize the influence of different word
segmentation results. However, Chinese NER models have not been widely used in
ADF. In order to quickly and effectively get potential knowledge in aircraft design, the
AR+BiLSTM+CRF model is proposed for Chinese NER in ADF in this paper.

3 Dictionary Construction and Dataset Annotation

3.1 The Construction of Domain Dictionary

Due to the lack of relevant data, we construct the ADF dataset for NER. In the process
of dataset construction, we adopt semi-supervised strategy. Firstly, we construct entity
set called domain dictionary for automatically pre-labeling entities in texts, and then
correct the wrong annotations manually.

For obtaining semi-structured data from open knowledge base with web spider, we
create different types of wrappers, like baike wrapper that extracts semi-structured data
from www.baike.com, zhishi.me wrapper that extracts knowledge from zhi-shi.me and
so on. For instance, based on the BFS strategy, we get entities that have HTML
hyperlinks from the entries in related baike pages. At the same time, for un-structured
texts, they are segmented by Jieba which is a segment tool. Then, TF-IDF and Tex-
tRank algorithms are combined to extract keywords. According to the score of each
word calculated by two methods, the noise is filtered and then the domain dictionary is
built.
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3.2 Crowdsourcing Annotation System

It is necessary to define the entity category before annotating. Based on China Aviation
Encyclopedia Dictionary [9], Aircraft Design Manual [10], and the knowledge from
domain experts, we divide entities into 12 categories: aircraft, standard parts, flight
principle, aviation design, dynamics, aviation safety, aviation medicine, airborne
weapons, flight control, avionics, aviation economy and manufacturing.

Data annotation is a necessary pre-task for NER. At present, the main methods for
annotation are still manual. In order to solve the disadvantages of low efficiency and
accuracy of traditional annotation methods, we implement an annotation system in
ADF through the crowdsourcing cross-labeling algorithm to build training dataset.

In this algorithm, firstly, according to the domain dictionary, automatic pre-labeling
is executed by locating entities and recognizing their boundaries in the text. Then,
experts annotate a part of text as “authoritative data”. After that, users are asked to label
these authoritative data, and will be given different weight Wi according accuracy of
their label compared with the experts’ label. In the formal annotation, multiple people
parallel annotate the text, and the score S of the category of words is counted according
to the weights of different users. In the equation, Li is a 12 dimensional one-hot vector
that corresponds to 12 categories, and N is the number of annotators.

S ¼ softmaxð
XN
i¼1

Wi � Li
N

� �
Þ ð1Þ

If the score S is lower than the threshold u2 = 0.6, experts will re-label this word.
The structure of the system is shown in Fig. 1. In this paper, the dataset of NER task is
collected from Aircraft Design Manual after OCR processing, and is annotated by this
crowdsourcing annotation system. We use BIO label to represent the annotation.

4 Named Entity Recognition Model

4.1 AR+BiLSTM+CRF Model

The data in this paper is recognized from the PDF files as image format, that has a lot of
noise. What’s more, some representations of professional terms in ADF are special. The
traditional BiLSTM+CRF model cannot achieve the desired accuracy in such complex
text. Therefore, based on the BiLSTM+CRF model, we combine the character-
embedding and attention mechanism, and propose a novel model, called Attention and

Fig. 1. The architecture of crowdsourcing annotation system

Named Entity Recognition in Aircraft Design Field 335



Ranger Improved BiLSTM+CRF model, or AR+BiLSTM+CRF. The model structure is
shown in Fig. 2. It includes the following five parts: input layer, embedding layer,
BiLSTM layer, fully connected layer, CRF layer, and uses ranger optimizer.

Considering that a character is the smallest unit in Chinese, we use char-level
model, and convert Chinese characters into vectors through embedding. The input of
the model is a text T ¼ c1; c2; . . .:ct; . . .; cnf g where ct represents t-th character in the
text. The goal is to predict the corresponding label sequence Y ¼ y1; y2; . . .:yt; . . .; ynf g.

4.2 Character Embedding and BiLSTM Layer

The data T is input into the network through the input layer, and then enters the
embedding layer for embedding operation. It uses Word2vec pre-trained model to get
embedding vectors. According to Word2vec, characters in the text will be converted to
vectors representation as X ¼ x1; x2. . .:; xt; . . .; xnf g, and will be input to next layer.

BiLSTM is a kind of RNN (recurrent neural network), which can consider the
sequence information. By using gate mechanism and memory cell, LSTM solves the
problem of gradient explosion or gradient disappearance of RNN during back propa-
gation. The gate mechanism determines how much new information is added to the
memory cell, and how much should be forgotten. There are three kinds of gate struc-
tures: i, f, o, which control input, forget and output respectively. The output of these
gates is obtained by a Sigmoid function with a linear combination of the current input
xt,ht,ct and the previous state ht�1,ct�1. The principle of LSTM is shown in Fig. 3.

Fig. 2. AR+BiLSTM+CRF model

Fig. 3. Structure of LSTM
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Finally, for BiLSTM, the hidden vector ht
!

is obtained by the forward LSTM, while

ht
 

is obtained by the backward LSTM, and ht = [ht
!
; ht
 
] is the final output. This model

can fully consider the feature of the bi-directional information of current element, and
extract entities by the contextual semantic information of the sequence. Therefore, it is
very suitable for NER task of complex data in ADF.

4.3 Fully Connected Layer with Multi-head Self-attention

The fully connected layer not only receives the output from the BiLSTM layer, but also
receives the output of the embedding layer through the attention mechanism. In order to
solve the problem of noise and focus on important information, we use the attention
mechanism to get more accurately global feature of text and local feature of characters.

In the experiment, we use multi-head self-attention mechanism [11]. Different from
the general attention mechanism, multi-head self-attention can be regarded as an
information weight allocation model, which is carried out within the sequence, and can
obtain the relationship between different characters.

headt ¼ softmax
WQhtð Þ WKhtð ÞTffiffiffi

d
p

 !
WVhtð Þ ð2Þ

WQ, WK and WV are the weight matrices to be trained.
ffiffiffi
d
p

is the smoothing term,
and d is the dimension of ht: Finally, n single-head self-attention units are combined to
obtain the multi-head vector mt. In this paper, n is set to 3, and WM is a weight matrix.

mt ¼ MHeadt ¼ WM Head1t ;Head
2
t ; . . .Head

n
t

� � ð3Þ

In this model, the attention mechanism is to directly operate on the vectors obtained
by the embedding layer. In Word2vec, the vector of each character is the same in
different context, and it cannot reflect its position feature. Especially, in ADF, the
length of text is usually so long, so that the effect may have some limitation in
Word2vec and BiLSTM. Through the use of attention, the model can obtain the global
information of each Chinese character in different positions on the basis of Word2vec,
and then get its global feature vector, which is helpful to solve this problem. At the
same time, neither Word2vec nor attention can make good use of the sequence
information. Fortunately, BiLSTM can make up for this shortcoming and achieve
complementary effect. In the fully connected layer, we concatenate ht and mt obtained
from BiLSTM and attention by a parameter b, so as to optimize the information carried
by the feature vector zt.

b ¼ r Ws ht;mt½ �ð Þ ð4Þ

zt ¼ 1� bð Þ � ht þ b � mt ð5Þ
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4.4 CRF Layer and Ranger Optimizer

Based on features extracted from the fully connected layer, the CRF layer can obtain a
good prediction sequence by the relationship between adjacent tags, which can make
up for the deficiency of BiLSTM. For the input sequence Z ¼ z1; z2. . .:; zt; . . .; znf g and
the output sequence Y ¼ y1; y2. . .:; yt; . . .; ynf g, the conditional probability of CRF is:

P yjzð Þ ¼ 1P
y exp

Pn
t¼1 wtft y; zð Þ exp

Xn

t¼1 wtft y; zð Þ
� �

ð6Þ

Where ft y; zð Þ is the function of transition and state characteristic, and wt represents
the weight. The conditional probability distribution can be obtained by Viterbi algo-
rithm, and the final output is obtained by softmax to get the annotation sequence.

In addition, we choose Ranger optimizer to make the system have higher speed and
stronger stability, and to solve the warm-up problem of optimizing the learning rate.
Ranger is a combination of RAdam and LookAhead optimizer. RAdam [12] has the
advantages of both Adam and SGD, and can automatically adjust the adaptive learning
rate according to the dispersion of variance. LookAhead [13] reduces the number of
hyper-parameters that need to be adjusted. It allows faster weight sets to be explored
forward, while slower weights are left behind to provide longer-term stability.

For Ranger optimizer, based on Lookahead, a synchronization parameters h has
been created from initial parameters ;, and then it searches k = 0.5 batches through
Radam optimizer. After that, Lookahead multiplies the difference between h and the
latest weight of Radam with slow weigths step size a = 5, and updates ; to ;�, so as to
iterate parameters in group[‘params’] of the model.

5 Experiments

The dataset contains 104,731 named entities, while the training test set are randomly
divided according to the ratio of 8:2. The evaluation index includes precision(P), recall
(R) and F1-score(F1).

In order to compare the impact of different character vector dimensions, we first use
the random character vector model in embedding layer, and dimensions of the vector
are 100, 200, and 300. The results are shown in Table 1. We can find that the per-
formance of the model increases with the increase of the vector dimensions. Therefore,
the dimension of the vector is selected as 300. In addition, when dimensions of the
character vector increase continually, the performance is no longer rise continually.

Table 1. Performance of character vector dimension.

Vector dimension P(%) R(%) F1(%)

100 82.30 81.46 82.30
200 83.14 82.20 83.14
300 83.85 82.93 83.85
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In order to verify whether the pre-trained character vector can improve the model
performance, we designed a comparative experiment between the random character
vector and the Word2vec pre-trained vector. The results are shown in Table 2.

It can be seen that the Word2vec pre-trained model has a significant effect on the
model performance. This is because the vectors pre-trained by Word2vec already
contain some semantic information. The semantic information is of great help in
identifying named entities, while the random character vectors only transforms the
character symbol representation into the vector representation, which is equivalent to
losing some semantic information in disguise, so the performance will be slightly
worse.

What’s more, Table 3 gives the performance compared with other models. We set
hidden_size = 300, lr = 1e−3, and dropout = 0.5. It shows that the AR+BiLSTM
+CRF model performs outstanding performance in the task of NER in ADF.

We can see that BiLSTM has a natural advantage in NER, but this advantage may
be lost while the length of sentence gradually increases, and attention can make up for
this information loss to a certain extent. In addition, using the Ranger optimizer can
dynamically turn on or turn off the adaptive learning rate by the variance dispersion,
without preheating the adjustment parameter learning rate. It reduces the number of
hyper-parameters, and makes the model difficult to fall into local optimal solution.

6 Conclusion

In this paper, we design a system framework for NER in the ADF, including data
collection, dictionary construction, entity annotation and other functions, and propose a
new neural network model named AR+BiLSTM+CRF, which introduces multi-head
self-attention and ranger optimizer. The experimental results show that the model
proposed in this paper has excellent performance in ADF, and its F1 can reach 88.91%.

Table 2. Performance of pre-training char vector

The way of embedding P(%) R(%) F1(%)

random character vector 83.85 82.93 83.39
Word2vec 85.63 84.17 84.89

Table 3. Performance comparison with other NER models

Model P(%) R(%) F1(%)

BiLSTM 81.82 80.54 81.17
BiLSTM+CRF 85.63 84.19 84.90
Attetion+BiLSTM+CRF 88.14 87.37 87.75
AR+BiLSTM+CRF 89.47 88.35 88.91
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Abstract. The purpose of Text-to-SQL is to obtain the correct answer for a
textual question from the database, which can take advantage of advanced
database system to provide reliable and efficient response. Existing Text-to-SQL
methods generally focus on accuracy by designing complex deep neural network
models, and hardly consider interpretability, which is very important for serious
applications. To address this, in this paper we propose a novel framework for
Interpretable Text-to-SQL Generation (ITSG) with joint optimization, which
achieves state-of-the-art accuracy and possesses two-level interpretability at the
same time. The framework mainly consists of three layers: a sequence encoder
which encodes questions, table headers and significant table contents, an
attention-based LSTM layer which generates SQL queries and a reinforcement
learning layer which boosts the execution accuracy. Comparing with state-of-
the-art methods on benchmark datasets, the experimental results show the
effectiveness and interpretability of our ITSG framework.

Keywords: Text-to-SQL � Interpretability � Attention-based LSTM �
Reinforcement learning

1 Introduction

Nowadays Question Answering (QA) is one of the most active research areas in natural
language processing [1, 2]. In this paper, we mainly focus on question answering over
databases, which can take advantage of advanced database system to provide reliable
and efficient response. This is usually done by Text-to-SQL, which maps natural
language question to a corresponding SQL query, followed by executing the SQL
query against databases to obtain the answer. Figure 1 shows an example of question
answering over databases.
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Early works adopt a deep neural sequence-to-sequence model, while recent
researches try to incorporate the SQL syntax into neural models [3, 4], for example [4]
uses a slot filling approach where syntactic correctness is ensured by predefined
sketches. Existing works mainly focus on accuracy while tend to overlook inter-
pretability which is vital for serious applications. By combining the deep neural
sequence-to-sequence model and the feature of SQL structures, we propose a novel
framework for Interpretable Text-to-SQL Generation (ITSG) with joint optimization,
which achieves state-of-the-art accuracy and possesses two-level interpretability at the
same time.

The key challenges for an efficient and adaptable framework for Text-to-SQL
generation are three folds. First, it’s insufficient to just consider the textual questions
and table headers, lots of useful semantic information are hided in table contents.
Second, a general structure model for generating SQL programs should be designed,
instead of limiting to just a few frequent subtasks. Third, the natural language is
evolving and the database will be constantly updated, the framework should process a
certain degree of adaptability. In the face of these challenges, our framework consists of
three layers: sequence encoder layer, attention-based Long Short-Term Memory
(LSTM) layer and reinforcement learning layer. In order to improve the accuracy for
semantic parsing, similarities between questions and significant table contents are
incorporated in the sequence encoder layer. And then the attention-based LSTM layer
constructs the foundation for interpretability by computing impact weights of input
tokens for each output. At last, the reinforcement learning layer is integrated to ensure
the adaptability of the framework. In summary, our main contributions are:

(1) A framework with two-level interpretability for Text-to-SQL generation is pro-
posed. The first level is the SQL query program for each question answer, which
provides the process rather than only the result. The second level is the attention
weights of the LSTM layer for each output, which show the fragment relations
between questions and generated SQL query programs.

(2) In the sequence encoder layer, semantic similarities between questions and sig-
nificant table contents are incorporated to enhance the accuracy.

(3) In the attention-based LSTM layer, a general structure for generating SQL pro-
grams is designed, instead of limiting to just a few frequent SQL structures.

• QUESTION:
What country does david gilford play for?

• SQL: SELECT Country FROM 
table_2_16514480_1 WHERE  
Player == “david Gilford”

• ANSWER: “England”

Place Player Country Score To par
T1 "greg norman" "Australia" "63.0" "–9"

T2 "phil mickelson" "United States" "65.0" "–7"
T3 "scott hoch" "United States" "67.0" "–5"
T4 "bob tway" "United States" "67.0" "–5"
T5 "lee janzen" "United States" "68.0" "–4"
T6 "david gilford" "England" "69.0" "–3"

Fig. 1. An example of question answering over databases
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2 Related Work

Semantic parsing is the task of translating natural language to machine interpretable
meaning representations, which is highly correlated to this work. In terms of logical
form annotations, related works can be divided into two categories, i.e., depending on
logical form annotations or not.

2.1 Semantic Parsing Without Logical Form Annotations

Two common learning paradigms for semantic parsing are maximum marginal likeli-
hood (MML) and reward-based methods [1]. In MML, given an answer pair (x, y), the
objective maximizes

P
l2L̂ P(l|x), where L̂ is an approximation of a set of logical forms

output y [5, 6]. In reward-based methods, a reward function is defined as a prior, and
the model parameters are updated with respect to it [7, 8]. Discrete Hard EM [1]
develops a hard EM learning scheme that computes gradients relative to the most likely
solution at each update. These methods highly rely on large data sets, especially for
questions with rich semantics, and therefore becomes unfeasible for complex questions
demanding high accuracy.

2.2 Text-to-SQL with Logical Form Annotations

[9] uses rewards from in-the-loop query execution over databases to learn a policy to
generate the query and leverages the structure of SQL to prune the space of generated
queries and significantly simplify the generation problem. Annotated Seq2seq [10]
utilizes a sequence-to-sequence model after automatic annotation of input natural
language. Execution guided decoding is suggested in [11], in which non-executable
(partial) SQL queries candidates are removed from output candidates during decoding
step. Basing on BERT-style pre-training model, X-SQL [3] enhances the structural
schema representation with the contextual output. Existing works mainly focus on
accuracy while tend to overlook interpretability. Our framework belongs to this cate-
gory and is compared with two most relevant methods in the experiments.

3 Our Approach

Text-to-SQL is to generate a SQL query over certain databases from a natural language
question. The overall framework of our approach mainly consists of three layers:
sequence encoder, attention-based LSTM and reinforcement learning, as shown in
Fig. 2. Sequence encoder layer generates embedding representations of questions and
tables, which try to catch semantic relationships between questions and table contents.
And then attention-based LSTM layer generates SQL query programs of textual
questions. At last, reinforcement learning layer tries to optimize the parameters of
networks by iteratively executing generated SQL programs on databases.
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3.1 Sequence Encoder

For sequence encoder, we use a model similar to BERT (Bidirectional Encoder Rep-
resentation from Transformers) to generate the embedding representations of questions
and database table. Previous works mainly utilize questions and table headers as input
of the sequence encoder, however, in our framework significant contents of columns in
terms of TF-IDF(Term Frequency–Inverse Document Frequency) are considered.
Specifically, the embedding representations are divided into two parts. The first part is
token vectors of questions and table headers, denoted as qh, and the second part is
similarity matrix of questions and significant contents, denoted as qc.

qh is set as {h[CLS],hq1 ; hqi � � �, h[SEP], hc1 ; h[SEP] , hcj ; h[SEP] , � � �}, which
denotes the output from the encoder with dimension d. Each question token is encoded
as hqi , followed by hcj which encodes the j-th column name. h[CLS] is the global
embedding representation of the input and h[SEP] is the embedding of separators. qh is
sent to each cell of LSTM layer for attention model.

qc is the semantic similarity matrix between questions and significant content of
columns. the significant content vector SCi of column i is obtained by TF-IDF measure,
and is computed by SCi =

Pcni
j TF - IDFij � hcij , where cni is the number of tuples of

column i, TF - IDFij is TF-IDF value for the j-th tuple of column i, and hcij is the output
from the encoder for the j-th tuple of column i. For large datasets, we just utilize items
with top k highest TF-IDF values for approximation.

qc is denoted in formula (1) as follows,

qc ¼ fqcijjqcij ¼ fðU � hqi ;V � SCiÞg; ð1Þ

where both U;V 2 Rm�d, and f is simple dot product. qc is sent to the LSTM layer as
an encoder.

Sequence Encoder

LSTM

Question & Table Headers

Attention Attention Attention

LSTM LSTM

Reinforcement Learning

. . .
DatabaseSimilarity

Vectors

Question & Significant Contents

Fig. 2. The framework of our approach. It mainly consists of three parts: sequence encoder (blue
color), attention-based LSTM (yellow color) and reinforcement learning (green color) (Color
figure online)
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Please note that we initialize our encoder with ELECTRA [12], which has the
similar architecture as generative adversarial networks, but trained text encoders as
discriminators rather than generators. ELECTRA has less parameters but is more
efficient than BERT for general NLP tasks.

3.2 Attention-Based LSTM

The attention-based LSTM layer composes the SQL query from the similarity matrix
qc and embedding encoder qh. To ensure the generality of our model, we divide the
sub-tasks of generating SQL queries in three categories, instead of limiting the model
by specific subtasks [9, 13]. Three categories are Finite-Task, Semi-Task and Infinite-
Task. The Finite-Task means the sub-task with the definite and finite output, such as
choosing aggregation operator which contains totally 6 possible choices (COUNT,
MIN, MAX, SUM, AVG and NONE). The Semi-Task denotes the sub-task which
outputs column names defined in tables, such as SELECT column names tasks. The
Infinite-Task means the sub-task which generates the output which is semantically
relative with questions and table contents, such as the condition value in WHERE.

Each SQL query is composed of serval keywords, each keyword has the fixed
pattern of subtasks. Figure 3 is an example for the categories of subtasks. The pattern
of SELECT is Finite-task * {Finite-task, Semi-Task}, where the first Finite-task is to
predict the number of columns and corresponding to the example in Fig. 3, the output
should be 1 * {sum, Total}. The pattern of FROM is Finite-task * {Semi-Task},
where the first Finite-task indicates the number of referred tables, and for Fig. 3 the
output should be 1 * {2-18936986-3}. The pattern of WHERE is Finite-task * {Finite-
task, Semi-Task, Finite-task, Infinite-task}, where the first Finite-task shows how many
conditions and {Finite-task, Semi-Task, Finite-task, Infinite-task} try to predict logical
operator between conditions, column name, comparison operator and condition value,
respectively, and for Fig. 3 the output is 1 * {NULL, County, ==, galway}, where
logical operator is NULL because there is only one condition.

The attention-based LSTM layer is based on Seq2Seq mode [14]. We denote ci is
the context vector of step i, computed by two layers of bidirectional LSTM layers with
attention, as shown in formula (2).

ci¼
XNT

j¼1
aijEj; ð2Þ

where Ej is the ELECTRA embedding of the j-th token, and aij is the corresponding
attention weight, NT is the numbers of tokens which are used in this step.

SELECT sum(Total) FROM 2-18936986-3 WHERE County == galway

Finite-Task

Semi-Task Semi-Task Semi-Task Infinite-Task

Finite-Task

Fig. 3. An example for the categories of subtasks
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The hide state si for each step is computed by formula (3).

si = LSTM(si�1; yi�1; ciÞ; ð3Þ

where yi−1 is the output of last step, y0 = qc.
For the Finite-task, the output is computed by formula (4).

p yið Þ ¼ softmaxðWf tanh Wssi;Wccið Þ; ð4Þ

where [�; �] denotes the concatenation of two vectors, Wf, Ws, Wc are affine
transformation.

For the Semi-Task, the output is computed by formula (5).

p yið Þ ¼ softmaxðW tanh Wssi;Wcci;Wth½CLS�
� �

; ð5Þ

where h[CLS] contains global semantic and ci is computed by the embedding of the
column names by formula (2).

For the Infinite-task, the output is computed by formula (6).

p yið Þ ¼ softmaxðW tanh Wssi;Wcci;Wth½CLS�;Wqqc
� �

; ð6Þ

where ci is computed by the embedding of the question tokens and column names
by formula (2).

Cross entropy loss is utilized for training parameters in the attention-based LSTM
layer, denoted as Ll.

3.3 Reinforcement Learning

In order to improve the adaptability of our framework, a reinforcement layer is inte-
grated. The attention-based LSTM layer mainly tries to get the correct SQL query
program, while reinforcement layer mainly focuses on obtaining right query result by
optimizing parameters according to execution results of generated SQL query
programs.

We divide SQL executions into two types: nonexecutable statements and executable
statements. For nonexecutable statements, a SQL program throws a run-time error
which may be caused by mismatch between operator and operands, and local repair
approach [11] is adopted to mitigate this. For executable statements, let y denote the
sequence of generated SQL program. Let q(y) denote the query generated by the model
and t denote the ground truth query result. Then we define the reward R(q(y), t) as

R q yð Þ; tð Þ ¼ 2ðJACCARD q yð Þ; tð Þ � 1
2
Þ; ð7Þ

where JACCARD is Jaccard similarity function. It can tell that the more similar it is
between q(y) and t, the closer reward R(q(y), t) to 1, on the contrary, R(q(y), t) is close
to −1. The loss Lr = −Ey[R(q (y), t)], is the negative expected reward over possible
results.
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According to [15], by Monte-Carlo sample, the policy gradient for training
parameters is defined as

rLr¼�r Ey R q yð Þ; tð Þ½ �� �
¼� Ey½R q yð Þ; tð Þr

X
i

logp(yi; hÞ�

� � R q yð Þ; tð Þr
X
i

logp(yi; hÞ
; ð8Þ

where p(yi; hÞ is the probability of choosing the i-th token of y.

3.4 Joint Optimization

The proposed framework consists of three parts: Sequence Encoder, Attention-based
LSTM and Reinforcement Learning. The training process is empirically divided into
two stages, i.e. Attention-based LSTM training followed by joint fine tuning with
reinforcement learning.

For the first stage, as our framework is implemented based on the ELECTRA [12],
we initialize the parameters with those of the corresponding layers of ELECTRA. As
the Sequence Encoder is shared by all training objects, its parameters are kept fixed at
this stage. we train the Attention-based LSTM layer using the stochastic gradient
descent (SGD) algorithm with a batch size of 32, a momentum of 0.9 and a weight
decay of 0.00005. The initial learning rate is set as 0.001, and it is divided by 10 when
the error plateaus.

For the second stage, after the attention-based LSTM layer is trained, we jointly
finetune the entire framework by combining the loss terms over all layers L = Ll + Lr
and set smaller initial learning rate as 0.0001.

4 Experiments

4.1 Experimental Setting

To validate the effectiveness and the interpretability of our framework, we have con-
ducted experiments on two benchmark datasets: WikiSQL dataset [9] and ATIS dataset
[16]. WikiSQL dataset contains 56,324 training pairs, 8,421 dev pairs, and 15,878 test
pairs. ATIS dataset has more diverse SQL structures, following the preprocessing
method of [17], the dataset consists of 933 examples, with 714/93/126 examples in the
train/dev/test split, respectively.

In our experiments, accuracy is used to evaluate effectiveness of our framework,
including accuracy of query results and accuracy of SQL programs as in [9]. Let
N denotes the number of examples in the dataset, Nres the number of queries that, when
executed, result in the correct result, and Nsql the number of queries has exact match

with the ground truth SQL query. By integrating result accuracy Accres ¼ Nres

N and

program accuracy Accsql ¼ Nsql

N , we set accuracy metric as Acc¼Nres + Nsql

2N .
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Our framework, denoted as ITSG, is compared with the current state-of-the-art SQLova
[18] and X-SQL [3], and for fair comparation, execution guidance is applied during
inference. Our framework is implemented by PyTorch 1.1, and all the experiments are
conducted on a server with Intel E5-2650v3, 128 GB RAM, 2 * NVIDIA V100 and
Ubuntu 16.04 OS.

4.2 Performance of Accuracy

Performance of accuracy are presented in Table 1 and Table 2. As shown in Table 1
for Wiki-SQL dataset, our framework achieves comparable results with the current
state-of-the-art SQLova and X-SQL models. The error rate of ITSG is 24.6% less than
SQLova, and 11.1% less than X-SQL. Typically Accsql is slightly less than Accres,
because different SQL programs can lead to same query results, such as different SQL
programs with only different orders of WHERE conditions. Table 2 shows the per-
formance of ITSG on ATIS, ATIS has more diverse SQL structures, and not applicable
to SQLova and X-SQL which are limited to six sub-module of SQL structure. Due to
the much smaller data quantity, Test accuracy is less than Dev accuracy. Table 2 shows
generality of ITSG.

4.3 Ablation Study

To understand the importance of each part of ITSG, we evaluate ablations in Table 3.
In Sequence Encoder layer, we replace ELECTRA with BERT_Base, and it shows that
ELECTRA contributes to the overall accuracy by 1.3%. In order to verify the value of
significant table contents, we get rid of the input of similarity vectors in the attention-
based LSTM layer, and overall accuracy decreases 3.7%. And then we remove the
reinforcement layer, result accuracy, program accuracy and overall accuracy decrease
3.7%, 4.7% and 4.2%, which validate the necessity of reinforcement layer.

Table 1. Performance of accuracy on Wiki-SQL

Model Accres Accsql Acc

SQLova 88.9% 83.5% 86.2%
X-SQL 90.3% 86.2% 88.3%
ITSG (Our) 91.3% 87.9% 89.6%

Table 2. Accuracy of ITSG on ATIS

ITSG Accres Accsql Acc

Dev 88.4% 86.2% 87.3%
Test 75.8% 72.2% 74%
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4.4 Interpretability

From textual questions to query results in databases, our framework is provided with
two levels of interpretability. The first level is the SQL query programs. Given a textual
question, the framework doesn’t only care the result, but also emphasizes the process,
that’s is, the corresponding SQL query program, execution of which outputs correct
answer. The second level is the attention weights of the LSTM layer, which explain
which token is mainly responsible for the current output.

Figure 4 is an illustration of two-level interpretability. For the question “What is the
administrative division that has an area of 30 km2?”, Not only the answer “macau” is
returned, but also the SQL query program for the returned answer, “SELECT
(Administrative Division) FROM table_1_171666_1 WHERE (Area (km
\u00b2) == 30”, is provided, which shows the process of obtaining the answer as the
first level of interpretability. Further, rectangles with the same color and line type show
the close relationship between question tokens and fragments of SQL query programs
and column headers, which illustrate the second level of interpretability.

Table 3. The results of ablation study

Model Accres Accsql Acc

ITSG 91.3% 87.9% 89.6%
-ELECTRA + BERT_Base 90.1% 86.5% 88.3%
-Similarity Vector 87.8% 84.1% 85.9%
-Reinforcement Layer 87.6% 83.2% 85.4%

• Question: What is the administrative division that has an area of 30 km2?
• Header:["Rank", "Administrative Division", "Area (km\u00b2)", "Area (sq mi)", "National 

Share (%)", "Comparable Country"]

• Level 2
• SQL: SELECT (Administrative Division) FROM table_1_171666_1 WHERE

(Area (km\u00b2)==30

• Level 1 
• Answer: macau

• Question: What is GPU Frequency, when Frequency is 1.67 GHz, and when sSpec Number 
is SLBX9(A0)?

• Header: ["Model number", "sSpec number", "Frequency", "GPU frequency", "L2 cache", 
"I/O bus", "Memory", "Voltage", "Socket", "Release date", "Part number(s)"]

• Level 2
• SQL:SELECT (GPU frequency) FROM table_2_16729930_7 WHERE (Frequency)==

"1.67 ghz" AND (sSpec number)=="slbx9(a0)"

• Level 1 
• Answer:200 mhz

Fig. 4. Illustration of two-level interpretability (Color figure online)
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5 Conclusion

In this paper, we proposed ITSG, a deep neural network for interpretable Text-to-SQL
generation with joint optimization. ITSG leverages similarity matrices between ques-
tions and table contents as inputs of our model to enhance the probability of semantic
matches between textual questions and structural SQL query programs, utilize
attention-based LSTM to obtain impact weights of input tokens for each output which
provides foundation of interpretability, and integrates reinforcement learning to
improve accuracy and generality. Our evaluation on benchmark datasets shows that our
model achieves state-of-the-art accuracy with two-level interpretability. In our future
work, we will study more self-supervised learning based Text-to-SQL approaches to
further reduce dependence on large training data of certain area.
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References

1. Min, S., Chen, D., Hajishirzi, H., Zettlemoyer, L.: A discrete hard EM approach for weakly
supervised question answering. In: 2019 Conference on Empirical Methods in Natural
Language Processing & International Joint Conference on Natural Language Processing
(EMNLP-IJCNLP), pp. 2851–2864. ACL (2019). https://doi.org/10.18653/v1/d19-1284

2. Han, Z., Jiang, X., Li, M., et al.: An integrated semantic-syntactic SBLSTM model for aspect
specific opinion extraction. In: 15th International Conference ofWeb Information Systems and
Applications, pp. 191–199. WISA (2018). https://doi.org/10.1007/978-3-030-02934-0_18

3. He, P., Mao, Y., Chakrabarti, K., Chen, W.: X-SQL: reinforce schema representation with
context. CoRR abs/1908.08113 (2019)

4. Dong, L., Lapata, M.: Coarse-to-fine decoding for neural semantic parsing. In: 56th Annual
Meeting of the Association for Computational Linguistics, pp. 731–742. ACL (2018).
https://doi.org/10.18653/v1/p18-1068

5. Berant, J., Chou, A., Frostig, R., et al.: Semantic parsing on freebase from Question-Answer
pairs. In: 2013 Conference on Empirical Methods in Natural Language Processing
(EMNLP), pp. 1533–1544. ACL (2013). Doi:10.1.1.408.319

6. Krishnamurthy, J., Dasigi, P., Gardner, M.: Neural semantic parsing with type constraints for
semi-structured tables. In: 2017 Conference on Empirical Methods in Natural Language
Processing (EMNLP), pp. 1516–1526. ACL (2017). https://doi.org/10.18653/v1/d17-1160

7. Iyyer, M., Yih, W., Chang, M.: Search-based neural structured learning for sequential
question answering. In: 2017 Annual Meeting of the Association for Computational
Linguistics, pp. 1821–1831. ACL (2017). https://doi.org/10.18653/v1/p17-1167

8. Liang, C., Norouzi, M., Berant, J., et al.: Memory augmented policy optimization for
program synthesis and semantic parsing. In: 32rd Conference on Neural Information
Processing Systems (NeurIPS), pp. 10015–10027. (NIPS) (2018)

9. Zhong, V., Xiong, C., Socher, R.: Seq2sql: generating structured queries from natural
language using reinforcement learning. CoRR, abs/1709.00103 (2017)

10. Wang, W., Tian, Y., Xiong, H., et al.: A transfer-learnable natural language interface for
databases. CoRR, abs/1809.02649 (2018)

350 M. Zhu et al.

https://doi.org/10.18653/v1/d19-1284
https://doi.org/10.1007/978-3-030-02934-0_18
https://doi.org/10.18653/v1/p18-1068
https://doi.org/10.18653/v1/d17-1160
https://doi.org/10.18653/v1/p17-1167


11. Wang, C., Huang, P., Polozov, A., et al.: Execution-Guided neural program decoding.
CoRR, abs/1807.03100 (2018)

12. Clark, K., Luong, M., Le, Q., et al.: ELECTRA: pre-training text encoders as discriminators
rather than generators. In: 8th International Conference on Learning Representations (ICLR)
(2020)

13. Wang, C., Tatwawadi, K., Brockschmidt, M.: Robust Text-to-SQL generation with
execution-guided decoding. CoRR, abs/ 1807.03100 (2018)

14. Zhou, P., Shi, W., Tian, J., et al.: Attention-based bidirectional long short-term memory
networks for relation classification. In: 2016 Annual Meeting of the Association for
Computational Linguistics, pp. 207–212. ACL (2016). https://doi.org/10.18653/v1/p16-2034

15. Schulman, J., Heess, N., Weber, T., et al.: Gradient estimation using stochastic computation
graphs. In: 29th Annual Conference on Neural Information Processing Systems, pp. 3528–
3536. NIPS (2015). https://doi.org/10.5555/2969442.2969633

16. Dahl, D., Bates, M., Brown, M., et al.: Expanding the scope of the ATIS task: the ATIS-3
corpus. In: Proceedings of the workshop on Human Language Technology(HLT), pp. 43-48.
ACM (1994). https://doi.org/10.3115/1075812.1075823

17. Shi, T., Tatwawadi, K., Chakrabarti, K., et al.: IncSQL: training incremental Text-to-SQL
parsers with non-deterministic oracles. CoRR abs/1809.05054 (2018)

18. Hwang, W., Yim, J., Park, S., et al.: A comprehensive exploration on WikiSQL with table-
aware word contextualization. CoRR abs/1902.01069 (2019)

Interpretable Text-to-SQL Generation with Joint Optimization 351

https://doi.org/10.18653/v1/p16-2034
https://doi.org/10.5555/2969442.2969633
https://doi.org/10.3115/1075812.1075823


Ranking-Based Fuzzy Min-Max Classification
Neural Network

Lingli Xue1,2, Wei Huang1,2(&), and Jinsong Wang1,2

1 Tianjin Key Laboratory of Intelligence Computing and Novel
Software Technology, Tianjin University of Technology, Tianjin 300384, China

xuelingli7@126.com, huangwabc@163.com,

jswang70@126.com
2 School of Computer Science and Engineering,

Tianjin University of Technology, Tianjin 300384, China

Abstract. The performance of fuzzy min-max classification neural network
(FMM) is affected by the input sequence of training set patterns. This paper
proposes a ranking-based fuzzy min-max Classification Neural Network
(RFMM) to overcome this shortcoming. RFMM improves FMM through the
following three aspects. First, RFMM ranks the input order of the training set
patterns according to their membership degree to the center point of same class,
so that the finally constructed network is fixed and does not depend on the input
order of the training set. Second, a new membership function based on Man-
hattan distance is constructed, which overcomes the problem that the mem-
bership degree obtained by the membership function in the FMM will not
decrease steadily with the increase of the distance between the input pattern and
the hyperbox. At last, RFMM uses the method based on individual contour
coefficient to classify the patterns in overlapping regions, which overcomes the
problem that when the FMM eliminates the overlapping region by shrinking
hyperboxes, the membership degree of the patterns in the contracted region to
the class they belong is changed. Experimental results show that RFMM has
better learning ability, and compared with other FMM methods, RFMM shows
higher classification accuracy and lower network complexity.

Keywords: Pattern recognition � Fuzzy Min-Max neural network � Hyperbox
fuzzy set

1 Introduction

With its powerful learning ability, machine learning has been widely used in data
mining, medical diagnosis, pattern recognition and other fields [1–5]. Pattern recog-
nition uses a series of mathematical methods to make computers realize human
recognition capabilities. However, in pattern recognition, traditional set theory
describes clear events without intermediate positions. Zadeh proposed the concept of
fuzzy sets, which measures the degree of occurrence of events. As a method of dealing
with uncertain or fuzzy data, it emphasizes the importance of fuzzy logic for pattern
recognition [6–8]. Since then, many researchers have studied the combination of fuzzy
logic and pattern recognition.
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Simpson proposed a fuzzy min-max classification neural network (FMM) in [9],
learned the data structure by constructing hyperbox fuzzy sets for each class, and
classified the linear and inseparable multidimensional data easily according to the
membership degree of the finally formed hyperbox fuzzy sets. It has the advantages of
online learning and one pass. Although FMM has obvious advantages, it also has
certain limitations. Nowadays, many researchers have improved FMM for different
purposes [10].

A general fuzzy min-max neural network for clustering and classification (GFMM)
is proposed in [11], supervised learning and unsupervised learning are combined in the
training algorithm, the membership function, constraint conditions and network struc-
ture in the FMM method are modified. The methods proposed in [12] and [13] mainly
improve the performance of FMM by creating new neurons to process overlapping
regions. An inclusion/exclusion fuzzy hyperbox classifier (EFC) is proposed in [12],
which uses inclusion hyperboxes to include patterns from the same class, and uses
exclusion hyperboxes to include patterns that located in the overlapping regions, instead
of shrinking hyperboxes to eliminate overlapping. A fuzzy min-max neural network
classifier with compensatory neuron architecture (FMCN) is proposed in [13], which
uses compensation neurons to deal with the overlap between different classes of
hyperboxes. Data-core-based fuzzy min-max neural network for pattern classification
(DCFMM) is proposed in [14], which defines a new membership function that takes into
account noise, the geometric center of the hyperbox, and the data core. Instead of FMM
using contraction to eliminate overlap, DCFMM proposes an overlapping neuron to
represent overlapping regions of different classes of hyperboxes. Multi-level fuzzy min-
max neutral network classifier (MLF) is proposed in [15], which adopts a multi-layer
tree structure and creates overlapping boxes in subnets to deal with patterns located in
the overlapping areas of the upper layer. However, almost all the above methods have
the problem that the constructed network depends on the input order of training set
patterns. If the input sequence changes, the constructed network will change.

In this paper, a ranking-based fuzzy min-max classification neural network
(RFMM) is proposed. RFMM determines the input order of patterns in training set
according to the membership degree of the input pattern to the center point of each
class, which overcomes the problem of FMM’s strong dependence on input order.
Furthermore, this paper proposes a new membership function based on Manhattan
distance, which overcomes the problem that the membership degree value obtained by
the membership function in the FMM will not decrease steadily with the increase of the
distance between the input pattern and the hyperbox. Different from FMM, RFMM
uses a method based on individual contour coefficients to deal with the pattern clas-
sification problem in overlapping regions, which overcomes the problem that the
membership degree of the patterns in contracted regions to the class they belong is
changed when FMM contracts the hyperboxes. At the same time, the network com-
plexity is low.

This paper is organized as follows: In the second section, fuzzy min-max classi-
fication neural network is analyzed. In the third section, the ranking-based fuzzy min-
max classification neural network proposed in this paper is described in detail. The
fourth section describes the experimental results of the proposed method and other
FMM methods under different data sets. The fifth section gives the conclusion.
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2 Preliminaries

2.1 Fuzzy Min-Max Classification Neural Network

The fuzzy min-max classification neural network (FMM) consists of multiple fuzzy
hyperbox sets. A hyperbox includes two points V and W, respectively corresponding to
the minimum and maximum points of the hyperbox. Simpson specifies that the value
range of each dimension of the hyperbox is 0 to 1. Each hyperbox defines an region in
the n-dimensional pattern space. All patterns contained in the hyperbox have full
membership to the hyperbox. The fuzzy min-max classification neural network
includes three layers, as shown in Fig. 1.

When an untrained input pattern enters, FMM first checks whether there is a
hyperbox of the same class in the network. If it does not exist, a new hyperbox is
created, the minimum point and maximum point of the hyperbox are the corresponding
points of the input pattern; If it exist, it is judged whether the pattern is included in a
hyperbox of the same class. If included, no processing is performed on the pattern and
then the next pattern is trained; otherwise, the expansion and overlap detection and
processing steps are performed.

1) Expansion: In this step, first find the hyperbox of the same class as the input
pattern and with the highest degree of membership. Simpson defines membership
function as

bj Ahð Þ ¼ 1
2n

Xn

D¼1

max 0; 1� max 0; cmin 1; ahD � wjD
� �� �� �� �þ

max 0; 1� max 0; cmin 1; vjD � ahD
� �� �� �� �

� �
ð1Þ

C1 C2 ... Cp

B1 B2 B3 ... Bm

a1 a2 an...

FC

Class layer

FB

Hyperbox layer

FA

Input layer

ah1 ah2 ahn...

V&W

Fig. 1. Structure of FMM
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Where Ah ¼ ah1; ah2; . . .; ahnð Þ 2 In is the hth input pattern in the training set, D refers
to the dimension, c is the sensitivity coefficient, it is used to adjust the degree to which
Ah belongs to the hyperbox Bj as the distance between Ah and hyperbox Bj increases.
The value is defined by the user and ranges from 0 to 1.

Then it is judged whether the hyperbox satisfies the expansion rule. The size of the
hyperbox is limited by the user-defined expansion parameter h, where the expansion
rule is as follows

Xn

D¼1
max wjD; ahD

� �� min vjD; ahD
� �� �� n � h ð2Þ

If the expansion condition is satisfied, the hyperbox is expanded; if it is not satisfied, a
new hyperbox is created.

2) Overlap detection and processing: In this step, it is detected whether the extended
hyperbox constitutes overlap areas with other classes of hyperboxes. If each dimension
belongs to one of the following four cases, it is considered that the two hyperboxes
overlap. According to the corresponding overlapping case, the smallest overlapping
dimension is selected to perform the shrinking operation to eliminate the overlapping.

Case 1: VjD\VkD\WjD\WkD

Wnew
jD ¼ Vnew

kD ¼ 1
2

Wold
jD þVold

kD

� �

Case 2: VkD\VjD\WkD\WjD

Vnew
jD ¼ Wnew

kD ¼ 1
2

Vold
jD þWold

kD

� �

Case 3a: VjD\VkD\WkD\WjD and WkD � VjD
� �

\ WjD � VkD
� �

Vnew
jD ¼ Wold

kD

Case 3b: VjD\VkD\WkD\WjD and WkD � VjD
� �

[ WjD � VkD
� �

Wnew
jD ¼ Vold

kD

Case 4a: VkD\VjD\WjD\WkD and WkD � VjD
� �

\ WjD � VkD
� �

Wnew
kD ¼ Vold

jD

Case 4b: VkD\VjD\WjD\WkD and WkD � VjD
� �

[ WjD � VkD
� �

Vnew
kD ¼ Wold

jD

Ranking-Based Fuzzy Min-Max Classification Neural Network 355



After the training is completed, hyperboxes are expanded to cover almost the entire
pattern space. Each class is composed of many hyperboxes, and hyperboxes of different
classes do not overlap each other. For each pattern in the test set, its membership degree
to all hyperboxes in the network is calculated, and the hyperbox with the highest
membership degree is selected to classify it.

2.2 Limitations of Fuzzy Min-Max Classification Neural Network

The FMM method has the following three limitations: Firstly, the construction of
network depends on the input sequence of training sets. Secondly, the membership
value will not decrease steadily with the increase of the distance between the input
pattern and the hyperbox. Thirdly, shrinking hyperboxes will lead to the change in
membership degree of shrinking areas to corresponding hyperboxes.

1) FMM constructs the network according to the input sequence of training set
patterns. For the newly emerging input pattern, FMM performs the steps of creating or
expanding a hyperbox. Once the overlap region is created, it is immediately contracted
to eliminate the overlap region, and then train the next untrained pattern. The training
results of the previous patterns affect the training of the next untrained pattern, which
makes FMM rely on the order of input patterns in the training set. If the order is
changed, the hyperbox set in the finally constructed network will also change, which
will affect the accuracy of classification.

Figure 2 shows the training results of three 2-dimensional input patterns
A1 : 0:6; 0:7ð Þ, A2 : 0:1; 0:4ð Þ, A3 : 0:1; 0:9ð Þ under different input sequences for the
same extended parameter h ¼ 0:4.

2) The membership degree value obtained by membership function in FMM will
not decrease with the increase of the distance between input pattern and hyperbox [11].
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Fig. 2. The training results of input patterns A1, A2, A3 for different input sequences (h ¼ 0:4)
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3) FMM eliminates the overlap region by shrinking the hyperboxes, but this will
causes the membership degree of the patterns in contracted region to the class they
belong is changed. In Fig. 3, the three input patterns A, B, and D come from class 1,
and the two input patterns C and E come from class 2. Figure 3(a) shows the training
results of these five input patterns, and the two hyperboxes of different classes over-
lap. The membership degree of A, B, D to class 1 is 1, the membership degree of C, E
for class 2 is 1. Figure 3(b) shows the result of eliminating the overlapping region by
shrinking the hyperbox, but because C and D fall outside the hyperboxes, the mem-
bership degree of D to class 1 is less than 1, and the membership degree of C to class 2
is less than 1.

3 Ranking-Based Fuzzy Min-Max Classification Neural
Network

In the following, we will introduce the RFMM in detail from two aspects of training
process and classification process. The architecture of RFMM is shown in Fig. 4.
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Fig. 3. Shrink hyperboxes to eliminate overlapping regions
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3.1 Training Process

In the method proposed in this paper, the training process is divided into two stages.
First, rank the input order of the patterns in the training set, then the extended hyperbox
operation is performed on other patterns in the training set.

1) Ranking. For each pattern in the training set, calculate the sum of the Euclidean
distances to other patterns of the same class, find out the center point of each class as
the initial hyperboxes in the network. For the non-central point patterns in the training
set, the membership degree to hyperboxes of the same class in the network is calcu-
lated, and the order of their input into the network is ranked from high to low according
to the membership degree.

This method uses a Manhattan distance-based method to calculate membership
degree. The membership degree of the input pattern to the hyperbox is inversely
proportional to its Manhattan distance to the hyperbox. The Manhattan distance from
the input pattern to the hyperbox is calculated by (3).
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distance ¼ Pn
D¼1

distanceD

where

distanceD ¼
0; if VD � ahD �WD

ahD � VDj j; if ahD � VDj j � ahD �WDj j
ahD �WDj j; if ahD �WDj j � ahD � VDj j

8<
:

8>>>>><
>>>>>:

ð3Þ

Where ah represents the h th input pattern, and V and W represent the minimum and
maximum points of the hyperbox.

In this way, hyperbox fuzzy sets are constructed and expanded from the central area
of each class, which can not only reduce the number of hyperboxes finally created and
reduce the complexity of the network, but also fix the finally constructed hyperbox
fuzzy sets so that they do not change with the input pattern sequence in the training set.

2) Extended hyperboxes. After entering the input pattern, check whether it is
located in an existing hyperbox of the same class, if it exists, do not need processing,
and continue to train the next input pattern; If there is no such hyperbox, the hyperbox
with the highest membership degree of the same class is found to expand. The extended
rule is the same as FMM. If the extension rule is not satisfied, a new hyperbox is
created.

Different from FMM performing overlap detection and processing immediately
after an input pattern expansion hyperbox is completed, the method proposed in this
paper performs overlap processing after the hyperboxes creation and expansion of all
input patterns in the training set are completed, thus reducing the time complexity.

After the steps of creating and expanding the hyperboxes of all patterns in the
training set are completed, the overlapping area constructed in the previous step is
identified to classify the patterns in the test set that fall in the overlapping regions.
Since the overlapping cases listed in the FMM are incomplete, the overlapping cases
proposed in [16] are used in this method as follows.

Case 1: 
Case 3: 

Case 2: 
Case 4: 

Case 5: Case 6: 
Case 7: Case 8: 
Case 9: 

3.2 Classification Process

After the patterns of the test set comes in, first check whether it is located in the
overlapping area. If it is located in the overlapping region, the individual contour
coefficients to the two overlapping hyperboxes are calculated according to (4).
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bi ¼ m ið Þ�n ið Þ
max m ið Þ;n ið Þð Þ

where
m ið Þ ¼ 1

n1

P
j2H1

d i; jð Þ
n ið Þ ¼ 1

n2

P
j2H2

d i; jð Þ

8>>><
>>>:

ð4Þ

Since the overlapping area is composed of two hyperboxes of different classes, in the
above formula, H1 represents one of the hyperboxes constituting the current overlap-
ping area, n1 represents the number of input patterns of the same class as hyperbox H1

contained in hyperbox H1, m ið Þ represents the average distance between the current
pattern to be classified and all the input patterns of the same class as hyperbox H1

contained in hyperbox H1; H2 represents another hyperbox that constitutes the current
overlapping area, n2 represents the number of input patterns of the same class as
hyperbox H2 contained in hyperbox H2, and n ið Þ represents the average distance
between the current pattern to be classified and all the input patterns of the same class
as hyperbox H2 contained in hyperbox H2. bi contains the average distance between the
two hyperboxes that constitute the overlapping area, which is used to evaluate the
rationality that a pattern to be classified in the overlapping area is divided into a certain
class, and its value is between 1 and −1. If the value is close to 1, it means that the
average distance of the patterns in hyperbox H1 is much smaller than the average
distances in hyperbox H2, indicating that the pattern is more in line with the distribution
pattern of the class of hyperbox H1, and should be classified into the class to which the
hyperbox H1 belongs.

If the pattern is not in the overlapping area, the hyperbox class with the highest
degree of membership is selected to be assigned to the pattern.

4 Experimental Studies

In order to verify the performance of the method, three different standard data sets Iris,
Wine and Breast Cancer are used for experiments to compare the performance of the
proposed method and other FMM methods. In this experiment, the classification per-
formance of each method is judged by comparing its classification accuracy and net-
work complexity.

Since the pattern space is a unit cube In, all data sets are normalized before the
experiment. Two parts of experiments are carried out on three data sets: (1) all samples
in the data set are taken as training sets and test sets for experiments, and the learning
ability of RFMM is judged through comparison with FMM; (2) Through K-fold cross-
validation experiments on three different data sets and comparison with other FMM
methods, the classification performance of RFMM are judged.

4.1 Training and Testing the Complete Data Set

In this part, all samples of each data set are used for training and testing to compare the
learning ability of RFMM and FMM. Figures 5, 6 and 7 show the classification
accuracy and network complexity of Iris, Wine and Breast Cancer respectively. With
the gradual increase of h until the number of hyperboxes in the network is very small,
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(a) Learning ratio (b) Network complexity
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Fig. 5. Experimental results for Iris (complete data for training and testing)

(c) Learning ratio                                      (d) Network complexity 
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Fig. 6. Experimental results for Breast Cancer (complete data for training and testing)

(e) Learning ratio                                       (f) Network complexity 
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RFMM maintains the same or higher learning rate as FMM. Meanwhile, the number of
hyperboxes constructed in the network is less than FMM and the network complexity is
lower.

4.2 Cross Validation

In this part, k-fold cross-validation experiments with k = 3 are carried out on the above
three data sets, and the experimental results were compared with other FMM methods.
The results are shown in Table 1. Compared with other FMM methods, RFMM shows
lower error classification rate and lower network complexity.

5 Conclusion

In this paper, a ranking-based fuzzy min-max classification neural network (RFMM) is
proposed. In the training process, the center point of each class in the training set is first
found as the initial hyperbox in the network, and the input order of the remaining
training set is ranked from high to low according to the membership degree to the
hyperboxes of same class in the network, which overcomes the problem that the FMM
training process depends heavily on the input order of the training set patterns.

Table 1. Classification Results of Different Methods under Different Datasets.

Data Set Method Miss Classification
(%)

Number of
hyperboxes

Max Min

Iris GFMM [11] 18.67 3.33 38
EFC [12] 11.33 3.33 42
FMCN [13] 10.00 2.67 64
DCFMN [14] 7.89 2.67 38
MLF [15] 4.67 2.67 57
RFMM 4.44 2.22 36

Breast
Cancer

GFMM [11] 44.49 4.26 154
EFC [12] 41.56 5.73 183
FMCN [13] 31.42 4.70 244
DCFMN [14] 15.85 4.26 190
MLF [15] 6.31 3.52 227
RFMM 6.63 3.54 138

Wine GFMM [11] 15.00 2.22 129
EFC [12] 7.78 2.22 133
FMCN [13] 7.78 2.22 183
DCFMN [14] 7.78 2.22 124
MLF [15] 7.78 2.22 133
RFMM 6.94 0 98
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Moreover, a new membership degree function based on Manhattan distance is pro-
posed. A new method is adopted to deal with the classification of patterns falling in
overlapping areas, which overcomes the problem of membership change of contracted
areas caused by contraction process of FMM. Experiments show that RFMM has lower
network complexity while maintaining higher classification performance.

According to RFMM’s advantages of high classification accuracy and low com-
plexity, we plan to apply it to speech recognition and face recognition in the future.
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Abstract. The chromosome karyotyping task is vital and indispens-
able but tedious work for birth defect diagnosis and biomedical research.
In this work, we tackle chromosome automatic karyotyping using a
multi-stages chromosome segmentation and mixed classification method.
Firstly, we apply a global binary threshold-based method to segment
the metaphase chromosome microscope grayscale image into several
image slices, consisting of chromosome instances and chromosome clus-
ters. Afterward, we propose a mixed chromosome classification method
for identifying a given image is a chromosome cluster or corresponding
instance label. After that, we use a deep learning-based approach to seg-
ment chromosome cluster images into chromosome instances and apply
the mixed chromosome classification model to recognize their correspond-
ing labels. Finally, we synthesize a chromosome karyotype from all corre-
sponding instances and labels. In the mixed classification stage, the pro-
posed method yields 99.53± 0.23% classification accuracy on the clinical
dataset. In segmentation stages, the proposed method achieves 90.81%
comprehensive segmentation accuracy and 85.00% instance segmentation
accuracy with 90.63% AP50 precision. The experimental results show
that our proposed method is promising for solving chromosome segmen-
tation and classification task of the clinical chromosome automatic kary-
otyping.
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Keywords: Chromosome segmentation · Chromosome classification ·
Chromosome automatic karyotyping

1 Introduction

Human chromosomes contain human genetic information, which is commonly
used for analyzing human genetic diseases. In general, there are 23 pairs of chro-
mosomes in a healthy human body, including 22 pairs of autosomes and a pair
of sex chromosomes (X and Y chromosome in male cells and double X in female
cells) [1]. Karyotype analysis, illustrated by Fig.1, is a fundamental approach
for clinical cytogeneticists to diagnose human chromosomes genetic diseases and
birth defects, which is generated by arranging these chromosomes after extract-
ing them from the metaphase chromosome images. For cytogeneticists, kary-
otyping is laborious work, many researchers have dedicated to auto-karyotyping
using computation techniques [2–6] for years.

(a) (b)

Fig. 1. Example of the chromosome karyotype analysis. The Fig. 1(a) is an grayscale
image illustrating a G-band metaphase chromosome cell microphotograph. The Fig.
1(a) is a corresponding chromosome karyotype of Fig. 1(a).

In general, researches on chromosome auto-karyotyping follow the sequential
procedure of chromosome classification [1,5] and segmentation [7,8]. Although
the above research has advanced some progress, there are still some limitations
in the automatic chromosomes karyotyping.

Challenges: The most significant challenge of automatic karyotyping is the
segmentation of overlapping and touching chromosomes. There are three main-
stream methods of chromosome segmentation. The threshold-based segmenta-
tion method is the most primal method for overlapping and touching chromo-
some segmentation. The most notable strength of the threshold-based segmen-
tation method is high running efficiency and the most noticeable weakness is
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poor segmentation effects. The geometric features-based approach is the most
commonly used for overlapping and touching chromosomes segmentation in the
last decade. The geometric features-based approach makes a tradeoff between
the running efficiency and outcome effects. As it is a rule-based approach, it
may not work when encountering more complicated overlapping and touching
chromosome clusters. The instance segmentation method based on deep learn-
ing is the most promising way to solve the task of overlapping and touching
chromosomes segmentation currently. These methods can deal with a variety of
complicated overlapping and touching chromosome clusters accurately. However,
training and running these models require a large scale of the labeled dataset
and enormous computational resources.

Motivations: Motivated by the strengths and weaknesses of the above meth-
ods, we propose a novel approach to tackle the chromosome auto-karyotyping
problem. We utilize a global threshold method to segment the full-size original
metaphase image into several image slices at extremely low running costs. After
that, we design a mixed chromosome classifier to identify chromosome cluster
images that are required to segment by instance segmentation model. And the
classifier will give the corresponding labels of the rest images. The most sig-
nificant advantage of our proposed method is that it compounds the benefit of
threshold-based segmentation and instance segmentation methods.

Results: To evaluate the overall performance and clinical application effect of
our proposed method, we train and test our method on the clinical dataset
which is constructed by skilled cytogeneticists. In the chromosome classifica-
tion stage, our proposed method achieves mixed classification performance with
(99.53±0.23)% accuracy, which is a state-of-the-art classification result in previ-
ously reported literature. In segmentation stages, the proposed method achieves
90.81% comprehensive segmentation accuracy and 85.00% instance segmenta-
tion accuracy with 90.63% AP50 precision, which is promising on the clinical
dataset.

Contributions: According to the mentioned explorations, we proposed
a multiple-stages method, illustrated in Fig.2, for the chromosome auto-
karyotyping task. First, to tackle the chromosome auto-karyotyping task, we
decompose the task into multiple-stages. After that, we propose a classification
model and a segmentation model based on the deep neural network. Second,
to evaluate our proposed model in clinical application, we build a clinical chro-
mosome classification dataset and label a chromosome instance segmentation
dataset. Finally, we conduct experiments to demonstrate the effectiveness of the
proposed method.

2 Related Work

Chromosome Segmentation
As the chromosome segmentation plays a vital role in chromosome automatic
karyotyping, so it attracts numerous researches to try it out.
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Enea et al. [2] reviewed and implemented a variety of thresholding strategies
applied to human chromosome segmentation. According to the conclusion of [2],
over-segmentation and under-segmentation are common phenomena in thresh-
olding strategies methods because it is very difficult to set the threshold value
for those methods applied in various situations.

Shervin et al. [3] proposed a geometric-based method for separation chromo-
some clusters when touching and overlapping chromosome clusters were detected
automatically. The authors applied their method to a database containing 62
touching and partially overlapping chromosomes and a success rate of 91.9%
is achieved. However, their method is a customized method based on the geo-
metric features of the existing chromosome database, which means the doubtful
effectiveness of the clinical application.

R. Lily et al. [4] proposed a neural network-based image segmentation method
to the problem of distinguishing between partially overlapping chromosomes.
Their method achieved intersection over union (IOU) scores of 94.7% for the
overlapping region and 88.94% on the non-overlapping chromosome regions.
However, their training and testing chromosome images are semi-synthetically
generated. The authors did not report the effectiveness of their method in clinical
chromosome application.

Tanvi Arora [9] proposed a human metaphase chromosome images segmen-
tation approach of using region based active contours. The author claimed that
this method has been tested on Advanced Digital Imaging Research (ADIR)
dataset and yielded quite good performance. However, their method is based on
the features active contours in ADIR. Therefore, the clinical effectiveness is still
uncertain.

Chromosome Classification
In previous studies, there are some works [1,5] for chromosome classification. In
these studies, the best chromosome classification accuracy was 98.9% reported
by Yulei [5] in their private dataset. However, the author did not disclose their
dataset for others to verify their results and also did not report sensitivity and
specificity which are two important metrics for chromosome classification.

Additionally, all the above methods are 24-classification which are designed
for identifying each of 22 autosomes, X, and Y sex chromosomes.

Chromosome Automatic Karyotyping
Reem et al. [10] proposed an automatic segmentation method for chromosome
cells using difference of gaussian (DoG) as a sharpening filter. However, all chro-
mosome cell images appeared in this paper have no overlapping chromosomes or
touching chromosomes, which is impractical in clinical applications.

Yirui et al. [8] proposed an end-to-end chromosome karyotyping method
based on generative adversial networks. Their approach can automatically
detect, segment and classify chromosomes from original cell images. However,
according to their reported paper, the chromosome brands are too nebulous
to recognize by geneticists. It is extremely incorrect and irresponsible to make
genetic diseases and birth defect diagnoses based on virtually generated kary-
otypes.
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So far, studies that can effectively tackle the problem of chromosome auto-
matic karyotyping are still very scarce. Motivating by the limitations of the
above methods for solving the chromosome auto-karyotyping task, we proposed
our chromosome auto-karyotyping framework.

3 Proposed Method

The proposed method, illustrated by Fig. 2, consists of four stages, the
global binary threshold segmentation, mixed classification, chromosome clus-
ter instance segmentation, and karyotyping operation stage. In this section, we
go through the detail of the above stages.

Fig. 2. The plot depicts the operation flow of the proposed method. Forgiven a chro-
mosome cell microphotograph raw image I, the global threshold-based segmentation
operation Ω separates I into image slices set C1 including instances and clusters.
Whereafter, the chromosome mixed classifier Φ classifies all instances from C1 into
chromosome instance set C2 with their corresponding labels, and chromosome clus-
ters C3. All image slices from C3 are segmented into C1 by the instance segmentation
operation Ψ . When C1 and C3 are empty, it means that are clusters have been seg-
mented into instances with corresponding labels. Finally, the chromosome karyotyping
operation Υ generates the karyotype I

′
from C2.

3.1 Problem Formalization

We use the symbol I to denote a metaphase cell image depicted by Fig.1(a) Sim-
ilarly, we apply symbol I

′
to denote a chromosome karyotype illustrated by Fig.

1(b). We let symbols C1, C2, and C3 represent the images set of chromosome
instances & clusters, chromosome instances, and chromosome clusters. We use
symbols Ω, Ψ to denote the operation of the global binary threshold segmen-
tation and chromosome instance segmentation. Furthermore, we use symbols Φ
and Υ to denote mixed chromosome classification and karyotyping operation.

Global Binary Threshold Segmentation: According to the above symbols,
we depict the global binary segmentation procedure of I as C1 = Ω(I).

Mixed Chromosome Classification: The chromosome mixed classification
operation Φ identifies the chromosome instance images in C1, and labels these
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instance images with corresponding chromosome number tags. All labeled chro-
mosome instance images will be moved from C1 to C2, and the rest images
in C1 are seen as chromosome clusters, illustrated by C2 = Φ(C1). There-
fore, the mixed chromosome classification operation for C1 can be described
as C3 = C1 − C3.

Instance Segmentation: The chromosome instance segmentation operation Ψ
is used for separating a chromosome cluster images into multiple chromosome
instance images. The instance segmentation process can be described as ∀C ∈
C3 → C1 = C1 ∪ Ψ(C), C3 = C3 − C.

Chromosome karyotyping: The chromosome karyotyping operation Υ refers
to the process of generating a karyotype image I

′
by arranging chromosome

instances of C2 which can be formalized as I
′
= Υ (C2).

3.2 Global Binary Threshold Segmentation

Threshold-based segmentation is a general method in image segmentation appli-
cations, which separate images into several parts by the threshold grayscale value.
We utilize the global binary threshold method for segmenting the metaphase cell
image into chromosome instances and clusters by the following steps.

Firstly, we make statistics on the grayscale distribution of our collected chro-
mosome images. According to the grayscale distribution, we apply the grayscale
threshold value 250 to segment a chromosome image into slices. When the total
pixels of a slice less than 260, the slice will be seen as non-chromosomal objects
and removed. Finally, we save the rest image slices as chromosome instance and
cluster images for further processing.

3.3 Mixed Chromosome Classification

We build the mixed chromosome classification model based on the ResNeXt [11]
backbone with weakly supervised pre-train weights [12].

The ResNeXt backbone is an orderly stack of regular neural network modules
called building blocks as Fig. 3 depicted. A usual building block is assembled by
multiple paths of convolutional neurons. The total quantity of assembled paths
is termed by cardinality. The channel amount of the convolutional neurons in
the building block is the width of the block, termed by the symbol d. We use F
to denote the input and output tensor dimensions of the building block. In our
mixed chromosome classifier, we apply ResNeXt 101-32 × 16d as the concrete
backbone network, which means the cardinality of the building block is 32 and
the width is 16. To improve the applicability of the model in the chromosome
classification application, we design 9 layers of neurons as the customized header
adding to the backbone network as the output of the classifier. Since there are
22 pairs of autosomes and a pair of sex chromosomes (X and Y), we have 24
categories of chromosome instances. Meanwhile, we take all chromosome clusters
as an extra category, therefore the output of the classification model is an one-hot
vector with the shape of 25×1. Table 1 shows the detail of the mixed chromosome
classification model.
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Fig. 3. This figure describes a standard building block assembled by multiple paths of
convolutional neurons. The symbol F denotes the dimension of the input xi and output
yi while the d represents the total input or output channels number of each inner
convolution neuron. The cardinality means the total number of aggregated neuronal
paths.

Table 1. The complete architecture of the chromosome classification model

Block name Detail Output shape

conv1 conv2d(7×7,64,stride=2) 112× 112× 3

conv2 maxpooling(3×3,stride=2)
block(F=128,d=16,c=32)×3

56× 56× 128

conv3 block(F=256,d=16,c=32)×4 28× 28× 256

conv4 block(F=512,d=16,c=32)×23 14× 14× 512

conv5 block(F=1024,d=16,c=32)×3 7× 7× 1024

customized
header

Pooling2d()
Flatten()
BatchNormal1d(4096)
Dropout(0.25)
Linear(in=4096,out=512)
Relu()
BatchNormal1d(512)
Dropout(0.5)
Linear(in=512,out=25)

25× 1

3.4 Chromosome Instance Segmentation

Motivated by the achievements of the PANet [13] in the COCO instance seg-
mentation challenge competition, we transfer this model for solving the task of
chromosome instance segmentation, illustrated by Fig. 4. The PANet model con-
sists of five sub-modules: a feature proposal network(FPN), a path augmentation
sub-module, an adaptive feature pooling sub-module, a box predict branch and
a fully-connected fusion sub-module.
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Fig. 4. The illustration is the chromosome instance framework transferred from PANet.
It has five sub-modules named feature proposal network, path augmentation, adaptive
feature pooling, box branch, and fully-connected fusion.

The input of the chromosome instance segmentation framework is an entire
chromosome cluster image with 300 × 300 pixels. The output of the framework
consists of two parts. The output of the framework consists of two parts. The
first part of the output is the chromosome instances of proposal boxes and their
corresponding probabilities belong to the chromosome. Another output is a pixel
mask for each chromosome instance. We separate chromosomes through their
respective masks.

3.5 Chromosome Karyotyping

After the preceding processing, we have gathered all chromosome instances in a
cell image and their corresponding categories. In the chromosome karyotyping
stage, we only need to arrange chromosome instances into a karyotype according
to an international system for cytogenetic nomenclature (ISCN) criterion [14].

4 Experiments

4.1 Implementation Details

We implement the global binary threshold segmentation using OpenCV-Python
library. According to statistics of the clinical chromosome grayscale, we set up
the grayscale segmentation threshold to 225. Meanwhile, we set up the threshold
of the minimal pixels filter to 260 which will filter candidate images whose pixels
are lower the threshold.

We build the mixed chromosome classification model with PyTorch which
is an open source machine learning framework. We adapt the discriminative
learning rate [15] to help the model obtain better convergence. First, we load
the WSL pre-trained weights [12] as the initial weights of the ResNeXt backbone.
Second, we freeze the weights of the backbone and train our customized header
with the learning rate at slice(1e-5, 4e-5), 100 maximum epochs. We monitor the
training loss and apply early-stopping when the training is no more decrease in
the last 5 epochs. Finally, we unfreeze the weights of the backbone and fine-tune
the whole model in 100 epochs at slice(1e-6, 4e-6) learning rate. Furthermore,
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we apply the early-stopping strategy at training loss indicator with 5 epochs
patience.

We transfer the chromosome instance segmentation framework and its imple-
mentation from PANet [13] where is originally designed for the COCO instance
segmentation task. We adapt ResNet50 [16] as the FPN backbone and load
the COCO pre-trained wights to the model as initial weights for chromosome
instance segmentation task. To alleviate the overfitting of the model, we add a
Dropout layer with a 0.25 drop out rate before the last fully-connected fusion
layer.

4.2 Dataset Description

This study is motivated by the challenges of the clinical work on genetic disease
diagnostic at Guangdong Women and Children Hospital where we obtain 500
privacy-removal clinical metaphase cell images and corresponding karyotypes
manually done by skilled geneticists.

We construct a mixed classification dataset with 130 images of each autosome
labeled from 0 to 21, and 98 X chromosome images labeled to 22, and 32 Y
chromosome images labeled to 23. At the same time, we add 4876 chromosome
cluster images with label 24 into this dataset. All chromosome images are padded
to 224 × 224 pixels.

We annotate 882 chromosome cluster images as the chromosome instance
segmented dataset manually. In the chromosome instance segmented dataset,
we randomly select 20% images as test image and other as training data. To
mitigate the overfitting of the instance segmentation model, we conduct a series
of data augmentations in training images.

Firstly, We do a horizontal and vertical flip for individual image and its
mask in the training set. Secondary, we rotate all images and their masks in the
training dataset every 15◦.

4.3 Experimental Evaluation Metrics and Results

As the global binary threshold segmentation stage and chromosome karyotyping
stage are engineering tasks, and their operation results are determined. There-
fore, the experimental evaluation focus on the chromosome mixed classification
and the instances segmentation stages.

Evaluation of Mixed Chromosome Classification: In the mixed classifica-
tion stage, we apply accuracy, F1, sensitivity, and specificity general metrics to
quantitatively evaluate the overall performance of the classification model.

To evaluate the stability of the proposed classification model, we conduct all
evaluation experiments utilizing cross-validation by K-Folds. The original chro-
mosome mixed classification dataset is divided into 5 folds by random stratified
sampling. One fold data is used as validation data and the other four folds as
training data in turn. Table 2 gives the classification evaluation results of the
proposed framework on the clinical dataset in five runs.
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According to Table 2, the proposed classification model yields 99.53 ± 0.23%
accuracy, 98.85 ± 0.89% F1 value, 98.82 ± 0.86% true positive rate (sensitivity),
and 99.98±0.01% true negative rate (specificity), which means that our proposed
classification method promising for solving the mixed classification problem.
Meanwhile, the kappa value with 99.23 ± 0.47% means that the proposed model
works well even in the unbalanced dataset.

Table 2. Summary results of chromosome mixed classification.

Acc(%) F1(%) TPR(%) TFR(%) kappa(%)

1 99.68 98.88 98.81 99.48 99.48

2 99.36 98.37 98.46 98.96 98.96

3 99.36 98.33 98.25 98.96 98.96

4 99.68 99.41 98.38 99.99 99.48

5 99.56 99.26 99.21 99.98 99.26

mean 99.53 98.85 98.82 99.98 99.23

std 0.23 0.89 0.86 0.01 0.47

Evaluation of Chromosome Instance Segmentation. To evaluate the per-
formance of the instance segmentation model, we adopt Accuracym as the major
evaluation metric which is calculated by the total number of correct segmented
instances dividing by the number of total instances in the chromosome cluster
set. When the bounding box of the predicted instance has equal or more than
50% intersection over union (IoU) with a ground-truth instance bounding box,
we regard this instance as a correct segmented instance. Meanwhile, we follow the
metrics of AP50, one of standard evaluation metrics for instance segmentation
tasks [13], for quantitatively evaluating the precision of the instance segmen-
tation. Finally, we introduce Accuracyt as the general segmentation evaluation
metric for our proposed multiple stages segmentation method where Accuracyt
is computed by the number of all correct segmented instances dividing by the
number of all ground-truth instances in both global binary threshold segmenta-
tion stage and instance segmentation stage.

Table 3 summarizes the quantitative evaluation results. According to the
results, we can draw the following conclusions. First, without data augmentation,
the instance segmentation model yields a promising result in the verify set while
performs poorly in the test set, which demonstrates the overfitting of the model
and the necessity of data augmentation. Second, though small performance gaps
in verify set and test set still exist, the proposed method obtains promising
results with 90.81% Accuracyt, 85% Accuracym, and 90.63% AP50 precision.

To better depict the effectiveness of the instance segmentation model, we
show several examples in Fig. 5. Chromosome instances in various cluster images
are separated precisely by the instance segmentation model.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 5. The plots in the first row are original chromosome cluster images while the plots
in the second row are their corresponding instance masks predicted by the instance
segmentation model.

Table 3. Summary results of chromosome instance segmentation.

Accuracyt Accuracym AP50

Verify Set(No Aug) 98.35% 96.80% 97.8%

Test Set (No Aug) 61.52% 55.33% 65.86%

Verify Set (Aug) 92.25% 87.50% 96.25%

Test Set (Aug) 90.81% 85.00% 90.63%

5 Conclusion

In this paper, we proposed a multi-stages chromosome segmentation and mixed
classification method for chromosome automatic karyotyping. According to the
experimental results on the clinical chromosome dataset, the proposed classifi-
cation model obtains a promising result (99.53± 0.23% accuracy) for solving the
mixed chromosome classification problem. Meanwhile, the chromosome segmen-
tation result is quite encouraging (90.81% accuracy). The above results demon-
strate the promises for solving the clinical chromosome auto-karyotyping problem
currently.
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Abstract. With the rapid growth of web data, information about the same target
gathered from multiple sources often exhibits conflicts. This problem motivates
the need for truth discovery, which is to automatically resolve conflicts and find
the truth from multiple conflicting claims. Existing truth discovery methods are
mainly based on iterative updates or probability models. A common limitation of
these methods is that their models are complex to be built. In this paper, we
propose a concise end-to-end deep neural network for truth discovery, which
regards the task as a classification problem. Firstly, for each target, we extract a
unique claim, and for each unique claim, we construct a source-unique-claim
vector depending on whether the source provides this value. Then on the training
dataset, we label the vector as true/false according to the ground truth. Finally, we
use a deep neural network to build a classification model for each target to judge
which claim is the truth. Experimental results on two real-world datasets show that
our proposedmodel has better performance than existing state-of-the-art methods.

Keywords: Truth discovery � Deep learning � Data fusion � Information
extraction

1 Introduction

At present, the Web has become a significant way for most people to obtain infor-
mation. However, the information collected from multiple sources is usually noisy and
conflicting. For example, several web sites have provided several different numbers on
the death of the Paris terrorist attacks, some of which are vague. Another example is
that even for the same flight, different flight booking websites provide different
boarding gates on the same date [1, 2]. As the unreliability in declared claims and
sources is increasing, the need to derive the true claims on conflicting data from
multiple sources is becoming an urgent task. It has stimulated the generation and
research of truth discovery technology. Truth discovery focuses on getting the most
reliable information from multi-source data. It has facilitated many NLP tasks, such as
knowledge representation, question answering, and information retrieval. These tasks
are all based on reliable information extracted from multiple sources. In the era of big

© Springer Nature Switzerland AG 2020
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data, truth discovery is of great significance for extracting credible information and
improving data quality.

A variety of methods have been proposed to solve truth discovery. According to a
survey on truth discovery [3], many of the previous algorithms are based on manually
defined rules to iteratively calculate and update the reliability of the source and the
credibility of the claim. We also find that all the proposed truth discovery models
utilized a voting mechanism, which conforms to the general principle of truth dis-
covery. These methods can be divided into the following four categories: 1) Iterative
methods [1, 4] design truth discovery as an iterative process, in which the steps of
claim credibility estimation and source reliability calculation are iterated until con-
vergence. 2) Probabilistic graph methods [5–8] use hyper-parameters to capture
external knowledge. 3) Optimization-based methods [9–12] rely on setting an opti-
mization function that can learn the relations between sources’ qualities and claims’
credibility with an iterative method to compute two sets of parameters jointly. 4)
Machine learning methods [13–15] use different estimators to address truth discovery
with large-scale data.

Though showing certain effectiveness in some applications, there are some limi-
tations in existing truth discovery methods. First, most truth discovery methods begin
with a uniform weight among all sources. The source reliability initialization strategies
are inaccurate because they do not use existing prior knowledge to calculate the reli-
ability of sources, which will lead to suboptimal results. Second, the calculation
methods and iteration rules of these traditional models are too complicated and depend
on many hyper-parameters. In particular, the variation of the parameters of each truth
discovery algorithm has a significant influence on the quality of the algorithm. Third,
previous works usually return the claim confidence score as a direct output, but people
prefer to know what the true claim is.

In this paper, we propose a model based on an end-to-end neural network (EENN)
to address the above limitation. We assume that a source is likely to provide true
information with equal probability to all targets. Most truth discovery methods are also
based on this consistency assumption. Firstly, for each target, we extract a unique
claim, and for each unique claim, we construct a source-unique-claim vector. Then on
the training dataset, we label the vector as true/false according to the ground truth.
Finally, we use an end-to-end neural network to build a classification model for each
target to infer which claim is the truth. Experiments on real-world datasets show that
our EENN model outperforms the state-of-the-art methods.

2 Problem Statement

In this paper, we consider a general truth discovery problem for numerical data. Before
introducing the model, we first introduce important definitions and define the truth
discovery problem. Then, we use an example on the stock database (Table 1) to
illustrate these concepts.

Definition 1. A target is a thing of interest, and the truth of a target is defined as its
accurate information, which is unique.
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Definition 2. A source describes the place where the information about targets can be
collected.

Definition 3. A claim is the data describing a target from a source, and such a claim
can be either true or false.

Definition 4. The truth discovery problem includes targets, sources, and claims. For a
set of targets T that we are interested in, related claims can be collected from a set of
sources S. The truth discovery aims to find the true claim for each target t 2 T by
resolving the conflicts among the claims from different sources s 2 S:

As an example, let us consider two targets: the opening price and the rate of change
of stock symbol AAPL on a specific day. The claims for these two targets provided by
the four sources are shown in Table 1.

The sets of unique claims for two targets are {22.26, 22.29, 21.03} and {0.24,
0.25}. For each target, the truth discovery aims to infer which unique claim is true
automatically. Figure 1 shows a graphical representation of the truth discovery problem
based on the example mentioned above.

Table 1. The opening price and the rate of change of AAPL on a specific day

t1 t2

Sources AAPL-Change% AAPL-Open Price
s1 0.25 22.26
s2 0.24 22.29
s3 0.25 22.26
s4 0.25 21.03

Fig. 1. A graph representation of truth discovery of Table 1.
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3 An End-to-End Neural Network Model

In this section, we first introduce an EENN model for truth discovery. Then we
introduce the central functions of the proposed model.

3.1 EENN Framework

Suppose there is a target t whose data are collected from M sources denoted by
s1; s2; . . .; sM . These sources provide N unique claims denoted by c1; c2; . . .; cN . For
each unique claim cj 1� j�Nð Þ, there is a corresponding source-unique-claim vector
vj ¼ v1j; v2j; . . .; vMj

� �
where vij ¼ 1 if source si provides unique claim cj and vij ¼ 0

otherwise. If the unique claim cj is the ground truth, the label of cj is marked as “true”,
otherwise it is marked as “false”. For example, Table 2 provides vector representations
of the data in Table 1.

In the first stage, we mainly construct a vector for each unique claim in the manner
described above. In the second stage, we use the multilayer neural network to build a
classification model, which is called an end-to-end neural network(EENN) model. The
main framework of our EENN model is shown in Fig. 2.

Table 2. Representations of unique claims of Table 1

Targets Unique claims Source-unique-claim vector Label

t1 c1 = 0.25 [1, 0, 1, 1] True
c2 = 0.24 [0, 1, 0, 0] False

t2 c1 = 22.260 [1, 0, 1, 0] True
c2 = 22.290 [0, 1, 0, 0] False
c3 = 21.030 [0, 0, 0, 1] False

Fig. 2. An end-to-end neural network for truth discovery

380 H. Chen et al.



3.2 Model Principle

In our EENN model, from the input layer to the first hidden layer, we first use a fully
connected layer to learn the dependence between the unique claims and multiple
sources. The first hidden layer is of bigger sizes than the input layer, and the second
hidden layer has fewer neuron nodes than the previous layer. Then to prevent the model
from overfitting, we utilize the dropout layer. In the hidden layers, we use ReLU as the
activation function, which provides simple derivatives during the error backpropaga-
tion process, allows deeper networks to converge faster, and prevents the vanishing
gradient effectively. The ReLU function is shown in Eq. (1).

ReLU ¼ xx[ 0
0x� 0

�
ð1Þ

The core of our model is to train the weight matrix W between each layer. Through
forward propagation computation, we obtain the output of the model, which is the
credibility of the unique claim, expressed as a probability value by activation function
sigmoid. The output of our EENN model is as follows:

Z ¼ wTxþ b ð2Þ

output = sigmoid Zð Þ ¼ 1
1þ exp �Zð Þ ð3Þ

where Z is obtained by the output layer and we use sigmoid to get the final output. The
wT represents the weight matrix from the last hidden layer to the output layer, x rep-
resents the output of the previous layer, and b represents the bias. We use a binary
classification cross-entropy loss function to measure the error between the predicted
value and the truth:

loss o; tð Þ ¼ 1
n

X
i
ti � logðoið Þþ 1� tið Þ � logð1� oiÞ ð4Þ

where ti is the label of the i
th sample in the training set and oi is the output of our model

said above with respect to the ith sample.
The most important thing is that, through training, the weight matrix W and bias b

of each layer are adjusted continuously along the direction of gradient descent until the
training of the model is completed and the parameters converge. We choose a
stochastic gradient descent optimization strategy to speed up the training of the model.
Finally, for the set c1; c2; . . .; cNf g which describes the same target, a unique claim with
the highest probability value will be regarded as the truth. We think that the complex
dependence between the reliability of the source and the credibility of the claim can be
learned based on the end-to-end neural network.
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4 Experiment and Analysis

In order to verify the effectiveness of our end-to-end neural network for truth discovery,
experiments are conducted on public datasets. We first introduce the datasets and

evaluation criteria, then describe the baseline approaches briefly. Finally, giving the
experimental results and analysis.

4.1 Datasets

Stock Dataset [16]
Li et al. [1] collected trading data of 1000 stock symbols from 55 sources on every
workday in July 2011. They also provided the gold standard of 100 kinds of stock data.
The dataset contains 1000 stock symbols with 16 properties. Li et al. [15] considered
the attributes of Volume, Shares outstanding, and Market Cap as a continuous type, and
other attributes are classified as categorical type. We follow their example, and
only the categorical data are selected for our experiment. Note that a target is a
property of a specific stock symbol on a particular day in this dataset.

Population Dataset [17]
The dataset provides demographic data collected by multiple sources for different U.S.
cities in different years. The gold standard contains 301 values.

Table 3 shows the statistics of the datasets.

4.2 Evaluation Criteria

In order to compare with the previous truth discovery methods, we choose the same
evaluation criteria as Li et al. [15]. We focus on five measures. Note that we finally
multiply the four measures of precision, recall, accuracy, and F1 by 100%, respec-
tively, for better representation in the Figure.

• Error rate: The error rate is the percentage of the wrong prediction of categorical
data. The lower the error rate, the better a method performs.

• Precision: The percentage of the predicted claims that are consistent with a gold
standard.

• Recall: The percentage of the claims in the ground truth table being output as
correct.

• Accuracy: The percentage of true claims and false claims correctly predicted.
• F1: 2�Precision�Recall

PrecisionþRecall

Table 3. Statistics of the two real-world datasets

Sources Claims Targets Ground truths

Stock Dataset 55 12056684 336000 30870
Population Dataset 4264 49955 41196 308

382 H. Chen et al.



4.3 Baseline Methods

We compare the following baseline methods with our model:
Voting: This method chooses the claim with the highest occurrence as the predicted

truth.
Investment [18]: In this algorithm, a source ‘invest’ its reliability in the claims it

offered uniformly.
PooledInvestment [18]: Compared with Investment, PooledInvestment differs in

that it scales the credibility linearly.
2-Estimates [19]: This approach uses a single truth hypothesis. It takes comple-

mentary voting by assuming that ‘each target has only one real value’.
3-Estimates [19]: It increases by 2- estimate by considering the difficulty of

obtaining the credibility of each claim.
TruthFinder [4]: TruthFinder adopts Bayesian analysis iteration to estimate source

reliability and infer truth. This method also puts forward the hypothesis of source
consistency and the concept of ‘implication’, which is used to adjust the vote of value
by considering the influences between claims.

AccuSim [20]: It also uses Bayesian analysis. In order to obtain the similarity of
claims, the implication function is introduced.

CRH [11]: CRH is a model for dealing with heterogeneous datasets with cate-
gorical and continuous data, and the estimation of source reliability can be performed
jointly between all data types.

FFMN [15]: This method incorporates memory mechanisms and resolves the truth
discovery by using a memory network-based model to learn the reliability of sources
and predict the credibility of claims.

FBMN [15]: It is similar to the FFMN model. The difference is that FBMN is a
backpropagation memory network. This model considers source reliability as latent
knowledge and merges it in the composition of the hidden layer representation.

4.4 Experiment Results and Analysis

In experiment 1, we first carry out strict data cleaning and standardization on the stock
dataset. For each target, we normalize claims to the same format. It is vital to normalize
duplicate records from multiple sources [21]. Due to the enormous redundant data in
the stock dataset, we eliminate repeated claims, building source-claim vectors with
unique claims only. As we find that the ground truth also has invalid information, such
as null values, we discard it and then use it to label each the source-unique-claim
vector. Finally, our EENN model acts as a classifier to predict that the probability of
each unique claim may be true.

In the training process, the main parameter settings of our 4-layer EENN model are
as follows: activation = ‘relu’, activation = ‘sigmoid’(output), dropout = 0.2, learning
rate = 0.001, loss function = “BCEloss”, momentum = 0.78. In order to ensure that the
evaluation is effective, we conducted three sets of experiments by dividing the 21 days
data into three groups randomly, and one group contains seven days of data. In par-
ticular, one group is reserved as the test set of the verification model, and the others are
used for training. Finally, the average value of the three experimental results is taken as
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the performance of the model. We compare the performance of all algorithms by
assessing their error rates in classifying true and false claims. The results are shown in
Table 4.

Experiment 2 studies the impact of different data scales on the model. We sample
the data from 21 days for 1 day, 5 days, 10 days, 15 days, and all the data. We conduct
a series of experiments to calculate the average results. The experimental results are
shown in Fig. 3.

Table 4. Performance comparison on stock dataset

Categorical Method Error rate

Previous method Voting 0.0817
Investment 0.0983
PooledInvestment 0.0990
2-Estimates 0.0726
3-Estimates 0.0818
TruthFinder 0.1194
AccuSim 0.0726
CRH 0.0700

Memory NN FFMN 0.0207
FBMN 0.0644

Our Model EENN 0.0026
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Fig. 3. The performance comparison with different data scales
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In order to analyze the effect of the number of iterations on the results of our model,
we try epochs from 2 to 20 in experiment 1. We observe that our EENN model takes
only a few iterations to converge. The results are shown in Fig. 4.

In experiment 3, we use the population dataset for comparison to illustrate the
applicability of the data of different data distribution of our model. The baseline method
refers to the homepage [22]. Figure 5 shows the results.
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Fig. 5. Performance on the Population dataset.
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We can observe that our proposed model EENN has the best performance on the
stock dataset in Table 4 and shows the highest precision on the population dataset in
Fig. 5, which verifies that our method outperforms the baseline methods.

5 Conclusion

In this paper, we propose an end-to-end neural network for truth discovery. The above
evaluation results demonstrate the effectiveness of using an end-to-end neural network
to model truth discovery as a classification problem. Compared with traditional
methods, our model does not need complicated parameter settings, which is more
applicable to the wide diversity of online information and existing scenarios on the
Web.

With the increasing scale of data on the Web, a method of truth discovery based on
deep learning is a very promising research direction. The deep learning technique has
also facilitated research into the identification of duplicate records [23] associated with
it. In the future, we plan to apply the model to more complex heterogeneous datasets.
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Abstract. The covariance matrix is a generic feature representation in vision
applications. It can accurately and efficiently capture geometric features of
Riemannian manifold especially in the condition of data size is medium-scaled.
When the covariance matrix is applied in describing skeleton data, how to
represent spatial and temporal relations of skeleton joints, meanwhile ensuring
the matrix is nonsingular is a challenging problem. In this work, we first propose
a sliding window-based frame appending model acquiring a nonsingular
covariance matrix descriptor for all skeleton frames. Then, sliding covariance
matrixes for all sliding windows are sequentially fed to the modified Long
Short-Term Memory (LSTM) network for extracting the spatiotemporal char-
acteristics and action recognition. The proposed method is verified by the
experiments on five medium-sized skeleton datasets and the results show that
the proposed method improves the accuracy by 6%–20% compared to the state-
of-the-art models. Meanwhile, the experiment results clarify that when the data
size is not so large, our proposed method can describe spatiotemporal characters
of skeleton data more accurately and efficiently than deep network methods.

Keywords: Sliding covariance matrix � Long short-term memory network �
Human action recognition � Skeleton data

1 Introduction

Human action recognition refers to the description and understanding of human action
by computers. Besides, human action recognition represents a multidisciplinary cross-
research topic, and it has been widely applied to human-computer interaction, moni-
toring systems, and medical diagnosis. The existing human action recognition tech-
nology still has many limitations caused by different action scenes, highly similar
actions, and changes in light intensity, thus making the research on human action
recognition technology an urgent and challenging problem that needs to be addressed.

With the development of the depth sensor technology, such as Kinect sensors, the
three-dimensional (3D) skeleton-based human action recognition has attracted great
research attention anew. The human body can be considered as an articulated system
consisted of connected rigid segments, and the skeleton activity data are in a Rie-
mannian manifold. Since the deep learning networks have achieved state-of-the-art
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learning ability in the non-Euclidean space, several recent works suggested employing
the deep learning methods to learn the spatial-temporal features of the skeleton auto-
matically. However, the deep networks require abundant data to train the model for
obtaining the optimal values of hyperparameters, which is unfeasible in some practice.

The covariance matrix has recently received increasing attention in computer vision
by leveraging Riemannian geometry symmetric positive-definite (SPD) matrices. It can
effectively fuse multiple geometry features and be efficiently calculated via integral
images. Compared with application in traditional RGB images, the covariance matrix is
applied in skeleton data rarely during to only represent the spatial relationship of joints.
Nevertheless, kinds of the hierarchical structure described for time property of skeleton
activity are proposed. However, the covariance matrix has shortcomings of being prone
to be singular when the number of feature vectors smaller than the dimensions, which
might result in lower accuracy in modeling complicated features. In that case, to utilize
Riemannian metrics, a small-scaled matrix has to be appended. To this end, few hier-
archical structures consider the appending schema.

In this paper, a sliding window-based appending model is proposed for obtaining
the nonsingular covariance matrices to represent the manifold geometry of skeleton
data in a continuous-time dimension. The covariance matrices are then sequentially fed
into the Long Short-Term Memory (LSTM) network to learn the temporal character-
istics of the activity and conduct the skeleton-based action recognition. As shown that
when the data size is not so large, our proposed method can describe spatiotemporal
characters of skeleton data more accurately and efficiently than state-of-the-art com-
pared methods.

2 Related Work

In this section, we briefly review the existing literature that closely relates to the pro-
posed model. Wang et al. [1] use the spatial and temporal dictionaries of the parts to
represent actions, which can capture the spatial structure of human body and move-
ments. Vemulapalli et al. [2] utilize rotations and translations to represent the 3D
geometric relations of body parts in Lie group, and then employ Dynamic Time
Warping (DTW) and Fourier Temporal Pyramid (FTP) to model the temporal dynamics.
Chaudhry et al. [3] encode the skeleton structure with a spatial-temporal hierarchy, and
exploit Linear Dynamical Systems to learn the dynamic features. Luo et al. [4] develop a
novel dictionary learning method combined with Temporal Pyramid Matching, to keep
the temporal dynamics. Wang et al. [5] extract the local occupancy patterns from the
appearance around skeleton joints, and then process with FTP to obtain temporal
structure. Cho and Chen [6] perform action recognition with a hybrid multi-layer per-
ception. In the above methods, the local temporal dynamics is generally represented
within a certain time window or differential quantities, it cannot capture the relationships
between joints.

The combination of neural network and RNN can classify sequences directly.
Baccouche et al. [7] propose a LSTM-RNN to recognize actions by obtaining sequential
representations with a 3D convolutional neural network. Grushin et al. [8] use LSTM-
RNN for action recognition by regarding the histograms of optical flow as inputs.
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Lefebvre et al. [9] propose a bidirectional LSTM-RNNwith one forward hidden layer and
one backward hidden layer for gesture classification. Moreover, except the study of Du
et al. [10], all the work above just uses RNN-LSTMs as a classifier. While we propose a
solution including both feature leaning and sequence classification.

3 Proposed Method

In the field of action recognition based on the human skeleton data, the depth-sensing
devices, such as Kinect sensors, are commonly used to obtain 2D or 3D coordinates of
human skeletons to represent skeleton sequences. Early methods for motion recogni-
tion from skeletal data are based on a modeling of the skeleton’s movement as time
series, however, these methods have limited capabilities to represent the high corre-
lations existing between the movement of two adjacent gestures.

The SPD matrices have been shown effective in various vision tasks. The covariance
matrix is a second-order descriptor by leveraging Riemannian geometry symmetric
positive-definite (SPD) matrices. However, the covariance matrix has shortcomings of
prone to be singular and limited capability in modeling temporal feature relationships. In
this paper, a sliding window-based frame appending model is proposed for obtaining the
nonsingular covariance matrices to represent the manifold geometry of skeleton data in a
continuous-time dimension. The covariance matrices are then sequentially fed into the
Long Short-Term Memory (LSTM) network to learn the temporal characteristics of the
activity and conduct the skeleton-based action recognition.

3.1 Sliding Window-Based Frame Appending Model

Different from the RGB dataset, a skeleton dataset usually has the dimensions of 20,
while the number of skeleton frames per action instance only ranges from 15 to 120,
might far from being enough to estimate a reliable covariance matrix, i.e. incur the
singularity of the covariance matrix. When the scale of the dataset is small, this
problem is serious. To ensure the covariance matrix of samples in each sliding window
nonsingular, we propose a sliding window-based skeleton frame appending model. The
model structure is clarified in Fig. 1.

Assume the length of the skeleton sequence is L frames, the number of skeleton
joints is n, the length of the sliding window is w, the step size of the window movement
is t. We select each skeleton joint as a feature, to ensure the number of feature vector
larger or equal to the feature dimension, the w is usually assigned equal to n. When
frames in the current window are not enough, the p frames are randomly select from this
current window, the appending number p is assigned to p ¼ w� C � w� tð Þ�
C � 1ð Þ � L, C is the number of sliding windows C ¼ L / t. Because the window size is
relatively small, randomly selected frames have little influence on the accuracy and
contain the spatial and temporal relationship of joints.

For example, there is an instance that has L ¼ 30 frames and the number of
skeleton joints is 20. Originally, this instance only can produce one window and
corresponds to one covariance matrix satisfying nonsingular. When using our sliding
window-based frame appending model, and sliding step t ¼ 2, this instance generates
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C ¼ 15 sliding windows and corresponding covariance matrices. For the last window,
p ¼ 18 frames will be randomly selected and appended to this window. When action
dataset sale is small, this model not only can increase sample size but also ensure the
non-singularity of the covariance matrix.

3.2 Sliding Covariance Matrix Computation

The feature-based covariance has been introduced into object monitoring and texture
classification methods in the computer vision field. It has also been successfully applied
to object tracking, shape modeling, and face recognition. However, restricted by the
limited representation ability on temporal attribution, it rarely is applied to action
recognition in realistic and dynamic scenes, especially in 3D skeleton data.

In this work, the original skeleton data represented by a three-dimensional coor-
dinate sequence, i.e. each skeleton joints of the human body is represented by x; y; zð Þ
coordinate. To take the value of x; y; z as a whole to describe a skeleton joint, we select
the coordinate of each joint as a feature to compute the covariance matrix, and the
number of feature vectors equals the width of the sliding window, the calculation
formula is as Eq. 1. This covariance matrix depicts the spatial distribution of all joints
in an action frame, and the matrix sequence generated by the sliding window-based
frame appending model maintains the spatial and temporal property of skeleton data

Fig. 1. The structure of sliding window-based frame appending model
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simultaneously. The covariance matrix computed by the sliding window-based frame
appending model is named as Sliding Covariance Matrix (SCM).

C ¼ 1
n� 1

Xn

i¼1
Jmi � lmð Þ Jmi � lmð ÞT ð1Þ

Where Jmi represents the mth joints of the ith skeleton frame, and lm represents the
mean of the mth joints of all frames in a sliding window.

3.3 SCM-Based Action Recognition

The LSTM represents an improved recurrent neural network (RNN) architecture, which
mitigates the vanishing gradient effect of the RNN. An LSTM neuron contains a
memory cell ct which has a self-connected recurrent edge of weight. At each time step
t, the neuron can choose to write, reset, or read the memory cell governed the input gate
it, forget gate ft, and output gate ot, as shown in Eqs. (2)–(7).

it ¼ rg Wixt þUiht�1 þ bið Þ ð2Þ

ft ¼ rg Wf xt þUf ht�1 þ bf
� � ð3Þ

~ct ¼ rh Wcxt þUcht�1 þ bcð Þ ð4Þ

ot ¼ rg Woxt þUoht�1 þ boð Þ ð5Þ

ct ¼ ft � ct�1 þ it � ~ct ð6Þ

ht ¼ ot � rh ctð Þ ð7Þ

Where the initial values are c0 ¼ 0 and h0 ¼ 0 and the operator � denote the
Hadamard product (element-wise product). The subscript t indexes the time step. The
input vector to the LSTM unit is xt. The forget gate’s activation vector is ft. The input
gate’s activation vector is it 2 Rh. The output gate’s activation vector ot 2 Rh. The
hidden state vector also known as output vector of the LSTM unit is ht 2 Rh. ~ct 2 Rh is
the cell input activation vector. ct 2 Rh is the cell state vector. W 2 Rh�d , U 2 Rh�h and
b 2 Rh refer to weight matrices and bias vector parameters that need to be learned
during training. The superscripts d and h refer to the number of input features and the
number of hidden units, respectively. rg is the sigmoid function. rc is the hyperbolic
tangent function. rh is the hyperbolic tangent function. To take full advantage of the
human skeleton data in action recognition, an optimized LSTM model is proposed as in
Fig. 2. The SCMs extracted from sliding windows are fed to the LSTM sequentially. In
the optimized LSTM network architecture, there are three LSTM networks, six fully-
connected layers, and four dropout layers.
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Several LSTM networks can extract more temporal features of SCMs. Fully-
connected layers are added to the traditional LSTM network, which would produce the
higher-order representation of temporal features that are more easily separable into
different classes. However, a fully-connected layer occupies most of the parameters.
Neurons develop the co-dependency on each other during the training, which limits the
individual ability of each neuron, thus leading to the overfitting. To prevent overfitting,
some dropout layers are added to the network structure. During this phase, a set of
neurons is chosen randomly. Besides, the incoming and outgoing edges to a dropped-
out node are also removed. In the experiment, we verify that the architecture of three
LSTMs, six Fully-connected layers, and four dropout layers has the best performance
on experiment datasets.

4 Experiments

For the convenience of expression, in the following, the proposed LSTM model based
on the SCM is denoted as CMSW-LSTM. Each fully connected layer with a ReLU
activation function. A dropout rate of 0.5 was used on the Dropout layers. The LSTM
layer contains 100 units. The fully connected layers contain 2048, 1024, 512, 128, 128,
and 32 neurons, respectively. During the phase of training, the proposed method is
trained for 80 epochs. The proposed method was evaluated on five datasets including
MSR-Action3D (MSR for short), UTKinect-Action3D (UTK for short), Florence 3D
(Florence for short), UTD-MHAD (UTD for short) and a real classroom student action
dataset (Classroom for short). We use ADAM optimizer for training, with an initial
learning rate of 1 � 10−4 and a minibatch size of 16. To verify the effectiveness of the
SCM, the proposed model is compared with the LSTM model that used the original
skeleton sequence as an input. In order to evaluate the performance of the CMSW-
LSTM model, it is compared with some state-of-the-art skeleton data-based models:
RA-GCN [11], SPDNet [12], Lie Group [2], Co-LSTM [13], and STA-LSTM [14].

Fig. 2. Optimized LSTM Network Architecture
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4.1 Experimental Datasets

The MSR-Action3D dataset consists of 3D positions of 20 skeletal joints, including 20
types of actions. Each action is conducted three times by ten subjects, and there are 557
action sequences.

The UTKinect-Action3D datasets consist of 20 skeletal joints, including 10 types of
actions. Each action is performed twice by ten subjects, and there is a total of 199
action sequences.

The Florence 3D Action dataset consisted of 15 skeletal joints, including 9 types of
actions. Each action is conducted two to three times by ten subjects, and there are 215
action sequences in total.

The UTD-MHAD dataset consists of 20 skeletal joints and contains 27 types of
actions. Each action is conducted four times by eight subjects, and there is a total of
816 action sequences.

To test the effect of the proposed method in real scenes, we collected data on the
actions of students in the classroom through kinect2, as shown in Fig. 3. The classroom
dataset consists of 25 skeletal joints, including 7 actions, and each action is done three
times. There are ten experimental subjects, and each action lasts about 13 to 15 s.

The specific method of collecting classroom data is as follows. The data was
obtained by a fixed Kinect device. The Kinect base was placed approximately 90 cm
from the ground, and the horizontal distance from the Kinect camera to the subject was
120 cm, as shown in Fig. 4. The desk height of the student participants was 76 cm, and
the chair height was 45 cm, as shown in Fig. 5. The dataset consists of seven actions
performed by ten participants, and each participant performed each action three times.
All seven movements that were captured denote the movements with a higher fre-
quency in a classroom, including sitting, writing, raising a hand, standing, using a
mobile phone under the table, using a mobile phone on the table, sleeping on the table.

Fig. 3. Human actions in the classroom dataset
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4.2 Experimental Results

Firstly, we represent the recognition accuracy of the CMSW-LSTM model on every
action of all datasets in confusion matrices. The confusion matrix represents a summary
of the prediction results of a classification model. After the training, the confusion
matrices of the CMSW-LSTM model are presented in Figs. 6, 7, 8, 9 and 10.

Fig. 4. Data collection process. The horizontal
distance between the Kinect camera and a student
was 120 cm

Fig. 5. Illustration of the data collection
setup. The desk height was 76 cm, and the
chair height was 45 cm

Fig. 6. Confusion matrix on the Classroom
Dataset

Fig. 7. Confusion matrix on the UTK Dataset
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Fig. 8. Confusion matrix on the Florence
Dataset

Fig. 9. Confusion matrix on the MSR
Dataset

Fig. 10. Confusion matrix on the UTK Dataset
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From the results are presented in confusion matrices, it is clear that the CMSW-
LSTM method has the best accuracy in the diagonal of all confusion matrix, which
means almost all actions in the dataset can be classified accurately.

Secondly, to compare the performance of CMSW-LSTM with state-of-the-art
skeleton-based classification model, the compared results of CMSW-LSTM and other
models on different datasets are given in Table 1. The boldface of the values means the
best-obtained results for each dataset. In this experiment, the structure of CMSW-
LSTM is set as in Fig. 2, i.e. three LSTM layers, six fully-connected layers, and four
dropout layers, which is testified the best structure on recognition accuracy.

As shown in Table 1, the CMSW-LSTM model achieved the best results on all
datasets. The conclusion is that the LSTM model inputted with the SCM can effec-
tively extract the spatial and temporal relations of skeleton joints by efficiently capture
geometric features of Riemannian manifold, much better than the LSTM without the
covariance and time window (LSTM, Co-LSTM, STA -LSTM), geometry learning
model (Lie Group, SPDNet), and graph learning model (RA-GCN), thus achieving a
significant accuracy improvement compared to the state-of-the-art models.

Table 1. Accuracy of different models on different datasets

Dataset CMSW-
LSTM

RA-GCN SPDNet LSTM Lie Group Co-LSTM STA-LSTM

Florence 97.21 81.36 49.296 63.38 91.40 78.24 80.29
UTD 99.36 79.26 50.617 81.28 92.36 76.35 79.56
UTK 97.69 89.23 67.742 61.29 97.20 80.21 79.26
MSR 98.56 56.74 47.749 66.83 90.37 77.32 81.16
Classroom 98.39 76.51 32.258 43.67 56.40 62.58 68.37

Fig. 11. Accuracy comparison of different models on different datasets
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To show the results more intuitively, we illustrate the compared results in Table 1
in Fig. 11. As shown in Fig. 11, the accuracy of the CMSW-LSTM model on all five
datasets was significantly higher than the compared methods. The second place is the
Lie Group method. The results verify that learning the spatial distribution of skeleton
data is more effective and feasible than a deep learning network when data size is small
or medium scale.

Lastly, to show that different network structures of the proposed model yield dif-
ferent performances, we clarify the accuracy of the CMSW-LSTM with the different
structures on different datasets in Table 2, 3 and 4. LS represents the LSTM layer, FC
represents the fully connected layer, and DP represents the dropout layer. For example,
3LS + 5FC + 4DP represents three LSTM layers, five fully connected layers, and four
Dropout layers. From Table 2, 3 and 4 we can see that the network with three LSTM
layers, six fully connected layers, and four dropout layers has the best accuracy in three
out of five datasets.

Table 2 shows the accuracy of the network with six fully connected layers, four
dropout layers, and the varied number of LSTM layers (2,3 and 4). Three LSTM layers
have the best accuracy in all five datasets.

Table 2. Accuracy of the CMSW-LSTM with six fully-connected layers and four dropout
layers (varied numbers of LSTM layers)

Network structure Florence UTD UTK MSR Classroom

2LS + 6FC + 4DP 93.31 83.08 93.94 93.83 94.41
3LS + 6FC + 4DP 97.21 99.36 97.69 98.56 98.39
4LS + 6FC + 4DP 74.48 73.96 98.90 60.48 96.50

Table 3. Accuracy of the CMSW-LSTM with three LSTM layers and three dropout layers
(varied numbers of fully-connected layers)

Network structure Florence UTD UTK MSR Classroom

3LS + 5FC + 3DP 84.66 86.82 87.93 85.96 74.65
3LS + 6FC + 3DP 93.86 99.49 98.46 98.86 98.86
3LS + 7FC + 3DP 89.54 80.17 91.55 82.25 89.51
avg 89.35 88.83 92.65 89.02 87.67

Table 4. Accuracy of the CMSW-LSTM with three LSTM layers and four dropout layers
(varied numbers of fully-connected layers)

Network structure Florence UTD UTK MSR Classroom

3LS + 5FC + 4DP 90.38 88.56 96.38 94.87 97.89
3LS + 6FC + 4DP 97.21 99.36 97.69 98.56 98.39
3LS + 7FC + 4DP 51.05 66.25 90.78 75.78 96.67
avg 79.55 84.72 94.95 89.74 97.65

398 G. Huang et al.



Then we analyze the accuracy of the network with three LSTM layers, three
(Table 3) or four (Table 4) dropout layers, and varied numbers of fully-connected
layers (5, 6 and 7). As shown in Table 3 and Table 4, compared with five and seven
fully-connected layers in two groups, the network contains four fully-connected layers
outperforms on five datasets.

Lastly, we compare the accuracy of the network with a different number of dropout
layers. From Table 2, 3 and 4, we find three LSTM layers and six fully-connected
layers outperform other network architectures. To investigate the effect of dropout
layers, we compare the accuracy of the different number of dropout layers. As shown in
Table 5, the network contains three fully-connected layers outperforms on four out of
five datasets. However, to make the overall performance comparison more intuition-
istic, we compute the average accuracy of the network with 3DP and 4DP for each data
set in Table 3 and Table 4. We find that the network with 4DP has the best overall
performance.

5 Conclusion

The paper studies the skeleton-based human action recognition using the covariance
matrix. A covariance matrix computed model by sliding window-based frame appending
calledSCM and an optimizedLSTMarchitecture calledCMSW-LSTM is proposed. The
SCM is used to extract the short-term temporal and spatial features, which are then passed
to the LSTM network to perform temporal modeling. The results show that the proposed
method achieves a significant improvement in accuracy compared to the state-of-the-art
methods.
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Abstract. The rich knowledge contains on the web plays an important role in
the researches and practical applications including web search, multi-question
answering, and knowledge base construction. How to correctly detect the
semantic types of all the data columns is critical to understand the web table.
The traditional methods have the following limitations: (1) Most of them rely on
dictionary lookup and regular expression matching, and are generally not robust
to dirty data; (2) They only consider character data besides numeric data which
accounts for a large proportion; (3) Some models take the characteristics of a
single column and do not consider the special organizational structure of the
table. In this paper, a column type detection method combining deep learning
and probability graph model is proposed, taking the semantic features of a single
column and the interaction between multiple columns into account to improve
the prediction accuracy. Experimental results show that our method has higher
accuracy compared with the state-of-the-art approaches.

Keywords: Web tables � Column type detection � Deep learning � Probability
graph model

1 Introduction

Web tables are web content displayed in the form of tables, which can provide a large
amount of high-quality data and have a wide range of topics. The effective use of
massive amounts of high-quality table data is of great significance. There are currently
many practical applications that utilize the rich semi-structured data resources of web
tables, including question answering, table search, table expansion, knowledge base
(KB) completion, semantic retrieval and the creation of linked open data (LOD) [1] and
so on. The usefulness of web table data depends largely on the semantic understanding.
One way to gain the semantics of a table is to match it with a KB, and the process is
also called “table interpretion” [2]. The correct detection of the semantic types of table
columns is vital for the task of table interpretation.

There have been many works for column type detection. Traditional methods based
on search and ontology matching, which find the corresponding entities of the cells
contained in the column and use the types corresponding to these entities as the result.
These works are only applicable to the named-entity columns (NE-columns) and can’t
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deal with the large amount of dirty data in the real-world data set. Another category of
prior method uses a probabilistic model which is still based on the ontology matching of
single cells, so it has the same disadvantages. Most of the research in recent years is
based on feature engineering. A variety of features in web tables and knowledge bases
are extracted to build supervised or unsupervised models. However, most of the features
contains metadata like external web page information and column header information
which are manually extracted, time-consuming and labor-intensive. At the same time,
the accuracy is not high due to the neglect of the semantic association between the cells.

For example, Fig. 1 shows an example of one web table with unknown column
types. The tags on the top of headers are the correct results after semantic type
detection. The third header is missing, so the header description message cannot be
used to determine the type of data in the column; the city “Ottawa” in the second row of
the third column is incorrectly spelled “Ottaw”. If only use the data of single column, it
is possible to get the incorrect semantic type <location> instead of the correct semantic
type <city> .

In view of the above reasons, this paper first synthesizes the contextual semantics of
cells in a single column and uses the deep learning model to build a single-column
classification model to pre-classify the semantic type, then uses the relationship
between columns to comprehensively detect all the columns’ types, hence further
improve the accuracy of column type detection. Our contributions can be summarized
as follows:

1. A method for detecting column types of web tables combining deep learning with
probability graph model is proposed. This method can detect both of character data
columns and numeric data ones at the same time without any metadata.

2. A single-column type detection model based on hybrid neural network is proposed.
The deep learning model of BiGRU + Attention is used to further obtain deep level
semantic relationship for improving prediction performance.

3. A multi-column type detection model based on the probability graph model is
proposed, which comprehensively considers the co-occurrence relationship of
various semantic types in the knowledge base and the real data set, and better
utilizes the implicit semantic relationship between columns.

Fig. 1. An instance of Web Table Column Type Detection
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4. Through experiments, the proposed method performs better than other column type
detection algorithms in applications.

2 Related Work

Column type detection of web tables constitutes table semantic interpretation tasks like
attribute annotations and foreign key discovery [2]. Its research results can also provide
labeled table data for tasks such as question answering [3], knowledge base completion
[4] and table expansion [5]. The current methods can be divided into three categories:
ontology-based methods, probabilistic methods, and featured-based methods.

The traditional methods take ontology matching as the core. [6] and [7] focus on
instance-level matching. They find the matched candidate entity classes for each cell in
the target column, then chooses the type with the highest frequency as the result. [8]
uses word vectors to represent entities in cells and knowledge bases and then uses
majority voting algorithm. However, these methods are limited to the low coverage of
knowledge base and ignores the great differences between data from different sources,
such as different naming and abbreviations.

Another kind of studies use probabilistic model. [9] used a probabilistic graphical
model to express different degrees of matching relationships and annotate the table with
a series of related random variables according to a suitable joint density distribution.
Based on this work, [10] used a more lightweight graphical model. [11] weakened the
assumption that there is a knowledge base correspondence between columns and entity
sets, but strengthened the relationship with Wikipedia documents. [12] proposed a
maximum likelihood inference model. This kind of methods ignore possible associa-
tions between cells.

In recent years, some researchers based on feature engineering have been presented.
[13] used Kolmogorov-Smirnov test and TF-IDF to describe these types, [14] used
more features, including Mann-Whitney test for numerical data and Jaccard similarity
for text data to train logistic regression and random forest models. These methods rely
on some external data such as the table title, so the detect results depend on the size of
the table and the number of entity columns.

Compared with the existing work, this paper has the following advantages:
(1) More consideration is given to the semantic information and don’t rely on external
data and metadata since this kind of data is often missing; (2) In order to solve the
problems of dirty data, this article combines word embedding and character embedding
to learn the distribution information of short sequences in words to a certain extent;
(3) By selecting the appropriate deep learning model to better extract the deep semantic
information of the text; (4) Based on the single-column classification model, our model
combined with the probability graph model to extract the contextual characteristics and
relationship characteristics between columns make the classification results more
accurate.
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3 Problem Statement and Definition

We first give the relevant definitions, and then elaborate on the problems.

Definition 1. Web table. The web table x consists of m rows and n columns,
C1;C2; . . .;Cnf g represents the set of all columns, where each column is composed of a

column header Ch
i and a group of cells, marked as Ci ¼ vi1; vi2; . . .; vimf g, the data in

the cell exists in the form of characters or numbers. Column headers and cells are
allowed to be null.

Definition 2. KB. Given a knowledge base, define it as a six-tuple form: KB = {E, T,
R, B, G, F}, where E, T, R represent a group of instances, a collection of types and the
relationship between two entities; B is a collection of <e, T> binary tuples, used to
indicate that instance e belongs to a certain type T; G is a classification graph, repre-
senting the hierarchical structure between types, each directed edge is from a more
general type to a more specific type, there is a subclass-of relationship between the
parent class and the subclass; F is a collection of fact triples, representing the rela-
tionship fact or attribute fact between two entities.

Problem 1. Given a KB, for each table in the web table corpus (WTC), find the
semantic type Yi 2 T in KB for each column Ci in the table that best capture Ci’s
content.

The model proposed in this paper is mainly divided into two parts: single-column
pre-classification model and multi-column type detection model. The overall frame-
work is shown in Fig. 2. Firstly, the columns in the web table are divided into character
and numeric columns, character column type detection model and numeric column type
detection model are constructed respectively; The linear chain conditional random field
in the graph model is used to construct the undirected graph model, where the state
features are represented by the classification probability obtained by the single-column
classification model, and the transition features are represented by the matrix obtained
from the existing latent semantic relationship in the corpus and KB; Finally, the final
classification result is obtained through calculation.

Fig. 2. The overall framework
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4 Single-Column Pre-classification Model

We first propose a semantic classification model for single columns, which detects the
semantic type based on the content of cells contained in the target column. This task
can be formally defined as a multi-classification problem, assuming that a set of K
predefined KB types which do not intersect with each other is given as
P1;P2; . . .;Pkf g;Pi 2 T . Taking all cells in the column as input, we assign that each

category Pi has an actual value score SPi through the classification model, so that the
correct type of the target column has the highest score. We separate the columns into
numeric and character ones and then build two classification models.

4.1 Character Column Type Detection Model

Embedding Layer. Existing research shows that there is inter-cell correlation in the
web table [15]. In order to better extract the local features and context features of the
data in the column, we use a sliding window of size H to randomly collect adjacent H
cells on the target column and combine all the word sequences in these cells. The initial
text is formed together, then M initial texts are obtained after collecting M times.
Because there is no uniform standard for the structure of the network table, we give a
fixed size value N as the specified text length.

Considering the diversity and irregularity of the sources of web tables and the low
frequency of most entity words, large-scale data sets will inevitably have a large
number of OOV (Out-Of-Vocabulary) words, so this paper uses a vector that combines
character embedding and word embedding as input to the subsequent neural network
model(see Fig. 3). Compared with the latest research such as the Sherlock model [16],
which uses character statistics as a feature method, character-level representation is
more flexible in handling spelling errors and rare word problems [17].

Fig. 3. Embedding model combined word embedding with character embedding.
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For each initial text of length N, we use Glove and 1D-CNN (one-dimensional
convolutional neural network) to get word embedding and character embedding about
it, and then connect the two vertically to generate a matrix, and then pass it through
Highway-NN (High Speed Neural Network) to get the embedding result. Only a small
part of the input will be affected by Eq. (2), which is a single-layer feedforward neural
network, and the rest is allowed to pass through the untransformed network.

z ¼ t � g WHyþ bHð Þþ 1� tð Þ � y ð1Þ

z ¼ g Wyþ bð Þ ð2Þ

Model Building Layer. Existing studies have used simple feed-forward NN [16],
CNN [15] and BiRNN [19] to capture the features of text. However, these methods still
can’t fully learn the context information of the text and extract the deep-level infor-
mation in the table content. Therefore, we propose a column type detection method
based on BiGRU-Attention hybrid neural network model, as shown in Fig. 4. The
model is divided into three parts: input layer, hidden layer and output layer.

In embedding layer, through the word embedding and character embedding fusion
model introduced above, afixed-sizematrix is obtained as the vectorized representation of
the text of the target column, and then the text features are extracted through the hidden
layer. BiGRU layer contains two unidirectional, opposite GRUs, respectively (t−1) the

output of the hidden layer state forward ht
!

and the output of the reverse hidden layer state

ht
 
, it also contains a neural network model composed of GRUs determined by the output

of the two.

Fig. 4. BiGRU + Attention network model.
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We then put the output vector of the BiGRU layer into the Attention layer, which
can further highlight the key information of the text to improve the quality of the
feature extraction of the data layer of the hidden layer. The attention mechanism
calculates the probability weight of the word vector, performs automatic weighted
transformation on the data, and highlights the important words. The weight coefficient
is specifically calculated, where uw represents a randomly initialized attention matrix, ht
is the output vector of the BiGRU in the previous layer, and ww is the weight
coefficient.

at ¼ exp uTt uwð ÞP
t
exp uTt uwð Þ

ut ¼ tan h wwht þ bwð Þ

st ¼
Pn
i¼1

atht

ð4Þ

Next we further stacked with a fully connected (FC) layer that learns the nonlinear
relationship between input and output. Finally, the SoftMax function is used to perform
the corresponding calculation on the input of the output layer to perform text classi-

fication. Get the output vector Ci of the target column Ci
!¼ Sp1 ; Sp2 ; . . .; Spk

� �
, K is the

number of types in the predefined KB, each bit of Ci represents the probability that the
column belongs to a certain semantic type.

4.2 Numerical Column Type Detection Model

Most of the cells in the numeric column only have a single numeric value, and gen-
erally do not contain too many context features, so we use a simple classification
method based on statistical features. For example, statistics such as the mean, variance,
median, mode, maximum, minimum, peak, skewness, and standard deviation of values.

In addition to numbers, the numeric column also has the possibility of characters.
Taking Fig. 1 as an example, the second column has a cell of “Jul-08”. These text
messages greatly influence the judgment of column types, so we also extract features
from these text messages. Statistics such as the frequency of occurrence of each letter,
the mean and variance of the character length and the proportion of cells with characters.
After extracting these values, they are modeled using classic machine learning algo-
rithms such as random forest, the vector representation of probability Sp1 ; Sp2 ; . . .; Spk

� �

is also obtained.
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5 Multi-column Type Detection Model

Through the single-column classification model proposed in Sect. 4, we can get a
preliminary judgment on the semantic type. In order to make the result more accurate,
we also need to consider the relationship between the semantic types of adjacent col-
umns, and use the local context features between the columns to detect the column type.

5.1 CRF Model

In view of the above situation, this paper proposes a multi-column type detection based
on a probability graph model to model the correlation between structural link variables
to perform joint prediction. Considering that the interaction between the two columns
does not have directionality, we use linear-CRF (linear chain conditional random field)
on the entire network table, an undirected graph model that directly models the con-
ditional probability.

score C; yð Þ ¼
Xn

k;i
kk/single Ci; yið Þþ

Xn

l;i
ll/multi yi�2yi�1; yið Þ ð5Þ

P yjCð Þ ¼ escore C;yð Þ
P

y2Yc e
score C;yð Þ ð6Þ

C represents the sequence of the input table columns C1;C2; . . .;Cnf g, Y represents
the type sequence corresponding to each column of the output Y1; Y2; . . .; Ynf g, Yi 2 T in
KB, kk and ll are weight coefficients. P yjCð Þ obtained after normalizing score C; yð Þ
represents the conditional probability that the predicted output sequence is Y when the
input sequence C is given. The model defines the multi-column type detection problem
as maximizing the joint conditional probability when the content in the table column is
given. When the probability P yjCð Þ reach the maximum, the corresponding Y is the
semantic type sequence of the table columns. Figure 5 shows an instance.

Fig. 5. Multi-column type detection model based on CRF.
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5.2 Potential Functions

We define two potential functions for this model:

Status Feature Function /single Ci; yið Þ. We use it to measure the influence of the
feature obtained based on the column value on the semantic type detection of a column
when a column is given, here we use the type probability value corresponding to the
column Sp1 ; Sp2 ; . . .; Spk

� �
to represent. This probability can be obtained by the single-

column model proposed in Sect. 4. The character sequence corresponds to the hybrid
network model in 4.1, and the numerical sequence corresponds to the random forest
model in 4.2.

Transfer Feature Function /multi yi�2; yi�1; yið Þ. It depends on the status of the cur-
rent column yi; yi�2and yi�1, which is used to indicate the influence of the existing
relationship between the columns on its semantic type detection. When the semantic
relationship is closer, more likely to occur at the same time, /multi yi�2; yi�1; yið Þ has a
higher value. In order to quantify this relation, we define a matrix Q of size K � K.
This paper will calculate this value from two aspects.

First we consider to quantify the co-occurrence relationship extracted from the data
set: give a marked web table, take Y1; Y2; Y3f g = {country, language, currency} as an
example, co-occurrence type pairs are <country,language> , <language, currency >
and <country, currency > . Traverse all tables to get matrix Pcorr: In order to increase the
accuracy and versatility of the algorithm, we use the semantic relationship marked in KB
to further calculatePrela (see Algorithm 1). ThenQij is the probability value obtained after
normalizing the Pcorr Yi; Yj

� �
and Prela Yi; Yj

� �
.
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6 Experiments

6.1 Experiment Dataset

Two real-world data sets T2Dv2 and Limaye derived from the Gold Standard are used
as the web table corpus in the experiment. The data set is json files obtained from
various types of web pages. These tabular data manually marked by previous
researchers which shows diversity in size, existence and sparsity of relationships. The
specific information is shown in Table 1. The KB used in this article is DBPedia which
is at the core of the LOD project.

6.2 Comparative Experiment

In order to verify the feasibility of the model proposed in this paper, compare it with the
following models: Lookup-Vote [5], T2K Match [18], ColNet [15], and Sherlock [16].
T2K Match is a collective matching method which first selects a series of candidate
instances from the KB and then performs attribute matching based on the repeated
pattern. ColNet integrates KB reasoning and lookup with machine learning and trains
CNN model. Sherlock is a multi-layer neural network model.

6.3 Evaluation Metrics

In order to evaluate the performance of the model, we use the precision and recall rates
obtained by comparing the real and predicted values and F1 score value as evaluation
indicators to measure the effect of different models.

F1 ¼ 2� precision � recall
precisionþ recall

ð7Þ

6.4 Experimental Results

Overall Performance: We run the proposed model on T2Dv2 and Limaye repeatedly,
and then compared the classification results with other models. The specific data under
the three measurement indicators are shown in Table 2 and Table 3. It can be seen that
in these methods, the overall classification effects of Lookup-Vote and T2K Match are
the most unsatisfactory, because these two methods based on ontology matching rely

Table 1. Statistics of Web Tables datasets.

Name Tables Avg. cells Rows Columns Types Coverage of entity

T2Dv2 779 124 84 5 65 30.5%
Limaye 428 23 34 4 421 25.8%
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heavily on whether the cell in the web table can find the corresponding entity in the
KB. It can be seen from Table 1 that the entity coverage of the cells in the web table is
very low, and the difference in performance on different data sets is significant.

ColNet and Sherlock, two feature-based methods, achieved better results by
introducing convolutional neural networks and feedforward neural networks, but only
considered the characteristics of single-column data. Our method takes the semantic
characteristics of the single column and the influence of the relationship between the
columns into account, so the overall performance on both data sets is significantly
better than several other methods.

Relationship Between Columns Impact: In order to further verify the influence of
the relationship between columns on the overall classification results, the experiment
compared the results of the model proposed by Sherlock and the model proposed in this
paper. In order to comprehensively measure the classification effect of the model, we
separately calculate the evaluation indicators of Micro-F1, Macro-F1 and weighted-F1.

As shown in Fig. 6, the fusion of the multi-column detection model proposed in
this paper can improve the classification accuracy, and the fusion of the multi-column
detection model on the single-column model proposed in this paper can also improve
the classification accuracy. It shows that the relationship between columns can affect
the final classification effect.

Table 2. Results of models on T2Dv2.

Methods Precision Recall F1 score

Lookup-Vote 0.862 0.821 0.841
T2K Match 0.624 0.727 0.671
ColNet 0.765 0.811 0.787
Sherlock 0.850 0.834 0.842
Proposed 0.903 0.871 0.887

Table 3. Results of models on Limaye.

Methods Precision Recall F1 score

Lookup-Vote 0.732 0.660 0.694
T2K Match 0.560 0.408 0.472
ColNet 0.763 0.820 0.791
Sherlock 0.810 0.859 0.833
Proposed 0.864 0.841 0.852
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Sliding Window Size Impact: When embedding the text data in the character column,
we use the sliding window method to combine adjacent cells together to form a fixed-
size text. We set 5 different sizes to determine the effect of the sliding window size on
the result. As can be seen from Fig. 7, the larger the sliding window, the higher the
accuracy of the classification. This situation shows that combining multiple cells
together for embedding is more conducive to model building local features. However,
when the sliding window value is too large, considering the small size of some web
tables, random data may be introduced to reduce the accuracy.

7 Conclusion and Outlook

In view of the problem of semantic type detection of data columns in web tables, this
paper proposes a method that combines deep learning and probability graph model.
This method uses deep learning model to fully extract the semantic relationship fea-
tures that exist in single column. The probability graph model is used to take the
relationship between columns into account. Experimental results show that the method
we proposed can achieve satisfactory results on two real-world data sets, and is sig-
nificantly better than other comparison methods in accuracy. Next, on the basis of this
article, we will conduct a deeper study on how the relationship between the rows and
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columns of the table affects the classification results. Furthermore, it is an important
direction in the future to develop an iterative process during the classification.
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(2018YFB1003404) and the National Natural Science Foundation of China (61672142).
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Abstract. With the integration of sentimental information, signed networks
have a wide range of applications. The calculation of the degree of weak
unbalance, which reflects the tension between positive and negative relations, is
an NP-hard problem. In this paper, an evolutionary algorithm EAWSB for
computing the degree of weak unbalance is proposed, where an indirect indi-
vidual representation based on compression is designed to reduce the space
complexity of the algorithm. In addition, a rotation operator is proposed to
increase the population diversity. Experimental results show the effectiveness
and efficacy of EAWSB. A thorough comparison show that EAWSB outper-
forms or is comparable to other state-of-the-art algorithms.

Keywords: Weak structural balance � Signed networks � Evolutionary
algorithms � Compressed representation

1 Introduction

Networks are common models of many complex systems. Represented as graphs,
networks use vertices to represent entities and edges to represent relationships between
entities. Usually, networks fall into two broad categories: unsigned and signed. In
unsigned networks, the edges typically indicate such relationships as friendship, col-
laboration, and sharing information, which usually have positive connotations, while in
signed networks relationships can be friendly or hostile. For example, in an on-line
discussion site Slashdot, users can tag others as “friends” or “foes”, and in Wikipedia, a
signed network is used to construct a voting network where a signed link indicates a
positive or negative vote by one user on the promotion to admin status of another. In
recent years, signed networks have attracted numerous research, including trust
propagation [1, 2], link prediction [3, 4], recommender systems [5], and community
detection [6], etc.

Perhaps the most basic theory applicable to signed networks but does not appear in
the study of unsigned networks is that of social structural balance [7, 8]. The theory
states that relationships in friend-enemy networks tend to follow patterns such as “an
enemy of my friend is my enemy” and “an enemy of my enemy is my friend”. A notion
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called weak balance [9] further generalizes structural balance by arguing that in many
cases an enemy of one’s enemy can indeed act as an enemy. Some research [3, 10]
show that weak balance is more common in realistic signed networks than (strong)
balance. For a signed network, the degree of unbalance, i.e., a distance to exact balance
or weak balance, indicates a kind of instability or disharmony of it. Although the
computation of structural balance is a well-known NP-hard problem [11], many
algorithms [12–20] have been proposed to solve it. The block modelling method
[16, 17] is an early method for the problem of weak structural balance. Because it is
based on matrix representation and permutation operation, it has high space and time
complexities and therefore is not suitable for large signed networks. MLMSB [18],
ILS-CC [19], and VNS [20] are currently the three state-of-the-art algorithms to solve
the problem of weak structural balance, which will be described in detail in Sect. 4.3.
In this paper, we propose an Evolutionary Algorithm for Weak Structural Balance
(EAWSB) where an indirect individual representation method based on compression is
designed, which can effectively reduce the size of the genotype space and make the
search of the algorithm more adequate. In addition, a rotation operator is proposed to
improve the diversity of the population without affecting the fitnesses of individuals.

2 Related Background

2.1 Structural Balance and Weak Structural Balance

The theory of balance goes back to Heider [7] who asserted that a social system is
balanced if there is no tension resulting in a tendency to change. The most appropriate
model for structural balance is that of signed networks. Formally, a signed network is a
graph G = (V, E) together with a function r: E ! {+, −}, which associates each edge
with a sign of positive (+) and negative (-). In 1956, Cartwright and Harary [8] obtained
the following important result which states an equivalent definition of balance.

Theorem 1. A signed graph is balanced if and only if its vertex set can be partitioned
into two classes so that every edge joining vertices within a class is positive and every
edge joining vertices between classes is negative.

For weakly balance case, we also have the following Theorem [21].

Theorem 2. A signed graph is weakly balanced if and only if its vertex set can be
partitioned into multiple classes (more than two) so that every edge connecting two
vertices that belong to the same class is positive and every edge connecting two vertices
that belong to different classes is negative.

2.2 Computation of Weak Structural Balance

There are three major methods for the computation of weak structural balance. Firstly,
Doreian and Mrvar [15] studied this problem earlier by proposing a block modelling
method and then improved the method [16, 17] by exploring the evolutionary mechanism
of international relations. Recently, Brusco and Doreian [20] proposed an variant of the
variable neighborhood search for weak structural balance and obtained excellent exper-
imental results.
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Secondly, There is a large body of research work under the name of Correlation
Clustering which is very relevant to weak structural balance. Correlation clustering [23]
is a very useful and flexible framework for unsupervised learning in the setting: given a
graph G = (V, E) with weights wij 2 R on the edges which may be both positive and
negative. The goal is to partition the vertices into clusters so that the sum of the weights
of edges within a cluster is maximized (or the sum of the weights of edges between
clusters is minimized). As a matter of fact, weak structural balance is a special case of
correlation clustering when the weights are −1, 0 and 1. Levorato et al. [19] put
forward an efficient local search algorithm ILS-CC to compute the degree of weak
unbalance by solving the problem of correlation clustering.

Thirdly, Evolutionary Computation [24] is a powerful search and optimization
technique inspired by the process of natural evolution, which are parallel in nature and
do not require differentiability of objective functions and constraints. Considering the
good performance of evolutionary algorithm in solving many difficult NP problems, we
propose EAWSB for solving the problem of weak structural balance.

3 The Proposed Algorithm EAWSB

3.1 Fitness Function

Consider a signed network G = (V, E) where V = {v1, m2,…, mn} and E � V�V = {(vi,
vj) | mi, mj 2 V and i6¼j} are the set of nodes and edges respectively. Let A = (aij)n�n be
an adjacency matrix where aij 2 {−1,0,1}, aij = 1 if the relationship between mi and mj is
positive, aij = −1 for negative relationship and aij = 0 while the relationship is
unknown or missing. Let S = {s1, s2, …, sn} be a status set, where si 2 {0, …, k-1} for
i = 1, …, n denotes that the ith vertex belongs to the sith class, and k is a prespecified
value to denote the maximum possible number of class labels that G can be partitioned.

According to Theorem 2, we can define the energy function as

EðSÞ ¼ 1
2

X

ðvi;vjÞ2E
ð1� aij dðsi; sjÞÞ ð1Þ

where d(si, sj) = 1 if si = sj, −1 otherwise. The summation runs over all adjacent
pairs of vertices. E(S) is the sum of the number of all negative edges within same
classes and the number of all positive edges between different classes. Its minimum
value is the degree of weak unbalance of the signed network G. In this paper, the fitness
function of the EAWSB algorithm is defined as:

FðSÞ ¼
X

ðvi;vjÞ2E
aij dðsi; sjÞ ð2Þ

Obviously, E(S) = (m - F(S))/2, where m = |E| is the number of edges of G. So,
minimizing E(S) is equivalent to maximizing F(S).
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3.2 Natural Representation and Compressed Representation

Generally speaking, an individual representation can be divided into direct represen-
tation and indirect representation [24]. Naturally an individual ind in the population
can be encoded as a status sequence ind = s1 s2 … sn, where si 2 {0, …, k-1}, which
means that the ith vertex belongs to the sith class for i = 1, …, n. We call this kind
of representation a natural representation. In this case, the length of an individual is
n = |V |. For large scale networks, the above representation will require significant
amount of storage space and the operations, such as selection, crossover and mutation
will consume lots of computation time. To address these issues, we propose a com-
pressed representation based on following theorem. In the following, we define

soptðG; hÞ ¼ argmax
sh2f0;...;k�1g

X

vj2NðvhÞ
ahj dðsh; sjÞ ð3Þ

where N(vi) = {vk|(vi, vk) 2 E} is the neighborhood of vi.

Theorem 3. Given a signed network G = (V, E), S� ¼ fs�1; s�2; . . .; s�ng is the optimal
solution of Eq. (3), then 8i 2 {1,…,n}, s�i ¼ soptðG; iÞ.

Proof. For a certain index h, s�h 6¼ soptðG; hÞ if we have

X

ðvi;vjÞ2E
aijdðsi; sjÞ ¼

X

ðvh;vjÞ2E
ahjdðsh; sjÞþ

X

ðvi;vjÞ2E^i 6¼h

aijdðsi; sjÞ

¼
X

vj2NðvhÞ
ahjdðsh; sjÞþ

X

ðvi;vjÞ2E^i 6¼h

aijdðsi; sjÞ

note h only appears in the first part and not in the second part of the expression above.
So, we can define s#h ¼ soptðG; hÞ, s#j ¼ s�j for j 6¼ h. Then S# ¼ fs#1 ; s#2 ; . . .; s#n g is
more optimal than S� ¼ fs�1; s�2; . . .; s�ng, because

X

ðvi;vjÞ2E
aijdðs#i ; s#j Þ ¼

X

vj2NðvhÞ
ahjdðs#h ; s#j Þþ

X

ðvi;vjÞ2E^i 6¼h

aijdðs#i ; s#j Þ

[
X

vj2NðvhÞ
ahjdðs�h; s�j Þþ

X

ðvi;vjÞ2E^i 6¼h

aijdðs#i ; s#j Þ ¼
X

vj2NðvhÞ
ahjdðs�h; s�j Þþ

X

ðvi;vjÞ2E^i 6¼h

aijdðs�i ; s�j Þ

¼
X

ðvi;vjÞ2E
aijdðs�i ; s�j Þ

that is in contradiction with the optimality of S� ¼ fs�1; s�2; . . .; s�ng. ■
Theorem 3 indicates that the best status value of vh can be calculated from its

neighborhood N(vh). Thus, we only need to encode the vertices in U which is a proper
subset of V satisfying the condition: 8v 2 V\U (set difference), N(v) � U. The reason is
that if the status values of vertices in U are known, the status values of vertices in V \U
can be calculated from their neighborhood. The immediate question is how to find the
subset U. We give the Algorithm 1 to solve the problem.
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Algorithm 1. the procedure to generate the compressed representation
1: Input: The adjacency matrix of G(V, E): A=(aij)n×n

2: Calculate the array of vertex degrees: degree[0.. n-1]
3: original_degree[0..n-1]= degree[0.. n-1]
4: Initialize each element of array selNode[0..n-1] to be 0
5: for each vertex i with original_degree[i]=1 and degree[i]>0 do
6:    j=the neighbor of i
7:    selNode[j]=1, degree[j]=0
8:    for each j’s neighbor p do
9:       if(degree[p]>0)degree[p]= degree[p]-1
10:   endfor
11: endfor
12: repeat
13:    Randomly select a vertex j with degree[j]>0 
14:    selNode[j]=1, degree[j]=0
15:    for each j’s neighbor p do
16:       if(degree[p]>0)degree[p]= degree[p]-1
17:    endfor
18: until degree[i]=0 for all i {0, ..., n-1}
19: Output: all is with selNode[i]=1

Algorithm 1 consists of three parts. In Part 1 (line 2–line 4), three arrays are
defined. Array original_degree[] and degree[] hold the information of vertex degrees,
and they are identical initially. Through the algorithm, values in degree[] decrease
while original_degree[] remains unchanged. When all values in degree[] become zero
the algorithm stops. All elements in the third array selNode[] are initialized to 0.
Subsequently every time when a vertex j is selected we set selNode[j] = 1. Part 2 (line
5–line 11) deals with leaf vertices (vertices with degree one), the only neighbor of a
leaf vertex is selected if its degree has not been decreased to zero. Like fitness-
proportional selection [24], Part 3 (line 12–line 18) uses degree-proportional selection
strategy, i.e. degree value is used to associate a probability of selection with each vertex
and a vertex with a higher degree will be more likely to be selected. Both in Part 2 and
Part 3, every time when a vertex i is selected degree[i] is set to zero indicating that it
will not be selected again. All its neighbors’ degree will be reduced by one so that their
probabilities being selected decrease because one of their neighbours vertex i has been
just selected. When all neighbours of a vertex i are selected, degree[i] becomes zero,
and can not be selected later. This is exactly what Theorem 3 tells us.
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3.3 Initialization

First, each individual of the population is generated randomly. Then, we adjust the gene
values according to the Homophily theory [21] which says that objects tend to be
similar to those surrounding them. Thus, we select a gene (vertex) position in an
individual randomly and set the same class label of the individual to all its neighbors if
the neighbor has positive edge (its friend) link to it. We repeat this operation for iniK
times, where iniK is an integer parameter used to control the intensity of homophily.

3.4 Evolutionary Operators

Crossover. The one-way crossover operator introduced in Tasgin et al. [25] is used.
The main idea is as follows: providing two individual inputs ind1 and ind2, randomly
selecting a gene from ind1, iteratively searching the genes with the same status value as
that of the gene selected above in ind1 and then transferring the status values of those
genes in ind1 to the corresponding genes in ind2. The modified ind2 is returned as the
crossover result. Figure 1 shows the details of one-way cross-over scheme in our
algorithm. From the crossover process, we can see that, unlike the common single point,
two-point and uniform crossover operators that emphasize the combination of excellent
building blocks, one-way crossover operators emphasize the retention and accumulation
of excellent building blocks. Therefore, its “tearing” effect is much weaker than the
former, and is more suitable for use in the network evolution environment.

Rotation. Any gene value is in {0, …, k-1}. In the course of evolution, we let each
individual rotate i.e., the status value 0 ! 1, 1 ! 2, …, k-1 !0, with a lower prob-
ability (0.05 in our research). Note that this rotation does not change the fitness of an
individual, because those vertices that were in the same class after rotation are still in the
same class, and those who were not in the same class after rotation are still not in the
same class. However, the benefit of this operation is that the diversity of the population
is maintained, because each gene position has the opportunity to obtain a new genetic
value without changing the individual’s fitness. Its time complexity is O(n).

In addition, our research adopts tournament selection and elitist policy [24] and
mutation is one-point mutation which are useful to prevent “tearing” of good building
blocks, just like the above crossover operators.

Fig. 1. Illustration of the one-way crossover
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3.5 Local Search

Based on Theorem 3, the local search can be designed as follows: for a given indi-
vidual, we first randomly select a gene from it and then change the value of the gene
with the best status value 2 {0, …, k-1} obtained from Eq. (3), and use the changed
individual as a result. We can repeat this procedure locK times, where locK is a positive
integer that represents local search intensity. It is generally accepted that the perfor-
mance of evolutionary algorithms depends on the tradeoff between exploration and
exploitation. For local search, increase the value of locK if we want to encourage
exploitation, or reduce its value if we want to encourage exploration.

3.6 The Framework of EAWSB

Algorithm 2 describes the framework of EAWSB where we first use Algorithm 1 to
generate the compressed individual representation. Then the population is initialized. In
the main loop of EA, the selection procedure is responsible for selecting parental
population for mating in EA and elitism and tournament selection are used to maintain
the diversity of population. The crossover, mutation, rotation and local search are
executed in order. The steps in Lines 5–9 are repeated until some termination criterion
is met. Finally, the fittest individual in population is returned as a result.

Algorithm 2. The framework of EAWSB
1: Input: Adjacency matrix of G(V, E): A=(aij)n×n, Population size: popSize, Initialization in-

tensity: iniK, Local search intensity: locK, Maximum number of generations:
maxGen, Tournament size: tourSize, Crossover probability:pc, Mutation probabil-
ity: pm, Rotation probability: pr

2: Use algorithm 1 to generate a compressed representation of G
3: P←Generate_initial_population(popSize, iniK)
4: repeat
5:   Pparent←Selection(P, tourSize)
6:   Pchild←Crossover(Pparent, pc)
7:   Pchild←Mutation(Pchild, pm)
8:   Pchild←Rotation(Pchild, pr)
9:   P←LocalSearch(Pchild, locK)
10: until Termination_criterion(maxGen)
11: Output: the fittest individual in P

The time complexity of EAWSB can be obtained by synthesizing the time com-
plexities of the above components. The fitness of an individual can be calculated
according to Eq. (2), and its time complexity is O(m). The overall time complexity of
the EAWSB algorithm is O(popSize*maxGen* (n + m).
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4 Experiments

4.1 Datasets

The experiments used five large signed network datasets: Epinions, Slashdot, WikiElec,
SlashSCC andWikiRfawhich are downloaded fromStanfordNetworkAnalysis platform
[26]. Epinions (epinions.com) is a product review site, where members can rate others’
reviews as “useful” or “useless” and then label commenters with “trust” or “distrust” thus
makeing a network of trust/distrust. Slashdot (slashdot.com), a technology news website,
allows users to mark authors as “friends” or “enemies” for their articles, and its data also
makes a signed network with friend/enemy labels. WikiElec is about Wikipedia users’
voting records for administrators and contains support/opposition relationships.
SlashSCC is the largest strongly connected component of the dataset “soc-sign-Slashdot
081106”. TheWikiRfa network records the statistical requests fromWikipedia members
for Wikipedia editors to become administrators. A request can be represented by a sup-
porting, neutral, or opposing vote. We preprocessed the data sets by removing the
conflicting edges, multiple edges, loops and outliers, and turning them into undirected
graphs. For WikiRfa, we discarded all its neutral votes. As a result, we obtained 5 large
undirected signed networks for our experiments, as shown in Table 1, where n andm are
the number of vertices and edges of undirected networks, andm− andm+ are the number of
negative and positive edges of networks.

4.2 Experimental Results

Parameter Settings. The running parameters of EAWSB algorithms are set as fol-
lows: Population size popSize = 100, Initialization intensity iniK = 500, Local search
intensity locK = 500, Maximum number of generations maxGen = 100, Tournament
size tourSize = 2, Crossover probability pc = 0.9, Mutation probability pm = 0.1, and
Rotation probability pr = 0.05. The algorithm EAWSB is programmed with JAVA. All
experiments were conducted on a Window 10 machine with an Intel(R) Core(TM) i7-
7700HQ CPU and 16.0 GB Memory. In the experiments, the reported data are the
statistical results based on 10 independent runs on each dataset.

Table 1. Preprocessed datasets

Experimental datasets n m m+ m−

Epinions 131513 708507 589888 118619
Slashdot 82062 498532 380933 117599
WikiElec 7114 99862 78371 21491
SlashSCC 21369 273646 206087 67559
WikiRfa 11253 168722 131769 36953
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Running Results of EAWSB with Different Representation. Table 2 shows the
results of EAWSB running on 5 datasets stated above respectively, where “N” means
natural representation, “C” means compressed representation. The operation was car-
ried out in five cases according to the number of status values k = 2, 3, 4, 5, 6, in which
k = 2 is the case of structural balance and can be regarded as a special case of weak
structural balance. It can be seen from the table that EAWSB with compressed rep-
resentation usually gives the better solutions because the compressed representation
reduces the length of the individuals, and then reduce the size of the search space which
leads to a more sufficient search and better solutions can be obtained.

4.3 Comparisons with Similar Algorithms

EAWSB is compared with four classical algorithms, namely MEMESB [12], MLMSB
[18], ILS-CC [19] and VNS [20]. Table 3 records the statistical results which are the
best experimental results when the number of status values k is taken from 2 to 6.
When EAWSB runs, we try our best to keep consistent with the original algorithms in
data preprocessing and parameter settings.

Table 2. Running results of degrees of unbalance on the 5 signed networks. ‘N’ and ‘C’ denote
natural and compressed representation respectively.

k EAWSB Epinions Slashdot WikiElec SlashSCC WikiRfa

2 N 52682 74773 14214 47335 25895
C 52467 74728 14201 47286 25870

3 N 48976 70826 13876 45282 25289
C 48639 70396 13843 45244 25265

4 N 48842 69743 13821 44598 25202
C 48655 69446 13806 44578 25157

5 N 48793 69488 13809 44468 25161
C 48604 69309 13797 44469 25142

6 N 48692 69268 13798 44390 25151
C 48622 69226 13791 44277 25134

Table 3. Statistic results of degrees of unbalance on the 5 real-world signed networks. ‘#’
represents that the result was not provided in the original paper.

Algorithms Epinions Slashdot WikiElec SlashSCC WikiRfa

MEMESB 56799 75022 13850 61581 25762
MLMSB # # 13841 62120 25974
ILS-CC 55901 69994 14300 # #
VNS # 67782 14142 # #
EAWSB 48594 69224 13799 44426 25143
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MEMESB is an evolutionary algorithm for structural balance. We generalize it to
solve the problem of weak unbalance. It uses natural representation, two-point cross-
over, single point mutation, and performs local search only for the optimal individual of
the current population. As shown in the table, EAWSB is better than algorithm
MEMESB comprehensively.

MLMSB is a multilevel learning based memetic algorithm, which incorporates
network-specific knowledge such as the neighborhoods of node, community and parti-
tion. MLMSB employs natural representation, two-way crossover, and neighbourhood-
based mutation. In the experimental analysis of its original paper three large-scale signed
networks SlashSCC, WikiElec, and WikiRfa were used and the experimental results are
shown inTable 3.With the same parameter settings EAWSBget better results as shown in
Table 3.

Both ILS-CC and VNS are local search algorithms which usually start from an
initial solution, and then select the best neighbor from its neighborhood, meanwhile
take it as the current solution of the next iteration, repeating the process until a local
optimal solution is reached. ILS is a metaheuristic based on stochastic multi-restart
search, which iteratively applies local search to perturbations of the current best
solution, generating a random walk in the space of local optima. Each new solution
obtained is then refined using an embedded heuristic. ILS-CC considers the weak
structural balance problem as the problem of correlation clustering and obtains the
degree of weak unbalance of the network through ILS. The authors of ILS-CC reported
the experimental results of three large-scale signed networks Epinions, Slashdot and
WikiElec. It is easy to see that the experimental results of EAWSB are better than those
of ILS-CC.

Based on iterated local search, VNS enforces greater control on the size of the
neighborhood around the current solution wherein the search takes place. Brusco and
Doreian [20] adapt the variable neighborhood search procedure to refine the solutions
obtained by the multistart relocation heuristic for weak structural balance and obtained
excellent experimental results. As the number of clusters k grows from 2 to 14 the best
results they gave were 67782 on Slashdot and 14142 on WikiElec. The former is better
than that of EAWSB, but in the latter case on WikiElec, EAWSB performs better. In
addition, for Epinions, a very large data set with more than 130,000 nodes, VNS does
not provide corresponding experimental results, while EAWSB provides many good
experimental results. So we can say that EAWSB is comparable to VNS.

In summary, in comparison with the other four state-of-the-art algorithms on the
five large-scale signed networks, algorithm EAWSB performs poorly in only one of the
14 scenarios, and outperforms its opponents in all the other 13 scenarios.

4.4 Experimental Analysis of EAWSB Submodules

Experimental Analysis of Compressed Representation. We conduct experiments to
measure the compressing performance of Algorithm 1 by computing the compression
rate which is the ratio of the length of the compressed individual over the length of the
individual before compression. On Epinions, Slashdot, WikiElec, SlashSCC and
WikiElec, the compression rate are 32.73%, 44.01%, 50.62%, 89.58% and 47.16%
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respectively. A good compression rate can lead to a smaller compression degree,
smaller genotype space. Consequently, search can be more sufficient, and solution
quality is better.

Experimental Analysis of Rotation Operator. Using EAWSB with popSize = 100,
maxGen = 500, iniK = 500, locK = 500 and k = 6, experiments were conducted to
study the influence of rotation operator. Figure 2 shows the change of the minimum
degree of weak unbalance obtained on Slashdot with the increase of rotation probability
(pr). We can see (1) using rotation operator (where pr 6¼ 0) can obtain better solution than
not using rotation operator (where pr = 0); (2) the mean minimum value is obtained at
pr = 0.1, and we observed that the absolute minimum value is usually obtained at
pr = 0.05, that’s why we usually set the rotation probability pr to 0.05 in this paper; and
(3) The case at pr is basically the same as the case at 1-pr, it’s approximately symmetric,
because 100pr percent of the individuals in a population are rotated, there must be 100(1-
pr) percent of the individuals that are not rotated, and it doesn’t matter in which group a
node is, what matters is with which nodes it is in the group.

5 Conclusion

The degree of weak unbalance is an important metric to measure the tension of signed
networks. This paper proposes an evolutionary algorithm EAWSB to compute the
degree of weak unbalance. We propose an individual indirect representation method
based on compression to effectively reduce the size of genotype space. As a result, the
search of the algorithm is more sufficient and the better solution can be obtained. In
order to keep the diversity of population and avoid premature convergence, a rotation
operator is proposed to improve population diversity without affecting individual fit-
nesses. Experiments on large scale signed networks - Epinions, Slashdot, WikiElec,
SlashSCC and WikiRfa show that the proposed method is effective. In the future, we
will study the weak unbalance calculation method based on deep learning.

Fig. 2. Effect of Rotation Operator on Slashdot.
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Abstract. In recent years, graph neural networks have been widely used
in natural language processing and speech recognition. However, there is
relatively little exploration of graph neural networks in recommendation
systems. In this work, we strive to develop neural network based tech-
nology to solve the problem of collaborative filtering recommendation
based on implicit feedback. Some recent work use deep learning for rec-
ommendation, but they mainly use it for auxiliary information modeling.
When modeling the key elements of collaborative filtering (the interac-
tion between users and item features), they still use matrix factorization
and apply inner products to the potential features of users and items. The
collaboration signal(interaction information between users and items)
will not be encoded during the embedding process. At the same time,
the high-order connectivity of user-item cannot be fully utilized, making
the interactive information not comprehensive enough. Therefore, the
final embedding may not be enough to capture the collaborative filtering
effect. By replacing the inner product with a neural architecture that
can learn arbitrary functions from data, we propose a general method
called “Graph Neural Network with Attention” (GNNA). GNNA cap-
tures CF signals based on neural networks and uses high-order connec-
tivity to obtain neglected interactive information, thereby improving the
embedding of users and items. By introducing attention mechanism and
high-order connectivity, it can learn user vectors and item vectors on
the user item interaction graph, collect neighbor interaction information
for coding, and spread it on the user-item interaction graph. This can
comprehensively inject user-item collaboration signals into the embed-
ding process. We have conducted extensive experiments on two public
benchmarks. Further analysis verified the importance of using attention
mechanism and high-order connectivity to learn user and item represen-
tations, and proved the rationality and effectiveness of GNNA.

Keywords: Recommender systems · Information filtering · Neural
networks · Attention mechanism

1 Introduction

The idea of collaborative filtering is to use the past behaviors or opinions of
the existing user group to predict what the current user is most likely to like
c© Springer Nature Switzerland AG 2020
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or interested in, and to analyze the similar preferences of users with similar
behaviors to make efficient recommendations.

In order to predict user preferences from key (and widely available) user
behavior data, a large amount of research work has been invested in collabora-
tive filtering (CF) [7,8,20]. Generally speaking, a learnable CF model has two
key components: 1) embedding, which transforms users and items into vector-
ized representations, and 2) interaction modeling, which reconstructs historical
interactions based on the embeddings. Many research efforts have been devoted
to enhancing these two parts. For example, matrix factorization (MF) directly
embeds user/item ID as vectors and uses inner products to model user-item
interactions [11]; translation-based CF model uses Euclidean distance metric
as interaction function [18]; collaborative deep learning expands the embedding
function by integrating information obtained from item edges [19].

Since the CF method lacks the coding of key collaboration signals, it may not
accurately show the similarity between the user and the item. More specifically,
since existing methods use descriptive functions (such as ID and attributes)[9]
to build embedded functions, they do not consider high-order user-item inter-
actions. Therefore, using high-order relations to capture interactive information
between users and items is particularly important for improving the quality of
recommendations. In this work, we introduced the attention mechanism [10]
and high-order connectivity, summarized weights between different items of the
same user, learned the vector representation of users and items, and improved
the quality of suggestions.

To summarize, this work makes the following main contributions:

• The importance of high-order connectivity signals in embedded functions was
emphasized.

• A new recommendation framework named GNNA based on graph neural net-
work was proposed. This framework assigns different weights to the messaging
of different items of the same user, and encodes potential interactive signals
through embedd propagation.

• Extensive experiments have been conducted on two real world datasets, it
proved the effectiveness of the GNNA method and the prospect of collabora-
tive filtering.

2 Related Work

2.1 Collaborative Filtering

Collaborative filtering methods play an important role in recommendation sys-
tems. Now traditional collaborative filtering methods are gradually being com-
bined with machine learning. For example, graph neural networks are used for
embedded propagation [20]; recommendations based on storage networks [23];
neural networks are used to solve the problem of collaborative filtering implicit
feedback [8]; conference-based recommendations [12] and one-class recommen-
dation [16].
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2.2 Implicit Feedback

Although the early literature on recommendations has focused on displaying
feedback [13], recent attention is shifting to implicit data [4]. The user does
not interact with the item, which does not mean that the user does not like the
item; the user interacts with the item does not mean that the user likes the item.
Collaborative filtering of implicit data is usually expressed as a recommendation
problem. Expressing the implicit interaction data between users and items is
more effective and more challenging for recommendation problems [4]. For this
reason, recent literatures [1,8] focus on using deep learning techniques to capture
the non-linear interactions between users and items.

2.3 Attention Mechanism

The attention mechanism is similar to human visual attention and both focus
on important parts. At present, attention mechanism has been shown in various
machine learning, such as image/video [14], machine translation [2], and natural
language processing [6]. Recently, attention mechanism has been used in recom-
mendation systems [15]. For example, [3] proposed an attention-based approach
to align codec frameworks for machine translation. [17] proposed an attention
CNN network. The author designed two attention mechanisms to learn user and
item representations, namely local attention and global attention.

Fig. 1. User-item transformed interaction graph.(The figure on the left is the user-item
bipartite graph, which represents the interaction between users and items. The figure
on the right is the transformed graph structure, and L represents different orders.)
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3 Graph Neural Network with Attention

The architecture of the GNNA model is shown in Fig. 2. The framework consists
of three parts: (1) the embedding layer, which is responsible for the initial input
of user embedding and item embedding; (2) the attention propagation layer,
which introduces attention mechanism and high-order connectivity to obtain
high-order interactive information. Different items of users are assigned different
weights, and message embeddings are carried out; (3) the prediction layer, which
aggregates embeddings from different dissemination layers, and outputs the user
preference for items.

3.1 Embedding Layer

The embedding layer is used to initialize user embedding and item embedding.
Following mainstream recommender models [8], it describes a user u (an item
i) with an embedding vector eu ∈ Rd(ei ∈ Rd), where d denotes the embedding
size. This can be seen as an embedding look-up table:

E = [eu1 , · · ·, euN
, ei1 , · · ·, eiM ] (1)

This embedding table is used as the initial state for user embedding and item
embedding, it is optimized in an end-to-end manner. In traditional recommender
models (such as MF), these ID are embedded and fed directly into the interaction
layer to obtain prediction score. However, in GNNA framework, the embedding is
referenced by propagating the embedding on the user-item interaction diagram.

3.2 Attention Propagation Layer

Next, a GNN-based messaging architecture was established [21] to obtain col-
laborative filtering signals along the graph structure and optimize user and item
embeddings, as shown in Fig. 2.

Message Construction. The interaction between a user and an item directly
reflects the user preference [22]. Similarly, an item (user) that interacts with the
user(item) can be regarded as a feature of the user(item), and two users(items)
can be measured. Based on the similarity between users, the attention mecha-
nism can be used to calculate the weight of message passing between the same
user and different items, and then perform the embeddings propagation. The
message during the propagation is divided into two parts: (1) user-item interac-
tion message (2) self-connection message of u, as shown in Fig. 1. For a connected
user-item pair (u, i) messages, the message from i to u as

mu←i = f(eu, ei, pui). (2)

where mu←i is the message embedding (i.e., the information to be propagated).
f(·) is a message encoding function, which takes embeddings eu and ei as input,
and pui is the strength of the side message. In this work , f(·) as:

mu←i = pui(W1ei + W2(ei ⊗ eu)). (3)
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Fig. 2. GNNA model structure (The embedding layer initializes the initial embedding
of users and items, then updates the embeddings of users and items on the attention
propagation layer, and finally predicts the score on the prediction layer.).

where W1,W2 ∈ Rdl×dl−1 are the trainable weight matrices to distill useful
information for propagation. The interaction between ei and eu was passed via
ei ⊗ eu, where ⊗ denotes the element-wise product.

Attention Mechanism. Although pui = 1/
√|Ni ‖ Nu| (Nu and Ni are neigh-

bor user set and neighbor item set), all edges have not same type or same
strength, an attention mechanism is added to define the strength of user-item
interaction based on the similarity between items connected with the user.

The similarity between items connected to users can be defined as:

cos(ui1, uij) = uT
i1uij/ ‖ ui1 ‖‖ uij ‖ (4)

where uij represents the user neighbor item set. Define the attention of users
interacting with the item as::

pui = ecos(ui1,uij)/C (5)

Here C as:

C =
M∑

j=1

ecos(ui1,uij) (6)

At this time, pui represents different weights with item edges. j represents the
Mth item. By continuously learning pui, different item strengths of the same
user can be obtained.
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Message Aggregation. With the representations augmented by first-order
connectivity modeling, it can stack more embedding propagation layers to
explore the high-order connectivity information. High-order connectivities are
crucial to encode the collaborative signal to estimate the relevance score between
a user and item. By stacking L embedding propagation layers, a user (and an
item) is capable of receiving the messages propagated from its l-hop neighbors.
As Fig. 2 displays, in the l-th step, the representation of user u is recursively
formulated as:

elu = LeakyReLU(ml
u←u +

∑

i∈Nu

ml
u←i) (7)

where ml
u←u represents user’s self-connection,

∑
i∈Nu

ml
u←i represents user

interactions. The LeakyReLU activation function is used to encode positive and
negative signals. In addition to the message propagated from neighbors, a self-
connected closed loop is also considered, which retains information about the
original features. Similarly, the representation of ei can be obtained by propa-
gating the information of items. All in all, the advantage of this section is to get
the relations between users and items as much as possible.

The message is defined as follows:

m
(l)
u←i = pui(W

(l)
1 e

(l−1)
i + W

(l)
2 (e(l−1)

i ⊗ e(l−1)
u )) (8)

m(l)
u←u = W

(l)
1 e(l−1)

u (9)

where W1,W2 ∈ Rdl×dl−1 represents a trainable transformation matrix. This
step stores messages from neighboring nodes.

By increasing the attention mechanism to calculate the message passing
weight, it focus on important neighbor side messages. User-item message strength
can be enhanced.

3.3 Model Prediction

After propagating the L layer, multiple representations of users and items can
be obtained, namely {e(1)u , e

(2)
u , · · ·, e(l)u }{e(1)i , e

(2)
i , · · ·, e(l)i } . Since different layers

can represent messages delivered by different connections, they can reflect user
preference well. Therefore, the final representation of the corresponding item can
be obtained:

e∗
u = e(0)u ‖ · · · ‖ e(l)u (10)

e∗
i = e

(0)
i ‖ · · · ‖ e

(l)
i (11)

Where ‖ is the connection operation [21]. The connection operation does not
involve learning other parameters, so it is very convenient. In this way, not only
can the initial embedding be enriched by propagation embedding, but also the
propagation range can be controlled by adjusting L.

Finally, the inner product of users and items are used to evaluate user pref-
erence:

yGNNA(u, i) = e∗T

u e∗
i (12)
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4 Experiments

Experiments were conducted on two real datasets to evaluate the proposed
method, especially the attention propagation layer. The aim is to answer the
following questions:

• RQ1:How does GNNA perform as compared with state-of-the-art CF
method?

• RQ2:How do different hyper-parameter settings (e.g., number of layers) affect
GNNA?

4.1 Dataset Description

Table 1. Statistics of the datasets.

Dataset Users Items Interactions Density

Gowalla 29,858 40,981 1,027,370 0.00084

Amazon-Book 52,643 91,599 2,984,108 0.00062

To evaluate the performance of GNNA, experiments were conducted on two
benchmark datasets: Gowalla and Amazon-Book, which are publicly available
datasets.

Gowalla: This is a check-in dataset obtained from Gowalla [20], where users
share their locations via check-ins. To ensure data quality, a 10-core setting was
used, which keeps at least ten interactive users and items.

Amazon-Book: Amazon Reviews is widely used in product recommendations
[20]. Set up 10 cores(each user and each item have at least ten interactions).

Dataset composition: For each data set, randomly select 80% of the user’s
historical interactions as the training set and the remaining 20% as the test set.
In the training set, randomly select 10% of the interactions as the validation set
to adjust the hyper-parameters.

4.2 Experimental Settings

Evaluation Indicators. All items that do not interact with the user are treated
as negative items. Each method outputs the user preference score for the item,
except for the active items in the training set. The performance of GNNA was
evaluated by evaluating the recall and ndcg.
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Baselines. In order to prove the effectiveness of GNNA, it is compared with
following methods:

• MF [11]: This is a matrix factorization optimized by Bayesian Personalized
Ranking (BPR) loss optimization, which uses the user’s direct interaction
term as the target value of the interaction function.

• NeuMF [8]: The method is a state-of-the-art neural CF model which uses
multiple hidden layers above the element-wise and concatenation of user and
item embeddings to capture their nonlinear feature interactions.

• GC-MC [5]: This model uses a GCN encoder to generate user and item rep-
resentations, where only first-order neighbors are considered.

• CMN [23]: It is a state-of-the-art memory-based model, where the user repre-
sentation attentively combines the memory slots of neighboring users via the
memory layers. Note that the firstorder connections are used to find similar
users who interacted with the same items.

• HOP-Rec [13]: This is a state-of-the-art graph-based model, where the high-
order neighbors derived from random walks are exploited to enrich the user-
item interaction data.

Parameter Settings. In the experiment, the embedding size of all models was
fixed to 64. In terms of hyper-parameters, a grid search was used to the hyper-
parameters: adjusting the learning rate between 0.0001, 0.0005, 0.001, 0.005. In
addition, node discard technology was used for GC-MC and GNNA, and the ratio
is adjusted to 0.0, 0.1, ... 0.8. Xavier was used to initialize the model parameters
and execute the early stopping strategy, that is, if the recall does not increase on
50 consecutive epochs on the verification data, it will stop prematurely. Discard
technology was used to prevent overfitting of the neural network. Specifically,
two techniques was used: node discard and message discard. The drop rate of
the node was set to 0.1 and the message loss rate was set to 0.1.

Table 2. Performance Comparison.

Gowalla Amazon-Book

recall ndcg recall ndcg

MF 0.1342 0.1178 0.0273 0.0232

NeuMF 0.1402 0.1242 0.0299 0.0254

GC-MC 0.1399 0.1238 0.0346 0.0331

CMN 0.1433 0.1276 0.0383 0.0330

HOP-Rec 0.1462 0.1285 0.0407 0.0352

GNNA 0.1623 0.1355 0.0487 0.0379
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4.3 Performance Comparison(RQ1)

Overall Comparison. Table 2 shows the performance comparison of different
methods, the results are as follows: MF performed poorly on both datasets,
NeuMF consistently outperforms MF across all cases. This indicates that the
inner product is not sufficient to capture the complex relationship between the
user and the item. Compared with the performance of MF and NeuMF, the
performance of GC-MC verifies that merging first-order neighbors can improve
representation learning. CMN generally achieves better performance than GC-
MC in most cases. Such improvement might be attributed to the neural attention
mechanism, which can specify the attentive weight of each neighboring user,
rather than the equal or heuristic weight used in GC-MC. The performance
of HOP-Rec is better than that of CMN, because HOP-Rec uses high-order
neighbors to enrich training data, while CMN only considers similar users. The
performance of GNNA is always better than other methods, which proves the
importance of different neighborhood weights for user-item interaction. It further
illustrates that the use of attention mechanism and high- order connectivity can
enhance the presentation of users and items. Table 2 shows the recall@20 and
ndcg of different methods. It can be seen that the recall@20 and ndcg of GNNA
are significantly higher than other methods, which shows the effectiveness of
GNNA.

4.4 Study of GNNA(RQ2)

Since the embedding representation plays an important role in the attention
propagation layer, the impact of different layers on performance was studied.

Table 3. Effect of attention propagation layer numbers(L).

Gowalla Amazon-Book

recall ndcg recall ndcg

GNNA-1 0.1534 0.1299 0.0336 0.0229

GNNA-2 0.1557 0.1321 0.0339 0.0355

GNNA-3 0.1623 0.1355 0.0487 0.0379

Effect of Layer Numbers. In order to investigate whether the attention prop-
agation layer can improve GNNA performance, the depth of the model was
changed. The layer number in the range of 1,2,3 was explored. Table 3 summa-
rizes the experimental results, the conclusions were as follows:

Increasing the depth of GNNA can enhance the recommendation effect.
Changing the number of propagation layers can obtain corresponding additional
interactive signals, which also shows that the attention propagation layer can
control the performance of the model.
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Table 4. Effect of graph convolution layers.

Gowalla Amazon-Book

recall ndcg recall ndcg

GNNA-1 0.1534 0.1299 0.0336 0.0229

GNNA-GC-MC-1 0.1474 0.1133 0.0299 0.0199

GNNA-MF-1 0.1470 0.1009 0.0294 0.0146

To investigate how graph convolutional layers affect performance, different
layers of GNNA-1 variants were considerd. In particular, the representation inter-
action between the node and its neighbors were removed from the message pass-
ing function. It is set to represent interaction between GC-MC and MF, which
are called GNNA-GC-MC-1 and GNNA-MF-1, respectively. Table 4 shows that
GNNA-1 is consistently superior to all variants. The improvement is attributed
to the role of the attention mechanism. Therefore, the rationality and effective-
ness of the attention transmission layer are verified.

5 Conclusions and Future Work

In this work, the attention mechanism was incorporated into the propagation
process to improve the quality of recommendation. A new method called GNNA
is designed, which uses the attention mechanism to capture different weights
for user-item interactions. The key to GNNA is the newly proposed attention
propagation layer. A large number of experiments on two real-world datasets
prove the rationality and effectiveness of GNNA. In the future, we will further
improve GNNA by introducing a knowledge graph to learn more interactions
between users and items. We hope that GNNA in the future can help users reason
about online behaviors in order to achieve more efficient recommendations.
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Abstract. Graph partition is the key preprocessing of query and analysis for
graphs. In the era of big data, graphs have the characteristics of large scale and
dynamic evolution. For such large dynamic graphs, the existing graph partition
methods have the problems of too slow partition speed, unable to realize
dynamic update, and uneven load caused by dynamic changes of graphs.
Regarding to the above problems, in this paper, a processing technique com-
bining initial graph partition with incremental dynamic maintenance is pro-
posed. In the initial partition stage, a multi-level local nodes exchange partition
algorithm is proposed, which is composed of graph compression, local node
exchange partition and restoration optimization. Then an optimization adjust-
ment mechanism is proposed to eliminate redundant modification and reduce
computing cost. In the dynamic maintenance stage, several update strategies for
different changes are executed. And a directed dynamic maintenance strategy is
proposed to avoid frequent or circular exchange caused by two-way movement,
so as to improve the efficiency of dynamic graph partition. The experiments
show that our proposed method is quite efficient in dynamic partition of large
graphs, which is performed both on real and synthetic data.

Keywords: Dynamic graphs � Graph partition � Multilevel division � Load
balance � Incremental update

1 Introduction

Graph is an abstract representation of data structure commonly used in computer
science. It has been widely applied in social network [1], biological information net-
work [2], economic and military fields [3], etc. With the rapid development of
emerging networks, the sizes of graphs are exploding. The original methods have been
unable to meet the processing requirements of such a large graph, which use a single
high-performance computer to process. So the partitioning of the graph has become a
key pre-processing in the graph calculation [4].

In addition, most complex networks in real world are dynamic evolution, and the
changes of networks will inevitably lead to the dynamic evolutions of the graph [5].
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For example, in Facebook, such behaviors as account registration, account cancellation
and friend relationship change happen all the time. The insertion and deletion of nodes
or edges and the update of edge weights in the graph will reflect the dynamic char-
acteristics of the network.

In the context of graph size explosive increase and dynamic, existing graph par-
tition methods are faced with challenges as follows: (1) The original algorithms have
problems such as too slow partition speed, poor timeliness and inability to realize
dynamic update. (2) The relationship between nodes becomes more complex, how to
ensure the characteristics of high cohesion and low coupling have become a difficulty
in large-scale graph partition. (3) The dynamic changes lead to uneven load, which
directly cause the aggravation of “bucket effect” and affect the efficiency of query [6].

To address these challenges, we make an in-depth study of partition on large
dynamic graph. And it is divided into two stages, namely the initial graph partition
stage and the incremental dynamic maintenance stage in this paper. we make our
contributes as follows:

• In the initial graph partition stage, a multi-level local nodes exchange partition
(MLEP) method was proposed based on the idea of hierarchical partition. It
includes the compression of original graph according to the proposed breadth-first
search (BFS) heavy-edge matching principle; local nodes exchange utilizing the
node gain; the optimized restoration of partition results.

• An optimization adjustment mechanism (OAM) for the graph change operations is
proposed to eliminate the redundant update of graph data within the time threshold,
so as to reduce the computation cost and communication overhead.

• In the incremental dynamic maintenance stage, firstly, we introduce several update
strategies for different changes. Then this paper proposes a directed dynamic
maintenance strategy, which avoids frequent or circular exchange caused by two-
way movement. It improves the efficiency of dynamic graph partition by reducing
unnecessary movement.

The rest of this paper is organized as follows. In Sect. 2, we review related works.
The details of the initial graph partition method and incremental dynamic maintenance
are discussed in Sect. 3 and Sect. 4. Experimental results and analysis are shown in
Sect. 5. We finally conclude the work in Sect. 6.

2 Related Work

A good graph partition algorithm will play a good foundation role in query, analysis,
and other operations. Since graph partition problem is an NP-hard [4], it is difficult to
obtain an accurate solution within a feasible time, so most researchers solve this
problem from the perspective of optimization and heuristics.
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As classical heuristic algorithms, FM [7] can produce a good approximate opti-
mization solution for the partition on small static graphs. Donath and Fiedler put
forward the spectral method [8] to realize the two-way partition based on the eigen-
values of Laplace matrix. But its complex operation makes it impossible to achieve
partition on large graphs. The geometric partition methods [9, 10] realized the partition
rapidly by the information of geometric coordinate. Although the partition speed of this
kind of method is faster than the spectral method, but the partition quality is poor. In
recent years, the algorithms based on the idea of multi-layer partition have been widely
studied [11, 12], that is because they can effectively deal with the partition of large
graphs. JA-BE-JA [13] assigns a random partition to each node firstly. Then it will try
to swap their nodes with other nodes belong other partitions. An advantage of this
approach is that the partitions cannot change their size across the computation,
therefore their balance can be guaranteed. BA framework [14] is a scatter - gather local
search scheme, which can process the bulk data efficiently. However, it ignores the
dynamic of graphs, so working on dynamic graphs is inefficient.

At present, the dynamic of the large graph results in that the original static partition
algorithms can be applied to the initial partition, but there is no update mechanism for
the dynamic changes. Therefore, the update can only be realized through re-partition,
which needs to massive migration and communication overhead [15]. DynamicDFEP
[16] is proposed to deal with the partition on large dynamic graph. It firstly uses DEEP
[17] to finish the initial partition. It randomly assigns a partition for each node and
gives an initial funding. Each node uses its funding to “buy” its neighbors to expand its
partition, and the principle of random selection has a certain influence on the stability
of the partition quality. On this basis, several different updating strategies are proposed,
but the load balancing problem after dynamic updating is neglected.

3 Multi-level Local Nodes Exchange Partition

3.1 Heavy-Edge Matching Graph Compression Based on BFS

It is easy to ensure the efficiency and quality of partition in medium or small graph
relatively. Therefore, this paper proposes a Heavy - edge Matching Graph Compression
based on BFS (HMGC-BFS), which is effective to reduce the size of the graph.

The main process of HMGC-BFS is as follows: (1) it selects the node with the
largest edge weight as the initial node to carry out BFS in G. (2) it compares all edge
weights connected with the initial node and selects the edge with the largest edge
weight. Such edge is marked and called inner compressed edge. (3) HMGC-BFS
continues to traverse the other nodes to find all inner compressed edges connected by
two unmarked nodes and mark them. (4) each pair of nodes connected the inner
compressed edges are merged in traversal order. Meanwhile, the edges connected by
either compressed nodes are also merged as the external compressed edges and the sum
of the weights of external compressed edges is the new weight. At the same time, we
store all compressed information for use in subsequent restoration phases.
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For example, in Fig. 1, (a) is the initial graph G. We select v1 as the initial node,
which is one of endpoints of edge with the largest weight. According to the principle of
BFS, the traversal order is v1!v2!v4!v3!v5!v7!v6!v9!v10!v8. An ordered set of
inner compressed edges that have been marked is {(v1, v2), (v3, v4), (v7, v10), (v6, v8),
(v5, v9)}. The dotted edges are shown in Fig. 1 (b). According to the order of the set of
inner compressed edges, the two nodes of each inner compressed edge in the set are
merged and weights of inner compressed edges are recorded to ensure the correctness
of the subsequent restoration. The final compression graph is shown in Fig. 1 (c).

3.2 Initial Partition of the Compression Graph

In order to realize the efficient partition of the compressed graph, a partition algorithm
Local Nodes Exchange based on Weight (W-LNE) is proposed in the initial partition
phase. W-LNE firstly carries out initial pre-partition on the compressed graph, which
divides all nodes into K subgraphs on the basic average to ensure the relative balance
and avoid large deviation. Second, we fully consider the effect of weights on the
partition to keep high cohesion and low coupling relatively. We define the concept of
node gain, which is used to evaluate a node whether needs to move. The formal
definition is as follows.

Definition 1 (Node Gain): For a node u, its node gain is the reduction in cost of
exchange to other subgraphs. Nu is the neighbor set of u, P (v) is the partition of v.

Du Pxð Þ ¼ jfjvj �
X

Wvjv 2 Nu ^ P vð Þ ¼ Pxgj � jfjvj �
X

Wvjv 2 Nu ^ P vð Þ
¼ PðuÞgj ð1Þ

We use the node gain to judge whether adjusting u to subgraph Px is better than its
current. If Δu (Px) > 0, we call it a positive gain, which means that moving u to Px is
better. Otherwise, it is a negative gain, and node u is better to maintain the status quo.

Therefore, we calculate the node gain of nodes in each subgraph. We select the same
number of nodes from different subgraphs for exchange that is to maintain load bal-
ancing. W-LNE specifies that the exchange number of nodes is the minimum number of
positive gain. To obtain better partition results, the algorithm compares the external cut-
edge weights Wout with an average weight of each partition �w =

P
w (u)/k (k is the

number of partitions) to determine the final exchange nodes. Through multiple
exchanges, a better initial partition results can be achieved. The specific algorithm is
shown in Algorithm 1.
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Output: k-way partition results 
1 Assign each node to some partition and form k subsets of V randomly, and initial-

ize all nodes in V unmarked;
2 compute w = ∑ w(u)/k;
3 for each combination <Va Pa,Vb Pb> do
4 for each u Va do
5 compute ∆u(Pb);
6 Da {u|u Va ∆u(Pb)≥0};
7 for each v Vb do
8 compute ∆v(Pa);
9 Db {v|v Vb ∆v(Pa)≥0};
10 if(|Da|<|Db|)
11 for each v Vb do
12 compute Wout;
13 if Wout> w
14 delete v form Db;
15 for each u Va do
16 compute Wout;
17 if Wout> w
18 delete u form Da;
19 for each u Va ,v Vb do
20 P(u)= Pb; P(v)= Pa; state(u)= state(v)= marked;
21 if |Da|=0 or |Db|=0 then break;
22 return the k-way partition results;

Algorithm 1 W-LNE Algorithm
Input: G(V,E,W), k

Take the compressed graph Gc in Fig. 1 (c) as an example for initial partition, and
we set k = 2. Firstly, the nodes of Gc are randomly divided into two partitions, Psha-

dow = {v1, 2, v7, 10} and Pwhite = {v3, 4, v5, 9, v6, 8}, as shown in Fig. 2 (a). Then we

Fig. 1. Initial graph as in (a), the marked inner compressed edges in (b), and final result in (c).
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calculate the node gain of 5 nodes belong two partitions, such as Δv1, 2(Pwhite) = 10,
Δv3, 4 (Pshadow) = −4. According to the above calculation, the gains of nodes in Pwhite

are both greater than zero, while in Pshadow there is only one greater than zero, so only
one node will be exchanged. There are two cases for node exchange, case 1 as in Fig. 2
(b), and we swap v5, 9 and v7, 10. The cut edge weight after swapping is W_out = 11,
and �w = 10.5, W_out > �w. Case 2 as in Fig. 2 (c), and we swap v1, 2 and v5, 9, which
W_out < �w. Therefore, swapping v1, 2 and v5, 9 makes better partition results.

3.3 Optimized Restoration

The task of the restoration phase is to restore the initial partition results of the com-
pressed graph to the original graph. In this paper, the compressed nodes are restored
quickly utilizing the compression information table stored in the compression phase.
Then the cut-nodes will be readjusted, which are connected with the edge of other
partitions. The cut-nodes are further divided into composite cut-nodes (nodes by
compression expanding) and simple cut-nodes (uncompressed nodes). We compress
the edges with larger weights in the compression phase, so the composite cut-nodes still
retain a larger edge weight after expansion, so no further verification is needed.
Although the simple cut-nodes has a slightly stronger relation with the partition in the
initial partition phase, but it needs to be further verified whether the slightly stronger
relation remains after the compression nodes are restored. Therefore, we recalculate
node gain of each simple cut-node, and the local adjustment is made utilizing W-LNE.
In conclusion, we only need to adjust some simple cut-nodes to achieve the final
optimized restoration results, which can improve the efficiency of partition.

4 Incremental Directed Dynamic Maintenance Strategy

4.1 Graph Change Operation Optimization Adjustment

In real applications, the dynamics of networks are abstracted to insertion and deletion of
nodes or edges, and the changes of edge weights. In this paper, we take the time threshold
T as a unit, and the initial partition results are optimized and maintained by using the
changes of the graph in T time. Compared with repartition cost for each change, it greatly

Fig. 2. Example of local nodes exchange
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reduces the cost to achieve the partition on large dynamic graphs. For the convenience of
expression, this paper defines the above dynamic change as graph change operation.

Definition 2 (Graph Change Operation, GCO): GCO can be represented by <op,
value> , thereinto op = ins/del/upd, represents insert/delete/weight update respectively,
and value represents the information of the node or edge corresponding to op.

It is worth noting that we ignore the case of inserting an isolated node (that is, no
edges are connected to other nodes), which is lacks practical significance.

Definition 3 (Graph Change Operation Set, GCOS): GCOS is a set of GCOt within a
time threshold T. It can be represented as GCOST = {GCO1, GCO2…, GCOt…}, and
GCOt is the GCO of some time.

According to the actual situation, within a T, GCO with different timestamps may
have a corresponding relationship, that is, it may be an operation for the same node or
edge. We consider that the communication and processing overhead of assigning
operations to the corresponding partitions is much greater than the cost of optimizing it.
So in this paper, the Optimization Adjustment Mechanism (OAM) is proposed to
realize the adjustment of merging or deleting the operation for the same node or edge.
Its specific process is as follows, which gives different strategies for different GCO. For
ease of description, GCO with a previous timestamp is defined as GCOtbef, and other
GCO that arrives later and is associated with it is defined as GCOtaft.

• GCOtbef is inserting a node. GCOtaft can be considered in the following cases: (1) if
GCOtaft is inserting an associated edge with GCOtbef, then insert it into the value of
GCOtbef and delete it. (2) if GCOtaft is deleting the same node with GCOtbef, then
delete both GCOtbef and GCOtaft. And if GCOtaft is deleting the connected node
with GCOtbef, then delete the edge in value of GCOtbef. (3) if GCOtaft is deleting an
associated edge with GCOtbef, then delete the edge from value of GCOtbef and
GCOtaft. (4) if GCOtaft is updating the weight of some edge in GCOtbef, then update
it in GCOtbef and delete GCOtaft.

• GCOtbef is inserting an edge. (1) If GCOtaft is inserting a node connected with
GCOtbef or the same edge with GCOtbef, then delete GCOtbef. (2) If GCOtaft is
deleting a node connected with GCOtbef, delete GCOtbef. (3) If GCOtaft is deleting
the same edge with GCOtbef, delete GCOtbef and GCOtaft. (4) If GCOtaft is updating
the weight of the edge in GCOtbef, update it in GCOtbef and delete GCOtaft.

• GCOtbef is deleting a node. If GCOtaft is deleting the same with GCOtbef, then delete
GCOtbef.

• GCOtbef is deleting an edge. (1) If GCOtaft is inserting a node connected with
GCOtbef, then delete GCOtbef. (2) If GCOtaft is inserting the same edge with
GCOtbef, then delete GCOtbef and change the op of GCOtaft to upd. (3) If GCOtaft is
deleting the same node with GCOtbef, then delete GCOtbef. (4) If GCOtaft is deleting
the same edge with GCOtbef, then delete GCOtbef.

• GCOtbef is updating a weight. (1) If GCOtaft is deleting a node or edge associated
with GCOtbef, then delete GCOtbef. (2) If GCOtaft is updating the weight of the same
edge in GCOtbef, then delete GCOtbef.

Through the analysis of the above situations, it can be seen that the number of GCO
in GCOS can be reduced by merging or deleting the relevant nodes or edges with
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OAM, thus reducing the number of adjustments. It reduces the communication and
computing costs effectively without affecting the evolutionary outcome.

4.2 Incremental Dynamic Update

Based on the optimized GCOS, The main idea of DDM is to number and sort for each
partition according to the size of the load. The nodes that need to adjust will move in
one direction according to the partition number. The purpose of this is to avoid frequent
or circular exchange between fixed nodes caused by two-way movement and reduce
unnecessary movement. Different update strategies are given according to the different
GCO, as follows.

(1) Node/Edge insertion. In this paper, weight is used to express the closeness of the
relation between nodes. Therefore, we firstly define a concept of closeness as a
function to evaluate the quality of partitions.

Definition 4 (Closeness): For a given graph G, the closeness of it is C (G). Win is the
sum of weights inside the G and Wout is the sum of weights of cut-edges about G.

C Gð Þ ¼ Win= Win þWoutð Þ ð2Þ

In addition, in order to determine whether a node u can be inserted into G, the
concept of closeness gain is defined as follows:

CG ¼ CðG[ uf gÞ � C Gð Þ ð3Þ

It can be seen that the greater the closeness gain is, the more closeness of the
partition after adding u. It indicates the closer relation between u and the partition.

For the inserted new node u, if it is connected with only one node, the node is
directly added to the partition where its neighbor is. In addition, it may be related to
multiple nodes, which can be represented by inserting a set of edges. If nodes connected
with u belong the same partition, we add u into the partition too. Else we calculate
closeness gain between u and several partitions to obtain the final partition of u.

For the inserted new edge <u, v, w>, if u and v have existed, the new edge is added
into the edge set. If either u or v isn’t belongs to any partition, which means they are
new nodes, so the information of nodes and edge both update to the partition.

(2) Node/Edge deletion. If the deleted node is connected with the cut-node of the
partition, we calculate the node gain of cut-node to judge whether the cut-node
need to be moved. Similarly, if the deleted edge is connected an inner node and
cut-node, we also calculate the node gain of cut-node. Else the deleted edge/node
will be deleted directly.

(3) Weight update. If the edge need to update weight is the inner edge of a partition,
we alter the information directly. But if the edge is the cut-edge, it affects the cut-
node. Therefore, the gain of the involved cut-nodes should be calculated.
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4.3 Directed Dynamic Maintenance

With the insertion and deletion of nodes or edges, there will be load imbalance among
different partitions and it makes the task load of each partition has a large deviation,
which leads to the increase of time cost and the “bucket effect”.

To avoid this phenomenon, this paper proposes a directed dynamic maintenance
strategy (DDM). Firstly, in order to measure the load capacity of each partition, we
define the load factor of partition P as follows.

LoadðPÞ ¼ jVPj þ jEPj
Vj j þ Ej j LoadðPÞ¼

PPj j

i¼1
Load Pið Þ
Pj j ð4Þ

Load (P) is load factor of P, |VP| and |EP| represent the number of nodes and edges
in P. |V| and |E| are the number of nodes and edges in original graph. We measure the
load balancing degree of each partition. The Load Pð Þ is the average of the load factors.
If the load factor of some partition is greater than the average, it indicates that this
partition has excessive load, and dynamic adjustment is considered.

In addition, in order to avoid frequent exchange turbulence caused by the same two
partitions exchanging the same node, this paper utilizes a directed dynamic mainte-
nance strategy. It ranks the partitions according to Load (P), and a partition with a high
Load (P) has a low partition id. It moves nodes of the partition with low partition id to
the partition with high id. Then the nodes are moved in the opposite direction.

5 Experiments

5.1 Experimental Settings

All experiments are implemented in JAVA and built it on Giraph, which is a popular
graph distributed computation framework based on Hadoop. We deployed on four
machines, each is equipped with a 3.2 GHZ Intel(R) Core(TM) i5-4460 CPU, 8 GB
memory, 1T hard disk and runs Ubuntu 16.04.

Datasets. We use three different real datasets and two synthetic datasets to evaluate
our method. Real datasets include Amazon, Youtube and LiveJournal. The details of
the real datasets above are given in Table 1. Synthetic datasets G1, and G2 are gen-
erated by R-MAT [16]. The number of nodes is 106 and 107 respectively, and the
number of edges is 8 times nodes’. Each edge of above datasets is randomly assigned a
weight between 1 and 100 to indicate the closeness of two nodes.

Table 1. Statistics of Real Datasets

Datasets Abbr. |V| |E|

Amazon AM 334863 925872
Youtube YT 1134890 2987624
LiveJournal LJ 4847571 68993773
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Since the evolution of graphs over time is a smooth process, in order to simulate
dynamism in each dataset, the datasets in this paper are divided into two parts
according to the ratio of 9:1. We use 90% of the graphs in initial partition and simulate
graphs change dynamically by the remaining 10%. Unless stated otherwise, we com-
pute a 4-way partitioning of the input graphs. Each experiment was run 5 times and the
average is reported here.

5.2 Performance Analysis of Initial Graph Partition

In this section, the experiments are compared with BS and DynamicDFEP algorithms
from two aspects, which are partition time and the number of edge-cuts.

Figure 3 shows the comparison of the initial partition time on real and synthetic
datasets. As shown, each partition time increase with the growth of graphs. There is a
small gap on the smaller graphs, and with the increasing of graphs, the gap is more and
more obvious. Among them, BS divides the graph into two partitions randomly, and
then it swaps nodes to achieve good result according to the setting of parameters. It is
affected by the parameters. DynamicDFEP assigns a partition for each node randomly
and gives an initial funding. Each node uses its funding to expand its partition from its
neighbors. Our MLEP compresses the graph in a smaller size, and it partition the
compressed graph, then the partition result is restored to the original graph.

Figure 4 shows the comparison of the edge-cut on different datasets. Edge-cuts are
the number of edges that have endpoints in different partitions. We can validate the
partition quality by the edge-cuts. In order to ensure the partition principles of high
cohesion and low coupling, the less edge-cuts proof that partition quality is better
indirectly. BS swaps the nodes to improve the partition result, but it ignores the
influence of weights for the closeness. DynamicDFEP utilizes the principle of random
selection, which has a certain influence on the partition quality. MLEP considers the
effect of weights and degrees for closeness, so we exchange the nodes to improve the
closeness of inner and reduce it of outer.

Fig. 3. Comparison of the partition time. Fig. 4. Comparison of the edge-cut.
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5.3 Performance Analysis of Incremental Dynamic Maintenance

We evaluate the update efficiency on different number of partitions. Due to BS is the
algorithm on static graphs, then it only repartitions the graphs to achieve the update,
which is much lower than the incremental update methods. So we compare our update
strategy IDU with DynamicDFEP, which includes three kinds of update strategies.

As shown in Fig. 5, the proposed update strategy IDU in this paper is better than
other algorithms. That is because we utilize OAM to eliminate the unnecessary oper-
ations before update, and we only update a smaller set of graph change operations
incrementally. We note that the UB-Ins provides better results than other methods in
terms of running time. It can be explained by that face that it only needs one round to
complete. We also note that the Com-Ins is faster than Part-Ins. It is because that the
Com-Ins needs to fewer rounds than the Part-Ins.

6 Conclusion

In this paper, we proposed a partition method for large dynamic graphs, which includes
initial partition and incremental dynamic maintenance. Firstly, we propose a multi-level
local nodes exchanges partition method (MLEP) to partition the graph initially at some
static moment. Secondly, an optimization adjustment mechanism (OAM) for the graph
change operations is proposed to eliminate the redundant update of graph data, so as to
reduce the computation cost and communication overhead. Finally, we proposed a
directed dynamic maintenance strategy, which avoids frequent or circular exchange
caused by two-way movement. Experiments show that the proposed method can
effectively reduce the computation and communication overhead under the premise of
partition efficiency. It effectively maintains the cohesion of each partition, and realizes
the dynamic partition of large graphs.
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Abstract. The problem of link prediction in dynamic heterogeneous informa-
tion networks has been widely studied in recent years. The technique of network
embedding has been proved extremely useful for link prediction. However, the
existing methods lack the close combination between deep-level features and
temporal features of networks, which affects the accuracy of prediction and
makes it difficult to adapt to the dynamic networks. In this paper, a Smooth
Evolution model for Network Embedding (called SENE) is proposed, which
considers both deep-level features and temporal features to obtain the embedded
representations of the network structure, and uses the transformer mechanism to
effectively obtain the smooth evolution of network embedding. Also an SENE-
based link prediction algorithm is proposed, which can effectively guarantee the
accuracy of link prediction. The feasibility and effectiveness of the proposed key
technologies are verified by experiments.

Keywords: Link prediction � Network embedding � Smooth evolution �
Transformer

1 Introduction

With the increasing popularity of the Internet, a large number of users use the Internet
every day to understand the changing development and entertainment of the world.
While using the Internet, users also leave a lot of data on it. And these different types of
data can be combined into different networks. For example: the information from
WeChat can be abstracted into a social network, treating each user as a node, and the
friend relationship between the users as an edge. Compared to homogeneous networks,
heterogeneous networks contain more information, so data mining for heterogeneous
networks is more valuable. But, due to the inherent complexity of the heterogeneous
network, how to better integrate the features contained in the heterogeneous network is
still a challenge.

At the same time, link prediction [1], has attracted increasing attention in the
research community, due to its importance in many real-world application. Link pre-
diction is to analyze the known network topology and construct a prediction method to
find the probability of edges between node pairs that do not yet have formed in the
network. It can be divided into static link prediction and dynamic link prediction
according to the time when the edge appears. Static link prediction is to predict the
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topology of an unobserved network based on the observed partial network topology of
the current network. Dynamic link prediction [2] is to predict the network structure at
the next moment based on the observed changes in the network topology. Because the
real world networks such as e-commerce networks, social networks, and user travel
networks often change dynamically, dynamic link prediction has more practical value.

Let us consider the following motivating scenarios.

Scenario 1: Yesterday, employee e1 sent an email to employee e2, but today employee
e1 sent an email to employee e3. This is, the real social networks are not static and will
change over time. Generally, the current interaction information of employees is more
dependent on recent behavior. Therefore, we need find a way to capture the temporal
feature in the network.

Scenario 2: Figure 1(a) depicts a social network which includes a set of users (v1–v6).
Each node represents a person and the edge between nodes represents the interaction
information between people. t1, t2, t3 represents the topological structure of the network
in three adjacent time slices respectively. Next, the connection of v1 in the next time
slice will be predicted.

From Scenario 2, we can see the general link prediction method tend to predict
between the edges that formed in previous time slice. As shown in Fig. 1 (b), it is
incorrectly predicted that the edge between v1 and v4 is more likely to form at the next
moment. Considering the network evolution information, we can predict the edge that
never formed before. As shown in Fig. 1 (c), after considering the evolution infor-
mation, the connection of v1 in the next time slice can be correctly predicted.

The current link prediction methods for heterogeneous information networks [3]
face some challenges: First, how to consider the inherent features and temporal features
of the network itself when embedding the network? Secondly, how to effectively
capture the evolution information embedded in the networks?

For the above problems, we propose a link prediction method based on smooth
evolution of network embedding. The main contributions are as follows:

Fig. 1. An example of link prediction in social network
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(1) A Smooth Evolution model for Network Embedding (called SENE) is proposed.
Different from traditional network embedding models, SENE not only considers
the topology feature and context feature of networks, but also makes full use of the
temporal feature to capture the smooth evolution of network embedding.

(2) A SENE-based link prediction algorithm is proposed, which uses the smooth
evolution information of network embedding to predict the network embedding at
the next moment, further to predict the network structure at the next moment. It can
effectively guarantee the accuracy of link prediction.

(3) The feasibility and effectiveness of the key technologies proposed in this paper are
verified through experiments.

The rest of this paper is organized as follows. Section 2 reviews the related work.
Section 3 presents SENE model. Section 4 proposes a SENE-based link prediction
algorithm. Section 5 shows the experimental results and Sect. 6 concludes.

2 Related Work

Various approaches for link prediction have been studied over the years. First, we
briefly review the techniques for them. Then we analyses how our work differs from
them. Current link prediction methods can be divided into network topology-based link
prediction and network embedding-based link prediction [4].

Topology-based link prediction [5] starts from the topology of the network and
calculates the similarity between the nodes in the network. Generally based on common
neighbors, Jaccard, path similarity, etc. For example, Mitzenmache et al. [6] proposed a
domain-based link prediction method. The essence is that two nodes have more
common neighbors, and it is more likely that there is an edge. Brin et al. [7] proposed a
method based on path similarity, using random walk to obtain the path of the node, and
then calculating the path similarity. Nodes with high similarity are more likely to have
edge connections.

Network embedding-based link prediction [8] mainly uses a low-dimensional
vector to represent the nodes, and then calculates the similarity between the node
representations. For example, Perozzi et al. [9] proposed a network embedding algo-
rithm Deepwalk, which introduces deep learn into network representation learning,
uses random walk to obtain sequence information, and then uses the Skip-gram model
for network embedding. Grover et al. [10] proposed the node2vec algorithm to further
develop the Deepwalk algorithm, and reached a good balance between the depth and
breadth of random walk. Subsequently, Dong et al. [11] proposed a network embed-
ding algorithm matepath2vec for heterogeneous information networks, using random
walk based on a given element path to capture rich context information in heteroge-
neous information networks. Tang et al. [12] proposed another embedding algorithm
LINE, and optimized it with negative sampling, and achieved a good balance between
the accuracy and time complexity of the algorithm. Chen et al. [13] proposed PME, a
link prediction algorithm for heterogeneous information networks, to decompose a
heterogeneous information network into multiple networks, and then embedding each
network separately to complete the link prediction task.
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The differences between our work and existing work are as follows:
First, the link prediction method proposed in this paper differs from the above-

mentioned techniques in that the traditional link prediction technologymainly acts on the
prediction on homogeneous information networks, although some papers have studied
the link prediction technology on heterogeneous information networks. But usually only
consider the characteristics of the network itself, and ignore the timing information.

Second, this paper propose a SENE-based Link Prediction Algorithm. When
embedding nodes, it also considers the deep-level features and temporal features of the
network, and finally obtains the evolution information of network embedding by using
the transformer mechanism.

3 SENE Model

3.1 Problem Definition

This section first introduces several related concepts, and then formalizes the definition
of link prediction for dynamic heterogeneous information networks.

Definition 1 (heterogeneous information network): A heterogeneous information
network is an information network with multiple types of objects and/or multiple types
of links, formally defined as G = (V; E; T; R). Among them, V is the union of different
types of vertices, E is the union of different types of edges, T denotes the node type set,
and R denotes the edge type set.

Given a heterogeneous information network G = (V; E; T; R), where T ={t1, t2,���,
tn}, representing n consecutive time intervals. At the same time, Gt= (Vt, Et, T, R) is
used to represent the network topology at time t, where Vt is a subset of V, representing
the set of nodes at time t, and Et is a subset of E at time t, representing the set of edges
at time t. At the same time, We assumed that the total number of nodes at each moment
does not change, so Gt can represented by Gt= (Vt, Et, T, R). In total, the heterogeneous
information network G can represented by G ¼ G1 [G2 [ � � � [Gn or G ={Gt | t = 1,
2,���, n}. Based on this we give the definition of dynamic link prediction.

Definition 2 (Dynamic Link Prediction): Given the network topology at time slice 0 −
T, predicting the network connection at time T + 1, that is, predicting the network
connection at the next time based on network history information as follows:

G ¼ fGjG1;G2; � � �;Gtg ! Gtþ 1

3.2 Model Overview

In order to better capture the deep-level and temporal features of heterogeneous infor-
mation networks, we proposes Smooth Evolution model of Network Embedding—
SENE. This section first introduces how to consider the deep-level and temporal feature
when embedding the network, and then introduces the method of using the transformer
mechanism to obtain network evolution information.
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We builds the SENE model based on the heterogeneous network G. The model can
be divided into two phases: network embedding phase and smooth evolution phase (see
Fig. 2).

Network Embedding Phase: The network is divided into sub-networks of different
time slices at certain time intervals, and then each sub-network is embedded separately.
When embedding, not only the topology information and context information of the
node itself, but also the historical behavior information of the node must be considered
to facilitate the capture of the evolution of network embedding.

Smooth Evolution Phase: In the previous network embedding stage, the network
embedding that time slices from 0 to n−1 can already be obtained. By exploring the
underlying rules in the evolution information of the network embedding from 0 to n−1
time slices, the network embedding at Nth time slice can be obtained. Then, we uses the
transformer mechanism to capture network evolution information.

3.3 The First Phase: Network Embedding

In order to get a good embedding, we use Tang’s LINE method to embedding the
network, and make some modifications to the LINE algorithm to make it more suitable
for our model. The LINE method is show as follows:

p1 vi; vj
� � ¼ 1

1þ exp �ui � uj
� � ð1Þ

O ¼ �
X

i;jð Þ2E logp1 vi; vj
� � ð2Þ

Where ui is low dimensional vector representation of node vi, p1 (.,.) is a distri-
bution in the vector space of V * V, O is the objective function.

Fig. 2. Overview of SENE
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Since the LINE does not distinguish the different of links, LINE is only applicable
to homogeneous information networks. Therefore, we decompose a heterogeneous
information network into multiple homogeneous information networks. At the same
time, in order to ensure the consistency of embedding, we add the objective function of
each homogeneous network to obtain the learning objective function O as follows:

O ¼
X

r2R
X

i;jð Þ2E
X

i;kð Þ62E s vi; vj
� �� s vi; vj

� �� � ð3Þ

Where s(.,.) represents similarity of node pairs, in this paper we use Euclidean
distance to measure the similarity of node pairs.

In addition, in order to distinguish between different links, we assign different
weights w to different type of links when embedding nodes, and use wr represents the
weight of edge type r. The attention [14] mechanism can achieve a corresponding
weight for each different links type. Therefore, we use the attention mechanism for
weight learning. The learning objective function after adding weight is shown in (4):

O ¼
X

r2R wr

X
i;jð Þ2E

X
i;kð Þ62E s vi; vj

� �� s vi; vj
� �� � ð4Þ

The calculation of the minimum value of Eq. (4) takes a huge time cost, and the
number of non-linked pairs is extremely large compared to the linked pairs. Therefore,
we adopt a negative sampling strategy to optimize the model. The general negative
sampling method is to sample non-links pairs with the same probability, and does not
take into account temporal feature, so we proposes a negative sampling strategy based
on temporal feature.

If the i and k nodes are connected in the previous time slice, but not connected in
the current time slice, the possibility of the i and k nodes connecting at the next moment
is still very large, so the embedding between the nodes should be relatively similar.
Based on the above analysis, we should sample nodes that have never been connected
or nodes that have not been connected for a long time before.

At the same time, in order to simplify the problem, we only consider the distance
between the time slice last connected between two nodes and the current time slice as
follows:

P jð Þ ¼ t � tijP
k 62Et

t � tikð Þ ð5Þ

Where P (j) represents the probability that node j is sampled, and tij represents the
last time slice connected between node i and node j, Et represents the union of edge in
time slice t.

At the same time, in order to ensure that the vectors embedded in different time
slices belong to the same vector space, we will embed the nodes of the t−1 time slice as
the initial value of the t time slice node embedding, and set the initial value of the 0
time slice to be a random value.
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3.4 The Second Phase: Smooth Evolution

The network embedding of each time slice has been obtained through the above. Next,
we introduce how to capture the evolution information of the network embedding
through the network embedding of each time slice.

The change of the network topology with time is generally smooth and contains
some rules. At the same time, because the network embedding we obtain implies the
topology feature of the network, the evolution of the network embedding over time
should also be smooth and have some rules. In order to better capture this hidden rule,
we use the transformer [15] mechanism proposed by Google to capture the smooth
evolution information of network embedding.

Transformer consists of a 6-layer coding layer and a 6-layer decoding layer, where
each coding layer is composed of multi-head attention and a single-layer fully con-
nected network. This article uses Multi-head attention to get the next time slice network
Embedded, the specific model is shown in Fig. 3.

The use of the model in Fig. 3 to capture embedded network evolution information
has the following advantages: (1) The number of operations required by the model to
calculate the association between two time slices is independent of the distance
between the two time slices, so it can capture long distances network evolution
information. (2) The model can be calculated in parallel during training. (3) Multi-head
attention can capture the evolution information embedded in the network from multiple
dimensions, making the results more accurate.

4 SENE-Based Link Prediction Algorithm

The link prediction based on SENE includes the following steps (as shown in Algo-
rithm 1):

Step 1: Dataset division. Divide the network into n different sub-networks
according to a certain time interval, respectively: G1, G2… Gn, select the 0−n−1 time
slices as the training set, and the nth time slice network as the test set.

Fig. 3. Smooth Evolution Model
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Step 2: Embedding the network of the 0−n−1 time slices. According to Eq. (4), the
0−n−1 time slices of the network are embedding, and the negative sampling strategy
based on temporal feature is used to optimize the network embedding.

Step 3: Obtain the network embedding of the nth time slice. Use the transformer
mechanism to capture the evolution information of network embedding, and finally
capture the network embedding of the nth time slice. The network embedding of each
node in the 0-n-1 time slices is input into the evolution model introduced earlier, and
the resulting output is the network embedding of the nth time slice.

Step 4: Generate prediction results. First, for each node n that to be predicted in the
graph Gn, the similarity between the remaining nodes and node n is calculated. Then,
according to the similarity, the top-k nodes are selected as the prediction result of
n nodes. Finally, the prediction results of each node in Gn are aggregated and returned.

Algorithm 1. SENE-based link prediction algorithm 

Input:G 
output:{N1,…, N|V|| Ni•V |Ni|=k i=1~|Gn|} 
1 Divide G into G1,G2···Gn; 
2 For g {Gi| i>0 && i<=n-1} 
3   REPEAT: 
4  loss_g = compute_loss(g);  //compute loss of g, and to loss_g
5   updata(g,loss_g);  //updata embedding of g by loss_g
6  UNTIL Convergence 
7 End for 
8 Foreach v G
9    compute vn by v1~vn-1; 
10End for 
11Foreach n in Gn

12  Sim=ComputeSim(n,Gn); 
13 Ni=sort(Sim,k); 
14End for 

5 Experiments

5.1 Dataset

We extracts part of the data from the Bibsonomy [16] dataset as an experimental
dataset. This dataset contains the tags information that users did to the publications
during 2009. There are three types of nodes in the network: user nodes, publication
nodes and tag nodes. The statistic of the dataset is shown in Table 1.

Table 1. Bibsonomy network statistics

Type of
Edges(A-B)

Number of
Node A

Number of
Node B

Avg.
Degree of
A

Avg.
Degree of
B

Number of
Edge

User-
Publication

1426 299269 422.8 2.1 601400

User-Tag 1426 116639 341.4 4.2 486787
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When dividing the data set, we divide the data set in months. At the same time, we
select the data from January to November as the training dataset, and select the data
from December as the test dataset. And then, we capture the embedding evolution from
January to November to predict the network embedding in December.

5.2 Evaluation Metrics

In this paper, Precision, Recall and AUC [17] curves are used to measure the link
prediction results.

In definition, precision is the proportion of real positive examples in the forecast
results to the whole forecast results. Recall is the proportion of positive examples in the
prediction results to the real results. For this experiment, the real positive example is
the exist edges in the test dataset.

AUC curve is defined as the area surrounding the coordinate axis under ROC curve.
In practice, the approximate calculation can be made by formula (6). Where, k is the
number of comparisons, k′ is the number that the similarity of the selected edge in the
positive example is greater than similarity that in the negative example, and k″ is the
number that the similarity of the selected edge in the positive example is less than or
equal to the similarity of negative example.

AUC ¼ k0 þ 0:5 � k00
k

ð6Þ

5.3 Performance Evaluation

First, from the perspective of temporal, we compare different link methods based on
temporal feature, including:

FT: Link prediction method based on frequency time(FT) [18], if two nodes are
connected more frequently in the past time slice, the possibility of connection in the
next time slice is higher;

GT: Link prediction method based on generation time (GT) [19], if the node pairs
are over connected in the closer time slice, the more likely the node pairs are to be
connected;

SENE: SENE-based Link Prediction Algorithm proposed by this paper.

Fig. 4. Performance evaluation of temporal feature-based link prediction methods
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The experimental results are shown in Fig. 4. It can be seen from Fig. 4 that the
accuracy and recall rate of the model proposed in this paper are much higher than that
of the comparison method no matter how much k value is taken. The reasons may be as
follows: FT and GT only consider the temporal feature of the network, but ignore the
topological structure feature and context feature of the network itself. Therefore, the
precision and AUC values are not high. The SENE combines the deep-level features of
the network with the temporal feature, which can better predict the upcoming con-
nections. AUC values are shown in Table 2.

Secondly, from the perspective of network embedding, we compare different net-
work embedding methods, including:

Node2vec: Node2vec [10] is a graph embedding model proposed by Grover et al.
Its core idea is to generate random walk sequences, and then use word vector model to
represent and learn the nodes in random walk sequences. It forms a good balance
between depth and breadth when generating random walk sequences;

Metapath2vec: Metapath2vec [11] is a node embedding algorithm for heteroge-
neous information networks proposed by Dong et al. It uses the random walk algorithm
based on meta-path to construct the domain nodes of each node, and then uses skip-
gram model to complete the node embedding;

LINE: LINE [12] is a graph embedding algorithm proposed by Tang et al. The goal
is to embed large-scale information network into low dimensional space, and use edge
sampling algorithm to solve the problem of gradient descent.

SENE: SENE-based Link Prediction Algorithm proposed by this paper.
Before the experiment, we explain some parameters of the network embedding

method. In the experiment, both the baseline and the method proposed in this paper
need to set some parameters. In this paper, we choose the embedded dimension as 16,
and set the learning rate as 0.001. For node2vec, metapath2vec and LINE, we choose
100 training times, and the training times of SENE is 50. Then, all the data from
January to November will be used as the training set of the comparison method, and the
data from December will be used as the test set.

Table 2. The values of AUC of temporal feature-based link prediction methods

Method AUC

FT 0.625
GT 0.587
SENE 0.971
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The experimental results are shown in Fig. 5, which shows that the SENE based
link prediction method has the best performance. Node2vec, metapath2vec and LINE
considered the topological structure feature and context feature, but ignored the tem-
poral feature of the network. In SENE, the inherent features and temporal feature of the
network are considered. The AUC value of the experiment is shown in Table 3. It can
be seen from the table that even compared with the best performing method, the
method proposed in this paper has nearly 5% improvement.

6 Conclusion

In view of the shortcomings of the existing link prediction technology, this paper
proposed a dynamic link prediction method on heterogeneous information networks. In
order to predict the edge in the next slice more accurately, this paper fully considers the
deep-level and temporal features of heterogeneous information networks, and proposes
the Smooth Evolution model for Network Embedding (SENE). In the model, context
feature and topology feature are added at the same time, and a negative sampling
strategy based on temporal feature is used to optimize the embedding, and transformer
mechanism is used to obtain the smooth evolution of the network embedding, making
full use of the rich features of heterogeneous information network. In addition, we
propose a SENE-based Link Prediction Algorithm, by calculating the similarity of
embedding between nodes to evaluate the possibility of edge formed, effectively
ensuring the accuracy of link prediction. In the next step, we will study the capture
high-order similarity and algorithm optimization strategy.

Table 3. The values of AUC of network embedding-based link prediction methods

Method AUC

Node2vec 0.826
Metapath2vec 0.924
LINE 0.813
SENE 0.971

Fig. 5. Performance evaluation of network embedding-based link prediction methods
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Abstract. Finding similarities between patients has been used to effec-
tively and reliably predict diagnoses and guide treatments. However,
Electronic Health Records (EHRs) contain characteristics that make
analysis and application difficult. Firstly, it is difficult to compare two
patients’ time series. Also, EHRs contain a vast amount of data, which
proves to be a significant barrier to developing efficient systems for the
widespread use of patient similarity. In this paper, we introduce a novel
graph representation of time series EHRs. Our method compresses a
patient’s time series medical records to reduce the storage required by
more than 50%. Our paper also presents similarity metrics that can be
applied to vector and graph representations of patient’s time series med-
ical records and assesses the general performance for suggested metrics.

Keywords: Patient similarity · Graph similarity computation · EHR

1 Introduction

Patient similarity computation produces a similarity score that reflects the corre-
lation between medical histories of patients. Researchers have used patient sim-
ilarity to identify patients who are at low risks of IS (Ischemic Stroke), uncover
the unique characteristics of cohorts, predict mortality in intensive care units
(ICUs) and distinguish patients who experience adverse drug events. It also has
potential applications in medical education [1,6], as it can be a useful resource
for medical students, professors, and researchers [20].

In a hospital database, tables contain information like chart events, lab
events, and more that are all associated with a timestamp. Considering the
timestamp helps to understand the progression of diseases and whether it is a
chronic problem or not. That said, determining similarity among time-series data
to better understand the information contained in the time component is chal-
lenging [8]. Besides this problem, raw EHRs are vast and contain large amounts
of information per patient [4]. The analysis on EHR data is two-fold. On the
one hand, it requires involvement with the timestamps in the streaming [2,5]
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G. Wang et al. (Eds.): WISA 2020, LNCS 12432, pp. 467–474, 2020.
https://doi.org/10.1007/978-3-030-60029-7_42

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60029-7_42&domain=pdf
https://doi.org/10.1007/978-3-030-60029-7_42


468 K. F. Eteffa et al.

and sequential [21] manner. On the other hand, it also needs to make extensive
analysis on the texts [14,15].

To advance the study of patient similarity, we propose a novel graph struc-
ture to represent patients’ records. The graph structure will be designed to reflect
time-series data, by including relevant data points with their associated times-
tamp. Besides considering all the critical variables needed for analysis, this rep-
resentation will be designed to reduce the storage requirement, making it an
ideal format for storing EHRs.

In this paper, Sect. 2 briefly discusses related work. Section 3 introduces our
graph structure and explains similarity metrics that can be used in determining
vector and graph similarity. Section 4 presents and discusses the experiment.
Finally, Sect. 5 concludes the work and discusses future research directions.

2 Related Work

The structure of this section will follow the layout shown in Fig. 1. Starting from
the preprocessing stage of EHRs, this section discusses what researchers use for
finding the representation for patients, picking similarity metrics and evaluating
the computation.

The format of health records obtained from different hospitals vary. For this
reason in the preprocessing stage [4] develops a unified format before analyzing
the data any further. As EHRs contain vast information, preprocessing also
includes extracting relevant features. [17] selects 21 medical features to filter
patient records within the MIMIC-III dataset.

Fig. 1. Patient similarity computation layout

The patient representation stage retrieves features like diagnostic informa-
tion, lab tests, and additional variables, which are later used as inputs for the
patient similarity metric. Then patients can be represented as concatenations of
their medical records according to their timestamps. Graph patient representa-
tions are also mentioned in some papers. [9] have constructed temporal graphs to
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represent the event sequences, while [17] uses nodes and edges to represent vari-
ables and the dependency of variables in adjoining time-windows, respectively.

After the patient representation has been selected, the similarity metrics
function defines the patient similarity score. Measurements like cosine similar-
ity, RV-coefficient and dCov(distance co-variance) [22] are used to find patient
similarity scores between vectors of patient representations. For graph repre-
sentations, GED (Graph Edit Distance) is a similarity metric that is largely
used in finding similarity scores between graphs. As the Graph Neural Network
approaches an increase in use, [3] develops SimGNN. SimGNN inputs a pair of
graphs and outputs a similarity score.

The last step is to evaluate the patient similarity computation. We can
employ patient similarity analysis that was used for recommendations and eval-
uated through metrics like AOC, precision, recall and F1.

3 Proposed Method

In this section we describe the method implemented, starting from the chosen
dataset to the structure of the inputs, and the selected similarity metrics.

The data is chosen from MIMIC-III (Medical Information Mart for Intensive
Care III) [7], which is a free database that contains intensive care unit informa-
tion of over 40,000 real patients. For our experiments, we select the tables that
relate to lab tests taken, which are Lab events and D Labitems table. The time
component of Lab events is used as it is vital in determining if two patients are
similar and helps to identify the progression of the disease. The graph structure
proposed in Fig. 2 represents the information for one patient, where TW repre-
sents different time windows, and LT is the lab test administered. Since all of
the lab tests and time points are accounted for in the implementation, weights
will not be a part of the computation.

Fig. 2. Graph representation of a patient’s lab tests within a time window
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For our experimentation on vector representation of Lab events dataset, we
propose vector metrics like Jaccard Index, Edit distance [16,18,19] and DTW.
Jaccard Index finds the intersection between two given sets and takes the ratio
of the intersection with the union of the two sets, while Edit Distance calculates
the minimum number of insert, remove, and replace operations that are applied
to transform one string to another. The third metric, DTW, is used to measure
the similarity between two time-series data. For our experiment, we will use
FastDTW [12], which reduces the running time to linear.

For our implementation of Jaccard Index, Edit distance, and DTW, five
lab events in a given time window are randomly selected for one patient, Px,
and compared to every five elements per time window randomly selected of the
second patient, Py. This is so that even though two patients may not have a
similar history from the beginning, they might gain similarities after some time.
After we finish one loop, the maximum score is taken and added to the final
result. This final result will be larger for patients with more extended medical
histories; therefore, we account for length before assigning ranks.

For the experimentation on graph representation, we will use three met-
rics. The first metric is GED. Since our graph contains a large number of
nodes, our implementation uses Hungarian Algorithm [11]. The second algo-
rithm is Graph2Vec [10] with Cosine Similarity. Unsupervised representation
can be learned for an entire graph that can be used for tasks, such as graph clas-
sification. After obtaining the embeddings of each graph, we can use distance
measurements like cosine similarity to measure the similarity between the two
embeddings. Finally, we use SimGNN introduced by [3] that find a representa-
tion that takes into account structures and features associated with the graph
nodes.

4 Experiments

The experiments illustrated below are implemented on a single machine with 2.7
GHz Intel Core i7 processor of 16 GB memory. Our metrics are not carried out
in parallel, and python is used for all implementations.

For the first experiment, we measure the storage required for storing patients’
Lab events in different formats. For the first implementation, we use the table
Lab events to collect the Item ID of test given as well as the Chart Time.
To represent the table format, for any given patient Px, each lab test that is
taken by patient Px is put in the array next to the time it is administered.
The next method uses the same columns from table Lab events and implements
an adjacent graph structure for patient Px. Based on these implementations,
we calculate the storage requirement for 5K, 10K, 20K, 30K, 40K and 46252
(maximum number of unique patient Subject ID in MIMIC-III).
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Fig. 3. Amount of storage occupied by different representations of Lab events

From Fig. 3, it can be seen that the storage requirement is reduced by more
than 50% when adjacency graph structure is used. This is because the adjacency
graph representation removes redundancy by using a single node for common
time elements.

For the next experiment, we implement the proposed metrics in Sect. 3. The
patients are selected randomly to account for different lengths of medical his-
tories when calculating efficiency. For Jaccard Index, Edit Distance, GED, and
DTW, we run our implementations for 10,000 patient lab tests. Graph2Vec is
also done for a similar number of patients for 100 iterations with the vector
dimension set to 1028 and a learning rate of 0.025. It is important to note that
changing the parameters will affect the running time of Graph2Vec.

Fig. 4. Running time of different similarity metrics
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From Fig. 4, we can see that Jaccard Index produces the fastest running time.
In the Sect. 3, for Jaccard Index, Edit Distance, and DTW, we randomly select
five elements to represent lab tests taken in a given time. This means that these
methods are missing certain lab events, while methods like GED account for all
tests. This makes GED useful for producing stable patient similarity results.

We also run SimGNN for an iteration of 100 with a learning rate of 0.025
and a batch size of 512 and the process to more than 2 h for only 300 patients.
Even though training the model is time-consuming, once trained, the evaluation
can be done in a short amount of time.

Our third experiment involves analysing of the ranking results. The stability
of ranking results is essential because unstable rankings produce different simi-
larity rankings for different runs. Figure 5 a shows the number of lab items taken
by 100 patients using the time window of 44.89 h found from taking the average
interval between patients’ lab tests. The time range for each patient starts from
0. As a result, time 0 is where the sum is at its peak. Within the time window, 5
elements are randomly chosen. For this reason, our implementations of Jaccard
Index, Edit Distance, DTW are found to give unstable results. Given the number
of elements to be selected, we run Jaccard Index for 100 iterations and found
the mean on Spearman’s correlation. This is done in order to find the correlation
between rankings given different number of events selected. As seen in Fig. 5 b,
as the number of elements increases the Spearman’s correlation also increases,
making our ranking more stable.

Fig. 5. a) The sum of patients’ lab tests performed in a time window of 44.89 h. b)
Mean of Spearman’s correlation on Jaccard Index rankings for varying number of lab
tests per window.

To see how the ranking results are related to each other, inspired by the
idea of [22], we build the paragraph for each patient and train a Doc2Vec model
for 1,000 iterations on the window size of 5 for 1,000 patients. We then find
ranking similarity of Doc2Vec, using Spearman’s correlation, to rankings found
from Jaccard Index, Edit Distance, and DTW. As discussed earlier, we select
5 elements from each time window. For this reason, we take the correlations
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for various iterations and take the mean correlations found in every iteration.
Although none of them show a high correlation, we find that DTW have a
relatively higher correlation to Doc2Vec, as compared to Jaccard Index and
Edit Distance, which show a lower correlation.

To summarize our findings, Jaccard Index computes a similarity score in
the fastest time. Jaccard Index does not consider order and with the addition
of Edit Distance and DTW, Jaccard Index does not take into account all the
available information. For stable rankings, GED gives similar ranking for each
run although it is not fast. Finally, even though Doc2Vec is not the perfect
measure for patient similarity, we implement it so it can be used as a baseline.
We find that even if DTW’s ranking is not stable, the average of correlation
results shows that it is most similar to Doc2Vec.

5 Conclusion

In this paper, we put forth a novel graph structure for tables of hospital databases
that can be extended to patients’ records that contain a time component. We
demonstrate through research that this method accounts for all of the patients’
information and occupies a smaller storage. We also discuss the efficiency and
ranking results of similarity metrics. In the future, we will integrate knowledge
graphs [13] in patient similarity calculations to explain results of similarity scores.
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Abstract. Subgraph matching is considered as a basis query for graph
data management, and is used in many domains, such as semantic web
and social network analysis. Subgraph isomorphism is an initial solution
for the task, which is an NP-complete problem. To speed up the pro-
cedure, graph simulation has been presented to match subgraphs with
polynomial complexity. Unfortunately, simulation usually loses topology
of matched subgraphs. In this paper, we propose an approximation app-
roach for subgraph matching based on twig patterns. First, we transform
query graphs into twig patterns and match candidate substructures in
graph data. Second, we present an optimized join strategy along with
top-k mechanism, including join order selection based on cost evaluation
and optimized pruning based on maximum possible score and minimum
possible score. Finally, we design experiments on real-life and synthetic
graph data to evaluate the performance of our work. The results show
that our approach obviously reduces the time complexity and guarantee
the correctness for answering the queries of subgraph matching.

Keywords: Subgraph matching · Graph data · Twig patterns · Join
optimization · Top-k mechanism

1 Introduction

Graph is widely used as an important data model for various domains in real-
world, such as semantic web, social network, bioinformatics network and knowl-
edge base [1]. Several novel graph queries have been used to analyze graph data
for important research and usage. Subgraph matching is considered as a basis
query for graph data management, which aims to find isomorphic or approximate
patterns of a given query graph in the graph data.

With the increasing size of graph data in many domains, subgraph matching
in a large-scale graph attracts more attention of researchers. Subgraph isomor-
phism, which is thought as an NP-complete problem, is the basis and accurate
solution for subgraph matching. But it will face to the bottleneck for efficiency
while querying in large-scale graph data. Subgraph approximation has been pre-
sented to efficiently obtain the matched subgraphs with similar structure to the
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query graphs. It accelerates the query processing, but it relies on data preprocess-
ing and usually changes the original structure compared with the query graphs.
In addition, subgraph simulation [2,3] has been used for graph pattern matching
in a polynomial complexity of time, but it would get different structure of sub-
graphs. In recent years, there has been various work to speed up the processing
of subgraph matching. Indices have been used to accelerate the query processing,
such as RDF-3X [4] and iGraph [5]. However, indices could not be maintained
efficiently for large-scale graph data. Especially for subgraph approximation, join
optimization [18,19] has been used to pruning the size of intermediate matching
results, such as kGPM [6], D-Join [7], CFL [8]. This kind of solutions usually
maps the graph data to a simpler schema, such as paths and trees, which match
the given query graphs in an efficient way.

In this paper, we propose a novel solution for subgraph matching in large-
scale graph data. Our contributions of this paper are as follows. (1) In order to
speed up the query processing, query graphs are parsed to twig patterns. We pro-
pose an efficient algorithm kSGM for subgraph matching based on twig patterns.
(2) We propose a mechanism for join optimization along with top-k strategy to
get top k answers without computing the similarities of all the matched sub-
graphs. (3) We implement various experiments to verify the performance of our
approach. Experimental results show that our algorithm for subgraph matching
based on twig patterns is advanced to existing work.

The rest of this paper is organized as follows. Section 2 introduces related
work on subgraph matching. Preliminaries of subgraph matching problems are
mentioned in Sect. 3. Section 4 describes the approach of subgraph matching via
twig patterns. Top-k join optimization is presented to speed up the matching
processing in Sect. 5. In Sect. 6, experiments are implemented to evaluate the
performance of our approaches. Finally, Sect. 7 concludes this paper.

2 Related Work

Subgraph matching is a basic operation for graph data management and is used
in many domains, such as semantic web data and social network queries. In the
past decades, there are mainly three different directions for subgraph matching,
including isomorphism, simulation and approximation.

Subgraph isomorphism has been studied since 1970s, such as Ullman [9],
VF2 [10]. Researches on these algorithms focused on good matching orders and
effective pruning rules [1]. Unfortunately, subgraph isomorphism can only pro-
cess small graphs or graph databases, so that it cannot perform efficiently for
large-scale graph data. Graph pattern matching is a type of subgraph match-
ing, where graph patterns are special subgraphs constructed by certain rules.
Graph simulation changes subgraph matching into relationship matching with
bisimulation [11], such as bounded simulation [2] and strong simulation [3].

As is known, graph data can be represented to other simpler models, such
as spanning trees [6], sets of paths [13] or nodes [12], which have efficient query
processing. Matching by these models is approximated because of the differences
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between models. kGPM presented by J. Cheng et al. [6] mapped the query graph
to a set of probable spanning trees, and matched each spanning tree in graph data
by twig-like algorithms. Then, generated matched subgraphs by joining related
matched subtrees via optimized processing. Similar to kGPM, Bi F. et al. [8]
transformed query graph into Core-Forest-Leaf model(CFL), and matched each
substructure by specific algorithms, in which a compressed path index was used
to accelerate the join procedure. Unfortunately, kGPM and CFL took more
complex procedure for data preprocessing, time occupation might increase with
the growing size of query graphs.

Our work is closely related to the approximation matching. The approach we
propose in this paper is different from existing works in several aspects. First,
we adapt twig patterns to describe query graphs, thus, efficient query algorithms
of subtree matching can be used to generate candidates for matched subgraphs.
Second, an optimal join algorithm will be performed along with top-k strategy
to get the most similar matched subgraphs for the query graph.

3 Preliminaries

In this paper, we focus on the directed labeled graph. We will introduce the
notions of our work in this section.

Definition 1 Data graph: A data graph is a directed labeled graph G = (V ,
E, L, Fe), where: (1) V is a finite set of nodes, (2) E ⊆ V × V is a set of edges,
in which (v, v′) denotes an edge from node v to node v′, (3) For each node v in
V , L(v) is the label of v that specifies the node attribute, (4) Fe is a function
defined on E. For each edge (v, v′) in E, Fe(v, v′) is a integer which denotes the
weight of the edge.

Definition 2 Query graph: A query graph is defined as Q = (VQ, EQ, LQ,
fe), where: (1) VQ is a set of nodes, (2) EQ is a set of directed edges, as denoted
in data graph, (3) LQ is a function defined on VQ. For each node u in VQ, LQ(u)
is the label of u, (4) fe is a function defined on EQ. For each edge (u, u′) in EQ,
fe(u, u′) is the weight of the edge.

Definition 3 Twig Pattern: Twig pattern of a query graph is defined as a
tree pattern T = (VT , ET , LT , fTe), where: (1) VT , ET , LT and fTe are defined
as those of the query graph, (2) a twig pattern has a unique root node, (3)
each non-leaf node q of Q has a set of children, denoted as q.children, (4) each
non-root query node q has a unique parent, denoted as q.parent.

Definition 4 Twig Pattern Matching: Given a rooted twig pattern T and a
data graph G, a twig pattern matching f is a mapping from VT to VG, such that:
(1) f preserves the label information: ∀u ∈VT , l(u) = l(f(u)), (2) f preserves the
structure information: ∀ (u, u′) ∈ET , there is a directed path from f(u) to f(u′)
in G, (3) the length of shortest path from f(u) to f(u′) in G is equal or lesser
than the weight of (u, u′) in T .
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In a matching f , each edge (u, u′) in T is mapped to a path from f(u) to
f(u′) in G. Note that there could be many paths from f(u) to f(u′) and we use
the length of the shortest paths to characterize the relevance between T and the
matching Mf = {f(u)|u ∈ VT } of T in G.

Definition 5 Score: Given a twig pattern matching Mf = {f(u)|u ∈ VT } of T
in a graph G, we compute its Score S(Mf ) as,

S(Mf ) =
∑

(u,u′)∈ET

δmin(f(u), f(u′)) (1)

where δmin(f(u), f(u′)) is the shortest distance from f(u) to f(u′) in G.
The less value of S(Mf ) means the less distance between f(u) and f(u′), and

f(u′) is more possible to match f(u). Top-k twig pattern matching is to find top-
k lowest S(Mf ) and further gets all matched substructures in the graph data.
The key technique of subgraph matching via twig patterns is join optimization,
which is the main problem solved in this paper.

4 Twig Pattern Matching

Twig patterns in Definition 3 are substructures of the query graph. The task
of subgraph matching comprises of two stages, substructures matching by twig
patterns and top-k join optimization.

Fig. 1. Non-cycle query graph and parsed twig patterns

4.1 Parse the Query Graph

The given query graph always has a complicated structure, which can bring
a lot of burden to the matching task. Therefore, we parse the query graph to
several twig patterns. Then we conduct the match processing on the data graph
for every parsed twig pattern. And we join the matching results of all parsed
twig patterns, finally. The joined result is exactly the matching result for the
primitive query graph in the data graph.

The query graph Q has complicated structure, just as shown in Fig. 1. Our
goal is to parse the Q to a twig set T = {T1, T2, T3}, such that
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(1) VT1 ∪VT2 ∪ . . . ∪VTn = VQ,
(2) ET1 ∪ ET2 ∪ . . . ∪ETn = EQ,
(3) ETi ∩ ETj = ∅ (1 ≤ i ≤n, 1 ≤ j ≤ n, i 	= j).

We use depth-first-search (DFS) algorithm to implement the decomposition
process. For the given query graph Q, we first determine whether there exist the
nodes whose in-degrees are zero (eg. A and E) and call them zero point. If exist,
we can take them as the roots of twigs. We start from the zero point A, use
DFS algorithm and get T1{A,B,C,D}. Furthermore, when we start from B and
visit D for the first time, we can add the corresponding nodes and edges into T1.
Unfortunately, when we start from C and visit D for the second time, we can’t
add node D into T2, because D has already existed in T1. We also can’t add
the edge from C to D into T1, and keep it in the query graph. The edges that
exist in T1 are marked read. In a similar way, we start from the zero point E
and get T2{E,F,D,C} using DFS. Note that, the edges marked read can’t be
visited again. Finally, only the edge C → D in the query graph is not read, we
add this edge and corresponding nodes C and D into T3{C,D}. If there are no
zero point in the query graph, cycles exist in Q. In this case, we can use Tarjan
algorithm [17] to search the strongly connected components (SCC), which can
be regarded as a zero point as Fig. 2 shows.

Fig. 2. Multi-cycle query graph and parsed twig patterns

4.2 Twig Pattern Matching

We denote T as a query graph which is a rooted twig query graph and r(T ) as
the root of T . In T , all node labels are distinct.

Transitive Closure. We pre-compute a transitive closure Gc = (Vc, Ec) of
G = (V,E,L, Fe) by the algorithm STACK TC presented in [14] with the com-
plexity of time O(min(ns, eoct log n)). Here n, e and s is the number of nodes,
the number of edges, and the number of strongly connected components in the
input data graph G, respectively. eoct is the number of intercomponent tree and
cross edges in G. In Gc, Vc = V , and an edge (v, v′) exists if and only if there is
a path in G from v to v′. We also record the length of the shortest path from v
to v′ in G as the weight of (v, v′) in Gc.

Run-Time Graph. A Run-time Graph [15] of Q over G, denoted as GR =
(VR, ER), is a subgraph of Gc. An edge (v, v′) in Gc is included in GR if and
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only if there is an edge (u, u′) in T with LT (u) = LT (v), LT (u′) = LT (v′) and
the length of the shortest paths of (v, v′) should not be larger than fe(u, u′). We
also store the weight value (length of shortest paths) of an edge in GR. Clearly,
finding the top-k matches of T in G (or Gc) is equivalent to finding the top-k
matches in GR.

Then we can run the top-k twig pattern matching algorithm kTPM proposed
in [16] on GR and get the matching results of T . This time complexity of this
algorithm is O(mR + k(nT + log k)).

5 Top-k Join Optimization

Twig pattern matching will obtain all matched substructures described by twig
patterns for query graph. The matching results for twig patterns shown in Fig. 2
are stored in table-pattern as shown in Fig. 3. Existing top-k processing technique
rank−join presented in [18] can be applied to our problem for the join procedure
of twig pattern matching. However, the total number of answers in large graph
can be enormous. In this section, we focus on the optimization for top-k join.

Fig. 3. The matching results for twig patterns

5.1 Optimization Based on Cost Evaluation

The rank − join operation can be viewed as the process of spanning the space
of Cartesian product of the input tables to get valid join combinations, and the
join operation is implemented in a dyadic (two-way) operator. The way that
rank− join schedules the next input table can affect the operator response time
significantly. We propose an optimization strategy to choose the best join order
based on cost evaluation. Frequently used notations are summarized in Table 1.

Table 1. Notations

Notation Description

T (R) The number of tuples in table R

R.A The column in table R with the label A

V (R, A) The number of distinct values for R.A

R ∩ S = A Table R join S on attribute A

R ∞ S Table R and S do the joining
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Consider the following example to join three ranked inputs M1, M2 and M3.
T (M1) = 5000, T (M2) = 2000 and T (M3) = 500. Then there are three join orders
and will get different effects:

(1) T ((M1 ∞ M2) = 1500, T ((M1 ∞ M2)∞ M3) = 120;
(2) T ((M1 ∞ M3) = 450, T ((M1 ∞ M3)∞ M2) = 120;
(3) T ((M2 ∞ M3) = 200, T ((M2 ∞ M3) ∞ M1) = 120.

The final results are the same. If we get small size of intermediate results, we can
reduce the size of data. In the consequent join process, we just need to conduct
a small size table, which can improve the overall efficiency. Thus, we will give
preference to join order (M2 ∞ M3)∞ M1 in this example. We aim at finding
an optimal join order using a cost-based optimization approach, because the
optimal join order has the smallest evaluation cost among all orders that yield
different evaluation costs. The evaluation rule is presented as follows.

If R ∩ S = A, there might be T (S)�V (S,A) tuples in S for every tuple r
in R to join. Considering all tuples in R, we may generate T (R)T (S)�V (S,A)
tuples in R ∞ S. In the same way, the S ∞ R may generate T (R)T (S)�V (R,A)
tuples. Because the rank − join is inner join, R ∞ S is equivalent to S ∞ R. So
we evaluate the size of R ∞ S is min(T (R)T (S)�V (S,A), T (R)T (S)�V (R,A)).

When n = 3 (n is the number of input tables), there are three join orders:
T ((M1 ∞ M2)∞ M3), T ((M1 ∞ M3)∞ M2) and T ((M2 ∞ M3) ∞ M1). And it is
easy to evaluate the cost for every order. But when n = 4, there are 15 join orders.
Along with the increasing n, the number of join orders will grow exponentially. It
is relieved that we don’t need to give all the join orders in practice. For example,
when we consider M1 ∞ M2 ∞ M3 ∞ M4 ∞ M5, we just need to evaluate the 3
join orders of M1 ∞ M2 ∞ M3. Then we use the optimal order to join M4 and
M5, and only need to evaluate three times again. Now we can get the optimal
order for M1 ∞ M2 ∞ M3 ∞ M4 ∞ M5 as well. Using this strategy, we only do
six time evaluation for n = 5. When n > 5, we can do evaluation in the similar
way.

5.2 Pruning

In this subsection, we propose a novel top-k pruning strategy which can cancel
insignificant tuples as possible. Our technique leads to efficient executions by
modeling two sets S−Source and R−Source. The joined twig patterns are stored
in S − Source, and those that have not been joined are stored in R − Source.

Assuming that the query graph Q is parsed to nT twigs. For a twig Ti (1 �
i � nT ), its weight is WTi

=
∑

u∈ETi
We(u). For the matching result Mij of Ti,

the maximum possible score is U(Ti) = WTi
, and the minimum possible score is

L(Ti) = | ETi
|. That is to say, for the matching results Mij of Ti, its maximum

possible score is the sum of weight value of every edge in Ti. If the score of Mij

is more than WTi
, it is not the matching result of Ti certainly. The minimum

possible score of Mij is the edge number of Ti, that is, every edge can be matched
with the shortest path value is 1.
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Algorithm 1 shows the procedure of pruning to optimize the top-k join. Dur-
ing the join process, we keep a buffer in which the current top-k results are
stored. The object with kth lowest score is denoted as t′ which is the object
with highest score in buffer. When computing a new result τ during joining, if
the number of results in buffer is less than k, we put it into the buffer directly.
Otherwise, we perform the following operations: a) if L(τ) > U(t′), we prune the
τ and no longer to deal with it in the next operation; b) if Score(τ) < Score(t′),
we update buffer and replace t′ with τ ; c) if a) and b) are both not satisfied,
we put τ into candidate set and implement the further joining on it. The sig-
nificance of case a) is that, if the minimum possible score of τ is less than the
maximum possible score of t′, then τ will not appear in the final top-k results set
certainly. Supposing that, we can get matching result τ ′ from τ after all the join-
ing operation, and get t̃ from t′. Then, Score(τ ′) ≥ L(τ) and Score(t̃) ≤ U(t′).
Since L(τ) > U(t′), we can know that Score(τ ′) > Score(t̃). Moreover, because
U(t′) > U(jth)(1 ≤ j < k) where jth is the object with jth lowest score in
buffer, we can know that Score(τ ′) ≥ Score(jth′). Therefore, the final matching
result from τ must not appear in the final top-k matching results set, and we
can prune it safely. If τ can’t satisfy the case a), it illuminate that τ may appear
in the final matching results set. Here if τ meets the case b), we need to update
the buffer obviously. If τ can’t meet case b) as well, we put it into candidate set
and perform the join further. The results in buffer and candidate set will both
participate in the next round of join operations. When all the twig patterns are
joined together, the matching results in buffer are the results we need with the
top-k lowest score.

Algorithm 1. Pruning
Require: every twig T = {T1, T2, . . . , TnT }, the matching results M =

{M1, M2, . . . , MnT } of every twig and the optimal join order.
Ensure: the top-k matching results.
1: set S − Source = {T1, . . . , Ti}, R − Source = {Ti+1, . . . , TnT }
2: set the current top-k results are stored in buffer BF
3: Smax =

∑nT
j=i+1 U(Tj)

4: Smin =
∑nT

j=i+1 L(Tj)
5: set τ ∈ M1 ∞ M2 . . . ∞ Mi

6: L(τ)= Score(τ) + Smin
7: U(kth) = Score(kth) + Smax
8: if L(τ) > U(kth) then
9: prune τ

10: else if Score(τ) < Score(kth) then
11: update current top-k set buffer BF
12: else
13: put τ into candidate
14: end if
15: return BF
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6 Experimental Evaluation

We perform various experiments on large-scale real-life and synthetic graph
datasets to evaluate the performance of our approach for subgraph matching.

6.1 Experiment Setup

We perform the experiments on a single PC, which has 16 GB DDR3 RAM
and 3.4 GHz Intel Core i7-6700 CPU. All algorithms have been coded by C++.
Effectiveness and efficiency of our approach will be evaluated in following data
sets:

(1) Synthetic dataset. We designed a graph generator to produce synthetic
graphs. Graph generation was controlled by three parameters: the num-
ber of nodes |V |, the number of edges |E| and the number of different labels
of nodes |L|. The dataset in the experiment is named Synthetic.

(2) Real-life datasets. We selected real-life datasets for comparing the effec-
tiveness and efficiency. California, Internet, Citation and Email from
SNAP1.
The basic information of each real-life dataset is shown in Table 2.

Table 2. Datasets

Datasets |V | |E| |L|
California 1546 3296 94

Internet 10878 39994 50

Citation 21524 48529 67

Email 265214 420045 1258

(3) Query graphs. We construct three kinds of query graph, non-cycle, multi-
cycle and single-cycle query graph (shown in Fig. 1, Fig. 2 and Fig. 4, respec-
tively), to verify the effectiveness of our approach. Furthermore, we unify
the query graphs and evaluate the efficiency of our approach compared with
existing algorithms.

Fig. 4. Single-cycle query graph and parsed twig patterns

1 http://snap.stanford.edu/data/index.html.

http://snap.stanford.edu/data/index.html
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6.2 Experimental Results

This experiment evaluates the efficiency of our approach kSGM (top-k
SubGraph Matching). Firstly, we compare kSGM with existing algorithm VF2,
kGPM (top-k Graph Pattern Matching) and strSim (strong Simulation). Sec-
ondly, we verify the efficiency of our approach with different size of data graphs.
Thirdly, we discuss the efficiency of our approach with different size of twig
patterns in query graph. Finally, we describe the influence of different k.

VF2 is a traditional algorithm for graph isomorphism. kGPM is proposed as
a top-k approximate subgraph matching via spanning tree model. And strSim
is the most accurate algorithm of graph simulation. Because of the high com-
plexities of time of running VF2 and strSim, we only use California, Internet
and Citation as the datasets in the experiment. The time occupation is shown
in Fig. 5. The results show that the complexity of time of kSGM is nearly linear
and is more efficient than the counterparts.

We perform our approach on different size of data graph to evaluate the
efficiency of the algorithms we proposed. Because of the complexity of real-
life datasets, we generate a series of data graph with increasing size for the
experiment. The size of labels in query graph is fixed to 60 and the average
degree of nodes is set to 3. In addition, k is equal to 3000 for the experiment.
Figure 6 shows the time occupation for rank − join (denoted as Rjoin) and
optimized top-k join(denoted as Ojoin). The time occupation is increasing along
with the increment of data graph. Fortunately, the optimized join will get more
efficient than rank − join. And the advantage becomes more evident along with
the increasing size of data graph.

Fig. 5. Comparison to existing work
for subgraph matching

Fig. 6. Efficiency of top-k join for sub-
graph matching in data graphs with
different sizes

We evaluate the main impacting factors of top-k join. The main task of
subgraph matching via twig patterns is joining all matched twig patterns and
obtaining matched subgraphs. On one hand, we execute our algorithm kSGM
with different size of twig patterns and different number of twig patterns, respec-
tively. On the other hand, we change the value of k and evaluate the influence
to subgraph matching.
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Fig. 7. Efficiency of top-k join with dif-
ferent number of nodes in every twig
pattern

Fig. 8. Efficiency of top-k join with dif-
ferent number of twig patterns

First, we perform the experiment on Email dataset. We fix the number of
twig patterns nT = 3 in query graphs, and construct different sizes of twig pat-
terns with 5, 10, 20, 30, that is to say, |VT | = 5, 10, 20, 30, respectively. The
time occupation of top-k join procedure is shown in Fig. 7. We learn from the
figure that for the fixed number of twigs in the given query graph, the time
occupation of top-k join will be reduced along with the increasing number of
nodes in twig patterns. Then, we construct a query graph with 60 nodes and 299
edges (|VQ| = 60, |EQ| = 299) and change the number of twig patterns in each
query processing. The time occupation of top-k join is shown in Fig. 8. For the
fixed size of query graph, the more numbers of twig patterns, the more time
is occupied for top-k join. Obviously, more twig patterns means more matched
twigs to be joined. As a result, less number of twig patterns parsed from query
graph will improve the efficiency of subgraph matching.

We compare the efficiency of our approach with different values of k. We
use Email as the data graph. Q1, Q2 and Q3 shown in Fig. 1, Fig. 2 and Fig. 4
respectively are used as query graphs. Figure 9 shows the efficiency of matching
these query graphs within different k (the x axis in Fig. 9).

Fig. 9. Efficiency of top-k join within different k

We learn from Fig. 9 that the trends of time occupation of our approach are
similar for different query graphs. While k is small, the efficiencies of rank −
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join is better than optimized top-k join because the optimization procedure will
generate cost of join evaluation. Along with the increasing of k, the cost of the
optimized top-k join is growing slower than that of rank − join, because the
optimization procedure occupies more steady cost than rank−join. As a result,
the optimized top-k join performs better than rank − join in general cases.

7 Conclusion

Traditional solution of subgraph matching is based on subgraph isomorphism,
which is considered as an NP-complete problem. Another mechanism based on
graph simulation obtains different structures to the given query graphs. In order
to address these questions, we propose an approximate approach for subgraph
matching in large-scale graph data based on twig patterns along with top-k join
optimization. We first parse query graph to twig patterns and match substruc-
tures in data graph by twig pattern matching algorithm. We then present an
optimized join strategy along with top-k mechanism, including join order selec-
tion based on cost evaluation and optimized pruning based on maximum possible
score and minimum possible score. We finally perform experiments on real-life
and synthetic graph data to evaluate the performance of our work. The results
show that our approach obviously speed up the procedure of subgraph matching.

Acknowledgements. This work is supported by “the Fundamental Research Funds
for the Central Universities”, Nankai University (No. 63201207, No. 63201209 and No.
63201166).
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Abstract. This work develops a reinforcement learning method for
multi-agent negotiation. While existing works have developed various
learning methods for multi-agent negotiation, they have primarily focus
on the Temporal-Difference (TD) algorithm (action-value methods) in
general and overlooked the unique properties of parameterized policy.
As such, these methods can be suboptimal for multi-agent negotiation.
In this paper, we study the problem of multi-agent negotiation in real-
time bidding scenario. We propose a new method named EQL, short for
Extended Q-learning, which iteratively assigns the state transition prob-
ability and finally converges to a unique optimum effectively. By perform-
ing linear approximation of the off-policy critic purposefully, we integrate
Expected Policy Gradients (EPG) into basic Q-learning. Importantly, we
then propose a novel negotiation framework by accounting for both the
EQL and edge computing between mobile devices and cloud servers to
handle the data preprocessing and transmission simultaneously to reduce
the load of cloud servers. We conduct extensive experiments on two real
datasets. Both quantitative results and qualitative analysis verify the
effectiveness and rationality of our EQL method.

Keywords: Q-learning · Multi-agent negotiation · Expected Policy
Gradients · Real-time bidding · Edge computing

1 Introduction

Multi-agent negotiation has attracted significant interest from both academia
and industry due to its wide application in areas like AlphaGo, AlphaZero, real-
time bidding [4], etc. Nowadays, it has become a core component of an ocean of
artificial intelligence services such as asymmetric games, automated auction, etc.
Q-learning is the most prevalent paradigm and methodology in these systems
which visited and updated state-action pairs based on policy it follows. However,
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Q-learning often overestimates the action values. Thus, traditional Q-learning
algorithms are impeded by the overestimation problem. To solve this problem, a
multitude of methods have been proposed to integrate the parameterized policy
method into negotiation systems. These methods mainly model the gradient of
quiet a few scalar performance measures and show that the improved gradient
ascent model has the potential to improve negotiation performance.

Existing policy gradient methods usually assume that there is an army of
trajectories needed which often tedious. Thus, the exploration policy assumption
may not be suitable for continuous problems since it is not efficient enough.
However, most of policy gradient methods usually rely on the sampled trajectory.
When the trajectory assumption is incorrect, these methods will suffer from
unstable problems.

Internet of Things (IoT) provides a scenario where objects have computa-
tional capabilities. The current work is generally focused on security, trust, data
mining, data-centric, context-aware computing [3] and so on. As a prevalent
computing paradigm, cloud computing offers on-demand services to the end-
user. It offers on-demand computing services and dynamic optimization of a
shared resource. The current internet-based application leverage cloud services
to make serious issues about high latency and mobility-related issues. Edge com-
puting differs from cloud computing for edge computing services located in the
edge network and distinguishes characteristics. It brings the utilities of cloud
computing closer to the user with fast processing and quick response time [12].
This serves as a great tool for speeding up the EQL algorithm. In summary, our
major contributions are as follows:

– We develop an optimization algorithm called EQL to approximate Q-function
and minimize the cost function.

– We propose a novel framework for performing the negotiation process effi-
ciently by integrating edge computing into the EQL process.

– Our experimental evaluation on real-world datasets shows that our method
outperforms the state-of-the-art multi-agent negotiation methods.

The remainder of the paper is organized as follows. We first review related
work in Sect. 2. We formulate the problem in Sect. 3, before delving into details
of the proposed method in Sect. 4. We perform extensive empirical studies in
Sect. 5 and conclude the paper in Sect. 6.

2 Related Work

Reinforcement Learning (RL) is alongside with supervised learning and unsu-
pervised learning draw much attention in the past decades. Imitate learning
process is of much importance. The general problem formulation is the finite
Markov Decision Process. However, the existing works of reinforcement are
mainly employed in computer games. In this work, we propose EQL, which
can approximate value function to solve the problem of the trade-off between
exploration and exploitation. This section reviews some relevant literatures [11]
from the background knowledge of reinforcement learning to real-time bidding.
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2.1 Reinforcement Learning

The early studies of reinforcement can go back to 1927 [15]. Quite a few psychol-
ogists extended the idea and the strength and weakness should persist after the
reinforcer is withdrawn. Later, the original reinforcement becomes to solve the
problem of decision making. It consists of four elements: agent, environment,
action, and reward. The goal of reinforcement is to achieve more accumulate
rewards.

Temporal-Difference (TD) algorithm is a novel solution to reinforcement
learning. It combines the notion of Monte Carlo (MC) and Dynamic Program-
ming (DP). Essentially, the TD target is the estimation by value function and
bootstrapping of DP. The existing works to balance the exploration and exploita-
tion can be divided into two categories: on-policy-based and off-policy-based.
Sarsa is an anonymous approach [20] to infer the values of state-action pairs:

Q(St, At) ← Q(St, At) + α[Rt+1 + γQ(St+1, a) − Q(St, At)]. (1)

Watkins et al. [21] develop an off-policy TD control algorithm called Q-learning:

Q(St, At) ← Q(St, At) + α[Rt+1 + γ max
a

Q(St+1, a) − Q(St, At)], (2)

which simplifies the analysis of the algorithm. Then Mnih et al. [14] develop an
agent called Deep Q-Network (DQN) that combines Q-learning with a deep con-
volutional Artificial Neural Network (ANN), and they manifest a reinforcement
learning agent can achieve high performance without problem-specific feature.
Hasselt ameliorates the DQN algorithm’s overestimated problem using Double
Deep Q-learning [13], which is a specific adaptation to the DQN algorithm.
However, the aforementioned methods are all action-value methods, which need
action-value estimation to exist. Policy gradient methods can select actions with-
out consulting a value function. They learn the values of actions and select
actions based on their estimated action values: θt+1 = θt + α � J(θt).

Konda [17] proposed actor-critic methods which learn approximates to both
policy and value. Volodymyr [18] introduced parallel actor-learners with multi-
core CPU (A3C). Later, Shi et al. [10] develop method Q-Prop provided an
effective way to combine the policy gradient with the efficiency of off-policy.
However, it is arduous to converge in some cases. Kamil [6] extended the policy
gradient method called Expected Policy Gradients (EPG) to reduce the variance
of the gradient estimation.

2.2 Multi-agent System

With the development of computer science and the rise of complexity science,
artificial intelligence has gradually penetrated various research communities. The
interdisciplinary subject of artificial sociology is proposed and developed. Com-
putational sociology has been proclaimed.
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Epstein and Axtell [8] develop the Sugarscape that can simulate the accu-
mulation of artificial social wealth. In this model, the world is composed of cells
and there are two areas where resources are concentrated. Each agent can only
move in this world. By formulating agent movement rules, environmental rules
and replacement rules, we can see the sugar owned by each agent. The number of
sugar indicate that there shows a large gap between rich and poor. Use the sugar
domain model to verify quite a few social science problems [8]. The shortcoming
of the model is that the persuasiveness is flawed and may not be closed to the
real economic system.

In the economy community, agent-based modelling [9] published in 2009.
It is a breakthrough for it posses traditional statistical algorithms that cannot
proceed. It can treat the economy as a complex system and incorporate human
adaptation and learning capability into the modeling. If it can avoid arbitrarily,
agent-based modeling, it will simulate some trends and behaviors of the economic
market.

In 2014, Azoulay et al. [2] advocated an effective agent suitable for Cliff-
Edge (CE) and simultaneous Cliff-Edge (SCE) situations. The agent interacts
with different human opponents and gains field experience in against unknown
opponents. They further compare the performance of the proposed algorithm,
and the result indicates that the algorithm is suitable for those scenarios [16].
However, the general applicability of this algorithm is limited.

2.3 Real-Time Bidding

Real-time bidding has been a hot topic in the implementation of AI industry.
Wu et al. [22] proposed a mixed model which improve the prediction accuracy.
Adikari et al. [1] found a way to select the most pertinent target audience by
exploring an auto pricing strategy. Deng et al. [7] presented a novel-preserving
real-time bidding protocol to protect user’s data privacy. By employing this
method, advertisers could not learn the real-time bidding algorithm. Paliwal et
al. [19] generalize a winning price model and utilize censored information.

To the best of our knowledge, no one has paid close attention to combine
advanced reinforcement learning with real-time resource bidding through multi-
agent system. This is the focus and improvement of this work.

3 Problem Formulation

3.1 Preliminaries

Markov Decision Processes (MDP). It is a pivotal approach to simple the
process of reinforcement learning model. Let MDP be a tuple (S,A, T, r, γ),
where S represents a finite set of state, A is a finite set of action, T is a state tran-
sition probability function. A reward function and discount factor are denoted
as r and γ respectively. The agents observe a state from the environment and
makes a decision based on the state.
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Fig. 1. The framework of edge computing.

Game Theory. Game theory is widely applied for computer science, social
science and so on. Game types consist of Cooperative, Symmetric, Zero-sum,
Simultaneous and Stochastic outcomes, etc. In this work, we specifically focus
on the game theory on Sealed-bid Second Price Auction, ui(f1, ..., fn) =∑

v p(v)ui(f1(v1), ..., fn(vn), v1, ..., vn). In general, the second price reward is
directly linked to the second high price, which can lead the system to achieve
state of equilibrium (every bidding price equals to their ideal value).

Edge Computing. We concentrate on discussing a naive edge computing tech-
nique between mobile devices and servers to handle the data preprocessing and
transmission simultaneously to reduce the load of cloud servers. The framework
of edge computing is shown in Fig. 1. Each edge mobile device can participate in
the whole real-time bidding procedure, which contains data accessing, caching,
and processing to share calculating tasks. After executing the EQL on the cloud
server, the results and requests of the real-time negotiation are sent to mobile
devices. In a nutshell, the general naive edge computing framework is to assign
computing and storage tasks on mobile devices.

3.2 Problem Definition

In a multi-agent environment, autonomous agents must be capable of adapting
their negotiation strategies and tactics to their prevailing circumstances. At first,
the agent starts the budget at B. Since the negotiation has an infinite Nash
equilibrium, we need to introduce times into account. During t auctions, each
budget b ∈ B. In each episode, the agents need to decide the temporarily bid
prices according to the information provided by t, b, and x, where x represents
a bid request. If the agent bids at price a ≥ m (the market price), then the rest
budget is m − a.
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4 Research Methodology

The task of EQL aims to combine the advantages of both on-policy and off-policy
methods, where reduce the gradient estimated values without adding variance.
We then employ EQL to real-time resource bidding scenario and use edge com-
puting to let EQL negotiate more effectively. In short, we first take the derivation
of the policy gradient theorem. Then we introduce linear approximation to the
policy gradient theorem. In this way, we create a novel Q-learning called EQL
which can combine both on-policy and off-policy methods.

4.1 Proposed EQL Algorithm

Stochastic policy gradients [5] perform gradient ascent on �J , where π is param-
eterised by θ: �J =

∫
s
dρπ(a|s) � logπ(a|s)(Q(a, s) + b(s)).

When Expected Policy Gradients introduce Iπ
Q(s), the approximate gradient

can be substituted by: �̂J =
∑

γtÎ
̂Q
π (st).

Based the proposed EPG, we introduce Extended Q-learning which inte-
grates EPG with off-policy Q-learning algorithm. Generally, the policy gradient
does not back propagation by error but observation information. By the using of
reward, good behavior will increase the probability of the next choice, bad behav-
ior will decrease the next probability of being chosen, which can be formulated
as:

�θ J(θ) = Eπθ
[�θlogπθ(s, a)Qπθ (s, a)]. (3)

We first introduce a random function f(x, y), where x = st, y = at. Then we
utilize linear approximation to present f(st, at) = f(st, ā)+f

′
(st, a)|a=ā(at−āt).

As mentioned above, we can obtain the observation of �θJ(θ) as follows. Due
to the page limitation, we omit the derivation.

�θJ(θ) = Eρππθ
[�θlogπθ(st, at)(Qπθ (s, a) − f(st, at)]

+ Eπθ
[�θlogπθ(st, at)f(st, at)]

= Eρππθ
[�θlogπθ(st, at)(Qπθ (s, a) − f(st, at)]

+ Eρπ
[�af(st, a)|a=āt

�θ Eπ[at]].

(4)

Here, μ̂ is the Expected Policy πθ. Then we can substitute μ̂θ(st) for Eπ[at]:

Eρπ
[�af(st, a)|a=āt

�θ Eπ[at]] = Eρπ
[�af(st, a)|a=āt

�θ μ̂θ(st)]. (5)

Therefore,

�θJ(θ) =Eρππθ
[�θlogπθ(st, at)(Qπθ (s, a) − f(st, at)]

+Eρπ
[�af(st, a)|a=āt

�θ μ̂θ(st)],
(6)

which can combine both off-policy and on-policy methods, and significantly help
us to avoid Q-learning method’s overestimated action problems. The workflow
of our proposed EQL is summarized in Algorithm 1.
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Algorithm 1. EQL Algorithm.
Require: critic Q, θ for expected policy gradient πθ;
Ensure: optimum solution of πθ: os;
1: initialize policy π parametrised by θ, initialize a for Qa

2: while not coverage do
3: at ∼ πθ(�|st), st+1 ∼ p(�|st, at)

4: ̂Q.update(s, a, r)
5: Compute �θ J(θ)
6: end while
7: return os

4.2 Running Example

For example, Fig. 2 gives an example execution of a simple EQL method for
real-time bidding. We represent the state of bidding as a square, where the
black boxes denote the failure bidding state (i.e., sellers and buyers may not
achieve the price consensus); the white ones denote the intermediate bidding
state (i.e., sellers start to consider the price offered by buyers seriously but not
immediately). In terms of intermediate bidding state, EQL executes iteratively
across state 2 to state 3. Specifically, we denote the initial price as S (START)
and the final price as F (FINAL), respectively. When it comes to the black
square, the current state terminates; EQL continues to execute under the white
square state until its convergence (i.e., achieve the final price). It is noteworthy
that all the agents prefer any agreement to none is the worst outcome.

Fig. 2. Running example of EQL.

5 Empirical Study

A promising resource bidding should consist of a satisfying price and less running
time. To achieve the aim for a content result, we consider the resource bidding
system from two perspectives: an effective algorithm that can achieve a satisfy-
ing price and our naive edge computing framework that can help to reduce the
running time for price results. Through empirical evaluation, we aim to answer
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the following research questions:
RQ1 How does EQL performance compare with state-of-the-art Actor-Critic
algorithm and other baselines?
RQ2 Is the EQL helpful to earn a desirable price quickly in the real-time bid-
ding?
RQ3 Can the edge computing techniques help the EQL to train faster?
In what follows, we first introduce experimental settings of EQL, and then answer
the above research questions in turn.

5.1 Experimental Settings

Datasets. We use two real datasets in our experiments. One is the lager-scale
dataset Football Manager1 which has 159524 records and 89 features. The other
is the FLA 182 which has 17995 records and more features up to 184.

Comparative Methods and Evaluation Protocols. We compare EQL with
three baselines (Expected Sarsa, Policy Gradient, Actor-Critic)

– Expected Sarsa: Exploit the knowledge by basing the expected value.
– Policy Gradient: Policy is represented by its own function approximator.
– Actor-Critic: This algorithm combines with critic-only and actor-only meth-

ods, which can convergence faster.

As we mentioned above, we evaluate our method using speed of convergence.
A promising resource bidding should cover a lower final price and faster conver-
gence speed. To evaluate the efficiency of our edge computing component, we
also measure the elapsed training time on the top of EQL + edge computing
framework.

5.2 Performance Comparison and Convergence Analysis (RQ1
and RQ2)

Football Manager is a real-time bidding game, which means negotiation is an
essential issue in football players’ trading part. We perform one experiment to
compare the EQL with the baselines Expected Sarsa (E-Sarsa), Policy Gradient
(PG), and Actor-Critic (AC). Figure 3 plots the bidding results of a football
player between two clubs varying the beginning of original price (purple line) to
the final price. The original price offered by the seller is 15M CNY. As we can
see, the convergence status (i.e., the maximum value) of each method on Football
Manager is about 0.76. Moreover, EQL (yellow line with diamond) successfully
finds the optima of the bidding results in all three methods. The final price is
about 7.0M CNY. This demonstrates EQL’s ability to converge to the unique
and optimal solution of real-time bidding.

1 https://www.kaggle.com/ajinkyablaze/football-manager-data.
2 https://www.kaggle.com/thec03u5/fifa-18-demo-player-dataset.

https://www.kaggle.com/ajinkyablaze/football-manager-data
https://www.kaggle.com/thec03u5/fifa-18-demo-player-dataset
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Fig. 3. Performance comparison on Football Manager. (Color figure online)

Fig. 4. Convergence analysis on FLA 18.

Fig. 5. Reward of each step during training.

Figure 4 demonstrates that EQL outperforms baselines in the real-time bid-
ding scenario by achieving the most satisfy result faster than other methods. The
bidding price starts at 10M CNY. After 20 episodes, the EQL is roughly close
to 9.08M CNY, which is the price that both buyer and the seller can accept the
most content result. Policy Gradient (PG) method converges at 120 episodes.
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Fig. 6. Utility of edge computing component.

Extended Sarsa (E-Sarsa) method uses one-half of episodes than PG to coverage,
and Actor-Critic (AC) method coverage shortly after EQL.

5.3 Utility of Edge Computing Component (RQ3)

As shown in Fig. 5, the EQL+ edge computing framework can obtain each step’s
reward. When the bidding is going to the end, the reward is general scaling
at the same numerical value. In the beginning of several rounds, it is easier to
get a reward for each action, but when the bidding continues, the result can
not be achieved clearly. We also compare the EQL with EQL+ edge computing
framework to perform an ablation study. Fig. 6 plots the elapsed training time
of them respectively. We can find that the EQL with edge computing compo-
nent can almost cut down 400% elapsed training time within 25 episodes. This
demonstrates that our proposed EQL+ edge computing framework can achieve
the same result much faster than original EQL. The approximate to end-users
will benefit our bidding result.

6 Discussion

In this paper, we introduce the task of multi-agent negotiation in a real-time
bidding scenario. First, we propose an optimization algorithm called EQL to
solve the problem of Q-learning sometimes overestimated action values by com-
bining the stability of policy gradient. Furthermore, we train our EQL model in
the cloud. Then, a naive edge computing model is introduced to handle the data
prepossessing and transmission simultaneously on mobile devices. Thus the load
of cloud servers can be reduced. Finally, the experiment on real data-set manifest
that our method can estimate the state transition probability and negotiation
result effectively, which considers multiple agents. In the future, we will focus on
more case studies and applications in different scenarios.
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Abstract. Research based on deep neural networks (DNN) is becoming more
common. In order to solve the problem that DNN needs to consume a lot of
performance during the use prediction process and generate unacceptable delays
for users, a distributed neural network deployment model based on fog com-
puting is proposed. The distributed deployment of deep neural networks in fog
computing scenarios is analyzed. A deployment algorithm based on Solution
Space Tree Pruning (SSTP) is designed, and a suitable fog computing node
deployment model is selected to reduce the delay of prediction tasks. An
algorithm for Maximizing Accuracy based on Guaranteed Latency (MAL) is
designed and implemented, and suitable fog computing nodes are selected for
different tasks to exit the prediction task. Simulation experiment results show
that compared with the method of deploying neural network models in the
cloud, the model prediction delay of the distributed neural network model based
on fog computing is reduced by an average of 44.79%. Reduced the average
computing acceleration framework of similar algorithms by 28.75%.

Keywords: Fog computing � Deep neural network branch definition � Model
prediction acceleration � Distributed deployment

1 Introduction

With the development of artificial intelligence technology, the role of deep learning is
increasingly significant. The Deep Neural Network (DNN) method has achieved good
results on various tasks [1]. More and more intelligent tasks such as intelligent assis-
tants, image recognition, and body recognition require neural networks. Deep neural
networks are mainly composed of multiple convolutional layers and fully connected
layers. Each of these layers processes the input data, transmits it to the next layer, and
outputs the calculation results at the final layer.

As a new computing model, fog computing is one of the core principles of pushing
computing power to the edge [2], which has attracted widespread attention from
researchers. In the fog computing scenario, the DNN model is deployed on the fog
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computing nodes around the device [3]. Compared to the distance to the cloud service,
the fog computing node is much closer to the data source, so low-latency features are
easily implemented, and the privacy problem of user data [4] has also been better
solved. However, the current fog computing equipment has limited processing capa-
bilities, and a single fog computing node may not be able to complete the prediction
task of a complex network model well. Therefore, multiple fog computing nodes are
required to jointly deploy a DNN model. The main challenge of deploying a DNN in a
fog computing scenario is how to select the appropriate computing node to deploy the
model. It is necessary to consider the segmentation of the neural network model [5], the
computing requirements of the model, and the network status of the fog computing
nodes, in order to optimize the delay when multiple computing nodes run the neural
network model cooperatively.

This paper mainly studies how to reduce the model prediction delay of DNN in the
fog computing environment. Use the Neurosurgeon deep learning framework to train a
DNN model with multiple branches on a cloud server. It is proved that the deployment
problem of distributed neural networks is NP-hard. An algorithm based on Solution
Space Tree Pruning (SSTP) was designed and implemented to find a fog computing
node deployment scheme with minimal running delay for the DNN model. Aiming at
the delay requirements and geographical distribution characteristics of data source
prediction tasks, an algorithm for Maximizing Accuracy based on Guaranteed Latency
(MAL) is proposed. Select appropriate fog computing nodes for different prediction
task data sources to return the calculation results. Experimental results show that
compared with the method of deploying neural network models in the cloud, the edge-
based neural network model prediction method reduces the average delay consumption
by 44.79%.

2 Deployment Model and Problem Definition

2.1 Deployment model

(1) DNN Task Description

There is now an m-layer DNN application, and each layer of the DNN application is
regarded as a subtask, that is, each task has m different subtasks. In a task scheduling
request, there are n request tasks, and the task set T is denoted as T ¼ T1; T2; . . . ; Tnf g.
Among them, each task Ti can be expressed as Ti ¼ ti;1; ti;2; . . . ; ti;m

� �
; ti;j represents

the j-layer subtask of the i-th task. Each task Ti is generated on the mobile device and
reaches the mobile device at a rate of ki i 2 1; a½ �ð Þ.

Since each layer of the DNN is serial, the m subtasks of the same task are also
serial. For example, the subtask ti;j must be generated after the predecessor subtask ti;j�1

is executed, and the subtask ti;j cannot be generate until the subtask ti;jþ 1 is executed.
The execution time of the i-th subtask tx;i of task Tx on node sj is represented by timei;j.
The execution time set of subtasks on different nodes is expressed by a two-
dimensional matrix Time as:
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Time ¼
time1;1 � � � time1;k

..

. ..
.

timem;1 � � � timem;k

0
B@

1
CA

The same subtask is executed on different nodes, and timei;j is small, indicating that
the computing power of the node is stronger; For different subtasks executed on the
same node, the smaller the timei;j, the smaller the task. D ¼ d1; d2; . . .; dmf g represents
the data transmission volume between different subtasks of the same task, where dj
represents the data transmission volume from subtask ti;j to subtask ti;jþ 1.

(2) Formal definition

ti;j:arrival represents the moment when the subtask ti;j reaches the node sy that executes
the subtask. The moment when the subtask starts to execute is expressed as ti;j.be-
gin.ti;j yð Þ represents the queue waiting time of subtask ti;j on node sy, then:

wi;j yð Þ ¼ ti;j:begin� ti;j:arrival ð1Þ

The response time of the task Ti is the time elapsed from the time the task is
generated on the mobile device to the completion of all executions, and is equal to the
sum of the response times of all subtasks of the task. The response time ri;j of the sub-
task ti;j is composed of three parts: execution time, transmission time and waiting time:

fi;j yð Þ ¼ timej;y þ gi;j x; yð Þþwi;j yð Þ ð2Þ

So the response time of task Ti is as follows:

fresp Tið Þ ¼
Xm

j¼1
fi;j yð Þ ð3Þ

Define the average response time for all n tasks as follows:

fave Tð Þ ¼ 1
n

Xn

i¼1

Xm

j¼1
fi;j yð Þ ð4Þ

It is necessary to find a scheduling scheme by which n tasks are scheduled to
minimize the average response time fave of n tasks. The scheduling scheme specifies the
execution node of each subtask and the order of execution on that node. To solve this
problem, the simplest idea is to compare all possible scheduling solutions and find the
solution with the shortest average response time. This idea is theoretically feasible, but
its complexity is exponential and requires a lot of running time, so a more efficient
algorithm is needed to solve this problem.

2.2 Problem Definition

In the fog computing scene, given a fog computing node set E ¼ e1; e2; . . .; ei; . . .; emf g
and a set of DNN models with n branches D ¼ d1; d2; . . .; dz; . . .; dnf g, Where dz
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represents the z-th branch, and the n model branches have a running order requirement.
fij represents the running order of i and j parts of the branch model, mij represents the
delay between fog computing nodes i and j, cij represents the delay when di is deployed
on ej, and xij represents the i-th model part is deployed to j Node.

Problem 1: Deployment of distributed neural networks. Given the fog computing node
set E and the DNN branch model set D, it is required to determine a deployment
scheme. Under this deployment scheme, each branch model is deployed to a fog
computing node, which minimizes the total delay required for the DNN model to run.

min
Xn

i¼1

Xm

j¼1
fijmijxij þ

Xn

i¼1

Xm

j¼1
cijxij

� �
ð5Þ

s: t:
Pn

i¼1 xij ¼ 1; j ¼ 1; 2; . . .; nPm
j¼1 xij ¼ 1; i ¼ 1; 2; . . .; n

xij 2 0; 1f g
ð6Þ

Theorem 1. The deployment problem of distributed neural networks is NP-hard.

Proof. First introduce the Quadratic Assignment Problem (QAP). QAP can be described
as: given n devices and n locations, three n � n matrices F ¼ fij

� �
n�n;D ¼ dij

� �
n�n

and C ¼ cij
� �

n�n, Among them, fij represents the traffic between devices i and j; dij rep-
resents the distance between locations i and j, cij represents the cost of deploying device i at
location j, and the product between fij and dij is the communication cost. It is required to
assign a location to each device andminimize the sum of the communication cost between
the facilities and the deployment cost of the facility to the site.

min
Xn

i¼1

Xn

j¼1
fijdp ið Þp jð Þ þ

Xn

i¼1
cip ið Þ

� �
ð7Þ

Where p ið Þ represents the location where facility i is allocated.

3 Model Deployment Algorithm Design

3.1 Deployment Algorithm Based on Solution Space Tree Pruning

This paper designs a distributed neural network model deployment a algorithm based
on Solution Space Tree Pruning. The SSTP algorithm uses the breadth first in the
solution space to search for the optimal solution, and uses a single assignment strategy.
At each step, an unassigned model is selected and assigned to an idle position. Each
assignment calculates the lower bound of the currently assigned problem. If the current
lower bound is greater than the known optimal solution lower bound, it means that
further exploration of the current solution branch will not result in a better solution
lower bound [6]. Then remove the last allocated position and allocate other free
positions for the current model; If the current calculation lower bound is less than the
known optimal solution lower bound, the algorithm will continue to use the single
assignment strategy to continue to assign other objects to the current solution.
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Through analysis, the complexity of the algorithm is mainly reflected in the lower
bound part of each stage of the calculation problem. The definition method of the lower
bound will affect the search efficiency of the algorithm. When n of the problem scale
n� n does not exceed 20, the optimal solution of the problem can be obtained quickly.
In the neural network model with n branches considered in the problem, the scale of n
will not be very large. This is why the heuristic method is not used and the solution
algorithm is used to design the deployment algorithm. The boundary in the algorithm is
defined as follows: assuming model i is placed at position j, calculate the lower bound
of the current solution B ¼ C1 þC2 þC3.

C1 ¼
X

i2I;j2J cij þ
X

i;j2 mij ð8Þ

C2 ¼ min
X

i 62lj62J cij þ
X

t2I mit

� �
xij ð9Þ

C3 ¼ min
X

i 62lj62J cij þmij
� �

xij ð10Þ

Among them: C1 represents the delay cost of the allocated model, C2 represents the
delay cost of the transmission between the allocated and unallocated models, and C3 is
the delay cost of the model at the unallocated position. For the problem in this paper,
the computational strategy of C3 is to arrange the unassigned compute nodes and the
remaining unassigned nodes in ascending order, and then place the model parts that
need to be assigned in order.

3.2 Select Node Exit Algorithm

After the deployment model task is completed, a minimal delay deployment scheme for
distributed neural network models running on fog computing nodes is obtained. In the
actual situation of the prediction task, the distance between the data source and the fog
computing node and the network status need to be considered. Predicting the sample to
experience different fog computing nodes will lead to changes in the result delay and
accuracy.

Fig. 1. Running scenario of inference task
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As shown in Fig. 1, the edge computing nodes are distributed in the center of the
figure, and the nodes marked with numbers are the deployed neural network models.
When data source 1 and data source 2 have tasks to infer, first send the data to edge
node 1 where the first layer of the neural network model is deployed. Then select edge
node 2 that meets the task requirements for data source 2 to return the inference result,
and select edge node 4 for data source 1 to return the inference result.

Algorithm 1. Algorithm for Maximizing Accuracy based on Guaran-
teed Latency

Input: 
The deployed DNN model network topology; 
T: The delay requirement  of the prediction task is required;  
Bi: the -th fog computing node is delayed from the data source Bi;  
N: the task exit point N;  
f (): the predicted delay f ();  

: Delay for the prediction task from the 1st to the i-th fog 
computing node. 

Output: 
N: that meets the delay requirement of task . 
1) For 1 to 
2)         ELk f (ELk)  
3) For 1 to 

if T > B1 + Bi + 
return , store  to set 

4)  If ≠
5)         return =max 
6) else return null 

Fog computing applications have soft real-time features, and user requests need to
be returned within a certain period of time, and the accuracy of the calculation results
also affects the quality of user experience. In order to select a suitable exit point for the
prediction task and return the calculation result, this paper designs a selection node exit
algorithm. For a prediction task with a given delay requirement, select the target node d
from the deployed fog computing node set D to return the calculation result. In the case
that the prediction meets the delay requirement, the prediction sample is subjected to
more fog computing nodes. Finally, a calculation result that meets the latency
requirements and guarantees accuracy is returned for the data source.

4 Experimental Results and Analysis

4.1 Experimental Environment

This article uses the OMNET++ network simulator [7] to simulate the network scenario
of fog computing, and compares the distributed network deployment model based on
fog computing with the DNN model based on cloud computing. A DNN model with
multiple branches was trained under the deep learning framework Neurosurgeon for
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image classification tasks on the Caltech-101 dataset. The OMNET++ network simu-
lator simulates a network distribution scenario with data sources, fog computing nodes,
and cloud servers as the main components.

4.2 Experimental Results

In the current research, there are few distributed neural network deployment frame-
works specifically proposed for fog computing, and there is no comparison.

So this article will compare with the existing cloud deployment method of neural
network model and the edge computing acceleration framework Edgent proposed by
Li et al. [8] in 2019. The trained distributed neural network models are deployed on fog
computing nodes and cloud servers, respectively. The comparison experiment will use the
traditional cloud server-side deployment model for inference as the baseline. The delay in
the experiment in Fig. 2 is the average delay after simulating 15 different network dis-
tributions. Most fog computing nodes have low performance and are at the edge of the
network, so we set the bandwidth between nodes to 1 Mb/s.

The experimental results show that, among the three methods, when the task of the
data source exits from the same exit point after being predicted by the model, that is,
the accuracy of the task prediction is the same for both methods at this time. Fog-based
neural network models use shorter prediction delays than other methods. And con-
sidering different prediction accuracy considerations, the prediction[9] delay of the
model used in this method is 44.79% lower than the cloud deployment method on
average, and 28.75% lower than the Edgent acceleration framework.
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Fig. 2. Comparison of model prediction delays of different methods
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Using the network topology based on Fig. 3, the performance of the neural network
model on the edge nodes to infer the tasks of data sources in different geographic
locations is analyzed. First, SSTP selected nodes 1, 2, 3, 4, and 5 from a randomly
generated edge node distribution set to deploy a branched neural network model.

The experimental results are shown in Fig. 4. It can be found that when the
inference accuracy returned by the inferred sample is low, that is, the sample exits the
node at the early branch exit point (such as nodes 1, 2, 3). At this time, the data source
node 6 is closer to the exit point, so a better delay effect is obtained; As the accuracy of
inferred samples improves, the exit point of the edge node at the later stage of the
branched neural network model returns the inference result for the data source. At this
time, the later exit point is closer to the data source node 7. Therefore, the inferred task
of node 7 achieves a better delay effect than node 6.
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Fig. 4. Task inference delay comparison of different data sources in edge computing scenario

Fig. 3. Network topology
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The experiment also found that the delay of the prediction task is affected by the
network bandwidth. Therefore, consider setting the network bandwidth to 500 kb/s in
the experiment. The prediction task at this time is shown in Fig. 5. When the accuracy
is 0, it means that the current prediction cannot meet the task delay requirement. When
the prediction task delay requirement is 100 ms, only the MAL algorithm in the edge
scenario can meet the task’s delay requirement; As the prediction task delay require-
ment decreases, the MAL algorithm performs task prediction by selecting an early
branch model and outputs a medium-precision calculation result; When the task delay
requirement reaches 400 ms, all three methods can meet the predicted task delay
requirement and return the calculation result of the highest precision branch model for
the data source.

5 Conclusions

Aiming at the problem that the prediction delay of the existing cloud-based deep
learning task model is too high, this paper proposes to deploy a distributed neural
network model in the fog computing scenario to reduce the model prediction delay.
Designed a deployment algorithm based on Solution Space Tree Pruning to select the
appropriate fog computing node deployment for a given DNN model, reducing the
delay required for prediction tasks; At the same time, MAL Select Node Exit Algorithm
(MAL) is designed to return the calculation results for the prediction tasks with dif-
ferent delay requirements to meet the selection of appropriate nodes. The experimental
results show that compared with the traditional method of deploying neural network
models in the cloud, the deployment of distributed neural network models in the fog
computing scenario presented in this paper reduces the model prediction delay by
44.79% on average.
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Fig. 5. Comparison of prediction accuracy of algorithms when network bandwidth is limited
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Abstract. Software maintenance is an important part of the software
life cycle. People use bug tracking systems to collect bugs in the system.
There are a lot of bug reports in open source software. Researchers con-
ducted a series of studies on these reports, such as automatically deter-
mining whether two bug reports were duplicates. This article provides a
detailed survey of the researchers’ analysis of bug reports. In this paper,
we conduct a comprehensive survey of the works concerning the mining of
the software engineering forums. Specifically, we formulate these works in
a three-dimensional style, i.e., we classify these studies according to the
data formats they used, the methodology they are adopting, and most
importantly, the questions they are dealing with. With this three dimen-
sional partition, it can be clearly known what has been done, and what
is left, along with the question, say, why left? To go further, beyond
this three-dimensional partition, we are seeking to add research space
through new data, novel techniques, and upcoming research questions.

Keywords: Software maintenance · Data mining · Bug report

1 Introduction

It is difficult for humans to develop software without any problems. So, finding
and fixing bugs is an important process in the software life cycle. People use
bug tracking systems to collect software system errors discovered by develop-
ers, testers, and end-users. The most commonly used bug tracking system is
Bugzilla1. Many open-source projects use Bugzilla to help them manage their
projects. For example, eclipse receives a lot of bug reports every day2. But every-
thing has two sides. On the one hand, a lot of reports can help us improve the
quality of software, however, on the other hand, handling these reports manually
is a very time consuming task. If we can’t extract useful value information from
these bug reports, then more data doesn’t make any sense.
1 https://www.bugzilla.org/.
2 https://bugs.eclipse.org/bugs/.
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Due to a large number of bug reports, it is unrealistic to rely solely on people
to deal with them. People are gradually proposing more and more analytical
methods to deal with bug reports. In this article, we will investigate the different
problems that researchers have studied in existing erroneous data sets. We want
to express what technologies people have used so far to solve the various problems
in the bug report.

In order to better review the existing work and look forward to the future
work, we sort out the previous work of the researchers from the three dimensions:
problem, data and technology. From a problem perspective, some people focus
on the detection of bugs, they want to analyze the existing bug reports and
extract the characteristics of the bugs. When they receive a new bug report,
let the machine automatically determine if this is a real error, whether it is a
duplicate of the bug in the existing bug library, and find a bug similar to this bug
to solve this problem faster. Some researchers want to automatically identify the
severity and priority of new bugs through existing bug reports so that developers
can prioritize the most problem-solving issues and do more meaningful things in
a limited amount of time. There is a bug in the system, usually because some
files are written. Some researchers want to find the relationship between bugs
and source files through the existing repair experience, let people locate bugs
and fix bugs faster. Some researchers believe that different people have different
ability to solve bugs in different fields. They want to learn the distribution of
existing bugs and automatically recommend the most suitable developers to solve
problems when new bugs occur.

From a data perspective, most of the work already done is based on Bugzilla
collecting bug reports. However, the fields that different researchers pay atten-
tion to are not the same. Some people only pay attention to the text information
in the bug report, such as description, summary field. Some people think that
structured information also contains important information. They not only con-
sider text information but also consider structured information such as priori-
ties and components. Still others believe that just analyzing bug reports is not
enough. They introduce external data combined with bug reports to solve prob-
lems. How to reasonably combine different types of information has always been
a difficult point. From a technical point of view, most of the work is based on
traditional information retrieval techniques, machine learning and deep learning
techniques. In recent years, with the development of big data and the significant
improvement of computing power, people think that “big data + complex model”
is a better choice. Therefore, neural networks and deep learning have become
more and more popular, and they have demonstrated their capabilities in var-
ious fields. More and more people are trying to use neural networks instead of
traditional information retrieval and basic machine learning algorithms to solve
different problems.

2 Bug Report Problem Classification

In this survey, we mainly summarize the problems that others have studied on
the bug report from the perspective of the problem and analyze the data and
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technology they use. We divide the existing research related to the bug report
into five categories: bug detection, bug level determination, bug location, bug
developer recommendation, and some other issues.

In terms of bug detection, we mainly consider three sub-problems: bug clas-
sification, to determine whether a report is a bug; Duplicate bug detection to
determine if the two bug reports describe the same problem; Similar bug detec-
tion to determine if two bugs are of the same type. The bug level determination
is mainly divided into two sub-problems: bug severity prediction and bug pri-
ority prediction. The bug location and bug developer recommendations are two
separate and widely studied issues. By dividing the bug report problem into dif-
ferent categories, it is easy to know the hot point research area in recent years
and conclude future tendencies.

3 Bug Detection

There are three main problems with bug detection. The first question is whether
the problem described in the bug report is about the bug. Users not only submit
a bug to the tracking system, they also mention other requirements, such as how
to make the system more convenient. Thus, we need to identify the real bug and
then solve it. The second question is about duplication. Many reports submitted
by users refer to the same bug but with different descriptions, we need to be
able to determine whether the two bug reports are about the same problem.
The third problem is to identify similar bugs. We know that if the two errors are
very similar, then the reasons for them may be very similar. By recommending
similar bug reports to developers, it may be faster to locate errors and fix bugs.

3.1 Bug Reports Classification

There are a large number of reports that are actually misclassified. Manually
classifying bug reports is a very time consuming task. [1] used 90 days to man-
ually sort over 7,000 error reports. Therefore, it is necessary to classify reports
automatically.

Researchers firstly used the text field in the bug report to extract features
and use this to determine if the new report was a bug. [2] applied topic model-
ing to the corpus of pre-processed bug reports, and then classified bug reports
using decision trees, naive Bayes classifiers, and logistic regression. Experiments
implicate that the topic-based model outperforms than the word-based model,
and the naive Bayesian model is better than the other two in classification.

Some researchers believe that structured information in the bug report can
help judge whether a report is a bug. [3] used a hierarchical Dirichlet process
(HDP) and clustering to classify bug reports. The bug report is projected into the
topic vector space, then clustering method is utilized to aggregate the bug reports
and tag the categories. How to better combine structured and unstructured data
has always been an important issue. Some people [4] proposed a hybrid approach
to classify error reports. They used the text mining method to extract features
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from the report summary, and then used the data mining method to combine
the structured information features in the error report with the previous stage
text features, finally used the Bayesian classifier to predict.

3.2 Duplicate Bug Report

In 2018, [5] found that the proportion of duplicate bugs reached 20% on the bug
repositories of Mozilla Core, Firefox and so on. These duplicated reports may be
solved by developers for many times, resulting in waste of human resources. So
far, the bug tracking system can not detect duplicate bugs automatically when
collecting bugs [6]. The work of detecting duplicate bugs can be divided into
two categories: One is to apply natural language processing (NLP) techniques to
unstructured textual information, such as bug title and bug summary; Another
approach focuses on execution information in bug reports.

Duplicate Bug Detection Based on NLP. [7] used BM25 for term weighting
to transform bug reports into vector space. They found that the right term
weighting is critical for detecting duplicate bug reports.

There are many challenges in using text information. As each person has
different speaking habits, different words may be used to express the same con-
cept, so only use text matching is not enough. Hence, it is necessary to analyze
the semantic of bug report. [8] treated each bug report as a text document and
used it to train word embedding models [9]. Using the trained word embedding
model, They converted the error report into a vector and further trained the
deep neural network above these bug report vectors to understand the distribu-
tion of duplicate bug reports and non-repeated bug reports. In addition to the
above method, there are some other attempts. [10] proposed a combination of
Latent Dirichlet Allocation (LDA) and word embedding method to determine
whether it is a duplicate bug report. The idea of this approach is to use LDA’s
higher recall rate to first exclude the most dissimilar bug reports, and then use
the word embedding model in the remaining reports to calculate the similarity
among reports.

Duplicate Bug Detection Based on Execution Information. The bug
execution information describes the context in which the bug occurred. The
context of repeated bugs is the same. [11] proposed a repetitive error detection
involving both execution information and natural language information. [12]
considered to utilize domain knowledge and context of software. In the Android
bug tracking system experiment, they found that the detection of bug reports
can be improved by considering keywords in the Android domain. Some people
think that the more features of a bug report you have, the more detailed you
can portray a bug. [13] defined 25 features in the bug report as the basis for
the classification, most of which were generated by the TakeLab system, and
then used the SVM training model to classify the bugs. The topic model enables
efficient semantic analysis and text mining. [14] proposed a novel duplication
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detection method based on the topic model. They combined the similarity of
each report in the topic space with the similarity of the classified information of
each report to predict duplication.

Deep learning methods also be involved in this area. [15] proposed a search
and classification model combining CNN and LSTM [16]to solve the problem
of repeated bugs. They used the vanilla single layer neural network to handle
structured information in bug reports, used LSTM to handle short descriptions,
used CNN to process long descriptions, and finally combined them to learn
bug reporting features. Some people [5] proposed to use word embedding and
Convolution Neural Networks to calculate the similarity between bug reports,
because this not only pays attention to textual similarities but also achieves
semantic similarity. This method not only considers the textual information in
the report, but also combines domain-specific features (i.e., Component, Create
time and Priority, etc.) to better detect duplicate bug reports. Over time, more
and more new models have been proposed for specific problems. [17] used stack
traces and hidden Markov models to automatically detect duplicate bug reports.
Based on their research, they recognized the obvious benefits of using stack trace
information. They believe that this information can improve the accuracy of the
detection of repeated bug reports. They used recall rate and Mean Average
Precision (MAP) to evaluate their models on Firefox and GNOME datasets and
found better results than baseline models.

3.3 Similar Bug Report

Similar errors mean that bugs in several bug reports are related to common
code files. Unlike duplicate bug reports, we generally think that two reports
are similar reports when they have more than 50% modified common files. By
recommending similar bug reports to developers, we can help them locate the
cause of the error faster and solve new bugs efficiently.

[18] combined traditional information retrieval technology and word embed-
ding technology, and considered the title, description, and other component
information in the bug report to recommend similar reports to developers. They
experimented with similar bug recommendations, and their approach has better
performance than NextBug [19]. Inspired by this, [20] proposed a new method for
using document embedding models in order to further improve the performance
of the method. They added a new document embedding vector component to
the existing three components. This component focuses on mining the poten-
tial relationships between the two bug reports at the document level for better
results.

4 Bug Level Determination

4.1 Bug Reports Severity

The bug report generally includes a severity, which helps the developer to resolve
the serious error first. The severity is divided into crashes, errors, low efficiency
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and minors. Automatically detecting the degree of severity can benefit bug report
processing, letting high severity bug reports be processed preferentially. [21]
extracted the concept word in the bug report to construct the concept profile
(CP). When a new bug report is encountered, they calculate the degree of simi-
larity between the report and the CP severity concept to determine the severity
of the bug. How to determine the severity of the profile requires people to do
it manually. [22] use unsupervised methods to determine whether the severity
of the bug report is correctly assigned. They used a Gaussian mixture model to
group similar bug reports, then assigned severity labels to grouped bug reports,
and finally used supervised algorithms to predict the severity of unmarked bug
reports.

Just thinking about textual information is not enough. [23] proposed a near-
est neighbor method based on information retrieval to predict the severity of
bugs. They used the extended BM25 document similarity function to select the
k reports that are most similar to the new bug report, and then predicted the
severity of the new bug based on the severity of the k reports. In addition to con-
sidering the text information in the bug report, they also considered structured
information like product and component.

4.2 Bug Reports Prioritization

[24] proposed to use different machine learning algorithms such as Näıve Bayes,
decision trees, and random forests to predict the priority of reported bugs. They
experimented on two feature sets. The first feature set is based on the textual
description of the error report. The second feature set is based on the prede-
fined metadata of the bug report. Experiments showed that the classification
results of random forests and decision trees are better than Näıve Bayes, and
the results of the second feature set are better than the first feature set. [25]
thought that previous researchers did not take into account the reporter’s sen-
timent when predicting the priority of bug reports. In the bug report, if the
submitter’s description is very anxious, the severity and priority of the bug may
be high. Therefore, they extracted features from the bug report, then used the
sentiment words involved in the bug report summary to calculate the sentiment
value of each bug report, and then combined the two to train and predict the pri-
ority of the bug report. Rich, unstructured information in bug reports was also
involved. [26] extracted the temporal, textual, author, related-report, severity,
and product in the bug report as features, and then used the linear regression
model to determine the priority of the report. They defined the priority of five
bug reports and then used the thresholding approach to solve the problem of
data imbalance.

5 Bug Localization

To solve the bug, the system developer needs to locate the source file that caused
the bug which would be difficult especially in a huge system. The biggest chal-
lenge in auto-locating bugs is the mismatch between the terms used in the bug
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report and the terms used in the source file. There are lots of methods for solving
this issue. One of the directions is analyzing the source code file. [27] believed
that structured information based on code structure such as class name and a
method name can help us locate bugs better. Their method only required source
code and error reporting. However, the terms used in the error report used to
describe the error may not be the same as the terms used in the source file. [28]
combined DNN and information retrieval (IR) techniques to locate error files
associated with bugs. They used information retrieval techniques to calculate
textual similarities between error reports and source files. DNN is used to link
the specific terms in the bug report to the terms in the source file. [29] found that
if the error report lacks rich and structured information, the information retrieval
technology often does not work well, and too much stack tracking information
does not help the positioning.

Some researchers believed that considering the version history can better
locate potential error locations. [30] proposed AmaLgam, a model that combines
historical data, similar reports, and structural information to locate files related
to bugs and achieved good performance. To help better understand existing code,
researchers use information retrieval techniques to map bug reports to associated
code units. [31] proposed a variant of 15 vector space models based on tf-idf to
form a new composite model. They used the VSM model and AmaLgam [30] to
calculate the weighted sum of suspicious files to locate bug files.

6 Bug Developer Recommendation

When we encounter a new bug, which developer should I assign to fix it? In
general, we can randomly assign bugs to the developer, but it is deficient. Gen-
erally, developers have their own expertise area, so it is better to recommend
bug reports that belongs to this area for them to fix up. Researchers attempt to
address this issue by analyzing different kinds of data, such as text information,
structured information and developer profile, and so on.

[32] believed that most of the previous work focused only on open source
projects. They used convolutional neural networks and word embedding to build
auto-recommended developers to fix bugs and apply the technology to indus-
trial projects and open source projects. They believed that there are two main
challenges. The first challenge is that in multinational companies whose native
language is not English, bug reports often appear in their native language and
English. The second challenge is that industrial projects are different from open
source projects, and there may be many specific terms in specific fields. They
mainly extracted the two text fields of description and summary in the bug report
as features. They also proposed the idea of manual and automated classification
cooperation and introduced the experience used in the industrial development
environment.

Textual information in bug reports alone often does not yield satisfactory
results. [33] introduced a highly scalable recommendation system for bug report-
ing assignments. In addition to considering the textual information of the report,
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they also used structured information such as component id, product id, and bug
severity as feature data. They used convolutional neural networks and recurrent
neural networks as deep learning classifiers. At the same time, they also made
certain restrictions on developers. They believe that only developers who are
still active in the project should be assigned bug fixes. They believe that only
developers who have been fixing bugs for a while can be considered an active
developer. They opened up further research directions in optimizing training
speed and predictive performance.

Summarizing the bugs that each developer has fixed in the past is a good
way to portray developers. [34] proposed to create an activity profile for the
history of all activities of all users in the bug tracking system, then model it
according to this file, and then recommend the appropriate developer to solve
the bug through this model. Through this file, we can probably know the role of
the developer in this system and the areas of expertise. Although we can better
distribute bugs to developers through configuration files, it takes time to mine
the configuration files for each developer’s historical data. [35] proposed a new
method called DevRec, which consists of two types of analysis, bug reports based
analysis and developer based analysis. The bug-based analysis is mainly to find
bugs similar to the newly collected bugs from the bug repository. By analyzing
the bug fixers, he can found potential fix developers for new bugs. They converted
the features in the bug report into vectors to calculate the similarity between the
two reports. The developer-based analysis measures the distance between the bug
report and the developer, correlating the developer with the characteristics of
the bug report. They combined these two analyses for optimal performance. [36]
proposed a unified model based on learning ranking technology, which combines
activity-based technology to find out which developers have solved similar bugs
and location-based techniques to find the right developer for the bug location.

7 Other Problems

7.1 Generating Bug Fixes

Although the bug report tells the developer that there is a defect in the system, it
may not be able to fix the defect due to the lack of a development environment,
and the defect remains in the system. [37] proposed a method called R2Fix,
which automatically generates bug fixes from bug reports. They chose buffer
overflow, null pointer error and memory leak to evaluate the proposed method,
because the repair methods of these three types of errors are relatively simple,
and the repair mode can be found. When R2Fix received a new bug report, it
analyzed the bug report, determined which error belongs to the above three types
of errors, and finally generates a possible patch to fix the bug. In the verification
experiment, R2Fix automatically generated the correct patch for 57 errors with
an accuracy of 71.3%, and it also found potential errors that the tester did not
find. Due to the difficulty of automatically generating bug fix, there is still a
long way to go to generalize automatic patch generation.
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7.2 Automatic Vulnerability Recognition

Automatically identify potential bugs will greatly improve the efficiency of soft-
ware maintenance. In order to find unrecognized vulnerabilities in the open-
source library and fix it, Some people [38] proposed an automatic vulnerability
identification system. They used a variety of machine learning classifiers as basic
classifiers to extract features from bug report submissions and reports themselves
and automatically discovered unrecognized errors in submitted reports through
natural language processing and machine learning techniques. However, because
of the complexity of this issue, existing methods perform not well. Future work
will continue exploring new methods to solve this problem.

7.3 Bug Report Summarization

In order to help developers quickly understand the information in the bug report,
[39] proposed a two-layer semantic model (TSM) to extract important informa-
tion from the report. They first used the extended NR (ENR) model to pre-
serve the sentences with important semantics in the report, then used BRC
(Bug Report Classifier) to extract the text features from these sentences, and
finally used the logistic regression training model to select the sentences with
high scores to generate the abstract of the article. [40] explored the use of deep
neural networks to generate a summary of bug reports. They used bug report
preprocessing, unsupervised network training and summary generation to assign
scores to sentences in bug reports, and then dynamically selected sentences with
high scores to generate summaries.

8 Conclusion - What’s the Outlook?

We have presented a comprehensive survey of bug report, categorizing current
bug report tasks based on problem, data and technology and summarizing the
current situation for each tasks. What’s the next for bug report? We end with
future potential directions by applying past insights to the current situation.
Firstly, different types of data will be used to better analyze bug reports; Then,
advanced models will be invented to better address specific problems; Last but
not least, the efficiency and practicability of methods will be considered.
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Abstract. This paper used millisecond-level intraday data from the Tai-
wan futures market during the financial crisis to propose an effective
data processing method using the program and a non-SQL database. Fast
traders were classified based on the investors’ trading volume and position
size. First, the state space model was used to decompose the prices. It was
discovered that fast trading (FT) can cause permanent price increments,
which are independent of temporary prices. FT during the financial crisis
helped improve price efficiency and liquidity. Second, the activity of FT
is based on public information, which makes price discovery during a high-
Volatility Index (VIX)periodpossible and causes an increase in the adverse
selection cost of non-fast traders (non-FT).

Keywords: Fast trading · Price discovery · Futures market ·
Financial crisis · Data mining

1 Introduction

Recently, the world economy has been hit by the effects COVID-19, and the cir-
cuit breaker mechanism for important indexes in the financial markets of various
countries has been triggered many times. Investor panic in the market is running
high, and the possibility of a repeat of the 2008 financial crisis is great. How-
ever, the use of technology to process information as noted by Brogaard et al.
[5] and the advantages of high-frequency traders are more obvious, the informa-
tion during the financial crisis has been obtained earlier than in other investors,
according to Foucault et al. [11]. Additionally, parsing high-frequency trading
(HFT) and information from intraday data is a complex process. It is difficult to
acquire the data as well as manage the analysis of the large amount of intraday
data. The purpose of this study is to establish a set of data processing methods
based on the intraday data provided by the Taiwan futures exchange during
financial crisis, using a program and database, in order to analyze investors and
price discovery and to provide suggestions for dealing with similar data in the
future.
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Data mining integrates theories and technologies in artificial intelligence,
statistics, database and machine learning, among other fields, as noted by Wei Yu
and Shijun Li [29]. Data mining in the financial market is mainly used to analyze
the financial statements or major announcements of stocks and sometimes used
to simulate optimal portfolio returns. While HFT is an important aspect of
the international financial market, with its market share growing rapidly in the
past decade by Van Kervel and Menkveld [28], most of its information comes
from the macroeconomic news bulletin, as noted by Andersen et al. [1], and the
imbalance of the order book, as noted by Cao et al. [7]. Carrion [8], Conrad et
al. [9], Hasbrouck and Saar [15] and Hirschey [16] found that HFT can predict
short-term prices and plays an important role in liquidity supply.

Currently, however, the discussion about HFT focuses more on the European
and American markets and less on emerging markets. The Taiwan futures mar-
ket is an emerging market that is dominated by individual investors, according
to Lin et al. [22], and no real HFT exists due to laws, regulations, machinery and
equipment. However, this research defines fast traders in the Taiwan future mar-
ket because they are important members in the international financial market
who exhibit behavior similar to that of HFT, mostly in market operations. The
FT are defined using the state space model to analyze their information ability
and impact on prices, to explain their contribution to price discovery, and to
interpret price discovery using the least square method.

2 Data

2.1 Data Source

The main source of the data in this paper is the millisecond-level intraday data
provided by the Taiwan Futures Exchange (TAIFEX), which contains the details
of each investor’s orders and trades and the best five bid and ask prices and
volume of commodities. There are more than 30 data fields in total. In 2018,
the Taiwan futures exchange was ranked 15th in the world in terms of trading
volume, which means that it is not only widely favored by international capital
but also climbs the regional representative indexes or intraday Taiwan Stock
Exchange Capitalization Weighted Stock Index (TAIEX) in seconds from the
Taiwan Stock Exchange (TESE) website. The sample interval that was used is
from January 15, 2008, to November 19, 2008, including a total of 209 trading
days. The total size of the dataset is more than 200 Gb, and the average number
of daily observations is more than 200,000. These data collected during the
financial crisis have a variety of market conditions and are of great research
significance and value.

2.2 Extraction and Processing

Brogaard et al. [5] found that HFT like to trade commodities with a large volume
and that are highly liquid. Lin et al. [21] and Lin et al. [23] also pointed out that
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a contract with a large trading volume has better liquidity and can therefore
more accurately capture the real situation and characteristics of the market and
reflect the transaction price accordingly. Therefore, TAIEX Futures (TXF), the
most popular commodity traded in the Taiwan futures exchange, was selected as
the research sample to represent the Taiwan futures market. TXF has a total of
five contracts to trade every day. The contract value is calculated by multiplying
its points by 200 NT$; therefore, to buy a bite, the actual manipulation position
is approximately 9,000 * 1 * 200 NT$ = 1,800,000 NT$. The trading time is
from 8:45:00–13:45:00, and the minimum rise and fall unit is 1 point, i.e., 200
NT$. Lin et al. [23] discuss the contract expiration effect in the futures market,
where information is converted with the expiration of the contract in the futures
market maturity. To remove the expiry effect, every nearby futures contract, with
the days to maturity less than 5 days, is replaced by the next nearby futures
contract, as its daily trading volume is less than that of the next nearby futures
contract as done in Lin et al. [21].

3 Methodology

3.1 Framework

The research process and structure, as well as the processing of the data, are
described here because of the large amount of millisecond-level intraday data
studied. First, the transaction data that were extracted from the two exchanges
were sorted out. Since the type of data that were provided by the different
exchanges were inconsistent, all the data were converted into JSON format after
removing the exchange identification fields. Second, the sorted data were added
to the local server’s MongoDB database. Then, Python is also a good choice
for developers who want to improve their coding skills to Zhang et al. [31].
JupyterLab was built, and Python was used to introduce first-level data and to
conduct data processing and collation, according to the study by Gai et al. [12]
that discussed how to use the nanosecond-level intraday data method, perform
multithreaded calculation, and view millisecond day trading records. Finally,
R was used to perform the subsequent model analysis of the sorted secondary
data. The state space model both used toolkits from R, the details of which are
explained below.

3.2 Fast Trading (FT)

As mentioned above, programs similar to HFT have appeared in the Taiwan
futures market; therefore, this section discusses how to define FT in the Taiwan
futures market. Brogaard et al. [5] pointed out that HFT do not leave positions
until the next day. Antoine et al. [2] and the SEC [27] believe that HFT are
characterized by a large daily trading volume and close to closing or neutral
positions at the end of the trading day. This study uses Brogaard et al. [6]
and Kirilenko et al. [19] to define the HFT method, beginning with the trading
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volume and position size of each investor. Since this study focuses on futures,
the proportion of the trading time of investor contracts in the total trading time
is added. The three screening conditions are as follows:
(1) days total more than 30%;
(2) make up more than 0.02% of the trading volume;
(3) never hold more than 30% of the daily trading volume at one time within
the trading day.

The details of the investors are arranged in Table 1 in order to provide a more
intuitive distinction between FT and non-FT. Table 1 shows that the average
activity of FT is higher than that of non-FT. Additionally, the ratio of positions
held at the end of the day for FT is smaller than that the maximum positions held
during the day. This means that FT will concentrate on positions held during
trading and will leave or remain neutral at the end of the trading. Overall, the
number and the proportion of total trading volume of FT are much smaller
than those of non-FT, but this also indicates that FT have more capital. It was
determined that the selected FT has a small trading scale, a large trading market
value and other characteristics that are generally accepted for HFT. This also
proves that this classification method is effective and lays a solid foundation for
future research.

Table 1. Trader type statistics.

FT Non-FT

(1) (2)

Volume 2.39 1.36

Dollar volume ($million) 3.53 1.99

Max position/volume 5.80% 57.44%

Position/volume 0.95% 39.78%

Volume/total volume 24.86% 75.14%

People 24 8486

In addition, in the market transaction, both the orders and the trades contain
information, but the information contents are different. To explore the price
discovery ability of FT, the message frequency of previously classified investors
was sorted in Table 2 for comparison. First, Table 2 shows that the proportion
of order price change for non-FT is relatively high, which means that it is more
likely to be affected by sliding cost. Second, because each order represents the
information issued by the investor, the deletion and cancel of the order can
be understood as changes in the information. In Table 2, the proportion of the
FT in the deletion and cancel orders and the best first bid and ask prices are
higher than those of the non-FT. This demonstrates that the information is
concentrated in the best first bid and ask prices and also reflects the technical
advantage of the FT, which is reflected not only in the computer equipment
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but also in the trading skills. Antonine et al. [2] discuss the order to trade ratio
(OTR), which observes whether investors will make a large number of orders,
delete and modify orders, that is, measure the message flow. Generally, the value
of HFT is relatively high, and this is also reflected in Table 2.

Table 2. Message frequency.

FT Non-FT

(1) (2)

Trade-change price 8.97% 10.71%

Worsening cancel 65.01% 42.82%

Order placement at NBBO 36.60% 38.17%

Order cancel at NBBO 6.96% 3.40%

Order to trade ratio 3.23% 2.43%

Total number of orders obs 35,084 87,728

Total number of trades obs 15,918 62,216

3.3 The Optimal Time Interval

Areasonable fixed time interval should be selected for this part of the studybecause
of the use of intraday data. Brogaard et al. [4] and Brogaard et al. [6] used 10 s as
the time interval in their research on HFT and price discovery. Lin et al. [23] chose
a 5 s interval to study the information advantage in the Taiwan option market.
Diebold and Strasser [10] pointed out that a too-short time interval would lead
to too much noise when conducting market microstructure research. Therefore, in
order to strengthen the rigor of the research, this study sorted out the TXF of the
Taiwan futures market data and obtained the results shown in Table 3.

Panel A is the time ratio of order to price movements, where the larger the
time interval is, the larger the proportion of price movements caused by the order.
It was found that at 10 s, on average, nearly 90% of orders cause price movements.
If the time interval is relaxed to 30 or 60 s, the difference is not significant. Panel
B is the time ratio of order to trade, which means a longer order time with a
higher trade ratio. These statistics show that most orders can be executed in a
very short time. Within 60 s, at least 90% of the orders are traded, which means
that 90% of the information is reflected. The magnitude of price movements
and the number of observations also depend on the time interval. Longer time
intervals can reduce the number of observations and stabilize price movements;
therefore, a balance must exist between the number of observations and the size
of price movements. Therefore, this study used 60 s as the time interval.
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Table 3. Order and trade in time interval.

1 s 5 s 10 s 30 s 60 s

Panel A: Time Ratio of Order to Price Movements

57.06% 91.85% 97.29% 99.44% 99.66%

Panel B: Time Ratio of Order to Trade

54.56% 70.63% 76.74% 84.70% 88.73%

3.4 State Space Model

Hasbrouck [14] pointed out that the trade price can be divided into random-
walk and stationary components. The random part can be used to monitor the
effectiveness of the price, and the stationary part is the difference between the
effective price and the actual price, which is called mispricing. The previous
information share model was intended to explore the relationship between price
lead and lag and the information content; therefore, this section will use the
state space model to disassemble prices and disaggregate investors’ activities
according to liquidity. According to the research methods of Brogaard et al. [5]
and Menkveld et al. [25], the state space model is used to divide the price of the
TXF into a permanent price and a transitory price:

pt = mt + st (1)

where pt is the ln(midpricet) at time interval t for TXF and is composed of
a permanent price mt and a transitory price st. The permanent price is modeled
as a martingale:

mt = mt−1 + wt (2)

The permanent process characterizes information arrivals, where wt repre-
sents the permanent price increments. Then, the following regression discussion
is established for transitory price and permanent price increments:

st = αst−1 + γAllFTT
t + ξt (3)

wt = βT FTT
t + βV olt + εt (4)

where, FTT
t is the logarithmic of the FT volume in the interval, and V olt

is the logarithmic of the trading volume in the interval. This regression formula
differs from that of Brogaard et al. [6] in that the Taiwan futures market is still
an emerging market. The trading volume before and after FT was not found to
be highly autocorrelated after the correlation analysis.

Brogaard et al. [5] and Carrion [8] noted that the trade prices of the two types
of investors are divided into liquidity demand and liquidity supply according to
the relationship between buying and selling, driving and leading and lagging,
and the regression is as follows:
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st = αst−1 + γ
D/S
FT FT

D/S
t + γ

D/S
Non−FT Non − FT

D/S
t + ξt (5)

wt = β
D/S
FT FT

D/S
t + β

D/S
Non−FT Non − FT

D/S
t + εt (6)

Among them, the volume of FT is divided into liquidity demand (FTD
t ) and

liquidity supply (FTS
t ). The trading volume of non-FT is divided into liquidity

demand (Non-FTD
t ) and liquidity supply (Non-FTS

t ). In R, there are several
databases that can be used for the state space model. In this study, Petris and
Petrone [26] used the sspir’s package for the calculation. KFAS can also be used,
and the instructions for the specific use method can be found on GitHub.

3.5 FT Activity and Return

Previous studies aimed to determine the price discovery capability of FT activity
to analyze the influence of two types of investors on the transitory price and
the permanent price increment by using the state space model. This can be
viewed as the robustness test of these previous studies that was used to further
understand the role of FT in the price discovery process from order to trade in
order to further strengthen and expand the available information.

It is well known that public information is complicated and multifarious and
that the interpretation of the information and market prices is often ambigu-
ous. During financial crises, information tends to become more complex and
richer. However, the order to trade is the behavior of various investors after
the interpretation of the information; therefore, the information in the order
book is extracted with multiple variables. Cao et al. [7] found an imbalance
between the amount of liquidity available for trading and predicted short-term
price changes. Therefore, the limit order book imbalance (LOBI) variables pro-
posed in Brogaard et al. [5] were used as the agent variables of the information
in the limit order book.

In this paper, ordinary least squares (OLS) regression was used to explore
two relationships. During financial crisis, the uncertainty of information and the
drying up of liquidity will increase the VIX, and the excessive VIX will also
increase the uncertainty of the market, therefore affecting the FT. This study
defined a VIX greater than 30 as a dummy variable and included it in the
regression:

Rett = α
3
1 + β

3
1FTt−1 + β

3
2V IXt−1 + β

3
3V IXt−1 ∗ FTt−1 + β

4
3LOBIt−1 + β

5
4Rett−1 + ε

3
t (7)

In the above regression, Rett is the absolute value of the return as the price
explanatory variable because the Taiwan futures exchange can short trade, and
it can also represent the price change. FTt respectively represent the amount of
order volume, trading volume, liquidity demand and supply of FT and take the
logarithmic. V IXt is a dummy variable, represented by 0 or 1. OrderSizet is
the logarithmic of all order volumes in interval, which represents the collection
of all the delegate information. LOBIt s a summary of the information from the
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price depth in the interval. If this value is negative, it represents a sell message.
The Taiwan futures market provides only the best five bid and ask prices order
volume, so the value is calculated as the difference in the best five bid and ask
prices order volume divided by the sum.

4 Result Analysis and Discussion

4.1 Descriptive Statistics

The main explanation of the variables is discussed in this section, and will further
use descriptive statistics in the analysis. As shown in Table 4, FT during financial
crisis, it is still continuing to order and trade, and the liquidity supply to demand
ratio is higher with the FT. Carrion [8] believes that HFT will provide liquidity
and vice versa when the market is in a state of abundant liquidity. Of course, in
extreme cases, the HFT will withdraw from the liquidity supply as reported by
Kirilenko et al. [19]. Grossman and Miller [13] showed that they would choose
to supply liquidity during the imbalance of orders and put those investors who
hold opposite views into a passive position. In addition, during the crisis, the
LOBI in the market was negative, which indicates that the overall investor was
selling information. Since the minimum variable associated with trading volume
appears to be 0, this means that there will be a brief vacuum during trading,
which is also in line with the high degree of panic in the market during times of
crisis.

Table 4. Descriptive statistics.

FTO FTT FTD FTS non-FTD non-FTS Ret LOBI OrderSize Vol

Mean 5.23 4.24 1.08 2.87 2.18 4.08 0.0006 −0.03 6.75 5.78

Std 1.21 1.18 1.05 1.21 1.08 1.03 0.0007 0.38 0.74 1.03

Min 0.00 0.00 0.00 0.00 0.00 0.00 0.0000 −1.00 0.00 0.00

Max 7.98 7.34 4.56 6.48 5.59 6.99 0.0152 1.00 8.79 8.82

4.2 State Space Model of FT and Prices

This section mainly describes the results of the state space model and the disas-
sembly of prices by using the Kalman filter, which is divided into the permanent
price and transitory price, where the difference in permanent price is the perma-
nent price increment. In this study, the activities of the FT and the non-FT and
liquidity dismantling of the two parts of the regressive transitory price and the
permanent price increment are explained, and the results are shown in Table 5.
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Table 5. State space model of FT and prices.

Transitory component Permanent price increments

(1) (2)

Panel A: By FTAll and Prices

FTAll −0.00∗∗ 0.00∗

(t-stat.) (−2.00) (1.74)

Panel B: By Liquidity Demand, FTD and Non-FTD, and Prices

FTD −0.00 −0.00

(t-stat.) (−0.76) (−0.48)

Non-FTD −0.00 0.00

(t-stat.) (−0.39) (1.27)

Panel C: By Liquidity Supply, FTS and Non-FTS , and Prices

FTS 0.00 0.00∗∗∗

(t-stat.) (0.85) (2.84)

Non-FTS −0.00∗ 0.00∗∗∗

(t-stat.) (−1.71) (2.08)

Robust t-statistics in parentheses *** p<0.01, ** p<0.05, * p<0.1

Panel A shows the transitory price and permanent price increment with the
FT activities. By column (1), as can be seen, the FT is significantly negative,
and this represents that a transitory price is unrelated to FT activities, and in
column (2), the permanent price increment and FT have a positive significant
relationship. The representative FT actually have the information, cause per-
manent price increment, and take this information advantage in and out of the
futures in the financial crisis. While Panel B is the liquidity demand analysis of
FT and non-FT, the two do not have much of a relationship with the transitory
price part and the permanent price increment, and the liquidity supply of its
activities has certain research significance.

In the Panel C column (2), it is shown that the liquidity supply of both types
of investors has a positive and significant relationship with the permanent price
increment, and the t-test statistic of the FT is larger, which can be interpreted
as providing liquidity for the FT when the market dries up. In addition, previ-
ous statistics showed that non-FT accounts for a large proportion of the total
trading volume. Kaniel et al. [17] and Kelley and Tetlock [18] found that individ-
ual investors in emerging markets can obtain positive remuneration in options
markets with higher thresholds of knowledge and technology. Therefore, it is
believed that there are some sophisticated retail investors that have a certain
capacity for non-FT.

4.3 FT Activity and Return

The purpose of this section is to further explore the relationship between FT and
the return in order to further explain its effect on price discovery and market
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efficiency, as well as its performance in times of a high-VIX index. Malinova et
al. [24] believe that the information reduction of HFT leads to an increase in the
spread of the transaction cost for other investors. Lee [20] found that HFT mainly
consumes liquidity in the Korean market, contrary to the findings in Western
markets, and that it has no effect on price discovery and market efficiency. Using
commodity future data of the DaLian Commodity Exchange, Zhao and Wan [30]
also found that high-frequency traders mainly consume liquidity. The regression
results are shown in Table 6.

Table 6. FT activity with high-VIX.

Order Trade Demand Supply

(1) (2) (3) (4)

Constant 0.00∗∗∗ 0.00∗∗∗ 0.00∗∗∗ 0.00∗∗∗

(t-stat.) (19.35) (23.86) (78.49) (43.97)

Lag1 FT 0.00∗∗∗ 0.00∗∗∗ 0.00∗∗∗ 0.00∗∗∗

(t-stat.) (3.93) (7.04) (10.07) (10.37)

Lag1 VIX −0.00∗∗∗ −0.00∗∗∗ 0.00∗∗∗ −0.00∗∗∗

(t-stat.) (−6.47) (−10.42) (17.39) (−3.89)

Lag1 (VIX*FT) 0.00∗∗∗ 0.00∗∗∗ 0.00∗∗∗ 0.00∗∗∗

(t-stat.) (16.90) (21.86) (12.12) (20.00)

Lag1 LOBI −0.00∗∗ −0.00 −0.00∗∗∗ −0.00∗∗

(t-stat.) (−2.49) (−1.45) (−3.47) (−2.43)

Lag1 Ret 0.25∗∗∗ 0.23∗∗∗ 0.24∗∗∗ 0.23∗∗∗

(t-stat.) (31.63) (28.29) (29.32) (27.91)

Robust t-statistics in parentheses *** p<0.01, ** p<0.05, *
p<0.1

Table 6 shows the results when the VIX in the market is included in the
regression and uses the lag period to explore the impact of FT activities on the
return. The FT order volume in (1) shows that during the high-VIX period, the
results are all significantly positive, but smaller t-test values. This means that the
tendency for the FT during high-VIX periods to entrust the impact on the return
is slow, but the FT still has the capacity for price discovery and price efficiency,
which is associated with FT capital being relatively abundant. The results of
(2) for FT activity are similar to those for (1). The results from (3) and (4)
strengthen the previous analysis. In addition, since a high-VIX inevitably leads
to the exhaustion of market liquidity, the liquidity supply t-test value of FT is
large, which also conforms to the previous idea that FT provides liquidity when
market liquidity is low and at the same time aggravates the adverse selection
cost of non-FT.
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5 Conclusion

This study collected and sorted the millisecond-level intraday data of the
Taiwan futures exchange and the Taiwan stock exchange and used Python, R
and MongoDB to process the data. The TXF, the most traded commodity in
the Taiwan futures market, was the research object, and the investors who were
similar to the HFT in the international market were defined by their trading vol-
ume and position size and called FT. Using the state space model, it was found
that the FT in the Taiwan futures market is informative and has the capacity for
price discovery, which also enhances market efficiency. The subsequent regression
model also indicated that FT activities lead to the use of bad prices for non-FT
and increase the adverse selection cost of non-FT, which is similar to previous
HFT research results.

In addition, recent research on HFT was also explored from the limit order
book of Brogaard et al. [6]. Baldauf et al. [3] thinks can be strengthened by
different models or information connotations. They also provide a direction for
future research on FT. The research also discovered effective observation values
for exploring price discovery and improves price prediction. It provides a good
learning sample for deep learning in the future and machine learning of FT
behavior to improve the success rate.

References

1. Andersen, T.G., Bollerslev, T., Diebold, F.X., Vega, C.: Micro effects of macro
announcements: real-time price discovery in foreign exchange. Am. Econ. Rev.
93(1), 38–62 (2003)

2. Antoine, B., Cyrille, G., Carlos, A.R., Christian, W., Steffen, N.: High-frequency
trading activity in EU equity markets. Econ. Rep. 1, 1–31 (2014)

3. Baldauf, M., Mollner, J.: High-frequency trading and market performance. J.
Finance 75, 1495–1526 (2020)

4. Brogaard, J., Carrion, A., Moyaert, T., Riordan, R., Shkilko, A., Sokolov, K.: High
frequency trading and extreme price movements. J. Financ. Econ. 128(2), 253–265
(2018)

5. Brogaard, J., Hendershott, T., Riordan, R.: High-frequency trading and price dis-
covery. Rev. Financ. Stud. 27(8), 2267–2306 (2014)

6. Brogaard, J., Hendershott, T., Riordan, R.: Price discovery without trading: evi-
dence from limit orders. J. Finance 74(4), 1621–1658 (2019)

7. Cao, C., Hansch, O., Wang, X.: The information content of an open limit-order
book. J. Futures Mark.: Futures Options Deriv. Prod. 29(1), 16–41 (2009)

8. Carrion, A.: Very fast money high-frequency trading on the NASDAQ. J. Financ.
Mark. 16(4), 680–711 (2013)

9. Conrad, J., Wahal, S., Xiang, J.: High-frequency quoting, trading, and the effi-
ciency of prices. J. Financ. Econ. 116(2), 271–291 (2015)

10. Diebold, F.X., Strasser, G.: On the correlation structure of microstructure noise:
a financial economic approach. Rev. Econ. Stud. 80(4), 1304–1337 (2013)
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Abstract. The Android security mechanism, building on the privacy
self-management model, treats all users equally and expects them to
evaluate and manage Apps risks, which can put the privacy and security
of vulnerable users at risk. In this paper, we perform a risk analysis of
90 Android Apps meant for children and downloaded from an official
App store in China. We consider factors, including the App rating, the
number of downloads, developer reputation, and requested Permission to
assess the risks of a Children App. We use an analytic hierarchy process-
based method for this purpose. Our analysis identifies that about 16%
of these Apps pose high and medium risks to their users, and the rest
of the Apps are not risk-free either. We propose that there is a need to
follow privacy as a shared responsibility model, and the Android security
mechanism should also be re-engineered, while considering the privacy
protection needs of its users, like children.

Keywords: Android security · Children Apps · Risk analysis ·
Privacy self-management

1 Introduction

The Android security mechanism has a downside – it ignores the differences
among users regarding their abilities and protection needs and builds around
a privacy self-management model [10,13]. For example, the European Union’s
General Data Protection Regulation acknowledges that children may be less
aware of risks associated with the processing of their data [14]. Yet, the Android
security model does not make any exceptions.

Android App stores distribute many Apps designed and developed for chil-
dren, and children, widely use Android smartphones [1]. Previous research sug-
gests that children Apps can pose different threats to their users [9,12]. However,
the scope of these studies is narrow. The purpose of conducting this research is
to explore the privacy and security risks of children’s Apps available in China.
In this regard, the main contributions of this research are as follows.

1. This is the first study that evaluates the risks of children Apps in China.
Overall, this is one of the very few studies published in this domain.

c© Springer Nature Switzerland AG 2020
G. Wang et al. (Eds.): WISA 2020, LNCS 12432, pp. 539–546, 2020.
https://doi.org/10.1007/978-3-030-60029-7_48
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2. We download 90 children Apps from one of the most popular Official App
stores in China, and perform their risk analysis by adapting a state-of-the-art
risk evaluation method [2]. However, contrary to the original model, we do
not consider the market place factor in our analysis. Because all of apps are
downloaded from the same marketplace, this means all of apps don’t exist
different value at this factor.

3. We discover that 36% of the evaluated Apps pose high risks to the privacy
of their users and security of the devices. We also find that rest of the Apps
cannot be treated as safe either.

The rest of the paper is organized as follows. Section 2 contains the related
work. Section 3 explains the methods and procedure used to perform a risk anal-
ysis of the selected Apps. Section 4 presents the results. Section 5 discusses dif-
ferent implications of the results of this study, and finally, Sect. 6 concludes this
paper.

2 Related Work

Different researchers have focussed on assessing the risks of Android Apps [2,4,7].
However, there are only a handful of studies that study their potential risks
for children. The use of smartphones has introduced new privacy and security
concerns. Liccardi et al. [8] assessed 38,842 Apps claiming to be suitable for
young users for Children’s Online Privacy Protection Act (COPPA) compliance.
They found that half of the Apps had the ability to collect private data, and
only 6% presented privacy policy. They also discovered that even the parents
lacked understanding and knowledge of what data was accessed. Hu et al. [6]
pointed out that Children Apps could contain adult content or the content not
appropriate for underage mobile users. Etaher and Weir [5] conducted a school-
based survey to understand the use of smartphones by children. They learned
that children were keen on installing new Apps and updated the existing ones.
They discovered that boys were more cautious than girls in installing new Apps.
Their results also suggest that girls participating in their study received more
upsetting content than boys and were subject to frequent online attacks and
bullying. Liu et al. [9] analyzed 67,778 Children Apps collected from Google Play
Store and discovered that 53% of these Apps included targeted Ads, 19.6% were
connected to social networks, and 22.5% had in-App purchases. These findings
indicated threats such as data collection for targeted marketing, data sharing on
social networks, and potential financial losses.

Although these studies identify different risks of Children Apps, they have
their limitations. For example, Hu et al. [6] focus on the presence of adult content
in Children’s Apps and Etaher and Weir [5] study on the consequences of careless
App installations by School-goers. Likewise, Liccardi et al. [8] consider COPPA
compliance, and Liu et al. [9] analyze Apps only for risks of targetted Ads,
social media APIs, and in-App purchases. This study focusses on risk evaluation
of popular Children Apps downloaded from three App stores from a privacy
self-management point of view.
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3 Method

In this paper, we adapt a method proposed by Dini et al. [2]. Contrary to the
original method, we do exclude the marketplace factor from our risk analysis
because we deal with only the Apps downloaded from trusted sources. We cate-
gorize Apps as a Trusted, Medium-Risk, or High-Risk. These categories are based
on the abilities of Apps to threaten the privacy of users and the security of their
devices. In our analysis, we treat assessing the trustworthiness of an App as a
multi-criteria decision-making problem and use the Analytic Hierarchy Process
(AHP) to solve it. AHP finds the best alternative among several given options
to reach a goal [11]. We also review App permissions to learn specific Apps risks.
In this section, we explain the steps performed for conducting this research.

3.1 Data Collection

We downloaded 90 Android children’s Apps from Huawei App store. We also
collected the Apps’ information (marketplace, developer, the number of down-
loads, and the user rating) from homepage of respective Apps in the market-
place. Overall, these Apps have been downloaded for about 1.1 billion times. We
used Androguard1, an open-source application programming interface (API), for
reverse engineering of Android Apps and extracted Android App Permissions
from APK files.

3.2 Risk Assessment

Risk assessment can reveal different threats of Apps [3]. We performed the fol-
lowing steps for assessing the risks of 90 Apps evaluated in this research.

Determining Threat Level of Permissions. We extract the Permissions
of the Apps from their manifest files and determine their threat levels. While
determining the threat-levels, we consider the impact of a Permission on confi-
dentiality and integrity. Since each Permission affects the confidentiality of data
and integrity of a smartphone device in a different way, it is possible to assign
them threat levels accordingly. These scores can help in calculating global threat
scores by combining, weighting and normalizing. If x is the threat score in [0,1],
and every 0.2 as a interval, we treat the threats as no-threat, negligible, limited,
significant, relevant and maximum from 0 to 1.

Pairwise Comparisons. We use four criteria to evaluate the risk of children’s
Apps. These include, the global threat score σ derived from App Permissions,
developer δ, and user rating ρ, which users gave after using the App. We build a
comparison matrix for pairwise comparison. Each value in the matrix determines
the relative importance of two criteria, which is between zero and 9. If the value

1 Androguard API, Available: https://github.com/androguard/androguard.

https://github.com/androguard/androguard
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is higher, it means the one is more important than the other and vice versa.
Comparison matrix is a reciprocal matrix, therefore aji = 1

aij
, and if i = j, then

aii = 1.

Global Threat Score. Global threat score (σ) is calculated using the following
formula.

σ =
∑n

i=1 wp.pti + ws.sti + wf .fti
1 + �lg(1 + n)� (1)

In Eq. 1, n is the number of Permissions in a children App. pti, sti, and fti are
the privacy, system, and financial threat scores of the ith Permission. wp, ws, and
wf are the weights assigned to a given Permission from privacy, system integrity
and financial threat point of view. In this paper, since our focus is mainly on
the privacy threats, we assign higher weight to privacy threat. We assign the
weights as following. wp = 0.4, ws = 0.3, and wf = 0.3. For every criterion, we
set the three alternatives. They are trusted, medium-risk, and high-risk. Then
for every criterion, we compare the relevance of three alternatives and get the
score between 0 and 9. This score was further divided into three categories. We
use an App’s global threat score for this purpose. The Apps with a threat score
[0–4] are trusted. The Apps with a threat score [4–7] are middle-risk, and those
with a threat score [7 to+] are high-risk.

Consistency Analysis. We obtain thirteen complete comparison matrices.
In order to make sure that all of the matrices are consistent, we perform a
consistency analysis. The steps for our consistency analysis are as follows.

1. Consistency index CI is calculated using Eq. 2

CI =
λmax − n

n − 1
(2)

2. We calculated the consistency ratio (CR) using Eq. 3.

CR =
CI

RI
(3)

In Eq. 3, RI is a random index and it can be obtained using a search table.
If the CR is equal to or less than 0.1, the comparison matrix is considered
accepted. Otherwise, there exists some inconsistency in these matrices.

Calculating Local Priorities. We need to normalize these matrices for cal-
culating local priorities. We use asymptotic normalization coefficient (ANC) for
this purpose. ANC has the following steps.

1. Get a new matrix A by dividing bij by sum of each matrix’s column Bj . Thus
every new element aij will be achieved using Eq. 4.

aij =
bij
Bj

=
bij∑n
i=1 bij

(4)
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2. Finally, the criterion’s local priority of every alternative is calculated (Eq. 5).

P a
ck

= Wi =
Ai

n
=

∑n
i=1 aij

n
(5)

For each matrix, we can get the local priority of four criteria is [0.36 0.28 0.12
0.23], the local priority of Permission from low threat to high threat is [0.69 0.23
0.08], [0.11 0.26 0.63], [0.08 0.69 0.23]. The local priority of developer is [0.11
0.31 0.58]. The local priority of user rating is [0.68 0.13 0.19], [0.11 0.26 0.63],
[0.13 0.66 0.21]. With the decreasing number of downloads, the local priority of
downloads is [0.65 0.12 0.23], [0.54 0.11 0.35], [0.26 0.41 0.33], [0.10 0.53 0.37],
[0.08 0.66 0.26].

Computing Global Priorities. P ai
g is the global priority of the alternative of

ai, i.e. trusted, high-risk, and medium-risk. It is the sum of the products of global
priority of relevant criterion cj , P

cj
g multiplied by the local priority P ai

cj of each
criterion’s alternative (Eq. 6). In Eq. 6, k is the number of alternatives. After
that, we get the global priorities of the three alternatives. By comparing these
three values, it’s becomes obvious that the App belongs to which alternative.

P ai
g =

k∑

j=1

P cj
g P ai

cj (6)

4 Results

In this paper, we assessed 90 children’s Apps for privacy and security risks. As
given in Table 1, our analysis reveals that five of them are high-risk Apps. These
are the Apps that pose threats to user privacy and device security. Twenty-eight
more Apps are medium-risk. These are the Apps that pose threats to device
security. We also reviewed the Permissions for individual Apps and found that all
the 89 Apps could collect information including phone number, current cellular
network information, the status of any ongoing calls, and a list of any phone
accounts registered on the device. We also found that 88 and 72 Apps could
write and read external storage, respectively. Moreover, 82 Apps could access
the coarse location (with a 300-m precision), and 25 Apps had access to the fine
or exact location. 59% of these Apps collect information about the neighboring
devices. Another 94% can install new Apps and 11% user system alert windows
that can be used to trick a user into believing that a message is from the Android
operating system.

5 Discussion

Children do not have the abilities and skills needed for privacy self-management
[14]. Therefore, App providers should participate in protecting the privacy of
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children. Yet, the results of our risk assessment of 90 children’s Apps find that
App providers are ignoring their corresponding responsibility. And sometime
users’ evaluations in appstore will mislead fresh user in security. In Fig. 1, it’s
the ratio of every factor’s average value. We can see that there is just a little
different between three risk levels.

Table 1. Mid-risk and high-risk apps

App name Global

threat

User

rating

Number of

download

Result

com.babigongzhushengbao.bao.apk 3.22 3.8 360,000 High risk

com.crazystore.androidglitterslime.mi.apk 2.12 2.9 290,000 High risk

com.fatcat.FashionNailArtSalonGame.huawei.apk 3.08 3.4 500,000 High risk

com.fatcat.injectiondoctor.huawei.apk 1.58 3.2 460,000 High risk

com.hello.SchoolDentistDoctor.huawei.apk 1.58 3.9 170,000 High risk

com.mengyinps.pizzashop.apk 2.26 3 330,000 High risk

com.newbee.cooking.apk 1.9 3.2 780,000 High risk

com.yiqizuoye.jzt.apk 7.07 2.9 100,000,000 High risk

com.ynwareapp.meirenyumakeup.apk 2.74 2.6 730,000 High risk

cn.mama.pregnant.apk 6.15 4.5 100,000,000 Mid-risk

com.dw.btime.apk 5.14 3.9 100,000,000 Mid-risk

com.hhdd.kada.apk 6.31 4.8 17,310,000 Mid-risk

com.mampod.ergedd.apk 4.14 4.7 58,460,000 Mid-risk

com.mobbanana.bbmhwmx.huawei.apk 4.23 3.5 2,110,000 Mid-risk

In the past, Liccardi et al. [8] found that half of the Apps that they
assessed could collect private data. They also discovered that even the parents
lacked understanding and knowledge of what data were accessed. However, since
Android follows a privacy self-management based security model that requires
users to grant Apps Permissions at the runtime, we argue that even the knowl-
edge of parents cannot guarantee the privacy protection of children. Contrary
to their study, we also found that although only 16% of the Apps fell in high
and mid-risk categories, most of the evaluated Apps collected sensitive informa-
tion. This is particularly concerning when previous studies suggest that while
children are keen on installing new Apps, they can be careless about the risks of
these Apps [5]. In such instances, the distribution of Apps that collect private
information of their users who are unable to make such complex decisions as
understanding App requirements to release their data is a serious concern. Since
children Apps may include ad libraries, social media connections, and in-App
purchases feature [9,15], the private data collected by these Apps can affect the
wellbeing of their users and security of the devices.

We note that the problem is at two ends; first, the Android security
assumes that children can perform privacy self-management, and second, the
App providers collect excessive data indiscriminately. The use of models like
privacy as a shared responsibility and making privacy and security by design
principles mandatory can save children from such risks.
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Fig. 1. The proportion of every threat level in each factor.

6 Conclusion

In this paper, we conducted a risk analysis of 90 children’s Apps downloaded from
an official App store in China. We found that about 36% of these Apps posed
significant risks to user privacy and device security. We also discovered that all
the evaluated Apps collected private user information and information that may
affect the security of the devices. Keeping in view the privacy self-management
requirement and the abilities of children to manage Apps, the findings of this
study suggest that there is a need to follow privacy and security by design
principles strictly. Further, the Android security mechanism should also be re-
engineered to serve the privacy protection needs of its users, like children.
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Abstract. Privacy preserving frequent itemset mining (PPFIM) on uncertain
data is booming with the increasing attention to data privacy. Existing methods
use a filter function satisfies exponential differential privacy to obtain top-k
frequent itemsets, and add Laplace noise to their supports to achieve the privacy
protection release of top-k frequent itemsets. The privacy protection mechanism
is independent of the mining process, resulting in the accuracy of the top-k
frequent itemsets being affected by the k value. When the algorithm is applied to
large-scale frequent itemsets, balance the data availability and privacy security is
difficult. In view of the above deficiencies, the privacy protection mechanism
and the mining process are integrated to design a PPFIM strategy, achieve the
separation of noise addition and top-k filtering, and avoid the dependence of the
algorithm accuracy on the k value. A candidate level information extraction
strategy is designed to reduce the search space and effectively reduce the privacy
budget by utilizing the feature of upper limit threshold in uncertain data sets. On
this basis, a novel algorithm Uncertain difference privacy level frequent itemset
mining (UDP-LFIM) is proposed. Theoretical analysis and experimental
demonstrate that the top-k itemsets published by the algorithm can guarantee the
accuracy on the premise of satisfying differential privacy.

Keywords: Frequent itemsets mining � Uncertain data � Differential privacy �
Top-k itemset publication

1 Introduction

Uncertain data refers to data described by probability or measured by likelihood [1].
Uncertain data may contain sensitive information of data owners, and mining uncertain
data inevitably brings privacy leakage [2, 3]. The released Top-K frequent itemsets [13,
15, 16] of uncertain data need to protect its sensitive information from leaking while
ensuring availability. At present, the research on PPFIM of uncertain data is still in its
infancy. Ref. [3] proposed a PPFIM algorithm Frequent itemsets mining for uncertain
data based on differential privacy (FIMUDDP) [9–11]. Although FIMUDDP can sat-
isfy differential privacy, the privacy protection mechanism is independent of the mining
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process and the algorithm uses the exponential mechanism which makes it difficult to
take into accounts both data utility and privacy security [12, 14].

In response to the above problems, UDP-LFIM is proposed for uncertain data
leveraging differential privacy. To realize the integration of the mining process and
privacy protection processing process, a Laplace mechanism is introduced to disturb
the support and minimum support threshold of itemsets. It ensures that the published
frequent itemsets and their support satisfy differential privacy constraints. Besides,
privacy protection frequent itemsets and their support are generated simultaneously,
which avoids the influence of k value on the accuracy. Aiming at the problem that the
exponential mechanism is not suitable for large-scale frequent itemsets, a strategy of
extracting level information of candidate items is designed by virtue of the upper
threshold characteristic of uncertain data sets. Level information is used to screen and
reduce the search space, which effectively reduces the privacy budget and improves the
efficiency of the algorithm.

The main contributions of this paper are as follows:

• The integration of the mining process and the privacy protection process is realized,
and the addition of differential noise is separated from the top-k itemset screening.
The sensitivity of the differential noise data is independent of the k value, and the
accuracy of the algorithm is independent of the k value.

• The level information can be used to reduce the search space of frequent itemsets, to
effectively reduce the privacy budget and improve the time efficiency.

• The UDP-LFIM algorithm is proposed to obtain the frequent itemset that satisfies
the differential privacy and its support degree, to ensure that the output top-k itemset
satisfies the differential privacy.

The organization structure of the paper is as follows: Sect. 2 introduces relevant
work, Sect. 3 describes problems and relevant definitions, Sect. 4 introduces UDP-
LFIM algorithm, and analyzes the privacy protection effect of the algorithm, Sect. 5
designs experiments to verify the effectiveness of the algorithm, and finally summarizes
the whole paper and looks forward to the following work.

2 Related Work

Differential privacy has been widely applied in privacy-preserving data mining.
However, the research on frequent itemset mining for uncertain data based on differ-
ential privacy is still in its infancy. Ref. [3] proposed FIMUDDP, a frequent itemset
mining algorithm for uncertain data based on differential privacy. It designs a filtering
function satisfying exponential differential privacy to filter top-k frequent itemsets from
all frequent itemsets. Subsequently, Laplace noise is added to the support of the itemset
to realize its privacy-preserving publication. However, FIMUDDP algorithm still has
the following shortcomings: (1) The privacy protection mechanism is independent of
the mining process, resulting in the accuracy of the published top-k frequent itemsets
being affected by the k value. (2) The algorithm uses an exponential mechanism. When
applied to a large and frequent itemset, the privacy budget is large, and it is difficult to
balance data availability and privacy security. In summary, all existing methods have
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the defect that the privacy protection mechanism is independent of the mining process,
and balance privacy protection security and data availability is difficult.

3 Problem Description and Basic Idea

3.1 Problem Description

Uncertain data privacy protection of frequent itemsets mining under the condition of
ensuring the safety of individual privacy, release Top - K frequent itemsets and
accurately as possible support, specific need to satisfy the following constraints: (1) K
value has a little influence on the accuracy of the algorithm (2) Take into account the
security and availability of data privacy, and ensure a lower privacy budget.

To achieve the above goals, the main ideas are as follows: using the characteristics
of uncertain data with upper threshold, designing hierarchical information extraction
strategy, effectively reducing search space. To avoid the influence of k value on mining
results, the idea of incorporating privacy protection mechanism into mining process is
adopted, and differential noise adding operation is embedded into mining process,
which is separated from top-k frequent itemsets selection, so that the accuracy of
mining results is not directly related to k. The proposed method can simultaneously
obtain frequent itemsets and their supports satisfying differential privacy.

3.2 Related Concepts

Let Item = {x1; x2. . . xm} be the set of all items, X = {x1; x2. . . xk}, is a subset of Item,
called k-itemset, and k is the number of items in X. Let D represent an uncertain data
set, D = {t1; t2. . . tn}, where tj is called a transaction, each transaction is a subset of
Item. The data exist in uncertain datasets exists in the form of probability, like Pðxq; tj),
presenting the existence probability of item xq in transaction tj, 0 < Pðxq; tj) � 1. The
symbol TID is the identification number of the transaction tj in the database, and |T|
indicates the number of transactions in the database T [4–8].

Definition 1 [5]. Itemset support. Let X denotes an itemset, the itemset support
P X; tj
� �

is defined as the cumulative multiplication of each item x’s existence proba-
bilities in tj, where x is an item in X (Table 1).

Table 1. Sample of the uncertain dataset

TID Transaction record

t1 a: 0.5 b: 0.6 c:0.7 d:0.3 e:0.9
t2 a: 0.7 b:0.4 d:0.8
t3 b: 0.3 c:0.9 f:0.7
t4 a: 0.5 b:0.7 c:0.6
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P X; jð Þ ¼
Y

x2X P x; tj
� � ð1Þ

Definition 2 [5]. Expected supports. Expected supports of X is denoted as expSup(X).
It is defined as the accumulation of the itemset supports of X related to all records in the
uncertain dataset D.

expSupX ¼
Xn

j¼1
P X; tj
� � ¼Xn

j¼1

Y
x2X P x; tj

� � ð2Þ

Definition 3 [5]. The upper limit threshold of item x on record tj. For given tj in D, the
upper limit threshold item x on tj is denoted as Pcapx; tj. It is defined as the product of
the existence probability of item x and the maximum probability of items other than x
in the record tj.

Pcapx; tj ¼ P xi; tj
� ��M1; h[ 1
P xi; tj
� �

; h ¼ 1

�
ð3Þ

Let h = |tj| be the length of tj, namely the number of items in tj, M1 ¼ maxq2 1;h½ �;
q 6¼ xP xq; tj

� �
:

Theorem 1 [5]. The probability of recording any k-item set X (k � 2) containing x in
tj is always less than or equal to the upper threshold of the record tj; that is P X; tj

� ��
Pcapx; tj; X 2 tj.

Definition 4 [5]. Upper limit threshold of expected support for item x. The upper limit
threshold of expected support for item x is denoted as expSupCapx. It is defined as the
sum of the upper limit bound probability thresholds for all transaction records tj
containing x.

expSupCapx ¼
Xn

j¼1
Pcapx; tjjx 2 tj
� �

; n ¼ DBj j ð4Þ

Theorem 2 [5]. Given any k-itemset X containing item x in DB, expSupX�
expSupCapx.

Differential Privacy based Top-k Frequent Itemsets Mining Algorithm for Uncer-
tain Data

3.3 Algorithm Ideas

As shown in Fig. 1, the algorithm can be divided into three stages, namely prepro-
cessing stage, frequent itemset mining stage and top-k frequent itemsets filtering stage.
The preprocessing stage includes data preprocessing and level information extraction.
Data preprocessing operations can obtain candidate sets satisfying differential privacy
and corresponding noise support. In frequent itemset mining stage, Laplace noise is
added to the support of itemsets, and the searching space of frequent itemset is reduced
by level information and downward closure property of Apriori, thus the privacy
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budget is effectively reduced. Finally, the k most frequent items can be filtered from the
obtained frequent itemsets.

3.4 Preprocessing

Due to space limitations, the data preprocessing process will not be repeated here. The
following describes the level information processing strategy.

Definition 5. M2 x; tj
� �

:M2 x; tj
� �

is the second-largest probability in the transaction
record tj except for x itself. The value is

M2 x; tj
� � ¼ maxr2tj�q;r 6¼xðP xr; tj

� �
; ð5Þ

Where q satisfies maxq2tj;q 6¼xP xq; tj
� �

Definition 6. Level iteration parameter of item x, denoted as M(x). M(x) is defined as
an overall estimate of M2 x; tj

� �
for each record, the value of M(x) is

M xð Þ ¼ max1� l�L

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
j¼1 P

capx; tj �M2 x; tj
� �l

expSupCapx

l

s
ð6Þ

Where L is the length limit of data set D records.

Theorem 3. Given in the DB any k-item set containing x, where k � 2, M satisfies
the Definition 6.

expSupX � expSupCapx�Mk�2 ð7Þ

Due to space limitation, prove omission.

Fig. 1. Algorithm idea
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Definition 7. Level information, denoted as level(x). For a given item x, the maximum
value of k (k > 1) that k-itemset containing this item is frequent is level(x), means that
level(x) guarantees expSupCapx�Mlevel xð Þ�3 �T and T� expSupCapx�Mlevel xð Þ�2

exists, where T is the support threshold.
The formulation of M(x) means that a fixed parameter M(x) to the power of (k−2)

and multiply the expSupCapx can be used to denote the upper limit threshold of k-
itemset support. A simple way for M(x) equal to the maximum value of M2 x; tj

� �
directly exists, which can guarantee the upper limit condition, but easily leading to the
upper limits being too far from the real upper limits, resulting in a large difference
between the final obtained level value and the real situation, and worse frequent
itemsets filtering effect, resulting in excessive privacy budget consumption and reduced
usability.

To extract level information, this paper puts forward the level upper limit threshold
method LevelCAP algorithm, using the characters that uncertain data has the upper
limit threshold value. The level upper limit threshold method retrieves the level
information of the items in the specified candidate list (IList), which means that the
itemsets size of frequent itemsets containing the candidate items. Each record in the
original method corresponds to an upper limit, the LevelCAP algorithm estimates the
M2 values of all records, acting as M. Using M value as the upper limit of supports can
approximate the real value as much as possible and guarantee the upper limit condition
constraint. Such an M value not only avoids the space loss consumed by saving M2 for
all recorded values, but also approximates the real upper limit as far as possible. The
closer the calculated upper limit is to the real upper limit, the more accurate the
obtained level value is, the more the search prune effect is, the smaller the privacy
budget is consumed, the more accurate the mining results are when privacy is
guaranteed.

3.5 Frequent Itemset Mining for Privacy Protection Based on Differential
Privacy

The main idea of Frequent itemset mining for privacy protection based on differential
privacy, denoted as LevelPrivSearch, using breadth-first search idea and building a
search tree that contains all frequent itemsets which can obtain frequent itemsets and
supports at the same time and ensure the correctness constraint and descending order
constraint of the subsequent filtering top-k itemsets, using level information to reduce
the search space in the search process and a variant of SVT to determine whether the
itemsets are frequent or not, to ensure that the frequent itemsets output and supports
meet differential privacy and effectively reduce the privacy budget. The concrete
implementation is to use the level information of candidate items first, arrange the
candidate items in descending order, and use the level information to continuously
update the list of candidate items of each node of each layer. Suppose the candidate
item list is x_Set, the candidate item is x, and the number of items in the current node
itemset is num. Update conditions for x_Set is that (1) The resulting itemset that is
merging x with any (num − 1) - item subset of the current node itemset is frequent
(2) the level information level(x) is greater than or equal to num + 1. If item x satisfies
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both conditions (1) and (2), x_Set retains this item. In the updated x_Set, each item is
merged with the current node itemset to form a new itemset. SVT algorithm is used to
determine whether it is frequent or not. If frequent, add it into the (num + 1) - level
node list, otherwise, it cost no privacy budget. When the candidate items of all nodes
are empty, the establishment of the search tree is completed. Each node of the search
tree stores frequent itemsets and their corresponding supports, and all frequent itemsets
and their supports can be obtained by traversing the search tree.

3.6 Privacy Protection Effect Analysis

The privacy protection effect of the algorithm needs to measure two indicators, privacy
protection degree and algorithm availability. Experiments prove that UDP-LFIM
algorithm guarantees the accurate availability of the released top-k itemsets. This section
will prove that UDP-LFIM algorithm meets the differential privacy requirements.

Theorem 4. In the condition the data scale is large enough, level information acqui-
sition will not disclose user privacy.

Prove. For two neighbor data sets D and D’ that differ by one record, proving that the
level information values obtained are not different is necessary. Level information is
related to the upper limit threshold value of item x, denoted as expSupCapx and the level
iteration parameter M according to definition 8. When the size of the dataset is large
enough, the value of a record has little effect on the calculation of the upper limit
threshold from Eq. (8), the expSupCapx of D and D0 is basically the same. For the level
iteration parameters M values, the values are linked to the cumulative sum of
Pcapx; tj � M2 x; tj

� �
, expSupCapx and l. When the dataset is large enough, the

expSupCapx of D and D0 and the cumulative sum of Pcapx; tj �M2 x; tj
� �

are not
affected by a single record, and the number of items l in a transaction dataset is given
and does not change with a single record. In summary, there are almost no difference in
the level iterative parameter M values calculated for two data sets that differ only by
one record, thereby ensuring that there is no difference in the level information cal-
culated, that is, under the condition that the data scale is large enough, level infor-
mation acquisition will not disclose user privacy.

Firstly, whether the UDP-LFIM algorithm satisfies e-difference privacy will be
analyzed. The UDP-LFIM algorithm consists of four specific steps, namely, data
preprocessing, level information acquisition, using level information to obtain frequent
itemsets and supports that satisfy differential privacy, and obtaining top-k itemsets.
Step 1 use privacy budget e1, where e1

2 is used to gain the �k and the other e1
2 is used to

gain gIList both using the exponential mechanism. Theorem 4 guarantees that step 2
level information extraction will not leak privacy, so it does not need to be processed.
Step 3, the algorithm LevelPrivSearch involved in the original data access is the SVT
algorithm called in the getFI function used to obtain whether the itemsets are frequent
or not. This article uses the sparse vector technology (SVT) variation, to ensure that this
count query meets the differential privacy, and infrequent itemsets of the query con-
sume no privacy budget, thus effectively reducing the privacy budget. Step 4, obtaining
top-k item sets, which are directly selected from frequent itemsets that satisfy
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differential privacy, without access to original data and privacy concerns. UDP-LFIM
algorithm satisfies differential privacy according to the sequential combinatorial nature
of differential privacy. Differential privacy is built on a solid mathematical basis, and
the e directly reflects the protection level of data privacy. Experiments show that the
UDP-LFIM algorithm can guarantee the accuracy of mining results while consuming a
small privacy budget e, and the privacy protection effect is better.

4 Experiment Results

At present, there are many researches on FIM of certain data based on differential
privacy, but few researches on FIM of uncertain data. To verify the effectiveness of
UDP-LFIM method, this paper uses real datasets for experimental verification and
compare it with FIMUDDP algorithm under the same test conditions.

4.1 Evaluation

Precision and relative error RE were used to evaluate the experimental results. Let F be
the first k most frequent itemsets mined from uncertain datasets by algorithm; ~F is the
true top-k frequent itemsets. Precision can be obtained from Eq. (8). Se Xð Þ represented
itemsets expected supports, and ~Se(X) is the noisy expected support of the said item set
X, RE can be obtained from Eq. (9).

precision =
F \ ~F
K

ð8Þ

RE = medianX2~F
~Se Xð Þ � Se Xð Þ�� ��

Se Xð Þ ð9Þ

4.2 Experimental Data and Environment

The experiment uses six datasets downloaded from http://fimi.ua.ac.be/data/ and
introduces probability values that follow a gaussian distribution with a mean value of 0.
5 and a variance of 0.125 for each data. Experimental environment: Windows 10
operating system, Intel Core i5-4200 M CPU @ 2.5 GHZ, memory 8 GB.

4.3 Analysis of Experimental Results

UDP-LFIM algorithm can mine frequent itemsets from uncertain datasets, and the
published top-k itemsets satisfy differential privacy. Due to the randomness of the
differential privacy algorithm, this paper carries out 10 repeated tests on each group of
data and takes the average value. Figure 2 shows the trend of the accuracy precision of
UDP-LFIM and FIMUDDP algorithms on the datasets changing with the privacy
budget, where K = 30, Fig. 3 shows the trend of the accuracy precision of UDP-LFIM
and FIMUDDP algorithms changing with the value of K on the datasets, where the
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privacy budget is 1.6, and Fig. 4 shows the trend of the relative error (RE) of UDP-
LFIM and FIMUDDP algorithms changing with the privacy budget on the datasets,
where K = 30.

Figure 2(a) shows the trend of UDP-LFIM and FIMUDDP algorithms’ accuracy in
datasets chess and mushroom as the privacy budget increases, where the horizontal
coordinate is privacy budget, and the change interval set is 0.1–2.5. In the figure, 1
represents UDP-LFIM algorithm, and 2 represents FIMUDDP algorithm. Figure 2(a)
shows that with the increase of the privacy budget, the accuracy of UDP-LFIM and
FIMUDDP gradually improves and tends to 1, which is consistent with the presup-
position. The larger the privacy budget is, the less noise is added, the less availability of
data is lost, and the higher the accuracy of mining results are. Secondly, the accuracy of
UDP-LFIM algorithm under the same privacy budget is generally higher than that of
FIMUDDP algorithm, indicating that UDP-LFIM algorithm has a better privacy pro-
tection effect and can more effectively guarantee the availability of data under the
condition of data security protection.

BudgeTheoretical analysis indicates that the accuracy of UDF-LFIM algorithm is
independent of K value, while the accuracy of FIMUDDP algorithm is affected by k
value. To prove this point, design experiments compare the accuracy of UDF-LFIM
and FIMUDDP algorithms under the same privacy budget and different K value
conditions. In Fig. 3(a), the accuracy of UDF-LFIM algorithm on chess dataset remains
basically stable, while the accuracy of FIMUDDP algorithm shows a significant decline
trend with the increase of K value. The experimental results of multiple datasets prove
that the accuracy of UDF-LFIM algorithm in different distributed datasets is inde-
pendent of K value, which overcomes the problem of FIMUDDP.

Figure 4 compares the relative error trend of UDF-LFIM and FIMUDDP algo-
rithms on datasets with the increase of the privacy budget. Figure 4(a) is the experi-
mental results of the algorithms on chess, mushroom and pumsb datasets, and Fig. 4(b)
is the experimental results of the algorithms on pumsb_star, T40I0D100K and acci-
dents datasets. Experimental results show that the relative errors of the algorithms
decrease with the increase of the privacy budget and tend to 0. From a theoretical

Fig. 2. The precision of UDF-LFIM and FIMUDDP in dataset changing with privacy
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perspective, the larger the privacy budget is, the smaller the scale parameter of the
Laplace distribution subject to the noise will be. The noise value keeps decreasing with
the increase of the privacy parameter, and the relative errors reflect the value of the
added noise. It can also be seen in Fig. 4 that the smaller the datasets supports are, the
slower the convergence rate of RE increases with the increased privacy parameters. For
example, chess has the smallest supports and the slowest convergence rate, and acci-
dents has the largest supports and the fastest convergence rate.

5 Conclusion

To release the more accurate uncertain dataset top-k frequent itemsets and protect the
user’s private data from being leaked to meet differential privacy, this paper proposes
the UDP-LFIM algorithm. The UDP-LFIM algorithm mainly has two contributions.
One is to use the uncertainty of the uncertain dataset to extract the level information
and use the level information to narrow the search space of the frequent itemsets,

Fig. 3. The precision of UDF-LFIM and FIMUDDP in dataset changing with K value.

(a) Chess,Mushroom and Pumsb Datasets         (b) Pumsb_star,T40I0D100K and Accidents 

Fig. 4. The RE of UDF-LFIM and FIMUDDP in dataset changing with privacy budge
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effectively reduce the privacy budget and improve the time efficiency. Secondly, the
frequent itemsets and the corresponding noise supports are mined under the condition
of satisfying the differential privacy, and the top-k itemsets of the output satisfy the
differential privacy and are arranged in descending order of support to satisfy the query
semantics. The accuracy of the algorithm is independent of the k value. The validity of
UDP-LFIM algorithm is verified by theoretical analysis and experimental comparison.
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Abstract. IoT device is often associated with corresponding datasets, algo-
rithms, and infrastructure. However, many potential threats exist in IoT basic
infrastructure when deep learning algorithms are applied in these devices.
Typically, a deep learning method is widely applied as the basic decision
algorithm to classify the time series data, which is an important task in IoT data
application. Nevertheless, they are vulnerable to adversarial examples, which
bring potential risks to some fields such medical and security in which, a minor
disturbing in the time series data could lead to wrong decision. In this paper, we
show some white-box attack and random noise attack against time series data.
Moreover, we show an adversarial example generated method which only
changes one value of the original time series. To resist the adversarial attack, we
train an adversarial examples detector to differentiate the adversarial examples
from normal examples based on deep features. The adversarial examples
detector could filter the adversarial examples before future impair happening.
Experiments on UCR data sets show 97% of adversarial examples could be
successfully detected generated by two common attack methods: FGSM and
BIM.

Keywords: Time series classification (TSC) � Adversarial attack � Random
noise attack � IoT algorithm security

1 Introduction

Internet of Things (IoT) systems rely on various detection, classification, and prediction
tasks [1–3] to learn from and adapt to the underlying spectrum environment. Deep
learning technology has emerged as a powerful tool to perform these tasks in an
automated way. However, due to the adversarial attacks in these algorithms, the
application security problem is becoming serious day by day.
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Typically, as is shown in Fig. 1, time-series data classification models are popular
application in some crucial and sensitive system.

In this paper, we focus on the adversarial attack and defense on time series data
classification task which owns a wide application scenario in IoT system. The state-of-
art method in time series data classification model is based on deep learning methods
[4].

With aims to resist the adversarial attack, we design an extra adversarial examples
detector based on the deep feature extracted from deep neural network. The detector
trained on one CNN model could detect adversarial examples generated by other CNN
models. The experiments show the detector could successfully distinguish most of the
adversarial examples generated by different attack method in different attack ratio e
setting.

2 Related Work

Time Series Classification (TSC) problems are encountered in various real-world data
mining tasks ranging from health care [5–7] and food safety [8] power consumption
monitoring [9]. As deep learning models have revolutionized many machine learning
fields, researchers recently started to adopt these models for TSC tasks [4].

The classification of time series data (IoT) is the core problem in many application
fields. Following the advent of deep learning, researchers started to study the vulner-
ability of deep networks to adversarial attacks [10]. In the context of image recognition,
an adversarial attack involves modifying an original image so that the changes are
almost undetectable by a human.

There are much defense work for image processing, including data compression
[11], data randomization [12], depth compression network [13], gradient regularization
[14], defensive distillation [15] etc.

However, there are few studies on attack defense against temporal data. Fawaz in
his work [5] showed us the serious problem exists in the time-series classification deep

Fig. 1. Adversarial attack in IoT data with a deep neural network.
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learning model. Buckman et al. [16] have shown the input discretized method could
resist adversarial attacks.

The deep learning method will learn important feature automatically from original
time series which also could be used to differentiate adversarial examples from normal
examples. Inspired by this idea, we trained an adversarial examples detector based on
these high level features.

3 Adversarial Attacks in IoT Time Series Data

We choose ResNet [17] as the baseline neural network architecture and Coffee [18]
data set as typical time series data to illustrate the adversarial attack phenomena in IoT
fields.

3.1 TSC Adversarial Attacks and Fast Gradient Sign Method

Fawaz [4] first introduced some definition of the TSC problem and the adversarial
examples. They argue that a time series could be represented as X ¼ x1; x2; . . . ; xT½ �.
The length of X is a natural number T. Moreover, there is a well-trained deep learning
model f �ð Þ 2 F : RT ! Y. WhereR is a real number space and Y is the label space of
time-series. The goal of adversarial example is to find another example X0 to be a
perturbed version of X with the constraint that X � X0k k \ e and Y 6¼ Y0. A good
illustration of these definitions is shown in Fig. 2 (a).

As shown in Fig. 2 (a), a very tiny perturbation to original example will lead to a
huge mistake for the classifier which illustrate the potential insecurity in IoT system if
this model is deployed in some decision making devices.

3.2 Random Noise Attack

Nguyen [19] et al. discovered a new type of attack, named False Positive attack, where
adversarial examples are classified by deep neural networks with high confidence
(99%), which is unrecognizable to human. We trained a ResNet model to classify the

Fig. 2. (a) The adversarial examples for perturbation in whole data (left) and one point (right).
(b) The noise data could be predicted as any one class with high confidence.
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time series and some randomly generated noise data. Obviously, the random time series
should be rejected by the classifier in low confidence. However, we found these ran-
dom noise data classified into class one with high confidence, which indicates there is a
potential risk in the model. Some samples of random noise time series and their
predicted label are shown in Fig. 2 (b).

As shown in Fig. 2 (b), we find that the random noise or even zero values could
also lead to a high confidence output. Consequently, the model could not be deployed
directly to intelligence device.

4 Proposed Method and Experiment

Through the analysis in Sect. 3, it is obvious that there are some potential risks existing
in deep learning models even they achieved best performance in time series classifi-
cation. We design an adversarial example detection method based on deep featuring
extraction. The process is shown in Fig. 3.

As shown in Fig. 3, the attacked classifier is used as feature extractor to extract
deep representation of the original time series. When the well trained classifier is
deployed to IoT systems, our detector will be an extra algorithm to distinguish the input
time series to resist the adversarial attack.

4.1 Data Sets and Comparison Method

The experiments are conducted the datasets of the UCR archive [20] which consists of
different types of time series data from many fields including food security, electricity
industry, image, sensors. The data set consists of 375 univariate time series length of
720 and its classes are Kettle, Microwave, and Toaster. The data set is a typical
representation of IoT time series and the application example is an important task in the
intelligence device.

Fig. 3. The procedure of the proposed method.
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For comparison, we set our ResNet architecture the same as [4] have adopted. The
ResNet takes time series as input and the K possible classes as output. In each block of
the ResNet the convolution kernel size is 8,5,3 which means it will take the neighbor
8,5,3 points into consideration to learn some useful features. There are three blocks in
the ResNet we adopted and they comprised respectively of 64,128 and 128 filters.

4.2 Adversarial Example Detector and Defense Result and Their
Analysis

We apply XGBoost as the basis classifier to distinguish the normal examples and
adversarial examples. The training adversarial examples are generated by Fast Gradient
Sign Method (FGSM) and Basic Iterative Method (BIM) [21].

Some data sets are chosen as a case study to show the effectiveness of our method.
First, we set a different attack ratio e to generate enough adversarial examples. The ten-
fold cross-validate method is used to train the XGBoost classifier. The deep feature for
adversarial example and normal example are shown in Fig. 4.

From Fig. 4, we could see that the difference in deep feature between adversarial
examples with the original example is prominent. At the same time, we find the deep
feature of the adversarial example is different from deep feature of the attacked target
examples. The experience analysis illustrates the practicability of training a detector to
distinguish adversarial examples from normal examples based on deep features.

Here, given the huge difference existing in deep features, we apply the XGBoost
algorithm as the base classifier to classify adversarial example and norm examples.

We generate multiple adversarial examples by method of FGSM, BIM with dif-
ferent attack ratio settings e. The accuracy of adversarial examples detector is evaluated

Fig. 4. The difference of deep feature for original example and adversarial example.
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by using ten-fold cross-validation and one hundred repeated process. The evaluated
result is shown in Table 1.

As shown in Table 1, we find that the detector could differentiate the adversarial
examples from normal examples with high accuracy. While, it is interesting, the
adversarial examples could be recognized in different attack ratio e settings. This result
means we could train a detector to resist different extent of attack by training the
detector in a limited number of samples.

To further verify if the detector could detect adversarial examples generated by a
black-box attack, we generate some adversarial examples by adding some random tiny
noise to the original examples. The adversarial examples detector is trained on
examples generated by FGSM and BIM correspondingly. The detection accuracy is
illustrated in Table 2.

Table 1. The accuracy of adversarial example detector on UCR data sets.

Data set Data description Adversarial examples FGSM BIM

Coffee Food spectrographs e � 0:08 training set
e[ 0:08 test set

0.744 0.6488

e� 0:12 training set
e[ 0:12 test set

0.9973 0.9821

Meat Food spectrographs e� 0:08 training set
e[ 0:08 test set

0.9694 1

e� 0:12 training set
e[ 0:12 test set

0.9667 0.9667

GunPoint Motion with hand e� 0:08 training set
e[ 0:08 test set

0.9422 0.7267

e� 0:12 training set
e[ 0:12 test set

1 0.9985

Computers Sensor data: behavioral
data about how
consumers use electricity

e� 0:08 training set
e[ 0:08 test set

0.9462 0.9407

e� 0:12 training set
e[ 0:12 test set

0.994 0.9563

CinCECGTorso ECG e� 0:08 training set
e[ 0:08 test set

0.6667 0.9972

e� 0:12 training set
e[ 0:12 test set

1 1

Table 2. Adversarial examples recognition accuracy for Black-box attack.

Data set Train set come from FGSM Train set come from BIM

Coffee 0.1558 0.1818
Meat 0.03 0.1133
GunPoint 0.4062 0.5938
Computers 0.2666 0.9779
CinCECGTorso 0.005013 0.2995

564 Z. Yang et al.



As shown in Table 2, the performance of detector depends on the train data set and
differs for different data sets. Compared with FGSM, the detector shows better result
based on data set come from BIM attack. It is noteworthy that data sets such as black-
box attack examples for Computers are easier to detect compared with other data sets.

We found that the examples in Computers are not similar to each other which
exhibit big differences in their own adversarial examples. However, the original
examples in Coffee and other data sets are very similar to each other, and their cor-
responding adversarial examples are also like each other. The detector fails to recog-
nize them from normal examples.

In conclusion, the recognition result of adversarial examples shows it is possible to
distinguish adversarial examples from normal examples. More research on applying
deep learning models in IoT systems is needed considering the existence of black-box
attacks.

5 Conclusions

In this paper, we analyze some typical adversarial attack examples in IoT system from
the perspective of applying deep learning method in time series classification. Fur-
thermore, the sensitive points attack examples and the method of constructing them are
shown based on susceptible field extraction.

We proposed a method to distinguish adversarial examples from normal examples
based on deep feature extraction from deep neural network. However, the white box
attack launched by FGSM is not easy to eliminate. Experiments show the detector
could detect most of white-box attack examples but fails to recognize the black-box
attack examples.
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Abstract. We consider the problem of privacy-preserving keyword
search on the clouds. In this paper, we propose a new searchable encryp-
tion scheme that satisfies efficient and secure query processing. In par-
ticular, our scheme utilizes a novel data structure called Indistinguish-
able Bloom Filter (IBF) to construct the first variable-length Indistin-
guishable Binary Tree (vIBtree). Prior IBF based searchable encryption
scheme takes tremendous time to construct a huge secure index. Our
scheme overcomes these two shortcomings by constructing an inconsid-
erable secure index within an insignificant time. Meanwhile, we propose
a corresponding trapdoor algorithm for vIBtree. Furthermore, we ana-
lyze that our scheme is secure under the adaptive IND−CKA security
model. We implemented our scheme in C language. Our experiments
show that vIBtree can speedup the secure index construction time and
reduce the storage overhead for the data structure over known, state of
the art alternatives.

Keywords: Searchable Encryption (SE) · Indistinguishable Bloom
Filter (IBF) · Indistinguishable Binary Tree (IBtree) · Cloud computing

1 Introduction

1.1 Motivation

The cloud has significantly matured in the last several years. It centralizes unlim-
ited resources and delivers elastic services to end-users. For reasons of cost and
convenience, users often store their data on remote cloud servers that may offer
better connectivity. However, privacy has become the key concern as data own-
ers may not fully trust public clouds, including concerns about data security and
user’s privacy. The untrusted server tends to contribute to privacy and security
issues.

As a solution, the data is encrypted before outsourcing to a cloud service [1–
4]. However, data encryption makes it hard to retrieve data selectively from the
server. The usual searching analogy could not get through the encrypted data.
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To address this issue, many Searchable Encryption (SE) schemes have been
proposed, which usually consists of the following steps: A data owner generates
its encrypted document and the encrypted index. The encrypted document and
the encrypted index are then outsourced to the cloud. To search a keyword,
a data user generates a so-called trapdoor. With the trapdoor, the cloud can
search on the encrypted index and return related documents.

Unfortunately, it is insufficient to protect the data using encryption, there are
side channels for the adversary to get valid information. For instance, by selecting
the queries sent to the server adaptively, the attacker can infer the content of the
queries. Moreover, it is unwise to store the data structures without considering
the storage as a large space can increase the attack suffice for the server and
maintenance cost for the clients.

1.2 Threat Model

We assume that the server in our paper is semi-honest. The attackers on the
system can observe the interaction between the client and the server and can not
prevent the schemes executing correctly but attempt to obtain valid information
such as the content of the user queries, and the data items. We also assume
that the user communicates with the server through a secure channel and the
user is not compromised. In our implementation, the security of cryptographic
primitives is also assumed.

1.3 Security Goal

Let V BT = (V BT Setup, V BT Enc, V BT Tok, V BT Query, V BT Dec) be
searchable scheme, k be the security parameter, ζ =

{
Gensym,Encsym,

Decsym
}

be the IND − CPA encryption scheme. We now describe our V BT
scheme as follows:

– (SK) ← VBT Setup(1k, S). Take k and S = (D1, D2,..., Dn) as input. Use
input k to execute Gensym two times and output SKI , SKv. SKv is used
for encrypt the data items. SKI is used to encrypt the variable bloom filer
tree. In addition, we set SK = ( SKI , SKv)

– (E IV,E S) ← VBT Enc(SK, IV, S). Take SK, inverted index IV ,docu-
ment 29 No collection S = (D1, D2,..., Dn) as input. Use input SKI , SKv to
execute Encsym to encrypt the IV , S and output E IV , E S respectively.

– t ← VBT Tok(SKI , R). Use input SKI and R = (key1 and key2 and key3
and ... and keym) to calculate t using Encsym.

– C Result← VBT Query(t, E IV ). Use input search token t, and encrypted
inverted index E IV to perform query operations and output the encrypted
ID of the documents satisfying the search token t.

– result ← VBT Dec(SKI , C Result). Use input SKI and C Result to exe-
cute Decsym to calculate the search result result.

Similar to [5], we assume that the level security of V BT is adaptive IND-
CKA security model. More specifically, to achieve this level of security, the main
challenge for VBT is to construct an index I which is adaptive IND-CKA.



Variable-Length Indistinguishable Binary Tree 569

1.4 Our Contributions

In this paper, we study the fundamental problem of processing keyword queries in
a privacy-preserving manner. Our main contributions are summarized as follows.

First, we propose an SSE based keyword query scheme that satisfies require-
ments of efficient query processing and adaptive security. We utilize a data struc-
ture IBF [5] to construct the first variable-length IBtree as shown in Fig. 4.

Second, we extend the trapdoor computation algorithm for fixed-length
IBtree to supporting searching over our variable-length IBtree. Data users who
share the same secrete keys with data owner can generate a trapdoor according
to our algorithm, by sending the trapdoor to the cloud they can perform a key-
word search over the encrypted data items in O(logn) time, where n is the total
number of data items inserted into our variable-length IBtree. The index reveals
no information about its contents without valid trapdoors.

Third, we implement both our scheme and prior fixed-length IBtree scheme
[5] in C language.1 We evaluate our scheme with the fixed-length scheme on three
aspects: IBtree construction time, IBtree memory usage and keyword searching
time. Experimental results show that our scheme significantly speeds up IBtee
construction time and reduces IBtree memory overhead compared with the state
of the art.

2 Related Work

Song et al. developed a Searchable Symmetric Key Encryption (SSKE) scheme
[6] that allows a user, given a trapdoor for a word, to test if a ciphertext block
contains the word. Boneh et al. developed Searchable Public Key Encryption
(SPKE) [7], which is the public key equivalent of SSKE. But their schme is inef-
ficient because the server performs a linear scan through all data on every query.
In [8], Goh presented an efficient scheme for keyword search over encrypted data
using Bloom filters. Determining whether a document contains a keyword can
be done securely in constant time. However, the scheme does not support secure
conjunctive search. Curtmola et al. [9] proposed the first sub-linear scheme,
which is more suitable for a static document set than a dynamic one [10].

A significant amount of work has been done in privacy-preserving keyword
queries [11]–[16]. In [11], Qi et al. proposed a compressed and private data shar-
ing framework that provides efficient and private data management. In [12],
S. Kamara et al. proposed a SSE scheme that satisfies sublinear search time,
security against adaptive chosen keyword attacks, compact indexes and the abil-
ity to add and delete files efficiently. In [13] and [14], they used deterministic
encryption to enable search on encrypted data with existing database and search
techniques. Jiang et al. [17] proposed an oblivious data structure to support effi-
cient boolean queries using Intel SGX. However, it focuses on access pattern
leakage and does not consider the adaptive security for the data structure which

1 https://github.com/HeyuWang/Indistinguishable-bloom-filters.

https://github.com/HeyuWang/Indistinguishable-bloom-filters
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is important for the private search. Li et al. [5] proposed a data structure Indistin-
guishable Bloom Filter for storing index elements, and utilized it to construct a
fixed-length Indistinguishable Binary Tree (IBtree). However, the cost of a fixed-
length IBtree scheme in terms of build tree time and memory usage increases
quickly with the number of leaf nodes.

3 Background

3.1 Notations and Terminology

This section explains the notation and terminology used in this paper.
D = {d1, d2, ..., dn}—A collection of n data items.
Wi = {ω1,ω2,· · · ,ωn}—A keyword set of a given data item di.
HMACKi

(.) —A keyed hash function which is used to hash a keyword ωi,
SHA − 256 is used in our HMAC. The outcome are 256 bits.
SHA1(.)—A hash function that is used to determine the “chosen” cell position
in an IBF, the outcome are 160 bits.
B: An array B of m twins which stands for the IBF.

3.2 System Model

In this paper, we consider a cloud-data-sharing system consisting of three enti-
ties, i.e., data owners, cloud server and data users. In particular, we consider
Searchable Symmetric Encryption (SSE) schemes as symmetric encryption based
privacy-preserving schemes are significantly more efficient than asymmetric ones.
In SSE, a data owner builds a secure index I for a data set D and encrypts each
data item di ∈ D into ((di)K) using a secret key K that is shared between the
data owner and data users. Then the data owner outsources the secure index
I along with the set of encrypted data {(d1)K ,(d2)K ,· · · ,(dn)K} to the cloud.
Given a keyword query q, the data user generates a trapdoor tq for q and sends
tq to the cloud. Base on tq and the secure index I, the cloud can determine which
encrypted data items satisfy q without knowing the content of data and query.
In this process, the cloud should not be able to infer privacy information about
data items and queries such as data content, query content, and the statistical
properties of attribute values. The index I should leak no information about the
data items in D.

3.3 Indistinguishable Bloom Filter (IBF)

To achieve adaptive security and privacy-preserving query scheme, we adopt a
new data structure called IBF. Li et al. [5] proposed Indistinguishable Bloom
Filter (IBF) in 2017. As Fig. 1 shows, an IBF is an array B of m twins. Each
twin consists of two cells where each cell stores one bit, and the two bits remain
opposite. Figure 1 shows an initialized IBF with 11 twins (22 bits) without any
encrypted keyword added. Two cells of each twin are not equivalent; one of them
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Fig. 1. An initialized IBF without any keyword inside with 11 twins.

is labelled with “chosen”, which is the bit used to store information. The other
is the “unchosen” cell that is used to mask information inside this twin.

As shown in Fig. 2, after inserting the keyword inside the IBF, the bit in
“chosen” cell of each twin is one, and the bit in “unchosen” cell of each twin
is 0, the other unmapped position keeps the “chosen” cell 0 and “unchosen”
cell 1. Compared with BF, IBF chooses a random cell to store the information
that the position is mapped by associating a random number with it, which also
eliminates the correlation among different IBFs. IBF construction algorithm can
be found in [5].

Fig. 2. An IBF which has been inserted.

False Positive Rate of Indistinguishable Bloom Filter: According to [8],
after using k hash functions to insert n distinct elements into an array of size m,
the probability that bit i in the array is 0 is (1− (1/m))kn ≈ e−kn/m. Therefore,
the probability of a false positive is (1−(1−(1/m))kn)k ≈ (1−e−kn/m)k. Since m
and n are typically fixed parameters, we compute the value of k that minimizes
the false positive rate. The derivative of the right hand side of the equation with
respect to k gives a global minimum of k = (ln2)(m/n), with a false positive
rate of (1/2)k. We can round k to the nearest integer.

3.4 Fixed-Length Indistinguishable Binary Tree

In a fixed-length indistinguishable binary tree, each terminal and nonterminal
node is an IBF of the identical size. We briefly described their IBtree construc-
tion algorithm here. Details about corresponding trapdoor algorithm and query
process can be found in [5]. Li et al. construct an IBtree in two stages. First,
they insert each keyword into a separate leaf IBF node. Second, they construct
each nonterminal IBF node by merging its left and right children.
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As shown in Fig. 3, they first insert W (d1), W (d2), W (d3) into the terminal
IBF nodes 4, 5, 6 respectively. Then they construct IBF node 2 through the
union of node 4 and node 5. They repeat the similar merging process until the
root node has been constructed.

4 Variable-Length IBtree Scheme

4.1 Variable-Length IBtree

A variable-length IBtree is a binary tree. Each node is a constructed IBF. A
children IBF node is only half the size of its parent node and stores approximately
half the keywords of its parent. Figure 4 shows a simple variable-length IBtree a
root node size of 12 twins.

Fig. 3. A Fixed-length IBtree. Fig. 4. Variable-length IBtree.

Variable-Length IBtree Construction: In a fixed-length IBtree, each IBF
node occupies the same memory as the root IBF node. Thus the memory required
at each level increases exponentially, which is extremely a waste of storage
because each child IBF node represents a keyword set that is approximately half
of its parent. Besides, twins need to be initialized also increases exponentially.
The initialization stage requires three hash operations for each twin. Therefore
the fixed-length IBtree spend a tremendous amount of time on the initializing
stage. Considering these two severe disadvantages, we propose to construct a
variable-length IBtree to overcome these two shortcomings. Our variable-length
IBtree construction steps are listed below.
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Algorithm 1: VBT Setup
Input: n encrypted data documents Ek(di)(1 ≤ i ≤ n) and

corresponding data indices (Wi), where Wi = {ω1,ω2,· · ·,ωn}
Output: a constructed variable-length IBtree
initialization stage :
for each node in the variable-length IBtree do

1.allocate memory.
2. initialize it.

terminal nodes insertion stage :
for each terminal node do

insert keywords set individually into it.
nonterminal nodes insertion stage:;
for each nonterminal node do

insert all keywords added to its left children and right children
into it directly.

4.2 Trapdoor Algorithm for Variable-Length IBtree

We need a trapdoor algorithm to enable encrypted searching over the variable-
length IBtree. In a fixed-length IBtree, tq = {(h1(ωi), hk+1(h1(ωi))), (h2(ωi),
hk+1(h2(ωi))), · · · , (hk(ωi), hk+1(hk(ωi)))} where hj(ωi) = HMACKj

(ωi)%
m(1 ≤ j ≤ k + 1). We are not allowed to use the trapdoor algorithm for fixed-
length IBtree here. Because in our variable-length IBtree, the different level
has different twins, which means m is different. We extend original fixed-length
IBtree trapdoor algorithm, supposing the variable-length IBtree has h levels,
then data users need to calculate h trapdoors for each level. Denoting n is the
number of data items stored in the leaf node of variable-length IBtree, above(n)
is the number of all nonterminal nodes above terminal nodes. Then the height of
the tree is h = (log2(n + above(n)) + 1)(if we label the height of root node with
1). Thus, our variable-length trapdoor tjq consists of h ∗ k pairs. For each level
j we calculate corresponding k pairs trapdoor tjq(ωi) = {(hj

1(ωi), hj
k+1(h

j
1(ωi))),

(hj
2(ωi), hj

k+1(h
j
2(ωi))), · · · , (hj

k(ωi), hj
k+1(h

j
k(ωi)))}(1 ≤ i ≤ n, 1 ≤ j ≤ h), i is

used to denote different keyword ω and j is used to denote different level in the
variable-length IBtree. We show our variable-length trapdoor algorithm below.

Algorithm 2: VBT Tok
Input: a keyword ωi

Output: a trapdoor tjq of h ∗ k pairs
Get the height of the variable-length IBtree h by
communicating with cloud server;
for each height j(1 ≤ j ≤ h) do

tjq(ωi)={(hj
1(ωi), hj

k+1(h1(ωi))), (h
j
2(ωi), hj

k+1(h
j
2(ωi))), · · ·,

(hj
k(ωi), hj

k+1(h
j
k(ωi)))}(1 ≤ i ≤ n)
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4.3 Query Processing

After receiving a trapdoor of h ∗ k pairs for a specified keyword from data
user, cloud server can search over the variable-length IBtree with algorithm
listed below. Cloud server also perform searching in a top-down manner, in each
level j(1 ≤ j ≤ h), cloud server using corresponding trapdoor tjq(ωi) = {(hj

1(ωi),
hj
k+1(h

j
1(ωi))), (hj

2(ωi), hj
k+1(h

j
2(ωi))), · · · , (hj

k(ωi), hj
k+1(h

j
k(ωi)))}(1 ≤ i ≤ n)

to match the specified keyword ωi, if a match is found at root node, then it’s
child can be searched according to the corresponding trapdoor. For each ordered
pair of hashes in tjq, we use the first hash value to locate the twin that the cor-
responding keyword is hashed to, the second hash value locates the “chosen”
cell in the twin. If the cloud determines that tq matches no data items, the
query processing terminates. Otherwise, the cloud processes tjq in each level in a
top-down manner.

Algorithm 3: VBT Query
Input: h trapdoors for a specified keyword ωi

Output: if a match is found, then return relevant encrypted document.
otherwise return nothing

for each height j(1 ≤ j ≤ h) do
if match is found in either a node then

if is leaf then
return encrypted document

else
keep searching

else
break

4.4 Security Analysis

To give the security analysis, we firstly define two leakage functions based on
the threat model in Sect. 1.

Lenc(D): Given the document data set D, this function outputs the number
of n documents, the max keywords m contained in the document in D, the
document identifiers ID = {id1, id2, ..., idn}, the number of nodes in the created
index and the size of each node of the index.

Lque(D,I,R,t): Given the document set D, the index tree I, the search query
R and given point in time t, this function outputs the search pattern at time
t which contains the information about whether R is the same as queries per-
formed before time t or not and the access pattern at time t which contains the
information about which documents contain R.

Theorem 2 (Security): The variable IBtree is IND-CAK (Lenc, Lque)-security
against an adaptive adversary.

Proof (Sketch). Similar to the proof in [5], we can construct a simulator S
using Lenc and Lque. More specifically, using Lenc, S can simulate variable IBtree
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index I. Using Lque, S can simulate queries on I. And S can simulate the search
token and the query results which are indistinguishable to the adversary as
the pseudo-random function and CPA-secure encryption algorithm. Thus, our
scheme is IND-CKA security against an adaptive adversary.

4.5 Advantages and Disadvantages of Our Scheme

Disadvantages of Variable-Length IBtree. A fixed-length indeed has some
advantages over our variable-length IBtree scheme. In the fixed-length scheme,
data users only need to generate one trapdoor for a specified keyword ωi, while
in our scheme, data users need to generate h trapdoors, each trapdoor for each
level where h = �log(n)� + 1. The overhead brought by increased trapdoors is
negligible in nowadays’s network bandwidth. For example, when we insert 10000
data documents into the leaf nodes of our variable-length IBtree, we only need
to generate 12 more trapdoors for the other IBF node to perform the matching
operation.

Advantages of Variable-Length IBtree. Our variable-length IBtree scheme
significantly reduces IBtree construction time and IBtree index size. Supposing
there are n data items inserted into the IBtree of both scheme. In our scheme,
each level occupies the same memory as a root node. Thus, index size is pro-
portional to the height(logn) of a tree. In a fixed-length IBtree scheme, index
size is proportional to the number of nodes(n). Therefore, our scheme reduces
index size logarithmically. Meanwhile, the number of twins initialized is propor-
tional to the index size. Consequently, our scheme saves index construction time
logarithmically.

5 Experiment Evaluation

We realized both fixed-length IBtree scheme and variable-length IBtree scheme
in C language. We evaluate both schemes on three aspects of IBtree construction
time, IBtree index size and single keyword searching time. We first use a simple
simulation data set to observe the tendency of both schemes. Then we experiment
on the real-world data set “America NSF Research Award Abstract set [18]”.

5.1 Data Sets

We use a simulation data set to see the tendency of both schemes before using a
real-world data set. We randomly generate several (3 to 11) fixed-length words
for each leaf node in our simulation data set. We choose a real-world data set
that is the America NSF Research Award Abstract set, which consists of 129 K
abstracts describing NSF awards from 1990–2003. We extract keywords from
each abstract. The number of keywords in a document ranges from 15 to 454,
and the average number of keywords in a document is 99.27. We use the real
word data set to generate 1 data set, which contains 10 document sets with a
size range of 500 to 5000.
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5.2 Implementation Details

Our experiment platform is equipped with 3.20 GHz Intel Core i7-8700
CPU and 16 GB RAM. The operating system running on the server is
Ubuntu(version:18.03), and the kernel is Linux Ubuntu 5.3.0-51-generic. In our
experiments, we use SHA256 as the hash function of HMAC. We fix the root
node size to 50000 bytes when we use the simulation data set. To minimize the
false positive rate when we use the real-world data set, we set the root node size
m according to k = ln2(m/n) for different collections of data items. We use 3
hash functions in both data sets.

5.3 Experiment Results

Simulation Data Set Experiment Results: In Fig. 5 (a) and (b), with leaf
nodes growing from 250 to 1500, construction time and index size of a fixed-
length scheme increase more rapidly than that of our scheme. In Fig. 5 (c),
we can observe that single keyword searching time of both schemes is in the
millisecond scale. The simulation data set experiment result demonstrate that
our scheme significantly reduces the construction time and index size.

Real-world Data Set Experiment Results: The real-world data set exper-
iment results are demonstrated in Fig. 6. We analyse each experiment result in
detail below.

Experiment 1 (IBtree construction time): With data set sizes growing from
500 to 5000, the index construction time of fixed scheme and variable scheme
grows from 18 min to 29 h, and from 42 s to 10 min respectively in Fig. 6 (a).
Experimental results show that our variable-length scheme significantly reduces
IBtree construction time.

Experiment 2 (IBtree memory usage): The evaluated results of IBtree
memory usage are shown in Fig. 6 (b). With data items ranging from 500 to 5K,
the memory usage of fixed-length scheme and variable-length scheme grows from
102 MB to 10 GB, and from 1 MB to 14 MB, respectively. One can observe clearly
that the memory occupied by the fixed-length IBtree increases exponentially.
However, the memory usage of the variable-length IBtree is proportional to the
levels of the IBtree, as we described in Sect. 4.4 Experimental evaluation shows
that the more the number of terminal nodes we put, the larger the memory of
our scheme saved compared with the fixed-length scheme.

Experiment 3 (keyword searching time): Experimental results show that
the keyword query processing time is in the millisecond scale. The time consumed
in keyword searching in a fixed-length IBtree scheme is an order of magnitude the
same as our variable-length IBtree scheme. Because both schemes locate relevant
position of a keyword in an IBF by hash operation. Figure 6 (c) shows the single
keyword searching time in two schemes. We can see that with data items ranging
from 500 to 5K, searching time of fixed-length scheme and variable-length scheme
varies from 2 ms to 6 ms, and from 2 ms to 10 ms respectively.
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(a) Construction Time (b) Index Size (c) Searching Time

Fig. 5. Simulation data set results

(a) Construction Time (b) Index Size (c) Searching Time

Fig. 6. Real data set results

6 Conclusion and Future Work

In this paper, we first propose a variable-length IBtree scheme to enable the key-
word searching over the encrypted data in a popular client and cloud paradigm
based on the data structure IBF. We extend the original trapdoor algorithm
for a fixed-length IBtree to get our trapdoor algorithm. In IBtree construction
algorithm, much time is consumed by initializing IBFs. Therefore, our scheme
theoretically cost less time and occupy less memory. Experimental results show
our scheme has significantly reduced the IBtree construction time and memory
usage. Keyword searching time of our scheme is an order of magnitude the same
as the fixed-length IBtree scheme. Future work will be done to enable range
queries through a variable-length IBtree over encrypted data.
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Abstract. Huge number of mobile applications are downloaded every
year. These benefits promote the rapid development of the mobile appli-
cation industry, especially Android applications for its openness. But,
because of the low cost and good profit, Android application repackaging
also developed quickly, which can make a kind of malware applications
and publish them to the Android market. Therefore, in order to defend
against this dangerous technology, repackaging detection technology has
been continuously studied in recent years. Contrary to the repackaging
detection technique, obfuscation techniques are used in the application
repacking to avoid detection. This makes the effectiveness of many exist-
ing methods be affected. In this paper, we propose a novel approach
based on Dynamic Whole Layout Tree extraction, that we call WLT-
Droid, which can avoid the interference of the layout file obfuscation.
The experimental results show that the approach proposed in this paper
can resist the obfuscation affect better than other repackaging detection
methods. In addition, our approach is more accurate than the existing
method RepDroid.

Keywords: Repackaging detection · Android application ·
Obfuscation · Layout view transfer

1 Introduction

With the rapid development of global smart phones market, smart phone appli-
cations (apps for short) have also been rapidly developed. In the year 2018, global
App downloads exceeded 194 billion, up 35% from 2016, and consumer spending
reached $101billion, up 75% from 2016 [1]. However, application repackaging is
becoming a serious threat to the Android ecosystem, both at the security of app
users and the revenue of app developers [11]. Zhou et al. [22] found out that
among 1260 malicious apps, 1083 (86%) were spread by repackaging other apps.
Another study [5] showed that 14% of apps’ revenue and 10% of apps’ users are
illegally stolen by repackaged apps.
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In recent years, many Android app repackaging detection methods have been
proposed. They are divided into three kinds, which are code-based detection,
resource-based detection, and UI-based detection. For the code-based methods,
large amount of app codes make time consuming. Meanwhile, the code obfus-
cation methods can cause low code similarity. Researchers [4] found that orig-
inal app and repackaged app have high similarity at the resource level. Thus,
resource-based detection methods are proposed, which detect repackaged apps
by analyzing the type and amount of the decompiled resource files (such as:
xml files, pictures and audios, etc.). However, this kind of methods still have
problems with resource obfuscation and redundant resources in repackaged app.
Layout-based detection methods have been proposed because of the high similar-
ity between the original app and the repackaged app at the layout level. However,
layout files can be easily interfered with or confused during repackaging, resulting
in a decrease in layout similarity.

Considering that the repackaging app need to maintain the same user inter-
face and user interaction, so we assume that the purpose-based measures may
be more effective. Because that no matter how the features change, the high
similarity of user interface and user interaction never change. Therefore, in this
paper, we designed a new approach called whole layout tree (WLT), which is
a purpose-based measure. We use interface transfers to represent user interac-
tions. By analyzing user interfaces and interface transfers of running apps, we
can completely extract the external view layout information and the inner view
transfer information. According to these two kinds of information, we can build
an WLT for app repackaging detection. The evaluation criterion is that WLT
similarity and repackaging possibility have a positive correlation. The primary
contributions of this paper are summarized as follows:

– We design the Whole Layout Tree based on the Android application’s inter-
face layouts and transfers. It represents the application’s external display
information and internal operation logic information. Even with the obfusca-
tion of code, resources and layout, it can still accurately express the applica-
tion.

– We proposed a new repackaging detection method named WLTDroid for
Android applications based on the WLT. WLTDroid is a purpose-based
method which has strong resistance.

The rest of this paper is organized as follows: Sect. 2 describes design princi-
ples, definitions and features of WLT in detail. Section 3 shows the architecture
and implementation of our repackaging detection method. In Sect. 4 we set up
the experiments and evaluate the method proposed in this paper. Related work
is briefly introduced in Sect. 5. Section 6 concludes our work.

2 Design of Whole Layout Tree

Basically, repackaging detection is using metric methods to find similar appli-
cations. To address the problems that existing methods are not resistant to
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obfuscation technology and easily avoided by attackers, we propose a new mea-
surement method based on Whole Layout Tree (WLT). It is a kind of expression
for dynamic user interface layout of Android applications. We explain the detail
of WLT, including the design principle, definition and features.

2.1 Design Principles of WLT

As we mentioned, repackaging detection methods need to have strong resistance
and good accuracy. Thus, we design WLT with two design principles: strong
resistance and high accuracy.

When using applications, users mainly interact with applications’ interface
instead of directly access applications’ source code, resources or XML layout files.
Therefore, users are more sensitive to applications’ changes in interface than
the changes in code, resources, XML layout files. To cheat users, repackaging
attackers can modify everything except user interface and interface transfer.
Based on above facts, WLT should be designed from the user interface and
interface to get strong resistant.

The way how to denote and compare the similarity of the user interface
and interface transfer will determine the accuracy of this kind of repackaging
detection methods. In an Android application, the user interface is composed of
widgets. Each widget has many attributes. Those widget attributes jointly deter-
mine the final display of the widgets in the user interface. Therefore, those widget
information and widget attribute information should be properly recorded and
used for ensure the accuracy.

2.2 Definition of WLT

The WLT is defined as follows1.

Definition 1. Whole Layout Tree (WLT)
The Whole Layout Tree (WLT) is a multi-fork tree with a hierarchical struc-

ture which is consists of a limited number of nodes and edges, denoted as T (W,
R), where W is a finite set of widgets, R is a finite set of widgets’ relationship.

The node set W is consisted of 3 types of nodes, which are “Container Node”,
“Display Node”, and “Transfer Node”. Container Nodes are those who have sub-
widgets, such as FrameLayout and so on. Display Nodes are those who do not
have any sub-widgets, such as TextView and so on. Transfer Nodes are those
who can trigger interface transfer, such as Button and so on.

The edge set R is consisted of 2 kinds of relationships. (1) iR <a, b>, rep-
resents that the widget a and widget b are inclusion relationship, in which the
widget a and b belong to the same interface view, and widget a is a layout widget
which contains widget b. (2) tR <a, b>, represents that the widget a and widget

1 An example figure is given at https://github.com/pro-resrc/figure. The app has four
interface views, with 3 view transfers, 79 container nodes, 54 display nodes, 3 transfer
nodes, 132 inclusion edges and 3 transfer edges.

https://github.com/pro-resrc/figure
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Algorithm 1. Whole Layout Tree Generation
Input: HomeActivity(HomeView) from the testing APK
Output: a whole layout tree,WLT
1: dump view layout,HomeLayout from HomeActivity(HomeView)
2: extract core view layout,cLayout from HomeLayout by Filter
3: InitializationWLT(cLayout)
4: extract visual components,taskComponent from HomeLayout
5: while WLT is changing AND taskComponent is not empty do
6: todoComponent=taskComponent.pop()
7: transfer,newView=todoComponent.simulate()
8: add transfer into WLT
9: dump view layout,newLayout from newView

10: extract core view layout,cNewLayout from newLayout by Filter
11: updateWLT(cNewLayout)
12: update taskComponent according to newLayout

13: return WLT

b are transfer relationship, in which the widget a and b do belong to two different
interface views, widget a can trigger the response event and leads the transfer to
the new view which widget b belongs to.

2.3 Features of WLT

According to the definition, a WLT should have following features:

1. WLT has only one root node.
2. The parent nodes of a WLT should be container nodes or transfer nodes.
3. The leaf nodes of a WLT should be display nodes.
4. A container node connects to one or more different types of child-nodes, those

nodes are connected by inclusion edges.
5. A transfer node connects to a node which belongs to another interface view.
6. The order of the interface view that appears during a user operating the app

is the order of the view layout in the WLT.

2.4 Generation of WLT

According to the extracted interface view layout xml file and the view transfer
information, we start to generate WLT. Firstly, we initialize WLT with the home
view’s layout content. Then query the transfer node’s information and connect
the root node of the transferred new interface view as a child node to the transfer
node with a transfer edge. Next, a transfer attribute is added to the transfer node
for recording the related information. The above operation is repeated until the
WLT no longer changes or there is no more transfer information. In addition, we
make several optimization in WLT generation to make the process more efficient.
Algorithm 1 shows the pseudocode of generating a WLT.
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(a) When transfer to a interface view in the blacklist, only record the transfer
information without the interface view information.

(b) If a interface view is already appeared in the WLT, it will not be added
to the WLT again. We only keep the transfer information.

(c) When the task stack is empty or WLT does not change in 3 min, the WLT
generation process ends.

3 Repackaging Detection Method Based-on WLT

Based on the definition and features of WLT, we design a similarity measurement
method for the repackaging detection. In addition, we implement a repackaging
detection method, which is named WLTDroid. We explain the details in this
section.

3.1 Similarity Measurement of WLT

Hashing algorithms are widely used in file similarity comparison for its good
performance. For comparing the similarity of WLT, we design a method based
on the Context Triggered Piecewise Hashing (CTPH) [9]. However, the tree-
structured texts of WLT can not be used for the CTPH algorithm. In addition,
the information of the inclusion and transfer edges need to be calculated for the
similarity measurement.

Therefore, we transform the WLT into a kind of sequential text information
from two levels, which are interface layout and interface transition. First, we
convert each interface layout individually, then convert the processed interface
layout as a whole according to the order of interface transition by using a method
similar to the binary tree preorder traversal algorithm.

For the inclusion edge information in WLT, we convert the inclusion infor-
mation to the sequential information as text directly. For the transfer edge infor-
mation in WLT, in addition to converting the transfer information into sequence
information, a special weight needs to be given because of the special.

We have added the transfer attributes to all the transfer nodes as an identifier
in the WLT generation step, so those two types of edges have been distinguished
in the preprocessed WLT.

The CTPH algorithm first calculates the hash value of the testing text, then
get the similarity score by calculating the minimum edit distance between the
two hashes. The preprocessed WLT already contains the view layout information
and the view transfer information, so the similarity score calculated by the CTPH
algorithm represent the similarity of the apps. The formula for calculating the
SimilarityScore is show in Formula 1, where pp means preprocess.

SimilarityScore = CTPH(WLT1
pp,WLT2

pp) (1)

The similarity score ranged from 0 to 100. A score of 0 means that two WLTs
are completely dissimilar and the possibility of repackaging for these two apps
is extremely low. A score of 100 means that two WLTs are exactly the same,
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and those two apps most likely to be repackaged. We set a threshold θ, when
the similarity score of two apps exceeds the threshold, it represents that the two
apps have high similarity which need to do the signature verification for the final
confirmation.

3.2 Framework of WLTDroid

The framework of repackaging detection method based on WLT is showed in
the Fig. 1, which is consisted of four parts. They are data extraction, birthmark
generation, similarity measurement and signature verification.

Fig. 1. The framework of WLTDroid

Firstly, WLTDroid dynamically extracts the view layout information of a
testing app, and records the view transfer information. Testing app may jump
to other apps (such as sharing button, etc.), whose view information does not
belong to the original app, so we only save the view transfer information without
further data extraction. In addition, for a special widget who names WebView
we only retain the information of the native widgets.

However, the original layout contents contain redundant information, which
do not have any effect on the structure of the interface layout and transfer,
but will seriously affect the results of similarity measurement. Because that the
attacker can easily add this kind of redundant information in the xml file for
avoiding the detection. Therefore we need to filter such redundant information.
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(a) Redundant UI widgets: Layout widgets that contain only one or no child
are redundant. (b) Redundant attributes of widgets: There are some redundant
attributes of the widgets. We found six redundancy attributes which are text,
package, bounds, resource-id, index, and content-desc. For example, although the
bounds attributes directly reflect the position of the widget, a subtle changes
will not lead to a huge change in the view which may affect the results of our
detection.

Next, generation module will construct WLT. Then, the similarity score
between WLTs is calculated when the WLTs no longer change. Finally, if the
score exceeds the setted threshold, signature verification will starts.

4 Experimental and Evaluation

Here we design two research questions to verify the effectiveness of our repack-
aging detection method.

RQ1: Does the WLTDroid has strong resistant when facing the obfuscated
apps?

RQ2: How is the accuracy of the WLTDroid?

4.1 Dataset

The data sets used for the experiments are all from the Wandoujia app store (the
largest third-party app store in China) [17] and F-Droid (an open source Android
app store) [6]. We used three data sets named SR, S1 and S2. SR contains
30 Android apps from Wandoujia, which is used for resistance experiment. It
includes the latest version of 30 apps randomly selected from Wandoujia’s top
50 apps. We leverage Shengtao Yue’s work (RepDroid) [12] to create S1 and S2

for Accuracy experiment. Unfortunately, we can only download 45 (41 of 45 apps
can run) of 58 apps for S1, and 115 (103 of 115 apps can run) of 125 apps for
S2 because that they are out of stock. The apps cover different fields, such as
News, Reading, Education, etc. Totally, 190 apps are used in the experiments.

4.2 Resistance Testing

The resistance testing experiment adopts the current four major Android app
packers in China (360, Tencent, Aliyun, Bangcle) to obfuscate or encrypt data
set SR. Through code obfuscation, resource file encryption, and Dex file packing,
we can simulate the real world Android repackaging environment. Then set the
obfuscated app and the original app as a pair. In addition, we use XML files for
obfuscation by adding redundant XML files to the decompiled 30 original apps
to generate obfuscated apps.

We perform detection using WLTDroid, SUIDroid [11], AndroGuard [8], and
FSquaDRA [20] for comparison with the existing methods. AndroGuard is a
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code-based repackaging detection method. FSquaDRA is a code-and-resource-
based repackaging detection method. SUIDroid is a layout-based repackaging
detection method.

Using the 30 original apps and the apps obfuscated by above five packers,
totally 150 comparison pairs are prepared for the experiment as shown in the
upper part of Table 1. The results are shown in Fig. 2.

Table 1. Obfuscated or encrypted apps

Repackaging type Data set Original app count Repackaged app count

360 5 * SR 5 * 30(Wandoujiatop50) 30

Tencent 30

Aliyun 30

Bangcle 30

RedundantXML 30

IJiami 4 * S1 30(Wandoujia) 30

AndroCrypt 3 * 11(F-droid) 11

FakeActivity 11

NestedLayout 11

Fig. 2. Results of resistance testing
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The horizontal axis represents similarity scores, also represents resistance of
methods. The four stacked bars represent four repackaging detection methods.
The stacks of five colors represent five types of app packers. The total similarity
score of detections is 500 points. The scores from high to low are: 450 points for
WLTDroid, 428 points for FSquaDRA, 411 points for SUIDroid, and 104 points
for AndroGuard.

We can found that WLTDroid performs much better than AndroGuard.
AndroGuard detects repackaged apps based on the decompiled source code.
Once the source code was confused, it will be affected much. Except for the XML
packer, AndroGuard almost cannot work for the other four packers. In contrast,
SUIDroid performs poorly when detecting redundant XML packer. Only scores
17 points (WLTDroid scores 91 points). But, it performs well when detecting
the other four types of app packers. That is because SUIDroid is based on ana-
lyzing the decompiled XML layout files. Once the attacker adds a large number
of redundant XML files to the repackaged app, it will cause the repackaged
app’s schema layout to be completely different from the original app’s schema
layout, which makes SUIDroid get the wrong result. FSquaDRA has a better
performance than AndroGuard and SUIDroid. FSquaDRA uses a combination
of source code and resource files for detecting repackaged apps. Code obfuscation
still affects FSquaDRA and may lead to instability during detection.

4.3 Accuracy Testing

We use S1 and S2 for Accuracy experiment. We compare the accuracy results
of WLTDroid with RepDroid, because that RepDroid is also a repackaging
detection technology based on interface layout and transition. The experiment
is divided into two steps. Step one, we use S1 to determine the thresholds of
WLTDroid and RepDroid. Step two, we use S2 to evaluate the counts of false
positive(FP) and false positive rates(FPR) of WLTDroid and RepDroid, besides
time consumption.

S1 contains 41 apps that can run, of which 30 apps are from Wandoujia, 11
apps are from F-Droid. We use Ijiami to encrypt 30 Wandoujia’s apps, and use
three encryption tools: AndroCrypt, FakeActivity and NestedLayout, to encrypt
11 11 F-Droid apps. Totally 33 encrypted apps are used here. The encrypted
apps and the original apps are combined as a pair. There are a total of 63
comparison pairs as shown in lower part of Table 1. S2 contains 103 apps that
can run from Wandoujia. The apps are compared with each other, and formed
5253 comparison pairs.

1) Determine the threshold
By comparing all similar scores of 63 comparison pairs, we select the low-

est score as the best threshold. Because that 63 comparison pairs all belong
to repackaged pairs, similarity scores represent the effectiveness of repackaging
detection method, where the lowest similarity score represents the lower limit of
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the method. The FNR and FPR of the method with this threshold are both to
be at a lowest level. For WLTDroid, 59 similar scores are not less than 80 points,
34 similar scores are not less than 90 points, 4 similar scores are between 75 and
80 points, and the lowest similarity score is 75 points. For RepDroid, 59 similar
scores are not less than 80, 45 similar scores are not less than 90, 4 similar scores
are between 76 and 80, and the lowest similarity score is 76 points.

2) Evaluate FP, FPR, and time consumptions
We use WLTDroid and RepDroid to detect all the 5253 comparison pairs of

apps. The detection results are shown in Fig. 3. We use logarithmic coordinates to
make them more intuitive. The horizontal axis represents similar score sections.
The vertical axis represents the number of comparison pairs belong to the section.

According to statistics, the distribution of similarity score is almost the same.
More than half of the comparison pairs score 0. In detail, there are 6 comparison
pairs with a value equal to or greater than 75 points for WLTDroid. Through
manually check, we find that 3 pairs are actually repackaged apps, and the other
3 pairs belong to FP. The FPR of WLTDroid is 0.057%. There are 7 comparison
pairs with a value equal to or greater than 76 points for RepDroid. Through
manually check, there are 3 comparison pairs are repackaged apps, and the other
4 pairs belong to FP. The FPR of RepDroid is 0.076%.

In addition, we recorded the time consuming of two methods. The results are
shown in Table 2. It shows that the most time consuming part is to generate the
birthmark. However, there is 36% shorter for our method.

Fig. 3. Distribution of the similarity for WLTDroid and RepDroid
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Table 2. Accuracy and Time-consuming for WLTDroid and RepDroid

WLTDroid RepDroid

3 * S1 θ 75 76

FN 0 0

FNR 0% 0%

2 * S2 FP 3 4

FPR 0.057% 0.076%

2 * Time consumptions Birthmark generation 10.02 min 15.74 min

Similarity calculation 0.029 s 0.034 s

5 Related Work

Most of the studies in earlier years were based on decompiled source code. For
example, DroidMOSS [21] handle the Dalvik bytecode to get the features of code
by using the fuzzy hashing, then calculate the similarity of the two apps by using
the edit distance algorithm [10]. DNADroid [3] generate program dependency
graph as the program features based on the source code, then use the subgraph
isomorphism algorithm to calculate the similarity of two dependency graphs.
Steve Hanna et al. designed a repackaging detection system named Juxtapp,
hashing the extracted features of testing apps’ code for detection [7]. Jonathan
Crussell et al. proposed AnDarwin, which combines the code information with
other related information, for example the store information of testing app, for
detection [2].

Later, many resource-based methods are proposed. FSquaDRA [20] decom-
pile the testing app to extract all the code and resource files, then encode them
with a hashing algorithm for calculating the similarity with Jaccard distance.
ViewDroid [19] builds the view graph of the testing app by counting keywords
in the app’s source code for detection. ResDroid [14] calculates all the resource
files contained in the apk file and transforms them into vectors for detection.
Research [15] extracts the resource files, such as pictures, videos and so on to
detecting repackage applications by using machine learning methods.

Recent years, the layout-based methods for repackaging detection are often
used. DroidEagle [16] gets the layout files in the testing apk file, then uses the
edit distance to calculate the similarity between individual layouts. SUIDroid
[11] also gets the layout files from the testing apk file, then combine multiple
layout files to get the app’s schema layout for detection. RepDroid [12] proposes
a layout group graph (LGG) based repackaging detection method, which built
LGG from UI behaviors. Research [13] extracts user interfaces from mobile apps
and analyzes the extracted screenshots to detect repackaging apps. RegionDroid
[18] proposed an approach based on the app UI regions extracted from app’s
runtime UI traces.

The method in this paper is different from the above methods. This method
dynamically extracts the interface layout and view transfer information of the
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testing apps, then combines those two types of information to form a whole
layout tree (WLT) for similarity detection.

6 Conclusion

We proposed a novel repackaging detection approach, WLTDroid, for Android
applications by dynamically extracting the interface layout and transfer informa-
tion of the testing apps. WLTDroid firstly builds the whole layout tree (WLT)
for the apps, then calculate the similarity score. If the score exceeds the thresh-
old which is set according to the experiment, signature verification will start to
give the final result. The experimental results show that WLTDroid has strong
resistance than the other three existing methods. Meanwhile, the accuracy of
WLTDroid is good.
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Abstract. In order to obtain encrypted image with optimal correla-
tion coefficient, we propose a new evolutionary-based image encryption
scheme in this paper, based on DNA coding, chaotic systems, and a
genetic algorithm (GA). Firstly, the DNA encoding operation is per-
formed over the original plain image. Then logistic mapping and hyper-
chaotic systems are used to create the number of encrypted images over
the DNA matrices. We fix these encrypted images as the initial popula-
tion for the GA, and the GA is applied to them to determine the best
one based on the fitness function. The correlation coefficient is used to
define the fitness function in this paper. Finally, after the evolution, the
encrypted image with the lowest correlation coefficient will be obtained
as the final result. The novelty of this research is in using the logis-
tic map over the DNA matrix of the original image directly, which will
make the initial group of encrypted images more secure and with lower
initial fitness for the GA. Therefore, the scheme will achieve high fitness
in fewer iterations and retain the efficiency of the encryption. Experi-
mental results confirm that the proposed scheme not only has a good
encryption effect, but also has the ability of resisting statistical analysis
attacks, brute force attacks, and differential attacks.

Keywords: Image encryption · DNA coding · Genetic algorithm ·
Logistic mapping · Chen’s hyper-chaotic

1 Introduction

Image encryption is one of the most efficient and common methods for protect-
ing the contents of an image. The outsourcing storage of encrypted images can
effectively alleviate the problem of privacy disclosure. However, the image has
various inherent features, such as a high correlation coefficient among adjacent
pixels, conventional encryption techniques apply to the text structure data are
not very effective for image encryption [3]. In order to propose effective image
encryption methods with the abilities of resisting different attacks, several image
encryption schemes have been proposed based on different methods. Such as the
c© Springer Nature Switzerland AG 2020
G. Wang et al. (Eds.): WISA 2020, LNCS 12432, pp. 592–604, 2020.
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chaotic mapping systems [2,8], DNA encoding operations [17,19], and even with
the help of evolutionary algorithms [1,5].

The chaotic system has various properties, such as the high sensitivity to
initial values, pseudorandom, and so on. Based on these properties, the chaotic
system can improve the security of the image encryption according to Shannon’s
information theory [13]. The chaos-based image encryption methods are all com-
posed of two steps of permutation and diffusion [6]. The permutation refers to
reallocate the positions of image pixels, and the diffusion refers to change the
grey value of each pixel one by one. During the diffusion, the changing of any
pixel’ s grey value will affect the other pixel value. The chaotic system can
be divided into a one-dimensional chaotic system and a hyper-chaotic system
(with multiple dimensions) with different advantages. Applying the hyper-chaos
into image encryption or combine the one-dimensional chaos system with it can
achieve higher security for the image encryption [2,14].

Recently, some of the chaotic based image encryption schemes are combined
with the DNA encoding operations [9,15], which improve more confusion and
diffusion capabilities during the encryption process. Generally, for a plain image,
it will be converted into a DNA matrix firstly, then the DNA matrix will be
encrypted with different methods. Wei et al. [17] encoded the original color
image into three DNA matrices, and used Chen’s hyper-chaotic maps to scramble
each matrix, and finally performed DNA sequence addition operation over itself.
Zhang et al. [19] encoded the original image and another one key image firstly
and scramble, and finally performed DNA sequence addition operation over these
two DNA matrices. Mehdi et al. [18] encrypted the plain image based on DNA
XOR operation principle and chaotic map function, additionally used RNA rule
for further encryption.

Moreover, evolutionary algorithms have also been implemented in some image
encryption schemes to further improve the quality of encrypted images [1,5,11].
In evolutionary-based schemes, the initial population of encrypted images are
generated under different encryption conditions, and the encrypted image with
the best fitness value will be outputted as the final result after the evolution.
Enayatifar et al. [5] used a weighted discrete imperialist competitive algorithm
(WDICA) combined with the chaotic map for image encryption, where calcu-
lating the fitness function from the two opposite-trend objectives, the entropy
and the correlation coefficient. Then, they [4] proposed a GA-based encryption
scheme with different DNA masks. Manjit et al. [10] used the adaptive differ-
ential evolution algorithm for helping to optimize the parameters of the chaotic
system.

This paper proposed a GA-based method for image encryption using DNA
encoding and chaotic systems. The fitness function is defined based on the cor-
relation coefficient so that the encrypted image with the optimal correlation
coefficient will be obtained finally. First of all, the original plain image is con-
verted into DNA matrices. Different logistic map generated based on the original
plain image is used to diffuse the DNA matrices into specified numbers of inter-
mediate matrices. Then, different hyper-chaotic maps are used for permutation
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to create an initial population of GA, where the initial values of each hyper-
chaotic map are generated based on each intermediate matrix. Finally, a GA is
used to optimize the outputs. The novelty of this research is in using the logistic
map over the DNA matrix of the original image directly, which will make the
initial group of encrypted images more secure and with lower initial fitness for
the GA. Therefore, the GA will achieve high fitness in fewer iterations and retain
the efficiency of the encryption.

The rest of the paper is organized as follows: Sect. 2 gives basic concepts of
chaotic mapping, hyper-chaotic mapping, and DNA coding. Section 3 concen-
trates on the proposed method in detail. Section 4 presents experimental results,
including statistical analysis, Brute-force attack analysis, and differential attack
analysis. Meanwhile, it also concludes with comparisons. Finally, Sect. 5 discusses
the concluding of this work.

2 Preliminaries

2.1 Chaotic Systems

Logistic mapping is a one-dimensional chaotic mapping [1]. It generates keys
with only one parameter r, as shown in Eq. (1), where X0 is the primary value
and Xn ∈ [0, 1]. Consider the case of r = 3.999 in this paper.

Xn+1 = rXn(1 − Xn) (1)
Additionally, 4D hyper-chaotic Chen system [3] is used in this paper to gen-

erate four chaotic sequences, which can be described by the following equation
Eq. (2). The system is in the chaotic state when a = 36, b = 3, c = 28, d =
16,−0.7 ≤ k ≤ 0.7. Consider the case of k = 0.2 in this paper.

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ẋ = a(y − x);
ẏ = −xz + dx + cy − q;
ż = xy − bz;
q̇ = x + k;

(2)

2.2 DNA Coding

According to base-pairing rules of DNA, the nucleic acid bases A (adenine) and
T (thymine), G (guanine) and C (cytosine) are complementary pairs. Since 00
and 11, 01, and 10 are also complementary pairs in the binary system, 00, 01, 10,
and 11 can be encoded by using four bases A, C, G, and T, respectively. There
are eight binary coding rules for DNA coding and decoding [16], as shown in
Table 1. Moreover, the addition and subtraction operations based on DNA codes
are shown in Table 2. For instance, a pixel value 219 with the binary format
(10110111)2 can be converted into eight different DNA codes as follows: Rule 1
(CTGT), Rule 2 (GTCT), Rule 3 (CAGA), Rule 4 (GACA), Rule 5 (AGTG),
Rule 6 (TGAG), Rule 7 (ACTC) and Rule 8 (TCAC).
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2.3 Genetic Algorithm

A genetic algorithm (GA) is a type of evolutionary algorithm, which aims at
searching for final solutions among potential solutions through several rounds of
evolution. Basically, GA firstly generates the numbers of solutions as the initial
population. Then, GA performs the iteration to produce new solutions. In this
paper, the iteration is mainly categorized into two steps: (1) Selection: Chosen
parts of the solutions by using the fitness function for creating the offspring. (2)
Crossover: Create new solutions based on the current generation by swapping
pixels with the crossover probability. In this manner, the optimal solutions in
the current generation will be selected into the offspring, and the optimum result
will output after the iterations.

Table 1. Coding rules for DNA.

A T C G

Rule 1 00 11 10 01

Rule 2 00 11 01 10

Rule 3 11 00 10 01

Rule 4 11 00 01 10

Rule 5 10 01 00 11

Rule 6 01 10 00 11

Rule 7 10 01 11 00

Rule 8 01 10 11 00

Table 2. Add and Sub rules.

A T C G

+A C G A T

+T G C T A

+C A T C G

+G T A G C

−A C A G T

−T G C T A

−C A T C G

−G T G A C

3 Proposed Scheme

Step1 (Setup). For an M ×N plain-image, divide it into four equal parts with
the block number B = 0, 1, 2, 3. Convert each part into a matrix PB with the
size (M ′ × N ′), where M ′ = M/2 and N ′ = N/2. The original plain-image can

be represented as
[
PB=0 PB=1

PB=2 PB=3

]

.

Step2 (Logistic Maps Generation). For each matrix PB , generate a specified
numbers of logistic maps. Let P [a, b] denotes the value on the ath row and
the bth column in a matrix P . The primary value of each logistic map can
be calculated by using the first fifteen pixels of each column in PB by XK

0 =
1

212 {PB [0,K] ⊕ ... ⊕ PB [7,K] +
∑14

j=0 PB [j,K]}, and the corresponding logistic
mapping XK = {XK

0 ,XK
1 ,XK

2 , ...}, where XK
n+1 = 3.999 ∗ XK

n ∗ (1 − XK
n ) for

n = 0, 1, 2, .... In conclusion, for each matrix PB , N ′ different logistic map are
generated in this step.
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Step3 (DNA Encoding and Diffusion). For each matrix PB , firstly encode
it into N ′ different DNA matrices PK,B with the size (4 ∗M ′, N ′) using Table 1.
The DNA encoding rule number for PK,B is determined by [(B⊕K) mod 8]+1.
Then, diffuse each DNA matrix PK,B with the corresponding logistic map XK to
be an intermediate matrix PbK,B as in Eq. (3). Therefore, given a matrix PbK,B ,
we can recover the primary value and the corresponding logistic map as long as
we know the value K of this matrix. Finally, each matrix PB are generated into
N ′ different intermediate matrixes PbK,B .

n = 0;
For a = 0; a<4 ∗ M ′; a + +

For b = 0; b<N ′; b + +
If b �= K and (a �= 0 or a �= 1 or ... or a �= 59)

PbK,B [a, b] = PK,B [a, b] ⊕ (XK
n ∗ 3);

n = n + 1;
Else
PbK,B [a, b] = PK,B [a, b];

(3)

Step4 (Permutation with Hyper-chaotic). For each intermediate matrix
PbK,B , compute the initial values CKK,B = {c0, c1, c2, c3} for the hyper-
chaotic system based on pixel values of PbK,B firstly, where ci =
(
∑M ′−1

j=0

∑N ′−1
k=0 PbK,B[i ∗ M ′ + j, k])/(3 ∗ M ′ ∗ N ′). Then, a Chen’s hyper-

chaotic system can be constructed as in Sect. 2.1 with CKK,B . From the
hyper-chaotic system, two pseudo-random sequences Y0 = (y1, y2, ..., y4∗M ′) and
Z0 = (z1, z2, ..., zN ′) can be obtained. Perform ascending to Y0 and Z0 , new
sequences Y and Z can be obtained, where Y is the new index of Y0 and Z is
the new index of Z0. In order to hide the initial values from the matrix, add
each elements of PbK,B in a row-by-row way before permutation according to
DNA addition operations based on Table 2 as follow.

temp = 0;
For a = 0; a<4 ∗ M ′; a + +

For b = 0; b<N ′; b + +
PbK,B [a, b] = PbK,B [a, b] + temp;
temp = PbK,B [a, b];

(4)

Then, perform the permutation for PbK,B based on pseudo-random sequences
Y and Z as P ′

K,B [a, b] ← PbK,B [Y [a], Z[b]], where a = 0, 1, ..., 4 ∗ M ′ − 1 andb
= 0,1,...,N’−1. Finally, after decoding with the corresponding DNA rules, N ′

different intermediate matrixes P ′
K,B will be obtained based on each original

matrix PB where B = 0, 1, 2, 3.

Step5 (Generating the Initial Population). Merge intermediate matrices
P ′
K∈[0,N ′−1],B∈[0,3] with the same K together into an encrypted image. After

merging, the first group of N ′ encrypted images are generated as the initial
population. These encrypted images are the first group of potential solutions.
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Each encrypted image I can be represented as Eq. (5). In the initial population,
Eq. (5) satisfies K0 = K1 = K2 = K3.

I =
[
P ′
K0,B=0, P

′
K1,B=1

P ′
K2,B=2, P

′
K3,B=3

]

(5)

Meanwhile, the secret key of an encrypted image I is integrated into a
six-tuple key {CKK0,0, CKK1,1, CKK2,2, CKK3,3,K0,K1}. According to our
crossover method, K0 will be kept the same as K2 and K1 will be kept the
same as K3 in the future evolution.

Step6 (Measuring the Correlation Coefficient of Encrypted Images).
The fitness function F is defined based on the correlation coefficient as F =
1−|crV +crH +crD|. crV , crH , crD denotes the vertical direction, the horizontal
direction, and the diagonal direction of the correlation coefficient, respectively.

Step7 (Generating the Offspring). Roulette-wheel [7] is the selection
method in the GA used in this paper. After the selection, the crossover will
be performed based on the crossover probability. Consider crossover probability
is 0.70 in this paper. For each pair of encrypted images as a parent, the matrixes
with B = 1, 3 are swapped between the two parents.

For instance, there are two parents as follow.

Parent1 =
[
P ′
K0=8,0, P

′
K1=8,1

P ′
K2=8,2, P

′
K3=8,3

]

Parent2 =
[
P ′
K0=5,0, P

′
K1=5,1

P ′
K2=5,2, P

′
K3=5,3

]

(6)

The two children will be created as the new generation as follow.

Child1 =
[
P ′
K0=8,0, P

′
K1=5,1

P ′
K2=5,2, P

′
K3=8,3

]

Child2 =
[
P ′
K0=5,0, P

′
K1=8,1

P ′
K2=8,2, P

′
K3=5,3

]

(7)

Furthermore, the secret key of each children image is also should be changed.
The secret key of Parent1 is {CK8,0, CK8,1, CK8,2, CK8,3, 8, 8} and the secret
key of Parent2 is {CK5,0, CK5,1, CK5,2, CK5,3, 5, 5}, while the secret key of
Child1 is changed into {CK8,0, CK5,1, CK8,2, CK5,3, 8, 5} and the secret key of
Child2 is changed into {CK5,0, CK8,1, CK5,2, CK8,3, 5, 8}.

Step8 (Performing the Convergence). Keep the iteration of Step 6 and
Step 7 until the stopping condition is met. The stopping condition can be set as
the case of that the best correlation coefficient does not significantly change in
two successive iterations or can be set as a fixed number of iterations.

Finally, the solution with the lowest correlation coefficient is chosen as the
result cipher image. The corresponding secret key is needed to decrypt it. The
process of the proposed method is depicted in Fig. 1.
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Fig. 1. The process of the proposed scheme.
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4 Experimental Results and Performance Analyses

Visual Studio 2017 on a laptop with an Intel Core i7, 1.80 GHz CPU, 8 GB mem-
ory with a Windows 10 operating system was utilized to perform the proposed
scheme. In this research, standard grey level images “Lena” with the dimensions
of 256 * 256 and 512 * 512 are used. The GA crossover probability is set to 0.7.

4.1 Statistical Analysis

Histogram Analysis. The histogram can directly reflect the distribution of all
the grey level values throughout the image. The histogram for an ideal encrypted
image should be uniform. The histogram of the Lena’s image before and after
encryption is shown in Fig. 2. The histogram of the cipher image is fair, and
totally different from the plain image.

Fig. 2. For (a) Original Lena image, the histogram of (a) before encryption (b) and
after encryption (c).

Correlation Analysis. Correlation of adjacent pixels in horizontal, diagonal,
and vertical directions of a meaningful image will have a strong regularity. It
should be approached to 0 of an ideal encrypted image based on the standard
formula. 4000 pairs of adjacent pixels in Lena’s image are randomly selected,
and the correlation coefficients for each direction are shown in Fig. 3.

In addition, execute 30 times of the proposed scheme on the standard Lena’s
image with different size with different iterations, and the results are listed in
Tables 3 and 4. Corr(Best) denotes the best performance of the correlation coef-
ficient, Corr(Avg) denotes the average performance. Note that the proposed
GA-based scheme is not a deterministic process. Hence it cannot ensure that
every result is the best case. Corr(Avg) is good enough, that it is close to 0 in
each direction of the encrypted image, which means the proposed scheme has a
strong statistical attack ability.
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Information Entropy Analysis. The entropy of an image can reflect the
degree of uncertainty of this image. The ideal entropy calculated by the standard
formula should be approached to 8. The entropy of the encrypted image is listed
in Table 5. It can be seen that the average entropy is 7.9978 and 7.9993, which
confirms the effectiveness of the proposed encryption method.

4.2 Brute-Force Attack Analysis

Key Space Analysis. In the proposed method, the initial values CKK,B of
Chen’s system, and the column number K ∈ [0, 127] of each block are used as
the secret keys. Consider the precision of Chen’s system is 10−5, the keyspace is
105 ∗ 4 ∗ 4 + 27 ∗ 2 ∼= 23.32 ∗ 80+14 = 2279. Therefore, the secret key space seems to
be large enough to avoid brute-force attacks.

Key Sensitivity. To investigate the key sensitivity analysis of the proposed
method, perform the encryption with the same secret key by alteration in one
arbitrary bit during the Step 2 (the secret key used in Step 4 is generated based
on the result of Step 2). The corresponding encrypted images are depicted in
Fig. 4, which clearly shows that the proposed scheme is sensitive against any
alteration of the initial key.

Fig. 3. Correlation of two adjacent pixels in different direction before (top section) and
after (bottom section) encryption.
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Table 3. Correlation coefficient analysis in different iterations for 256 * 256 Lena.

Iteration 5 30 50 70 100

Corr(Best) Vertical 0.0003 −0.0005 0.0003 0.0003 0.0003

Horizontal −0.0017 0.0007 −0.0007 −0.0007 0.0009

Diagonal 0.0014 −0.0014 0.0015 0.0015 0.0003

Fitness 0.0034 0.0026 0.0025 0.0025 0.0015

Entropy 7.9969 7.9970 7.9978 7.9978 7.9972

Corr(Avg) Vertical 0.0012 0.0022 0.0012 0.0019 0.0006

Horizontal 0.0020 0.0008 0.0015 0.0009 0.0014

Diagonal 0.0017 0.0010 0.0013 0.0011 0.0011

Fitness 0.0049 0.0040 0.0040 0.0039 0.0031

Entropy 7.9972 7.9969 7.9971 7.9973 7.9974

Table 4. Correlation coefficient analysis in different iterations for 512 * 512 Lena.

Iteration 5 30 50 70 100

Corr(Best) Vertical −0.0006 0.0001 −5.17E−05 −0.0005 −0.0002

Horizontal 0.0001 0.0005 0.0006 8.82E-07 0.0002

Diagonal 0.0023 0.0006 0.0004 −0.0003 0.0004

Fitness 0.0030 0.0012 0.0010 0.0008 0.0008

Entropy 7.9989 7.9990 7.9993 7.9990 7.9993

Corr(Avg) Vertical 0.0008 0.0003 0.0005 0.0008 0.0007

Horizontal 0.0009 0.0011 0.0013 0.0004 0.0006

Diagonal 0.0025 0.0011 0.0002 0.0008 0.0006

Fitness 0.0042 0.0025 0.0020 0.0020 0.0019

Entropy 7.9990 7.9990 7.9989 7.9993 7.9993

Fig. 4. (a) cipher-image with the original secret key, (b) cipher-image with the same
key as (a) with 1 bit changed and (c) differences between (a) and (b).
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4.3 Differential Attack Analysis

Differential attack analysis attempts to evaluate if a minor alteration of the plain
image can make a considerable difference in the related encrypted image or not.
The evaluation index of this kind of attack is UPCR(Number of pixels change
rate) and UACI(Unified average changing intensity). Based on the standard
calculation formulas for NPCR and UACI, the ideal value for NPCR is 100%,
and for UACI is 33% when against differential attack.

Table 5 shows the experimental results. For a 256 * 256 Lena’s image, the
UPCR value of the proposed scheme is 99.6353%, and the value of UACI is
33.2881%, and 99.6302% and 33.4128% for a 512 * 512 Lena’s image. The result
is very close to the ideal value of resisting differential attack. Therefore, the
proposed method is sensitive to the minor change of the plain image.

4.4 Comparison

Compare the proposed scheme with some schemes based on an evolutionary
algorithm. The comparison is listed in Table 5. The best result in each column
is shown with a bold font. For the 256 * 256 Lena’s image, the proposed scheme
outperforms the other algorithms in most of the indices, whereas that in Ref [1]
yields a better outcome when considering the diagonal correlation and UCAI.
Moreover, from the Tables 3 and 4, the correlation coefficient is achieved higher
even in early 5 iterations. Hence, the proposed scheme can achieve a better
correlation only in a handful of iterations.

In addition, for the 512 * 512 Lena’s image, the proposed scheme also achieves
the best correlation coefficient in the vertical and horizontal direction. Mean-
while, the UCAI is the best in comparing. Note that the GA algorithm in the
proposed scheme performs the selection only on the respect of the correlation
coefficient, it cannot take care of the entropy simultaneously. Therefore, it is
possible that, for example during the experiment for 512 * 512 Lena’s image,

Table 5. The comparison of the proposed scheme with the comparable schemes.

256-size Entropy Correlation coefficient NPCR UCAI

Vertical Horizontal Diagonal

Ref [1] 7.9978 0.0093 −0.0054 −0.0009 97.1394 33.1084

Ref [12] 7.9978 0.0018 0.0011 0.0018 99.6006 33.3479

Proposed 7.9978 0.0003 −0.0007 0.0015 99.6353 33.2881

512-size Entropy Correlation coefficient NPCR UCAI

Vertical Horizontal Diagonal

Ref [4] 7.9997 0.0007 0.0017 0.0001 99.7103 33.6297

Ref [5] 7.9996 −0.0009 0.0008 0.0001 99.6837 33.5735

Proposed 7.9993 0.0002 −0.0002 0.0004 99.6302 33.4128
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there exist some intermediate results that have both the better entropy and cor-
relation coefficient than Ref [5] and Ref [4], but the fitness of these results is not
the best. Consequently, these intermediate results cannot be outputted from the
GA as the final results.

5 Conclusions

This paper proposed an evolutionary-based image encryption scheme based on
DNA coding and chaotic systems, which aims at generating an encrypted image
with the best correlation coefficient. In the proposed scheme, the plain image is
converted into a DNA matrix firstly. Then, several encrypted images are gen-
erated as the initial populations by using a logistic map and a hyper-chaotic
scheme. A genetic algorithm is used for evolution to decide the best solution
with the lower correlation coefficient. The numerical experiments demonstrate
that the proposed method can effectively reduce the correlation of the encrypted
image in all of the three directions. Meanwhile, the indices of entropy, UCAI,
and NPCR are also close to the ideal value. The comparisons with the existing
evolutionary-based image encryption methods support the superior security and
effectiveness of our proposed method. In future research work, it is needed to
study evaluating the fitness function based on the two or more objectives to
optimize the performance of the encryption.
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Abstract. One of the important issues of public opinion governance in the
internet age is to study the characteristics and laws of the generation, devel-
opment and spread of public opinion on complex social networks and to set up
an effective tracing model based on blockchain technology. As a decentralized
shared database, blockchain technology is tamper-resistant and traceable.
Because of this, it is an important tool for containing the spread of fabricated
public opinion, maintaining national security and stability, and protecting cor-
porate image and personal interests. Given the current cross-lingual tracing
technology and the fact that blockchain is decentralized and immutable, this
project aims for establishing a blockchain-based cross-lingual public opinion
tracing system targeting at the characteristics and laws of the spread of public
opinion in social network. This study focuses on four aspects: the architecture
that is based on complex chain structure; the consensus-based safety and live-
ness of the system; the management of the system based on smart contracts;
standards and rules of this blockchain-based tracing technology. Through the
study, a commonly used multilingual tracing system is expected to be built by
using the sophisticated blockchain technology.

Keywords: Cross-lingual � Public opinion � Tracing � Blockchain

1 Introduction

The rise of China in multiple fields raised the concern from the existing major powers.
For Western conservatives, taking advantage of the anonymity on the internet and
secretly creating unfavorable international public opinion has become a new choice to
curb China’s development [1]. With the deepening of internationalization, the cross-
lingual frequent and real-time flow of information has become the norm on the internet.
Especially on social networks, multilingual netizens are often the key force in the cross-
lingual information dissemination. Under such background, when public opinion arises
in one language, it will immediately be spread to social networks of other languages.
Since the information dissemination is difficult to supervise, the authenticity of
information is difficult to distinguish, and the number of multilingual netizens is rel-
atively limited, in cross-lingual transmission, information is extremely susceptible to
interference from individual consciousness of netizen at key communication nodes. In
this way, key communication nodes may guide public opinion tendentiously. Because
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of this, studying the characteristics and laws of the generation, development and spread
of public opinion on complex social networks and setting up an effective tracing model
based on blockchain technology has become an important issue of public opinion
governance in the internet age. It is an important tool to contain the spread of fabricated
public opinion, to maintain national security and stability, and to protect corporate
image and personal interests [2, 3].

Blockchain is a decentralized shared database that involves fields like mathematics,
cryptography, and the internet. Putting public opinion data on the chain makes it
tamper-resistant, fully recorded, transparent and collectively maintained [4–6]. Because
of this, exploring cross-lingual public opinion tracing system in social network to
analyze the dissemination route of information among netizens using different lan-
guages is one of the most promising areas where blockchain and natural language
processing (NLP) can be combined [7–9].

2 Related Work

The so-called public opinion refers to the social attitudes, opinions, and emotions the
public holds to a social event in certain social space. In today’s society where the
internet is highly developed, the anonymity, freedom of expression, and the rapid
spread and large scale of information on the internet gradually makes voicing opinions
and ideas through the internet a way for the mass to express themselves. Since the
internet has become the main social space and form of public opinion dissemination
and expression, in many cases, public opinion refers specifically to online public
opinion that holds the internet as the communication medium, and various events as its
center. Online public opinion is a set containing the views, attitudes, emotions,
expression, and the opinion dissemination and interaction of netizens, and the subse-
quent influences. Public opinion spread through the internet influence all aspects of the
society. In recent years, the more frequent occurrence of public events caused by the
spread of public opinion or rumors impacted the country’s economic development and
social stability. More and more public opinions originate and thrive on the internet.
Eventually they attract social attention and cause sensation. Therefore, tracing the
source of online public opinion has become a new problem to be solved.

2.1 Overseas Development Trends

Linguistics focuses on communication, while computer science focuses on algorithms
and complexity. The combination of the two will solve many key problems in natural
language processing. Therefore, it has become the main investment direction of the
“big five”, namely Facebook, Apple, Microsoft, Google, and Amazon, which are also
referred to as “FAMGA” [10–12]. The interdisciplinary research of blockchain and
natural language processing technology involves deep integration of informatics, lin-
guistics and management. Despite the rapid development in blockchain technology, the
large-scale applications of natural language processing are still challenging, it is nec-
essary to build new application modes in computer technologies such as distributed
data storage, point-to-point transmission, consensus mechanisms, and data encryption
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algorithms [13, 14]. At present, the performance and practicality of blockchain tech-
nology cannot support the application building of large-scale natural language pro-
cessing. Scalability, privacy, and interoperability are still the main fields FAMGA
companies are working on [15, 16]. Research and exploration on both fields will
certainly promote the developments of linguistics and management.

In the related research of online public opinion management, public opinion is
divided into positive, neutral and negative [17, 18]. Among them, the unrestricted
spread of negative public opinion on the Internet will be harmful to the organizations,
societies or countries involved [19, 20]. Researchers have had some findings on tracing
the source of negative public opinion caused by the spread of fabricated information in
one language [21]. As for cross-lingual public opinion transmission and tracing, the
existing research findings are quite limited and little research applied blockchain
technology to address to the problem [22].

2.2 Domestic Development Trends

In China, blockchain technology and natural language processing have risen to the
national strategic level in science and technology and was deemed as key advanced
technologies together with quantum communications, artificial intelligence, virtual
reality, big data cognitive analysis, unmanned transportation. China articulated that it is
necessary to strengthen innovation, experimentation and application of related tech-
nologies to be the leader of the new generation of information technology for a new
round of technological innovation and industrial transformation in the world. At the
same time, the speeding up of laying down related industry standards, national stan-
dards and international standards will provide key technical standards to blockchain
and natural language processing and will also promote the ecological development of
related industries.

At the same time, the combination of blockchain and natural language processing
technology can be applied to public opinion analysis and tracing. It also has broad
application prospects in epidemiological tracking, product anti-counterfeiting tracing,
and learning experience certification. Blockchain and natural language processing
technology can also play an important role in this covid-19 outbreak. We can apply
them in 5 directions: (1) Early warning of the outbreak. Although SARS has become a
thing of the past and the novel coronavirus has also been effectively controlled, there is
still possibility that another epidemic might appear a few years later. Comprehensively
look into the past epidemic data can be effective in the early warning of the next
epidemic. One method is to analyze the dissemination of information using various
information on the Internet. By identifying the characteristic patterns of public opinion
during the outbreak from various information dissemination networks, early warning
can be made. (2) Epidemic data management. The high infection rate of the epidemic
makes it important to reduce the spread of the virus. Blockchain and natural language
processing technology can be used to manage the epidemic-related information
reported by the disease control centers, and to establish a visual map of population
flow. In this way, the critical path of flow can be found to advice the government on
epidemic management. (3) Medical case sharing. The spreading nature of the novel
coronavirus was first misunderstood by many people. People later discovered the
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important feature that the virus infects people during incubation period. The sharing of
medical cases is therefore very important. Only when experts have seen many cases can
we quickly diagnose the unknown new diseases and speed up the treatment. (4) Supply
management. To avoid fraud in supply and make proper and full use of supply, it is
necessary to monitor and manage the data and process of supply for correctness.
(5) Public opinion control. Blockchain and natural language processing technology can
be used to collect relevant content on internet during the outbreak, extract the top-
ranking issues and track them. These would be beneficial to refuting rumor and guiding
public sentiment.

2.3 Problems in Existing Public Opinion Tracing Research

At present, all cross-lingual tracing researches using blockchain technology store
tracing information in the blockchain and utilize the decentralized nature of the
blockchain to achieve a decentralized tracing system. In these tracing systems, the
security of tracing information is guaranteed because the blockchain that stores the
information is tamper-resistant [23, 24]. However, the security of the blockchain is not
achieved without cost. The security of the blockchain is usually related to the number
of nodes in the blockchain network, and factors like processing power. The number of
nodes or the processing power in the blockchain used by common companies is hardly
comparable to the widely used block chains like Bitcoin or Ethereum. This means that
it can be costly for these technology companies to ensure the security of the blockchain
they build.

In addition, the existing domestic public opinion research analyses mainly focus on
English and Chinese. Few studies focus on non-English languages, and the distribution
of research in different languages is extremely uneven. Therefore, considering the
cross-lingual characteristics of the spread of public opinion, there is critical need to
study the basic theories and key technology of cross-lingual public opinion analysis. In
this way, non-English languages will shore up their weak spots in public opinion
analysis through referring to languages like English and Chinese that are abundant in
corpus resources [25].

3 The Architecture of Cross-Lingual Public Opinion Tracing

Cross-lingual public opinion tracing architecture based on blockchain technology
contains layers of data source, data, network, consensus, contract and application from
bottom to top (Fig. 1).

The data source refers to opinions and information from various social media in
forms of text, image, and audio. Blockchain can track and manage the information on
the blockchain by integrating data and information from different sources. The Internet
of Things is used when collecting the source data.

The data layer constitutes data blocks, chain structure, timestamp, data encryption
such as hash algorithm, Merkle tree and asymmetric encryption and other technologies.
This layer is to design block’s data structure, embed the timestamp in the block header,
encrypt by using the hash algorithm. The block content is also encrypted through
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asymmetric encryption for the convenience of verifying contents on different nodes.
Thus, a chain structure can be formed once all blocks are connected.

The network layer defines the rule for adding and accessing relevant nodes and
circulating information stored on the blockchain on the internet. It also contains the
identity verification.

The consensus layer is to design the verification algorithm used in every node after
the node receives the information so that consistency of information stored on different
nodes can be achieved. The Byzantine Fault Tolerance algorithm is mainly used to
improve overall safety and liveness of the system.

The contract layer includes script codes or smart contracts that are self-executing
once they are triggered. Smart contracts can diversify the function of blockchain and
support more applications in the upper layer. The chaincode is deployed for the
implementation of smart contracts. Functions such as recording, self-verifying and
tracing information can be called through the chain code.

The application layer is the layer that the blockchain-based cross-lingual opinion
tracing system is deployed in the network. It implements functions such as
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Fig. 1. Cross-lingual public opinion tracing architecture based on blockchain technology.
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modularization, automatic data binding, and user interface interactions, including user
login, data storage on the blockchain, and data source query.

Based on the above analysis, the implementation architecture of cross-lingual
public opinion tracing based on blockchain technology as follows (Fig. 2).

4 The Critical Problems of Cross-Lingual Public Opinion
Tracing

In order to establish a blockchain-based cross-lingual public opinion tracing system
targeting at the characteristics and laws of the spread of public opinion in social
network. This study focuses on four aspects: the architecture that is based on complex
chain structure; the consensus-based safety and liveness of the system; the management
of the system based on smart contracts; standards and rules of this blockchain-based
tracing technology. Through the study, a commonly used multilingual tracing system is
expected to be built by using the sophisticated blockchain technology.

4.1 Architecture Based on Complex Chain Structure

Most of the current tracing systems adopt centralized methods to track the information.
That means the interaction between new and old systems must be properly handled if
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Fig. 2. Cross-lingual public opinion tracing implementation architecture.
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we want to decentralize the system with distributed ledger technology as used in
blockchain. So how to upgrade the old system with blockchain technology but without
changing the original tracing system is a major challenge facing the R&D.

This section studies the overall architecture of the cross-lingual opinion tracing
system based on the complex chain structure. First, by studying the overall framework
of the existing opinion tracing system, this section sorts out its loopholes and limita-
tions, and develops solutions based on blockchain technology. The overall architecture
includes public opinion media analysis, public opinion data collection and prepro-
cessing layer, consensus algorithm layer, network communication layer, application
decision layer and application component layer. Since the public blockchain under the
traditional architecture cannot be edited or modified, and that private blockchain is
independent of each other and individual problem cannot be linked up, this project
takes consortium blockchain as the major architecture and combine it with the public
blockchain to form the complex blockchain structure in order to enable various public
opinion media and regulatory institutions to run an individual node on the consortium
blockchain, ensuring controllability while improving decentralization of the system. In
addition, considering the compatibility between the existing opinion tracing system and
the new one, this section will discuss how to upgrade the chain, optimize and merge the
system without changing the existing tracing logic, and, in the end, to construct
architecture schemes for public opinion tracing system based on blockchain
technology.

4.2 Consensus-Based Safety and Liveness of the System

To ensure that data cannot be corrupted, the liveness of information on the blockchain
is usually lost during multiple links from editing, publishing to becoming a sensation.
Thus, it is necessary to maintain the data’s liveness while ensuring the non-repudiation.
The safety of system is another key area in this study because opinions may involve
information about national security and privacy.

Blockchain is a decentralized system with distributed ledger technology, which
means all nodes within the system have to be consistent. This involves duplication and
update of status through consensus mechanism. Consensus mechanism realized the
consistency of all nodes within the system and ensured the effectiveness and orderliness
of data in the same time. This section will be focusing on the consensus-based safety
and liveness of the system and will analyze on the 3 main consensus algorithms namely
Proof-of-Work algorithm, Delegated Proof of Stake algorithm and Proof of Authority
algorithm to construct a consensus algorithm targeted at opinion tracing scenarios’
application. Moreover, taking security requirement and the possible complex situations
in different environments between media into consideration, this research will be
researching on system fault tolerance under consensus mechanism and will be focusing
on making sure the safety and liveliness of nodes without having more than (n−1)/3
failure nodes. Ultimately, both the safety of the cross-lingual opinion tracing system
and the liveliness of nodes within the system have been guaranteed.

The entire link of public opinion information ranges from editing, publishing to
dissemination and involves many different media. Moreover, the addition, deletion and
modification of information content means that the information will be continuously
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updated. What comes with it is the increase of the number of tasks carried by the entire
system. Data exchange always occurs within systems, and different system nodes might
be at different states. For the application of blockchain with distributed ledger tech-
nology, the consistency between different nodes is the most basic and critical problem
to be solved. Because it is related to the scalability and fault tolerance of the system.
The existing consensus mechanism includes Proof-of-work algorithm (PoW), Proof of
Stake algorithm (PoS) and Delegated Proof of Stake algorithm (DPoS). Among them,
DPoS uses a certain number of representatives to authenticate the proxy nodes, which
can greatly reduce the number of nodes participating in the verification. DPoS is the
core of this project. This project realizes the management of public opinion information
based on the alliance chain, and builds a corresponding task-based consensus mech-
anism, which can not only effectively enable communication between nodes, but also
improve the interactive efficiency of system. In addition, considering factors like the
change of media, the overall system requires high fault-tolerance. The study uses the
Byzantine Fault-Tolerance algorithm (PBFT) to ensure the safety and liveliness of
nodes without having more than (n−1)/3 failure nodes. Finally, on the premise of
ensuring the stability and high availability of system, this project achieves efficient
management of opinion tracing system.

4.3 Management Based on Smart Contracts

Traditionally, the self-verification is conducted by media that release the information,
so misinformation often occurs. Under such a background, it is essential to develop a
safety automation system that can trace and self-verify the information.

Smart contract are digitally specified commitments, including the protocol on
which contract participants can execute the commitments. For blockchain technology, a
smart contract is code on the chain that could run independently to realize automatic
initiation and automatic business handling of information interaction among blockchain
nodes. Blockchain can encapsulate the complex behavior of distributed nodes through
the programmability of smart contracts, and smart contracts can be implemented in a
trustless and executable environment thanks to the decentralization of blockchain. This
section studies the approach to the cross-lingual opinion tracing management based on
smart contracts. The approach is to write corresponding smart contract algorithm
program according to the tracing requirements and process, so as to add, delete,
modify, and check the public opinion information from different media. In addition,
considering the complexity of the information and the huge amount of data, a cross-
lingual public opinion self-check program should be developed to realize the automatic
content review of the public opinion on the chain and report the problematic opinion.
At the same time, with the location access on intelligent terminal, it could authenticate
the operator and therefore restrict the information review and modification by various
personnel. When the operation goes out of the scope, the system would automatically
alarm and record the behavior. Finally, based on smart contracts, programs and algo-
rithms for cross-lingual public opinion tracing are formed, which enables automatic
processing of public opinion blockchain, self-checking, tracing, and other operations.

Most of the traditional public opinion inspection, information tracing and other
businesses are manually operated. Throughout the process, time stamps and electronic
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signatures are added to the data to achieve management and traceability. However,
many manual operations make the system extremely vulnerable to threats, such as
information changes caused by user negligence or internal tampering, while the system
has no record of such a situation. Blockchain-based smart contracts is the solution to
this problem. Smart contract is a computerized transaction protocol that is
intermediary-free, self-verifying, and self-executing. First, the triggering scenarios and
response rules of the terms are preset in the smart contract, negotiated and signed by the
node parties, and then submitted along with the transactions. Then through the P2P
network, the contract is transmitted, verified, and stored in a specific block on the
chain. The user, after obtaining the returned contract address and contract interface,
could invoke the contract by initiating a transaction. Compared with the traditional
information system, smart contracts make the transfer system more intelligent, auto-
mated, and efficient, while saving human resources. In addition, blockchain data of the
system based on smart contracts is tamper-resistant and traceable even for the
anonymous information, which can ensure the reliability of the opinion recorded during
the circulation. With the information recorded on the blockchain, it is possible to
achieve reliable and fast information traceability. What’s more, corresponding smart
contract programs could solve problems regardless of the media, information attributes
or specific problems, making it more convenient for data browsing, querying, and
management.

4.4 Standards and Rules of This Blockchain-Based Tracing Technology

The government needs to formulate requirements on disclosing information, provide a
whole-chain supervision and examine the information. Yet the blockchain is about
decentralization so a whole-chain supervision is impossible. This study, therefore,
seeks to find a solution to the problem so that the reliability and privacy of data can be
secured while the government can have a whole-chain supervision.

Based on the needs of opinion tracing of relevant stakeholders, namely, public
opinion media, government regulatory agencies, and users that releases public opinion,
this research builds the front-end and back-end system of opinion tracing through the
establishment of blockchain application development and quality assurance specifica-
tions, the lower layer platform’s technical architecture and quality assurance specifi-
cations, and platform deployment and operations specifications of information.
Barcode, QR code or RFID are used in the log in and access of the front-end con-
struction based on open source architecture of smart contracts and the back-end con-
struction consists of the smart contract and basic blockchain services that includes node
management, member services, sequencing and account maintenance of the opinion
tracing system. The research also suggests working with relevant government depart-
ments and local governments to promote the construction of local standards and
industry standards based on the blockchain-based opinion tracing system.

Public opinion information is generated on the Internet and is spread on the
Internet. The whole process involves many different languages and media. The tradi-
tional opinion tracing system is limited by language and media so that it cannot
effectively manage the entire opinion network in a unified manner or further achieve a
complete tracing of public opinions. By summarizing different traceability systems, the
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project forms technical standards and specifications of cross-lingual opinion tracing
system by combining the building process of complete archetype system. Presumably,
the project will provide technical foundation and new ideas for related works in the
future.

5 Conclusion

The project takes opinion tracing as the main social setting and conducts relevant
research on key technology based on the decentralized and immutable characteristics of
blockchain. In cross-lingual transmission, information is extremely susceptible to
interference from key communication nodes. In this way, key communication nodes
may guide public opinions tendentiously. To solve this problem, this project studies
existing opinion tracing systems, generalizes a universal cross-lingual opinion tracing
system, and forms the corresponding standards and specifications. Compound chain
structure is used to build practical public opinion system for different media and
objects. In addition, to deal with the complicated and overloaded information that the
system may encounter, the project applies public opinion self-verifying algorithms
based on smart contracts, and researches on the safety and liveliness of the system
based on the consensus mechanism. Finally, the project constructs a cross-lingual
opinion tracing system by tackling every key technological problems and solves them
in practical blockchain application scenarios. The project also provides new research
ideas in opinion tracing and blockchain.
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Abstract. Proof of Activity (PoA) is a key algorithm to reach consensus among
nodes. In current PoA, N online representative nodes are only used to create one
transaction block, and the probability of creating a block by malicious nodes
cannot be controlled, which leads to a serious waste of computing power. An
improved algorithm proposed in this paper introduces credit reward mechanism
to replenish the missing trust in current PoA. It also can control the probability
that the node obtains the right of creating block head and trading block
according to the credit value and set up the reward and punishment scheme
according to the proportion of credit value, which decrease the cost of good
node generating block with increasing credit value and increase the cost of
malicious node creating block significantly. The algorithm uses Byzantine fault
tolerant idea and follow-the-Satoshi mechanism to select representative nodes
through multi-level selection and set different workload for the nodes at different
levels, by which the probability of malicious nodes creating transaction blocks is
reduced effectively. The experimental results show that the number of transac-
tion blocks in a block header in CPoA is 1.75 times increase than PoA. The
reward and punishment scheme can achieve the purpose of dealing with mali-
cious nodes quickly. When the proportion of malicious nodes increased from
30% to 70%, the average decline rate of their overall credit value increased
about 1.7 times, which reduces the probability of malicious nodes creating
blocks, increases the cost of malicious nodes creating blocks, and enhances the
stability of the system.

Keywords: Consensus algorithm � Credit value � Byzantine fault tolerant �
Follow-the-Satoshi mechanism

1 Introduction

The essence of blockchain is a kind of distributed database, which has the character-
istics of decentralization, non-tampering, traceability and multi-party common main-
tenance [1]. By integrating P2P protocol, asymmetric encryption, consensus algorithm,
blockchain structure and other technologies, the problem of data credibility is solved
[2]. In the distributed storage structure of blockchain, the consensus algorithm
encapsulated in the consensus layer mainly solves various consensus problems, such
as, which node records information in the system and how to achieve the consistency of
recording information among nodes [3]. At present, there are many researches on the
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application of blockchain technology. such as Xue studied the trustworthy management
framework of blockchain in electronic records [4]. Zhang studied the security perfor-
mance of blockchain in E-commerce [5]. Different consensus algorithms are used in
different application scenarios. Appropriate consensus algorithm is the key to enhance
data query efficiency, storage efficiency and system stability [6].

Proof of work (PoW) [7] is used to achieve consensus among nodes in bitcoin.
However, it needs too much more resources to find effective random numbers despite
that it use computing power to ensure system security [8]. Longer time needed by
achieving data consistency directly leads to low block rate and high delay of PoW [9].
Moreover, it will lead to centralization [10] if several polls control computing power. In
order to solve the problems of resource waste and low block rate in PoW, King
proposed proof of stake (PoS) consensus algorithm in 2012 [11], in which coinage was
introduced to adjust the probability of node obtaining the accounting right effectively
[12]. Although PoS does not need high hardware and power costs, it still uses com-
puting power to create blocks, and it is possible to launch attacks to fork the blockchain
and achieve double spend when malicious nodes have accumulated considerable
coinage [13]. Proof of activity (PoA) consensus algorithm [14] combines the charac-
teristics of PoW and PoS, which controls the speed of creating block head by the
difficulty target of the hash problem, then uses follow-the-Satoshi algorithm to select
representative nodes to create block body. This step-by-step way of creating block
effectively improves efficiency of creating blocks and ensures the security of blocks.
But there are still some problems in PoA, such as, the serious waste of computing
power, the inability to effectively control the malicious node building block, and the
long time to reach consensus.

Poof of Activity Consensus Algorithm Based on Credit Reward Mechanism
(CPoA) is proposed in this paper, which introduces reward mechanism according to
credit, improves the way of building block head and controls the cost of building block
by using credit. It draws on Byzantine fault tolerance idea [15, 16] to select N repre-
sentative nodes to create multiple transaction blocks. By which the number of trans-
action blocks in one block head is effectively increased, the number of verification
nodes is reduced, the efficiency of reaching consensus is improved furtherly and the
stability of the system is enhanced.

2 Related Research

In order to solve a series of problems, such as, long node consensus time, low effi-
ciency in creating blocks and system security, there appeared some methods, such as,
reducing the block interval, increasing the size of the block and classifying nodes by
marking it. According to these methods, many extended algorithms based on traditional
consensus algorithms have been developed. Eyal proposed the Bitcoin-NG scheme in
order to expand the capacity and improve the efficiency of block generation [17]. Its
important idea is to subdivide traditionally created blocks into key blocks and micro-
blocks so that bookkeeping and competing bookkeeping rights can be executed in
parallel, the long-term system freeze between the selection of two leader nodes is
thereby eliminated in bitcoin. The subordination of key blocks and micro-blocks is
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established through public-private key pair encryption, which enables a leader node to
create multiple micro-blocks and increase the transaction capacity of the blocks.
However, due to the lack of node trust, the malicious leader node can repeatedly send
different states to different nodes through the generated micro-blocks, which will
damage the stability of the system.

The trustworthiness is introduced for nodes in literature [18], which is dynamically
measured by logistic regression model. At the same time, the block creation process is
subdivided into two process of creating empty blocks and packaged transactions, which
effectively avoids bribery attacks and equity crushing attacks. However, it does not
increase the transaction volums held by the blocks.

3 Algorithm Design

The different difficulty of building block head is given to different nodes according to
its credit to avoid the disadvantage of computing power centralization; The selection
scheme of representative nodes is improved by referring to Byzantine fault tolerance
and follow-the-Satoshi, which effectively prevent nodes from doing evil through alli-
ance; It no longer needs to keep every representative nodes online in the stage of
transaction block generation, which greatly avoids the waste of computing power.

3.1 Block Creation Process

Block creation process is divided into two steps. Firstly nodes create block head by
PoW and its credit; Then N representative nodes are selected by Byzantine fault tol-
erance and follow-the-Satoshi to create transaction block. The specific process is as
follows:

(1) Generating block head. Nodes use the PoW algorithm integrating its credit to
contest to generate a block head with requirements. In order to control the difficulty of
generating block heads, Credit parameter is added in the hash algorithm of the original
PoW (as shown in Formula 1). The higher the credit value of the node, the lower the
difficulty of creating the block heads. It is broadcast to the whole network for verifi-
cation when a legal block header is generated.

hashðpre hash; node id; index; nonce; timestampÞ\D� Credit ð1Þ

Where D is the target domain value, pre hash is the hash value of the predecessor
block, node id is the node address that generated the block header, index is the index
of the block in the blockchain, nonce is the random number to be found.

(2) Selecting participant nodes. T participant nodes were selected by Byzantine fault
tolerance and follow-the-Satoshi mechanism. The K nodes that want to participate in
the selection are sorted according to the product (credit_coins) of credit value(credit)
and unspent output(coins) (as shown in Formula 2) in order to reduce the cost of
participation of high-credit nodes. Then use the follow-the-Satoshi mechanism to select
T participant nodes from the K applicant nodes, and if the ordinal number of a
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participant node is denoted by T_id, there is T id� T (there are cases where a node is
selected multiple times). The detailed process is shown by the example of selecting a

participant: random number X between 1 and
PK

n¼1
credit coins is generated by the node

that generates the block header. thenW node which is the first one to satisfy the formula
PW

n¼1
credit coins�X is found in the ordered K nodes, where W is the selected partic-

ipant. In order to prevent a single node from being selected multiple times to make the
signature result too centralized, the Byzantine fault tolerance is used to determine the
ratio which is the times a single node is selected (T_id_count) to the total number of
participants (T_ratio). If it is more than 1/3 (Byzantine fault tolerance can accommo-
date 1/3 of the malicious nodes), T participants must be re-selected, as shown in
Formula 3.

credit coins ¼ coins� credit
credit max

ð2Þ

T ratio ¼ T id count
T

\
1
3

ð3Þ

(3) Selecting representative. N representative nodes were randomly selected from
T participants by referring to Byzantine fault tolerance ideas. In order to prevent the
power centralization of representative nodes, it is necessary to re-select representative
nodes when the ratio of single representative node selected is too high, as shown in
Formula 4. Considering that the transaction blocks created by N representative nodes
are verified by T participants, so the proportion of N representative nodes in T partic-
ipants should not be too large. N cannot exceed 1/3 of T, which is shown in Formula 5.

N ratio ¼ N id count
N

\
1
3

ð4Þ

N � T
3
� 1 ð5Þ

(4) Create multiple transaction blocks in one block header. The first N-1 repre-
sentative nodes of the selected N representative nodes are responsible for verifying and
signing block header. The Nth representative node is responsible for verifying block
header and packing the transaction information and the signatures of the first N-1
representative nodes into a transaction block. After generating a transaction block,
N representative nodes need to be randomly sorted. The generated block is validated by
T participants. It is also linked to the block header if more than two-thirds participants
consider think it is valid, otherwise the transaction block will be abandoned. After that,
N-1 operation is still performed according to the process of creating the transaction
block. And the multiple transaction blocks that pass the validation together with the
block header form a complete block.
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(5) Distribution of rewards. When a complete block is generated, the rewards in
this cycle will be distributed uniformly according to the reward and punishment
scheme. The schematic diagram of creating a block is shown in Fig. 1.

3.2 The Reward and Punishment Scheme Introducing Credit Value

By introducing the credit value into the reward and punishment scheme, nodes can get
the credit value and coins if they honestly participate in block creation. The node with
higher credit value is more likely to create the block head. All the credit values of
Nodes that sign with malicious intent will deducted besides their all coins. The ease of
creating a block header is directly proportional to the credit value, which make it more
expensive for nodes with low credit values to create a block header.

Reward Scheme. If the block head created by a node is verified to be valid by most
nodes, this node can obtain corresponding rewards, as shown in Formula 6:

reward result ¼ 1þ pre credit
credit max

� �

� reward credit ð6Þ

pre credit is the original credit value of the node, credit max is the maximum credit
value of the node, reward credit is the credit value of this reward, and reward result
is the reward result.

When a valid transaction block is created, if the representative node’s signature on
this transaction block is finally correct, this representative node will be rewarded with a
certain credit value issued by the system. However, how much reward it obtains is
determined by the ratio of the credit value to the maximum credit value and the number
of correct signatures (right num), as shown in Formula 7, the objective of which is to
motivate the node to maintain the stability of the system.

reward result ¼ 1þ pre credit
credit max

� �

� reward credit � right num ð7Þ

Fig. 1. Schematic diagram of creating blocks.
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Punishment Scheme. The newly created block head needs to be verified by the whole
network nodes. It is signed with the private key [19] if the node considers it is valid.
The credit value of a properly signed node remains unchanged at this stage. While the
credit value of a node with a malicious signature or a node that does not participate in
the signature is deducted according to Formula 8.

punish result ¼ 1þ pre credit
credit max

� �

� punish credit � b ð8Þ

Where b is the penalty coefficient, which is used to control that the penalty value is b
times (b� 1) the reward value, punish credit represents the penalty value. It can be
seen from the formula that the penalty of malicious nodes increases with the increase of
their credit value, which make it more difficult to create block headers in the future.
This is to prevent the node from doing evil when credit values accumulate at a high
level, and it is also a major improvement on the existing PoA penalty scheme (it just
deducts the amount of money owned by the node, and it doesn’t make it more difficult
for malicious nodes to create block heads in the future).

A transaction block needs T participants to verify and sign it after it is created.
Nodes with malicious signatures or no signatures are punished by combining the
proportion of credit values and the number of malicious acts (error num) during the
block validation phase. The penalty to the participant increases with the number of
malicious signatures, as shown in Formula 9:

punish result ¼ 1þ pre credit
credit max

� �

� punish credit � b� error num ð9Þ

This kind of punishment will urge participants to do evils as little as possible during the
process of transaction block creation, otherwise the deducted credit value will increase
linearly and the cost of subsequent participation in creating blocks will also increase
significantly.

4 Experimental Verification and Analysis

Thirty nodes were simulated using Python for experimental validation of CPoA. Ini-
tially, the number of participant nodes T ¼ 10, the number of representative nodes
N ¼ 3, the initial credit value of the nodes is set to 0.5, the maximum credit value is 1,
and the credit value reward is set to 0.05. When the credit value reaches the maximum
credit value 1, it is reset to the initial credit value.

4.1 Impact of Different Penalty Factors on Malicious Nodes

It can be seen from Fig. 2, 3, and 4 that the credit value of a malicious node decreases
faster with a higher penalty factor when the proportion of malicious nodes is the same.
Compared Fig. 2, 3, 4, it is clear that with the increasing proportion of malicious nodes
in the system, the overall credit value of malicious nodes decreases faster. For example,
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when the penalty factor b ¼ 1 and the proportion of malicious nodes increases from
30% to 70%, the average decline rate of their overall credit value increased about 1.7
times. Therefore, when some malicious nodes try to do evil through alliances, the credit
value decreases faster with more malicious nodes, and the more cost it need to create
subsequent blocks.

Fig. 2. The influence of 30% malicious nodes under different penalty coefficients.

Fig. 3. The influence of 50% malicious nodes under different penalty coefficients.

Fig. 4. The influence of 70% malicious nodes under different penalty coefficients.
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4.2 Impact of Malicious Nodes on Overall Credit Value

The common feature of Fig. 5, 6 and 7 is that the overall credit value of the system
fluctuates from time to time when there are 30% malicious nodes in the system, but the
malicious nodes have no effect on the stability of the system. When there are 50%
malicious nodes in the system, the overall credit value will decrease continuously at the
beginning and then tend to be flat, and the overall credit value cannot be restored to the
state at the beginning of the system, which has a certain impact on the stability of the
system. The overall credit value drops even faster when there are 70% malicious nodes,
which seriously destroys the stability of the system. why the overall credit value of the
system does not change significantly when there are 30% malicious nodes is due to
integrate Byzantine fault tolerance into CPoA, which ensures the stability of the
system.

Fig. 5. b ¼ 1: impact of different ratios of malicious nodes on overall credit value.

Fig. 6. b ¼ 2: impact of different ratios of malicious nodes on overall credit value.
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4.3 Comparing the Number of Transaction Blocks Generated by CPoA
and PoA

It is learn from Fig. 8 that the number of transaction blocks generated by CpoA is
significantly more than PoA at the same time. This is due to the fact that a block header
can hold up to N transaction blocks in CPoA, while just one transaction block holded in
one block header in PoA.

Fig. 7. b ¼ 3: impact of different ratios of malicious nodes on overall credit value.

Fig. 8. Comparison of the number of transaction blocks generated by CPoA and PoA.

626 D. Wang et al.



4.4 Comprehensive Analysis

From the changes of the overall credit value of all nodes and the malicious nodes, we
learn that the overall credit value of malicious nodes decreases at a faster rate as the
penalty factor increases When the proportion of malicious nodes reaches 30% or even
70%, while the overall credit value of all nodes can remain stable. It shows that the
reward and punishment scheme introduced in the system can quickly deal with mali-
cious nodes and reduce the probability of creating blocks by malicious nodes, which
ensures the stability of the system.

The credit value is introduced into reward and punishment scheme so that the
probability of a node participating in the creation of a block is closely related to its
credit value, which ensures the security and stability of the system during the step-by-
step block creation process.

In the process of creating blocks, each representative nodes selection in PoA just
create one transaction block, while CPoA can create more transaction blocks. So the
number of transaction blocks created in CPoA increases about 1.75 times than PoA in
the same time, which saves the time wasted in the selection process of the represen-
tative nodes and increases the number of transaction blocks held by a block.

5 Conclusion

As the core of block chain technology, consensus algorithm solves the distributed
consistency problem of data [20]. Different consensus algorithms are chosen for dif-
ferent scenarios and businesses. Proof of activity consensus algorithm based on credit
reward mechanism(CPoA) proposed by us introduces credit reward mechanism to
replenish the missing trust in the current PoA, which decrease the cost of good node
generating block with the increasing of its credit value and increase the cost of mali-
cious node creating block significantly. And the stability of the system is guaranteed by
referring to Byzantine fault tolerant idea.

Further work is to study better credit reward and punishment scheme and the
representative nodes selection scheme to make the blockchain system more secure and
stable.
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Abstract. In recent years, blockchain technology has received more and
more attention. Blockchain is a storage technology for public decentral-
ized databases. The emergence of blockchain technology makes it possible
to solve the trust problem of distributed system nodes within the wide
area network. This article elaborated on the current advantages and dis-
advantages of blockchain technology and the main problems facing the
development of wide-area distributed systems. This paper attempts to
combine the ideas of blockchain and distributed system, and gives a
complete design scheme of blockchain for building a wide area network
distributed system. The designed blockchain not only retains the tamper-
proof and traceable characteristics of the existing blockchain technol-
ogy, but also can overcome the node trust problem of the wide-area
distributed system.

Keywords: Blockchain · Distributed system

1 Introduction

Massive data calculation is not uncommon in today’s common Internet scene.
There are many massive computing scenarios in the industrial world. For these
application scenarios to function properly, they must rely on powerful servers
[14]. For these massive computing scenarios, the traditional solution is usually
to use a centralized system, such as the IBM mainframe. This system has the
disadvantages of complex structure, poor scalability, low fault tolerance, dif-
ficult to improve performance, and difficult to maintain. Therefore, distributed
systems More and more attention has been paid by industry and academia. A dis-
tributed system is a system composed of multiple computer nodes. Its software
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or hardware components are distributed on different computers, and message
transmission and work coordination are performed through network communi-
cation. The distributed system has the characteristics of easy expansion and
high fault tolerance. To improve the performance of the distributed system, only
horizontal expansion is needed, and the number of machines can be increased.
Therefore, the distributed system is very suitable for use in the Internet indus-
try. At the same time, machine learning, data mining and other technologies
are developing rapidly and their application fields are becoming more and more
extensive. These technologies are extremely popular in scientific research and
are currently in many traditional industries such as catering, tourism, and man-
ufacturing. Ordinary people can also use These technologies efficiently produce
applications. The application programs that accompany these new computer
technologies often generate large amounts of data. To process these data, it is
usually necessary to build a distributed cluster, but the price of building a dis-
tributed cluster is very expensive and it is difficult for ordinary people to afford
it. In addition, distributed system clusters have high requirements for node reli-
ability. There must be complete trust between the nodes. No malicious nodes
can appear in the cluster. Generally, distributed systems can only use local area
networks for communication. If a distributed system can be used in a wide area
network, a large number of users can voluntarily form computers into clusters,
eliminating the consumption of building distributed clusters, so that ordinary
people can also enjoy the convenience brought by distributed systems at any
time. At this point, it is necessary to solve the problem of trust between com-
puter nodes of the WAN.

The emergence of blockchain technology makes it possible to solve the trust
problem between computer nodes in the WAN. For this situation, the blockchain
technology uses “distributed ledger” as a solution, which is essentially a decen-
tralized data storage technology. In blockchain technology, there is no central
node, each node is completely equal, and all nodes jointly maintain a public
database through an encryption protocol. Blockchain technology applies cryp-
tography technology to the decentralized network. The data stored in it is non-
tamperable and traceable. It is a very effective solution to the trust problem of
the decentralized network.

Therefore, this article combines the ideas of blockchain technology and dis-
tributed systems, and proposes a blockchain for building a wide area network
distributed system. This blockchain can solve the trust problem generated by
the wide area network computer nodes to form a distributed system problem.
This kind of blockchain makes it unnecessary for any user with massive comput-
ing needs to build a distributed cluster, but only needs to join the blockchain
network at a lower threshold to enjoy the convenience brought by distributed
computing. The designed blockchain has improved and redesigned the existing
blockchain technology based on distributed computing scenarios.
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2 Foundation of Blockchain

The development history of blockchain is relatively short. The rise of this tech-
nology is mainly due to the popularity of a series of virtual digital currencies
represented by Bitcoin. These digital currencies are the initial applications of
blockchain. 9 Bitcoin originated in 2008 during the financial crisis. [10] describes
the underlying architecture of the Bitcoin system, which is the original appear-
ance of the blockchain architecture. Blockchain technology was only realized by
financial institutions around 2014. Ledger technology has a potential impact on
finance and various industries no less than the invention of the retest bookkeep-
ing method.

With the continuous development of blockchain technology, blockchain tech-
nology is divided into 1.0, 2.0 and 3.0 stages. In the 1.0 stage, a series of virtual
currencies represented by Bitcoin were used as application scenarios. Blockchain
2.0 mainly applied blockchain technology to the financial field to enable it to
serve the financial Internet industry and make value conversion more conve-
nient, safe, and To save costs, two of the most critical technical features are
asset on-chain and smart contracts; Blockchain 3.0 technology is to expand the
application scope of blockchain to various fields to realize the “blockchain +” era.
At present, blockchain technology is still in the process of development, and the
specifications and standards of blockchain technology are still being researched
and formulated worldwide.

Blockchain [13] belongs to a distributed decentralized computing and stor-
age paradigm in technical architecture, specifically It is a continuously growing
distributed ledger technology jointly maintained by multiple parties. Its core
technology includes distributed network Cryptography that cannot be tampered
with network and timing. Ledger and distributed consensus mechanism, this
blockchain can build an autonomous letter Any environment. From the perspec-
tive of data structure, Fig. 1 shows the blockchain data structure of Bitcoin. You
can see the blockchain The system packages a series of transactions into blocks,
except for the genesis bloc. The other blocks except the first block above are
linked to the previous block through the block hash value, and each block con-
tains a mathematical certificate that verifies the previous block on its valid link.
Combined with the chain structure and cryptographic algorithm, the blockchain
can easily verify whether the data input has been tampered with, can be easily
traced, and can ensure data security.

The blockchain architecture [3] is very robust. The platform it builds includes
public chains, alliance chains, and private chains. Public chains are an environ-
ment that assumes no trust as a premise, while alliance chains and private chains
are relative to The system built by multi-center and weak center mode, so the
blockchain technology is not necessarily a complete decentralized architecture.
In different application environments, the network architecture of the blockchain
can be designed according to needs. For the unfeasible network architecture, the
blockchain system needs to make the nodes in the network reach the consistency
of the state. Therefore, they all rely on their respective consensus mechanisms,
that is, the consensus protocol. There are more than 10 popular consensus mech-
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Fig. 1. Data Structure of Bitcoin Blockchain

anisms, including Proof of Work (Pow), Proof of Stake Algorithm (Pos), Byzan-
tine Fault Tolerance Algorithm (PBFT), etc. The consensus algorithm is the
core of blockchain technology, which determines who To account, which in turn
affects the safety and reliability of the system.

The overall architecture of the blockchain can be summarized as a hierarchi-
cal model. As shown in Fig. 2, The blockchain hierarchy model can be roughly
divided into 6 layers: data layer, network layer, consensus layer, incentive layer,
contract layer and application layer, which can be flexibly selected according to
different scenarios The elements are used to build the system, and the data layer,
network layer, and consensus layer are necessary elements of the blockchain.

Fig. 2. Overall Architecture of Blockchain

The functional modules corresponding to different levels in the blockchain
hierarchy model are different.

– Data layer: This layer is an abstraction of the underlying chain data structure
of the blockchain, which combines non-paired encryption, Merkle tree data
structure and timestamp technology. It is the lowest data structure of the
entire model.
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– Network layer: The middle layer is the network layer, and the technologies
involved include point-to-point networking communication mechanisms, data
verification, and data dissemination.

– Consensus layer: It is the encapsulation of the consensus mechanism algorithm
adopted by the system. The consensus layer is the key to the system reaching
consensus. This layer needs to resolve inconsistent behaviors caused by errors
and malicious behaviors in the real environment.

The blockchain uses asymmetric encryption technology [9,15], which is the
technical basis for ensuring the security of the blockchain. As shown in Fig. 3,
Asymmetric encryption contains two keys. The system generates keys according
to a certain method (for example: Hash, SHA-256, etc.), Obtain the private
key by generating a random number, and then use elliptic curve encryption to
generate its corresponding public key, and because the private key of SHA-256
can reach 2256. Under the existing conditions, the possibility of launching the
private key is extremely slim. Therefore, this process is considered irreversible, so
as to ensure the security of its key. The information is encrypted and decrypted.

Fig. 3. Overall Architecture of Blockchain

In summary, the technical characteristics of the blockchain include the follow-
ing characteristics: distributed structure, trust mechanism, openness and trans-
parency, and timing cannot be tampered with. Blockchain is an emerging tech-
nology with “disruptive”, these features can bring some new solutions for com-
mercial networks, industry business and traditional cloud environment, bring
higher operational efficiency and Lower operating costs.
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3 Distributed System Theory

3.1 CAP and BASE

Distributed systems, especially distributed storage CAP is the most basic theory.
CAP is Eric Brewer [2]’s conjecture on data consistency (Consistency), service
availability (Availability) and partition fault tolerance (Partition-tolerance) at
the 2000 PODC conference. In 2002, Seth Gilbert and Nancy Lync [8] h proved
CAP theoretically. After that, the CAP theory officially became the basic the-
orem in the field of distributed systems. The theorem pointed out that for dis-
tributed systems, the following three points cannot be achieved at the same
time:

– Consistency: the data of all nodes are consistent at all times.
– Availability: Read and write requests to the system can always be completed

successfully.
– Partition tolerance: When a node is down or a network partition causes a

message loss, the system can still provide services that meet consistency and
availability

According to the CAP theory, the three points cannot be satisfied at the
same time. In a distributed system, P is inevitable. If you select CP, the write
operation is performed in one partition, and the other partition is unreachable,
which will inevitably cause data inconsistency, so you must reduce availability;
if you choose AP, after the system partition, but still provide external services
There must be data inconsistency. The three CAPs are not equal, P is the basis,
and there is a trade-off between C and A.

C (consistency) in CAP theory refers to strong consistency, that is, all nodes
in the system contain the same data. In a real environment, strong consistency
guarantees often reduce system availability. The BASE theory was proposed by
Dan Pritchett, an architect at eBay, and was published as a paper on ACM in
2008 [11]. In a real system, it is impossible to give up the availability for strong
consistency, all of which are to balance the consistency and availability, reduce
the strong consistency to improve the system availability, BASE theory is derived
from the practice summary of the distributed system, will be strong consistency
It is the practical evolution of the CAP theory that the sex is reduced to the
final consistency, thereby improving the usability as much as possible. BASE
theory refers to Basically Available, Soft State and Eventually Consistent.

– Basically Available: In the case of node downtime or network partitioning in
the distributed system, it is allowed to lose part of the consistency and ensure
that the core is available.

– Soft State: Relative to strong consistency, it must be ensured that the data
copies of multiple nodes are consistent. Soft state allows the data copies to
be synchronized between different nodes of the system with a certain delay,
allows the data copies to be in an inconsistent state, and does not require
every moment.
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– Eventually Consistent: Although there may be inconsistent moments, after a
period of data synchronization, the data copies in the system can eventually
remain consistent.

The core idea of BASE theory is to improve availability by reducing consis-
tency, allowing data to have inconsistent time windows, but after a period of
time, the final consistency can be achieved.

3.2 Distributed Consensus Algorithm

In consideration of improving reliability, accelerating user access and enhancing
fault tolerance in distributed systems [6,7], there is generally a copy mecha-
nism, that is, multiple copies of data, and the common copy strategy is three
copies. Since the data will have multiple copies, then there must be how to solve
the problem of consistency of multiple copies. In distributed systems, because
machines are distributed in different regions and communicate with each other
through message transmission, network abnormalities between nodes, such as
message duplication, loss, delay, out-of-order, and network partition, must exist,
plus nodes may be down Machine, which requires that the distributed consensus
algorithm must resolve the data consistency in the case of the above failures.

Paxos and Raft are very well-known consensus algorithms in the field of dis-
tributed systems to solve consistency problems. Compared with Paxos’ obscure
and difficult to engineering, Raft’s implementation is relatively concise and fol-
lows human intuition. It can be said that Raft is for the purpose of Invented to
solve Paxos is difficult to understand and difficult to achieve.

3.3 Data Partition

The main goal of partitioning is to make full use of multiple storage nodes and
distribute the data and query load evenly across all nodes. If the nodes share
the load equally, then theoretically 10 nodes should be able to handle 10 times
the data volume and 10 times the read and write throughput of a single node.
If the partitions are not uniform, some partition nodes will bear more data
volume and query load than other partitions, and data skew will occur. Tilt will
cause a serious drop in partition efficiency. In extreme cases, all the load may be
concentrated on one partition node, which means that 10 nodes and 9 are idle,
and the bottleneck of the system is on the busiest node. This kind of load is not
serious. The proportional partition becomes the hotspot of the system.

Only considering key-value data which means that the data is accessed
through keywords. Like an encyclopedia. Throughout the book, you can find
an item by title. The arrangement of entries is similar to an index, and how to
organize entries is particularly important. The current mainstream data distri-
bution strategy, that is, how to organize entries, can be basically divided into
three types: keyword-based interval distribution, keyword-based hash value dis-
tribution, and consistent hashing.
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The partitioning method based on the key interval is to allocate a continuous
range of key intervals to each partition. If you know the upper and lower limits
of the keyword interval, you can directly send a request to the node, such as an
encyclopedia, which is to get the desired book directly from the shelf. The inter-
val segments of keywords do not have to be evenly distributed, mainly because
the data itself may not be uniform. In order to distribute the data more evenly,
the partition boundaries should be adapted to the distribution characteristics of
the data itself. Keyword-based interval partitioning systems include BigTable,
HBase and MongoDB. Each partition is stored in order according to keywords,
which can easily support interval query.

Keyword-based hash distribution will cause a large amount of data migration
in the face of changes in the number of underlying storage nodes. The solution
is consistent hashing [5]. Consistent hashing [4] was first proposed by Karger et
al., and is a method of evenly allocating load. It was originally used in Internet
caching systems such as content distribution networks. Consistent hashing maps
the hash value of the data to a hash ring connected end to end, and also maps
the storage nodes to the hash ring. After the key is hashed, it is stored on the
first storage node found clockwise.

Data partitioning is an important part of a distributed database. Briefly,
keyword-based interval partitioning has good interval query characteristics, but
some access modes will cause hot spots and need to be supplemented by a
load balancing mechanism; based on keyword hash value Partitioning is simple
to implement, but loses the good interval query characteristics and changes in
the number of underlying nodes will cause a large amount of data migration;
consistent hashing solves the problem of data migration when the underlying
storage node changes, but the underlying layer uses consistent hashing as the
architecture All storage systems use final consistency, and scenarios that require
strong data consistency require careful consideration.

4 Distributed System on Blockchain

The previous chapters introduced the cryptography, network related knowledge
involved in the blockchain, and the core issues that the distributed system needs
to solve. The existing blockchain technology mainly has the following disadvan-
tages:

1. Unfair property distribution: In the current blockchain technology, the main-
stream consensus [1] mechanisms are PoW, PoS, DPoS, etc. The PoW mech-
anism uses violent search for random numbers as the working mode. The
higher the computing power, the higher the probability of a computer getting
a reward. This mechanism has led to the emergence of a large number of
Bitcoin “mining pools”. Mastering makes it difficult for ordinary users to get
rewards. PoS and DPoS are consensus algorithms based on the shareholding
system, that is, nodes with more assets are more likely to receive rewards,
which will also lead to unfair distribution of wealth in the network, and the
gap between the rich and the poor is increasing;
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2. Waste of computing resources: This situation is very significant in blockchain
model of Bitcoin. A large number of computers compete for new blocks
through a large number of meaningless operations, resulting in a lot of com-
puting resources being wasted;

3. Blockchain data occupies too much storage space: due to the distributed
storage feature of the blockchain technology, any computer node that joins
the blockchain network needs to synchronize the full amount of blockchain
data. Taking Bitcoin as an example, the current joining The Bitcoin network
needs to synchronize more than 100 GB of blockchain data, which is difficult
for ordinary users to accept;

4. The rules of the blockchain cannot be adjusted according to user needs:
the operating rules, parameters, and algorithms of the existing mainstream
blockchain models cannot be changed, and users cannot affect these rules. The
parameters in the network cannot be adjusted according to users Adjust the
overall demand of Bitcoin. For example, Bitcoin’s existing new block genera-
tion mechanism generates a new block in about 10 min, but this also causes
the entire network to conduct a new transaction too slowly. If the parame-
ter can be based on Customized by user needs, it can be flexibly applied to
different scenarios.

This chapter will propose and design a blockchain model that can effectively
improve and overcome the shortcomings of the above-mentioned blockchain.
This model combines blockchain technology with distributed computing and dis-
tributed data processing technology to improve and overcome the above While
having the disadvantages of blockchain technology, it also supports users to effec-
tively use the computing power in the network for customized distributed com-
puting or big data processing [12].

4.1 Network Topology Design

There are two types of computer nodes in the network: computing nodes and
storage nodes. The nodes in the network are divided into two layers according
to different functions: the outer layer is a computing network composed of com-
puting nodes, responsible for performing distributed computing; the inner layer
is a storage network composed of storage nodes, responsible for the storage of
blockchain data and maintain. Nodes in the same network are connected to each
other, and the computing network can only send messages to the storage network
in one direction.

There are three main functional modules in the network:

1. The computing network performs distributed computing through task distri-
bution and aggregation. The role of the computing node is to participate in
distributed computing tasks or distributed data processing tasks in the net-
work. Each computing node has two states: distribution state and computing
state. When a computing node actively initiates a distributed computing or
distributed data processing task, it will enter the distribution state and is
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responsible for splitting a larger computing task into multiple subtasks. And
distributed, at this time the idle computing nodes around it will enter the
computing state, responsible for receiving these subtasks and computing.

2. The storage network is responsible for the storage and maintenance of
blockchain data, and constructs new blocks by receiving the calculation result
data from the calculation network.

3. The open source algorithm community is a distributed code base maintained
by the computing network and the storage network. Users can upload the
source code of the custom algorithm to the open source algorithm community,
and all nodes will synchronize the custom algorithm and update the local
program through the open source algorithm community, which allows users
to easily customize in the blockchain network Own distributed computing
tasks.

4.2 Computing Network Design

Distributed computing systems usually perform distributed computing or big
data processing through task distribution and aggregation. The computing net-
work in the blockchain described in this article also works in this way. In the
idle state of the computing network, each node is completely equal, and each
node can initiate a distributed computing or big data processing task in the idle
state. Among them, the node that initiated the task will enter the distribution
state, responsible for splitting a larger computing task into multiple subtasks
and distributing, at this time the surrounding computing nodes will enter the
computing state, responsible for receiving these subtasks and processing. When
a complete distributed computing or big data processing task is completed, the
nodes participating in this task will return to a completely equal idle state.

Nodes in the distribution state are called distribution nodes, and nodes in
the calculation state are called computing nodes. A block in the blockchain is
composed of block units with multiple tasks. Note that when the node is in the
distribution state, the Mapper module and Collector module inside the node are
turned on at the same time.

The steps for the distribution node and the computing node to work together
are:

1. The Mapper module splits the task into multiple sub-tasks according to the
task selected by the user, and distributes it to the nodes involved in the
calculation;

2. The computing node executes the task immediately after receiving the sub-
task;

3. After the computing node completes the subtask, it immediately sends the
processing result of the subtask to the Collector module of the distribution
node. The Collector module organizes the results of the subtasks of the same
distributed task into the same block unit. The subtask is not processed, the
Mapper module will distribute the subtask to the node that just completed
the task;
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4. If all the sub-tasks have been processed and the result is obtained, the block
unit of the calculation network in the calculation will be sent to the storage
network. After the calculation is completed, the nodes participating in the
calculation return to the idle state.

4.3 Storage Network Design

Each storage node is composed of four areas: block unit temporary storage area,
complete calculation result block temporary storage area, calculation execution
area and blockchain storage area.

– The block unit temporary storage area is used to receive and temporarily
store the calculation result block unit from the calculation network and the
transaction block unit generated by the user initiated transaction. These block
units will be added to the new block when the next new block is generated.

– The complete calculation result block temporary storage area is used to
receive and temporarily store complete blocks sent by other storage nodes.
When a storage node generates a new calculation result block, it will broad-
cast the block to all nodes in the storage network, and at the same time
generate a corresponding transaction block according to the new calculation
result block. After the transaction block generation is completed, it will be
broadcast again to All nodes in the storage network. Therefore, after receiv-
ing a complete calculation result block, the storage node will not directly
add it to the blockchain, but will temporarily store it and wait for the corre-
sponding transaction block to arrive, only when the calculation result block
corresponds to its corresponding After all the transaction blocks are received,
the blocks in temporary storage area of the complete calculation result block
will be deleted by the node and added to the blockchain.

– The calculation execution area is the core area where the storage node exe-
cutes the proof of work. The proof of work is a series of algorithms defined
by the user. Generally, the higher the frequency of the computer’s central
processing unit (CPU), the more efficient the storage node performs proof of
work. The higher, the more rewards you get.

– For storage nodes, the operation of ending the calculation of proof of work and
updating the blockchain is after receiving the transaction block and receiving
the calculation result block corresponding to the transaction block. This is
because if the node that completes the proof of work is The downtime occurs
after broadcasting the new block. At this time, if other nodes receive the new
calculation result block and add it directly to the blockchain, the transaction
block corresponding to the calculation result block will never be generated
because the transaction area Blocks will only be broadcast by nodes that
have completed proof of work. So when receiving a calculation result block,
the storage node will only temporarily store the block and record the current
proof of work completion progress, and continue to calculate the proof of work
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will not stop until the corresponding transaction block is received This time
the block is calculated and updated, which also ensures that even if the first
node that completes the proof-of-work is down, the node that subsequently
completes the proof-of-work will ensure the correct propagation of the block.

5 Conclusion

This article details the current development trend of blockchain technology and
distributed systems, and points out the main problems faced by distributed sys-
tems. According to the distributed characteristics of the blockchain technology
itself, we propose a solution that combines the blockchain and the distributed
system to solve the problem of node trust and consistency under the current
wide-area distributed system. Through this design, more users can join the dis-
tributed system at low cost, which is conducive to improving the scalability of
the distributed system and promoting its development.
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Abstract. In recent years, there have been rapid advances in electronic medical
record (EMR) sharing with the fast development of blockchain technology.
Using blockchain technology to build the electronic medical record sharing
system can effectively solve the problem that medical data is hard to share
between different hospitals’ databases. However, existing EMR sharing system
using blockchain technology is mainly for medical institutions, and the patients
as the data owner even can’t easily share their own personal EMR when they
need to use it. The patient’s demand for management of personal EMRs is
largely ignored. At the same time, the doctor’s longitudinal access to personal
EMRs requires a fairly large overhead, which severely causes treatment delay.
This paper proposes a patient-friendly blockchain electronic medical data
sharing system based on main-sub structured blockchain, which enables patients
to manage their personal medical data directly and enhances the authorized
users’ efficiency of access to personal EMRs significantly. Experimental results
demonstrate that our scheme is efficient enough to support the real medical
record sharing applications.

Keywords: Electronic medical record � Main-sub blockchain � Medical data
sharing � Attribute-based encryption

1 Introduction

EMR system can facilitate the medical diagnosis process, but it is limited by the
traditional management mechanism. In particular, EMR data are stored and managed
by the hospital which generated it. However, the real data owner, the patient, cannot
conveniently manage their own medical records. When they visit other hospitals, they
are not available to provide the doctor their past medical records, because their past
records were stored in the hospital’s private database. Interoperability challenges
between different hospital systems give tough problems to data sharing. It is difficult for
patients to share the medical data because of lack of personal data management and
sharing. At the same time, due to the centralized management of hospitals, EMR cannot
resist the threats of personal information leakage as well.

To meet the requirements on medical data sharing, some researchers [1–3] have
proposed some relative schemes about cloud storage technologies to provide suitable
solutions to share medical data. However, cloud service providers (CSP) still face some
significant problems in persuading hospitals to use centralized cloud services due to the
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risks of personal privacy disclosure. After all, a whole lot of data stored in third parties
is not reassuring.

Blockchain is a distributed and shared database, characterized by decentralization,
non-tampering, traceability and openness. In recent years, blockchain has been pro-
posed to be a promising solution to achieve EMR sharing with security and privacy
preservation due to its advantages of non-tampering and traceability. Therefore,
compared with the cloud-based electronic medical record (EMR) sharing system,
blockchain has the advantages of decentralization and traceability, so it has higher
security level. But most existing systems are mainly for medical institutions, which
ignores the patient’s requirements of personal data management and control. When the
patients want to share their personal EMR to someone, they cannot provide their own
medical records.

Generally speaking, there are still three major challenges that need to be over-come:

– The EMRs are distributed in different hospitals. Therefore, it can only be visited
through the hospital where the patient was treated. When the patient is going to
another hospital, his or her EMR can’t be shared between hospitals, which can
cause misdiagnosis and unnecessary repeated physical examination. How to deal
with interoperability problems between different hospital systems is the first
challenge.

– Besides the interoperability issue, the patient pays more attention to personal pri-
vacy as the EMR contains many sensitive information [4]. The patient needs a more
personalized method to share their EMR, which means the authorized attributes of
attribute set can be decided by the patient. Therefore, a fine-grained access control
mechanism is highly desirable for the real EMR sharing applications.

– Furthermore, when the data user accesses to the patient’s EMR which they need, the
overhead of query personal EMR is quite big. As the blockchain length increases,
the query overhead becomes larger.

Motivated by the above issues, we deign a medical blockchain system using at-
tribute-based encryption which meets all the practical requirements mentioned above
with strong security guarantee. The main contributions of this paper can be summarized
as:

– First, we design a main-sub medical blockchain system, all the patients’ medical
records are stored in the blockchain, the authorized medical institutions can share
these data for treatment and research. Therefore, interoperability between different
hospital systems is well addressed.

– Second, we introduce the attribute-based encryption method [5]. By it, the patients
are allowed to directly manage and share their own EMR with strong security
guarantee. And the data users can only access to authorized personal EMR without
leaking out other sensitive information, which effectively avoids personal infor-
mation disclosure.

– Third, we store the patient’s EMR according to unique personal ID in the sub
blockchain, so that various data users can efficiently access the medical data by
comparing the hash value of attribute set which reduce the overhead of query and
computation greatly.
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– Finally, we formally prove the security of the proposed scheme and conduct
experiments which can also demonstrate that our scheme is efficient.

The rest of this paper is organized as follows. In Sect. 2, we discuss related work
about medical data sharing based-on blockchain, and present the necessary background
to understand the proposed scheme. In Sect. 3, we present our scheme. Our experi-
mental analysis is outlined in Sect. 4, and the conclusion is presented in Sect. 5.

2 Related Work

Blockchain is widely used in the field of data sharing, due to its characteristics of
decentralization, openness, anti-tampering and traceability.

Prior work by Zyskind et al. [6] has demonstrated the use of blockchain protocols
for permission management. They implement a trusted blind escrow service, storing
encrypted data in trusted third party hosting services while logging pointers on the
blockchain, but the third party brings the risk of data disclosure. Kish proposed the
blockchain for hypothetical key management in a medical context [7].

Ariel et al. build on these ideas and develop MedRec: a decentralized record
management system to handle EMRs, using blockchain technology [8]. But the cost of
querying personal EMR is relatively large.

Esposito et al. [9] detailed the drawbacks of using cloud storage technology to
establish a data sharing system in the medical field. They also raised the possible
challenges of using blockchain technology in medical data sharing (such as privacy
protection). However, the article does not propose practical schemes to address these
challenges. These studies [10] only proposed a framework, but did not implement
specific security data access authorization scheme.

Kai Fan et al. [11] proposed a blockchain-based information management system,
MedBlock, to handle patients’ information. But it used the bread crumbs which will
bring additional amount of data, leading to excessive storage consumption.

Therefore, we need an encryption scheme that provides a more efficient way to
control data access based on data user’s attributes [12]. The concept of attribute-based
encryption (ABE) was first proposed by Sahai and Waters [13], and in this context can
be employed to encrypt the EMRs in the medical blockchain system. The ABE scheme
allows users to access the data when their attributes satisfy the data owner’s require-
ments. And we have designed the retrieval mechanism on the sub blockchain scheme
that provides better performance of accessing the patient’s personal medical records.

In this paper, we propose an efficient patient-friendly system based on main-sub
blockchain (PSBM) to share electronic medical records among authorized users. The
sub blockchain allows the patient define who can access their EMR, while the main
blockchain makes the users find the information they want in an efficient way.
Moreover, the medical blockchain system is suitable for multi-task oriented applica-
tions and can also achieve load balance.
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3 The Proposed PSBM Scheme

Blockchain provides an important support for the sharing of medical data. But there are
still problems that the patient as the data owner lacks control over their own medical
data, so an efficient patient-friendly medical blockchain scheme is needed. As for
individual data users, only the data user who is authorized by the patient can access the
data through the sub blockchain. But for those who are not in the attribute collection,
the patient cannot authorize the data to them. And for medical institutions (including
research, education and statistics), this system model allows medical staff to access to
anonymous medical data through the main blockchain.

In order to ensure the data owner’s management of personal medical data, patients
also need to set up corresponding attributes collection and compute the hash value of
each attributes collection. In advance, the patients update personal EMR adding
authorized attributes collection in the sub blockchain, so in case of individual query
access, the data user in the attributes collection can access the EMR at a rapid speed.

3.1 System Model

The system model includes six entities: key generation center, medical institutions, data
owner, main blockchain, sub blockchain and data user. The proposed model is illus-
trated in Fig. 1.

treat
visit

upload anonymous EMRs

upload personal EMR

query for personal EMR

Data owner

Data user

Main blockchain

Sub  blockchain

query results

private key

attribute key

Key generation center Medical institution

Fig. 1. System model
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And the characteristics and functions of each entity are described as follows:

(1) Key generation center (KGC): responsible for generating system public parameter
and creating master system key MSK. Meanwhile, the key generation center
generates key pairs for patients and data users.

(2) Medical institutions (MI): they are composed of various hospitals with medical
capacity. A medical institution manages its staff and provides medical services to
patients. After the registration of a medical institution, KGC generates public
private key pairs for the medical institution, and securely transmits the private key
to the medical institution. A medical institution generates a set of attributes for its
medical staff to describe their data access characteristics and generate an attribute
key for them.

(3) Data owner (DO): mainly composed of the patients themselves, who can manage
their EMRs stored in the sub blockchain directly. When a new medical record is
inserted in the main blockchain, the data owner will compute the sub blockchain
sequence number according to the patient’s unique identity, private key and the
main blockchain’s sequence number (which block the new record is stored in the
blockchain). Meanwhile, the data owner will give the record a set of attributes for
authorized access, (such as hospitals, categories of doctor and title of doctor).

(4) Main blockchain (MB): used for storing medical data which is processed anony-
mously and every EMR’s corresponding sub blockchain sequence number. EMRs
are all stored in chronological order. Only medical and statistical institutions have
the access to the data.

(5) Sub blockchain (SB): responsible for storing the patient’s medical data by personal
id and access control information. After data owner computes the sequence
number, the new medical record containing access control logic will be updated in
the sub blockchain.

(6) Data user (DU): as for medical institutions, they have the access to the medical data
of the main blockchain. As for individual data users, only if users’ attributes match
the data owner’s requirements, they are able to access some data on the sub
blockchain.

Besides, we focus on the construction of the main blockchain and the sub block-
chain. The hospital kept the patient’s original medical records after the patient was
treated, then the medical records were anonymized by the hospital and stored in the
main blockchain. The main blockchain is for the research and statistics of medical
institutions. The main blockchain is illustrated in Fig. 2.

Fig. 2. Main blockchain
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Every block has its own sequence number, and sub blockchain’s sequence number
of the same medical record is computed by the hash function on the basis of patient’s
id, private key and main blockchain’s sequence number. What is different from the
main blockchain is that the medical record is stored not by time, but by patient’s id. As
for patient Alice, her first block on the sub blockchian is B0. B0 is Alice’s head block,
which stores Alice’s id, authorized attribute set for each medical record and the block
sequence number corresponding to the attribute set. The sub blockchain is illustrated in
Fig. 3. Therefore, when a data user makes a query, only one comparison is needed to
get the result of the query. Compared to the traditional way of data retrieval, the query
efficiency is greatly improved.

3.2 Description of Proposed PSBM Scheme

We build an efficient retrieval scheme based on blockchain with support for fine-
grained access control. The scheme is composed of four polynomial time algorithms, as
described below (Table 1).

(1) Setup(1k) ! (PK, MSK). The key generation center operates the Setup algorithm.
This is a randomized algorithm that takes no input other than the implicit security
parameter k.
The key generation center defines G0, G1 2 Z�

p , which are two multiplicative cyclic
groups of G. And p is a big secure prime number, let g be the generator of group
G0, and define bilinear mapping e: G0 � G0 ! G1. Select the random hash

Fig. 3. Sub blockchain

Table 1. Symbols used in this paper.

Symbols Meaning of the symbols

PK The public key
MSK The system master key
MD The plaintext medical document
A The authorized attribute set A
C The access strategy
K The encryption key
C The ciphertext medical document
I The safe index
SKU The attribute key
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function H1: {0,1}* ! G0, H2: {0,1}
k � {0,1}* ! {0,1}l. Key generation center

sets the random number a; b 2 Z�
p and then computes bilinear pairs

Y ¼ e g1; g2ð Þa. Finally, it outputs system common parameter PK = G0, G1, p,
h ¼ gb, Y, H1, H2) and master secret key MSK = a; bð Þ.

(2) Enc(PK, MD, A, C, K) ! (C, I). The data user public key PK, the clear personal
medical document MD, authorized attribute set A, access strategy C and encryption
key K. The outputs are encrypted medical data C and safe index I.
1. FileEnc(MD, K) ! C. Data owner randomly selects K ← {0,1}K as a clear

medical document symmetric encryption key. And the data owner uses K to
encrypt medical document MDi(i 2 [1, n]), then gets the Ci = {e.Enck(Di)| i
[1, n]}. In the formula, e represents a secure symmetric encryption scheme, and
e.Enc represents the encryption process.

2. IndexGen(PK, A, C, K) ! (C, I). Data owner first give the authorized attribute
set A = {A1, A2, …, An} for each medical document MD = {MD1, MD2, …,
MDn}. The data owner defines the access structure C. First of all, starting from
the root node r of the tree C, assign a polynomial qx of order dx for each node x
(the qx of the leaf node is a constant number). Let kx be the threshold value of
node x, and set deg(qx) = dx = kx − 1. The data owner randomly selects s ←
from the root node r and make qr(0) = s, and selects deg(qr) random coeffi-
cients to determine the polynomial qr. As for other nodes x, set qx(0) =
qparent(x)(index(x)) and selects deg(qx) random coefficients to determine the
polynomial qx. Let Y represents all the leaf nodes of tree C, data owner gets the
encrypted safe medical data C and index I.

C ¼ C; �C ¼ Ke g; gð Þas; C ¼ hs; Cy ¼ gqy 0ð Þ ; C
0
y ¼ H1 att yð Þð Þqy 0ð Þ

n on o

ð1Þ

In the above expression, s is a random number, att(y) means attribute value.
(3) UserRegister(PK, MSK, S) ! (SKU). The data user offers the attribute set S to the

key generation center, the key generation center inputs the public parameter PK,
master key MSK and data user’s attribute set S. Then it outputs the attribute key
SKU and gives it to the data user. When 8 j 2 S, the key generation center ran-
domly selects r 2 Z�

p . Evaluate the corresponding attribute private key:

SKU ¼ E ¼ g
aþ r
b ; Ej ¼ gH1 jð Þrj ; E0

j ¼ grj
n on o

ð2Þ

(4) Dec(SKU, C) ! MD/⊥. Data user inputs the attribute key SKU and encrypted
medical data C. If the attribute key SKU satisfies the access structure C defined by
the data owner, the data user can restore symmetric key K, decrypt ciphertext
medical document collection C. And output contains the plaintext medical docu-
ment collection MD. Otherwise, output ⊥. K is computed as below:
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K ¼
�C

e C;Eð Þ
A

¼ Ke g; gð Þas

e hs;g
aþ r
b

� �

e g;gð Þrs
¼ Ke g; gð Þase g; gð Þrs

e g; gð Þs aþ rð Þ ð3Þ

3.3 Insert Algorithm of PMBS

While a patient p visits the hospital, the hospital will anonymize personal medical data
and upload it to the main blockchain in chronological order. At the same time, p is
supposed to update his or her own personal EMR on the sub blockchain.

(1) If it is the first EMR to store, the patient will compute the sub blockchain’s
sequence number according to patient’s id, private key and main blockchain’s
sequence number. The head block of the patient will be used to store the hash value
of the authorized attribute set.

(2) If not, the patient can directly store the hash value of the authorized attribute set in
his or her head block, and the EMR will be stored in the block which is linked to
the head block. The EMR of same authorized attribute set is stored in one block.

(3) If the block used to store the EMR of same authorized attribute set is full, the next
block will be used for new storage. And all the EMR block’s sequence number is
stored in the patient’s head block. The main-sub blockchain system is shown in
Fig. 4.

3.4 Query Algorithm of PMBS

While a doctor d attempts to retrieve the certain patient’s EMR, d needs to register first
according to UserRegister algorithm. Then d generates a query request Q (SKU, PID)
and asks the patient to compare the doctor’s attributes with his or her authorized
attribute set.

(1) If they are not the same, the doctor cannot visit the patient’s EMR.
(2) If the doctor d’s attributes match the authorized attribute set, d can visit the

patient’s head block in the sub blockchain and get the blockchain sequence to

Fig. 4. The main-sub blockchain system
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another block which d can get the medical records. In the case of that block is full,
d will continue to visit the next block via obtained sequence number.

(3) After d gains the encrypted medical records, d can easily decrypt them by
Decryption algorithm.

4 Analysis of Performance

In this section, we verify the efficiency of the efficient patient-friendly medical
blockchain system based on attribute-based encryption (PBMS). The experimental
environment is on a Windows 10 (64-bit) operating system with an Intel Core i7 4 GHz
processor with 8 GB RAM. The encoding is implemented by using the JPBC 2.0
library. Three groups of comparative experiments were conducted to compare the
efficiency of this scheme with the existing MedRec scheme [5], MedShare scheme [14]
and MedBlock scheme [7] in encryption algorithm, query algorithm and memory
consumption. The experimental comparison is shown below.

As illustrated in Fig. 5, the time cost between the other three schemes and our
scheme in the encryption phase is positively correlated with the data size. And our
scheme has more excellent performance in terms of time consumption than the other
three schemes. This is because we use the main blockchain and the sub blockchain to
work together, which can significantly reduce time overhead and achieve load balance.
By contrast, MedRec scheme, MedShare scheme and MedBlock scheme show a sig-
nificant increase in time consumption with the increase of data size. In general, our
scheme is more effective under the condition of huge data size.
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Fig. 5. Time cost for encryption
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The results in Fig. 6 shows that the efficiency of data query is greatly improved. In
our scheme, we adopt main-sub blockchain structure to enhance information retrieval
efficiency. If a data user wants to retrieve someone’s EMR information, he can directly
find the corresponding block according to the block sequence number and the hash
value of attribute set. The original search method needs to traverse the data on the block
until finding the useful data. Compared with the traditional way of data retrieval, the
efficiency of sub-blockchain increases too much. And the sub-blockchain can balance
the query pressure of the main blockchain.

When the number of users is small, the time cost of query in our scheme, MedRec
scheme, MedShare scheme and MedBlock scheme has small difference. The original
search method can also find the EMR information in a relatively short time. However,
as the number of users’ increases, the advantages of PBMS over the other three
schemes become more and more obvious. The records of sub blockchain can directly
guide the users to find the corresponding blocks. Even if the number of users is quite
large, it will not be a constraint on efficiency.

As shown in Fig. 7, memory consumption increases almost linearly as the number
of attributes increases. MedRec scheme uses the least memory consumption, and our
scheme costs slightly more memory than MedShare scheme and MedBlock scheme.
The increase in memory consumption is due to the introduction of sub blockchain, but
the storage overhead is acceptable. When the number of attributes was 100, our scheme
memory consumption was 10.80 KB.
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We also compare other performances with the three schemes, it is illustrated in
Table 2. What makes our scheme superior to others is that PBMS is patient-authorized,
so that the patient can share and manage their medical data easily.

5 Conclusion

In this paper, we focused on the practical problem of patient’s privacy preserving and
management over the personal electronic medical data in the EMR sharing system. We
further discussed different stakeholder’s practical requirements for this problem. To
fulfill these requirements, we proposed a novel patient-friendly medical blockchain
sharing system based on attribute-based encryption. For the convenience of sharing and
managing EMRs, we designed our system by introducing a sub blockchain to reduce
the overheads of query and balance the load. We have carried out several experiments
to show that the query processes are efficient and our scheme is appropriate for using in
the blockchain-based EMR sharing systems.
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Table 2. Comparison between proposed system and other systems

Scheme Tamper proof Privacy protection Patient-authorized access

PBMS Y Y Y
MedRec Y N N
MedShare Y N N
MedBlock Y Y N
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Abstract. As a promising approach to extend cloud resource and ser-
vice on the Internet-of-Things (IoT), edge computing has attracted
significant attention. However, edge computing faces challenges in its
decentralized management and data reliability. To meet this gap, many
approaches propose to use blockchain technology to enable distributed
storage and computation at the edge nodes, thus guaranteeing reli-
able access and control of the network. However, the resource-constraint
nature of the edge node makes it difficult to store the entire chain as
the data volume increases. To address this issue, we propose Re-chain, a
re-writable blockchain with fixed storage. Re-chain supports re-writing of
the onchain historical transactions in chronological order without chang-
ing the block hash, as a result, the total size of the blockchain will not
increase. Our protocol is consensus-based and uses the proposed thresh-
old trapdoor chameleon hash (TTCH) to constraint re-write operations.
With this regards, Re-chain achieves both decentralized re-writing design
and fault-tolerance at the same time. We provide security analysis and
evaluation experiments to demonstrate the feasibility of Re-chain, the
results show that the performance of Re-chain is acceptable when it is
executed at a medium scale.

Keywords: Internet of Things · Chameleon hash · Redactable
blockchain · Edge computing

1 Introduction

As the rapid advancement in computing technologies has enabled a wide range
of applications, edge computing proposes a novel model for providing computa-
tional resources close to billions of end devices at the edge of the network. Edge
computing has numerous applications in the Internet of Things (IoT), including
healthcare, smart grids, manufacturing, etc. [7]. Edge computing that scales to
a large number of sites is a cheaper way to achieve scalability than servers in the
corporate center. However, its heterogeneity and resource-constraint nature will
c© Springer Nature Switzerland AG 2020
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bring security challenges. During data transmissions, some attacks (e.g., jam-
ming attacks, sniffer attacks) could disable the links by congesting the network.
Further, the data in edge networks are separate into many parts and stored in
different storage locations, which may cause data reliability issues [8,20].

To address the inherent drawbacks above, many scholars use blockchain as a
building block to integrate with edge computing in IoT systems [22,23,25]. With
the blockchain technology, it is possible to build a distributed control at dozens
of edge nodes. Thanks to the chain structure and consensus process, blockchain
can protect the accuracy, consistency and validity of the collected IoT data
transparently. The integration of blockchain and edge computing seems to be a
win-win solution which can provide secure and reliable services.

However, the integration of blockchain and edge computing still encounters
data storage capacity problem. Although the edge node could offer relatively
large storage, as the collected data and transactions increase, the storage required
for blockchain is ever-growing. As a result, edge nodes will eventually consume
the entire storage. Current Bitcoin chain is more than 225 GB large, in the
industrial IoT settings, the size of the chain could be even more significant. To
address this problem, approaches such as Ethereum differentiate full node and
light node. Only the full node stores the entire chain while the light node only
stores the state.

Nevertheless, it brings centralization risk, since the full nodes may be mali-
cious and the light nodes have no way to detect this [14,21]. Also, the edge node
must be able to verify transactions and blocks, therefore it should store the full
chain. Another solution is to overwrite the original chain directly, but it would
break tamper-resistance property of the blockchain. The existing approaches
cannot effectively solve storage issues.

To address the storage issue, we propose a redactable and reusable blockchain
architecture with fixed storage called Re-chain. In collaborative edges, Re-chain
allows the re-write operations from the earliest block seamlessly when the edge
node reaches the maximum storage size, thus mitigating the storage limitation
of the edge node. Moreover, the re-writing process is controlled by a consortium
of edge nodes. Only approved by a sufficient number of edge nodes can the new
transactions be re-written to the chain. Such a consensus mechanism brings trust
to the system and increases the attacking overheads for the adversaries.

Our observation is that data and transactions in IoT scenario are time-
sensitive. In specific, data generated by the IoT devices (such as sensor mea-
surements, device logs, monitoring data and environmental data) may lose its
value after some time. Based on this observation, Re-chain safely re-writes the
new transactions in the earliest blocks in a seamless way. We can further use
the cloud as a backup node to store the overwritten blocks, which ensures that
the historical data and previous transactions are still accessible and verifiable,
but it beyond the scope of this paper. Edge nodes in the near-end stores blocks
generated in more recent periods and allow transaction query and verification.

Re-chain uses chameleon hash [15] to enable the re-write operation. The con-
cept of chameleon hash was first proposed by Krawczyk and Rabin [3]. It is a
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one-way hash function that contains public key and trapdoor, where hashing
is parametrized by public key pk. As long as the trapdoor sk is not known, it
is hard to find a collision. Conversely, if the trapdoor sk is known, the arbi-
trary collision can be efficiently found. However, the chameleon hash cannot be
directly used in our scenario since the trapdoor needs to be managed by a cen-
tralized party. Instead, we require a consortium of edge nodes to reach consensus
before re-writing a block, and the consensus process should be able to tolerate
a considerable number of faulty nodes. To meet this gap, we propose threshold
trapdoor chameleon hash (TTCH) by using multiple secret keys instead of a
single fixed secret key to finding collisions. We incorporate TTCH into our con-
sensus mechanism. Moreover, to achieve a higher performance in the throughput
and reduce the large cryptographic overhead incurred during the consensus pro-
cess, we construct two different hashes in the Merkel tree, TTCH hash function
and SHA256, which only needs to calculate once of the TTCH collision during
the block re-write process.

The main contributions of this work are summarized as follows:

– We propose a reusable and redactable blockchain called Re-chain, which can
re-write the historical data and transaction of the earlier blocks without
affecting the integrity of the original chain. Re-chain allows the most recent
data and transactions on the blockchain accessible with a fixed size in space,
addressing the storage issues for the large scale edge-based IoT system.

– We propose TTCH to achieve a consensus-based re-write operations, which
allows a t-out-of-n edge nodes to compute a hash collision collaboratively in
order to re-write block transactions.

– We instantiate a prototype implementation of Re-chain and TTCH, and
evaluate the performance of the different operations through comprehensive
experiments. The results demonstrate that Re-chain is practical when apply-
ing to a medium-scale IoT system.

2 Related Work

2.1 Integrated Blockchain and Edge Computing Systems

The study of [16] proposes a permissioned blockchain edge model to address
privacy protections and energy security in smart grid, and they use the voting
functionality of blockchain to validate the users’ identities and smart contract to
achieve optimal energy resource management. Sharma et al. [17] presented dis-
tributed blockchain cloud architecture with Software-Defined Networking (SDN)
enabled edge computing, the SDN controllers based on blockchain is used for a
low-latency service of computing resources. Qi et al. [24] use blockchain technol-
ogy to build Cpds to prevent the participants from acquiring trusted traceability
of products in industrial IoT data sharing arena.

In edge computing environments with a massive amount of data collected
from IoT devices, the scalability issues hinder the practical feasibility of
blockchain-based solutions. In the following, we summarized works on massive



Serving at the Edge: A Redactable Blockchain with Fixed Storage 657

data storage empowered by blockchain. InterPlanetary File System (IPFS) [18]
is a decentralized and distributed file system with high integrity and robustness.
IPFS runs over a peer-to-peer network to store and share data over the network
nodes.

However, none of those above works has explicitly addressed the storage issue
of ever-growing blockchain and the reuse of blockchain, existing approaches can
only enhance the limited scalability, and security level will decrease accordingly.
By contrast, Re-chain can gain storage space by constantly re-writing outdated
historical transactions to ensure edge node acting as a full node.

2.2 Redactable Blockchain

Ateniese et al. [15] first proposed redactable blockchain by using chameleon hash
(CH) to replace traditional hash function, so that block content can be re-written
without causing hard forks. Huang et al. [10] proposed a threshold chameleon
hash (TCH) for Industrial Internet-of-Things (IIoT) environment, and it allows
a group of authorized sensors to re-write blockchain. However, in the re-write
process, TCH requires a ring of k authorized sensors to compute collision one
by one, which means, k sensors must behave correctly, and the system cannot
tolerate malicious sensors, once a sensor being compromised, the entire system
can fail.

In Re-chain, the re-write operation is governed by a consortium of edge nodes,
which makes the process more controllable. Further, TTCH find collision through
a threshold number of trapdoor keys rather than relies on a single trapdoor key,
hence, has better resilience to key compromise. The entire re-write process relies
on a consensus protocol similar to Proof of Authority (PoA), which can tolerate
faulty nodes. When an edge node leading the re-write process, other edge nodes
remain unlinkable, this will not bring higher latency and cost. We believe Re-
chain achieves a higher decentralized design and acts more efficient.

3 Background

3.1 System Model

The existing multi-layer edge-IoT system mainly consists of four entities as iden-
tified below.

1. Cloud : Central cloud in the cloud layer can provide gigantic data storage and
computational power. The cloud can back up the blocks which have been
overwritten at the edge node in an off-chain manner, therefore it can still
recover the overwritten data through the cloud and make the data accessible
to the users.

2. Edge node: Edge nodes provide fixed storage and computational power which
is higher than which of the end device’s, but smaller than the cloud. We notice
that Re-chain stores at the edge node which has fixed storage. Re-chain is
used to record the transactions and data collected from end devices, along
with resource management and data processing operations.
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3. Key authority : Key authority is a trusted entity in the edge layer which is
responsible for publishing the genesis block and generating secret keys for
edge nodes.

4. End device: End devices (e.g., sensors, actuators) are used for collecting data
in different circumstances. The storage and computational power are con-
strained, therefore the end device will send and store the collected data in
the edge node.

3.2 Design Goals

Re-chain has the following design goals:

– Liveness: Re-chain must guarantee the liveness as long as the minimum
number of edge nodes maintains liveness and honest, thus weak synchrony
assumptions hold for the key distribution [2].

– Collision-resistance:Without knowing the trapdoor of TTCH, no adversary
can efficiently find a collision for any pair of (�∗, R∗,m∗) and (�∗, R′∗,m′∗)
with PPT algorithm.

– Unforgeability: Unforgeability requires that it is even intractable for the
adversary who possesses secret keys to find collisions, this definition is
stronger than and key-exposure freeness [4,5].

– Efficiency: When the space used for Re-chain does not reache the edge node’s
storage limit, Re-chain uses baseline consensus to write new blocks to the
chain, while it reaches the storage limit, Re-chain re-write the historical blocks
with our proposed proof-of-concept consensus protocol. The performance of
re-writing consensus must be as efficient as basic consensus.

3.3 Threat Model

Our adversary’s goal is to find arbitrary collision to break the security of the
re-write process. The adversary may hold part of secret keys (less than the
threshold) and try to compute collision by invalid credentials. The adversary
may take any action within enough secret keys to obtain the hash trapdoor
among all edge nodes it controls. We assume that the adversary cannot break
standard cryptographic primitives and assumption, such as finding hash colli-
sions or forging digital credentials. The adversary also cannot compromise the
private keys of arbitrary domains. In our instantiation, we further assume that
the adversary cannot control a majority of edge nodes (more than the threshold)
in the blockchain network. We do not consider the privacy and access control
of the data stored in the cloud in this paper, as works [9,11,19] are orthogonal
with our work and they can integrated into Re-chain.

3.4 Preliminaries

Notations. Let g be a generator of a cyclic group G of order p a for a λ-bit prime
p, an algorithm is efficient if it runs in probabilistic polynomial time (PPT) in
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the length of its input. We write the integer modulo p as Zp and r
R← Zp denote

that r is chosen uniformly at random from Zp, ab represent the multiplication of
two integers a ∈ Zp and b ∈ Zp. Let BGGen be a PPT algorithm that returns BG
= (G1, G2, GT , p, g1, g2, e) of asymmetric pairing groups where G1, G2, GT are
cyclic groups of order p, g1 and g2 are generators of G1 and G2, e: G1×G2 → GT

is a computable bilinear map.

Chameleon Hash

Definition 1 (Chameleon Hash). A chameleon hash with message space M
contains five algorithms (HGen, Hash, HVer, HCol) specified as follows:

– HGen(1λ). The algorithm HGen, on input a parameter λ output a public
hash key hk and a secret key sk.

– Hash(m,hk). The algorithm Hash, on input the public hash key hk and a
message m ∈ M and output the hash value and randomness r.

– HVer(m,hk, (�, r)). The algorithm HVer, on input m, �, r verify that (�, r) is
a valid hash pair for message m.

– HCol(sk, (�,m, r),m′). The algorithm HCol, on input the secret key and
(�,m, r), for a new message m′ ∈ M return new randomness r′ to satisfies

HVer(m,hk, (�, r)) = HVer(m′,hk, (�, r′))

Fig. 1. Re-chain architecture

4 Re-chain Design

4.1 Re-chain Architecture

The core property of Re-chain is the re-writing of the historical transactions
when reaching a consensus. We assume that the data collected by the end device
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is time-sensitive, and the value of data is reducing as the time passing by. Mean-
while, the data collected earlier is less likely to be accessed by the user. After the
IoTs system run a period of time, the storage of the edge node will eventually use
up by the Re-chain as the collected data volume increases. The edge node will
back up all the data to the cloud in case that the data may be requested in later
time if the requested data has been overwritten at the edge node. As shown in
Fig. 1, in the re-writing phase, Re-chain re-writes from the earliest block seam-
lessly, which will maintain the structure of the original chain without affecting
the accessibility of the most recent transactions and data. The re-writing phase is
controlled by the consortium of edge nodes while not by a single entity, it means
that the transactions are validated in the same way as which for the ordinary
transactions.

As for the block structure in Re-chain, like what is for most blockchains, each
block consists of data records (e.g., transactions), block headers, and the source
device signed individual transactions. Blocks are chained together by referenc-
ing previous blocks via the inclusion of the hash of the previous block header
into the header of the current block. Also, block headers include a timestamp
which corresponds to the time window of the current block, and integrity mea-
surements, a Merkle tree [12]. In the Merkle Tree, each leaf node contains the
hash of a transaction, while each non-leaf node carries with the hash of the con-
catenation of its child nodes’ hashes. To construct our consensus protocol, we
modified the hash used by the Merkle tree, for all intermediate tree nodes, we
use SHA256, while for the Merkle root hash, we use our designed TTCH which
will be discussed in Sect. 4-B. The Merkle root will then be used to verify the
integrity of the data records.

Fig. 2. The structure of blocks used by Re-chain and the Merkle tree update process
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4.2 Threshold Trapdoor Chameleon Hash

Building Block of TTCH Scheme. Before giving the full scheme construction,
we first recall the public coin chameleon hash proposed by Mojtaba Khalili et al.[1],
their hash function satisfies DCDH assumption in the standard model. The scheme
works in a billinear group G1, G2, GT as described in Sect. 3-B.

– K.Setup(1λ): Choose a billinear group (G1, G2, GT ) with order p, where p
is a λ-bit prime number. Let g1 be a generator of G1 and g2 be a generator
of G2. The system parameters are params = (G1, G2, p, g1, g2).

– K.KeyGen(params): Choose x
R← Zp and ̂h

R← G1, set h1 = gx
1 and h2 = gx

2 .
Then set hk = (h1, h2,̂h) and tk = x.

– K.Hash(m,hk): Select a random number r
R← Zp. compute h = hr

1
̂hm and

R = hr
1.

– K.HVerify(m,hk,R): Output true if e(�/̂hm, g2) = e(R, h2), otherwise out-
put false.

– K.Hcol(tk,m,m′): For message m′, computes new R′ as follows:

R′ = (
�

̂hm′ )
1
x

The randomness R in this scheme belongs to a source group of a bilinear
pairing and correctness of it can be verified by a pairing product equation. Based
on the above scheme, we construct a scheme to support threshold trapdoor
aggregate to achieve our design goals as the next section describes.

Construction of TTCH Scheme

– TT.Setup(1λ) → (params): Choose a billinear group (G1, G2, GT ) with
order p, where p is a λ-bit prime number. Let g1 be a generator of G1 and g2
be a generator of G2. The system parameters are params = (G1, G2, p, g1, g2)

– TT.KeyGen(params, t, n) → (hk, (sk1, .., skn)): Pick x
R← Zp and ̂h

R← G1,
set h1 = gx

1 and h2 = gx
2 . Compute d s.t. xd ≡ 1 mod p. Pick a polynomial

v of degree t − 1 with coefficients in Zp, and set the constant term of v to
d, which means v(0) = d. Issue to each edge node i ∈ [1, ..., n] a secret key
ski = v(i), and public the hash key hk = (h1, h2,̂h).

– TT.Hash(m,hk) → (�, R): On input a hash key hk and message m. Select
a random number r

R← Zp, compute h = hr
1
̂hm and R = hr

1.
– TT.HVerify(m, �, hk,R) → (true or false): On input a committed mes-

sage m, chameleon hash �, hash key hk and randomness R, check whether
e(h/̂hm, g2) = e(R, h2), if yes, output true, otherwise output false.

– TT.Sign(ski,m
′, �) → (σi): The edge node i parses its secret key ski and a

new message m′, output:

σi = (
�

̂hm′ )
ski

as a credential of message m′.
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– TT.Hcol((σ1, .., σt), R, hk, �,m) → (⊥ or R′): First make a check by running
Hverify(m, �, hk,R), if check failed then return ⊥. Otherwise, parse each σi

for i ∈ [1, .., t]. compute Lagrange coefficient l:

li =

⎡

⎣

t
∏

j=1,j �=i

(0 − j)

⎤

⎦

⎡

⎣

t
∏

j=1,j �=i

(i − j)

⎤

⎦

−1

mod p

Then compute a new randomness R′ =
∏t

i=1 σli
i .

Next, check whether equation: e(�/̂hm′
, g2) = e(R′, h2) holds. If yes, output

R′, otherwise output ⊥.

4.3 Consensus Protocol

In order to put the block re-writing operation to the hands of the consortium
of edge nodes, we propose a consensus protocol inspired by Proof of Authority
(PoA) [6]. Our consensus protocol can tolerate a number of malicious or failure
edge nodes. We assume the majority of N edge nodes are honest, which means
at least N/2 + 1 edge nodes are honest. The edge nodes are responsible for
processing data and transactions from the end devices, and also executing the
block re-writing operations on Re-chain. The protocol will run by round where
in each round an edge node will be selected as proposal node. To prevent a
single Byzantine node from attacking the network by imposing a large number
of blocks, each edge node is allowed to propose only one block every N/2 + 1
blocks.

To run the consensus protocol, the key authority first generates system
parameters during the system initialization. Then it sets the threshold parameter
of TTCH function as t = N/2+1, and runs TT.KeyGen to generate N thresh-
old secret keys (sk1, ..., skN ) and a hash key hk. The key authority assigns the
secret key to the corresponding edge nodes. Each edge node has its own secret
key for issuing credential in consensus. We assume that this consensus protocol
only applies to the re-writing operation when the storage space of the Re-chain is
used up. The detailed process of the consensus protocol is listed in the following.

– Step 1: Block proposal. At the very beginning of the process, an edge node
generates transactions with the collected data assembled and proposes a block
as proposal node. The proposal node will verify the Block id of the re-written
block, and then re-write the earliest transactions. To form a new Merkle Tree,
the proposed node calculates the hash corresponding to each new transaction
and the hash of the intermediate node with SHA256, while the chameleon
hash of the Merkle root remains the same as the original block. Therefore,
the Merkle root hash cannot be verified by an intermediate node hash at this
time. The proposal node then digitally signs the block and use the timestamp
to guarantee authenticity and accuracy. Lastly, it broadcasts the proposed
block to other edge nodes.
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– Step 2: Credential issuance. Upon receiving the proposed block, other edge
nodes which act as validators will first validate the signature and the Block id,
if verification fails, the proposed block will be dropped by the validators.
Upon successfully authenticated, the validator node j will run the TT.Sign
algorithm to sign the Merkle root’s child nodes’ hashes with its secret key
skj , as Fig. 2 shows, the credential σj =TT.Sign(skj , �

′
01, �

′
23, �root) will be

issued by node j and sent to the proposal node, while the validated block will
be temporarily saved by node j.

– Step 3: Computing collision.After collecting t,i.e. (N/2+1) credentials (Includ-
ing self-signed credential) (σ1, ..., σt) from the edge nodes, proposal node enters
collision computation phase. By running TT.Hcol((σ1, ..., σt), R, hk, �root),
while keeping the chameleon hash of Merkle root unchanged, the proposal node
will calculate a new randomness R′, which enables the �root to be verifiable by
its child nodes’ hash. After that, the proposal node broadcasts the commit mes-
sage with the new randomness R′ to all the edge nodes in the network. If the pro-
posal node does not collect t credentials within the pre-defined time limit, this
consensus round will be terminated and enter into the next round of consensus.

– Step 4: Commit. When a validator receives the commit message with random-
ness R′, it will first validate the Merkle root hash by running TT.Hverify, if
verified, the validator will re-write the original block with the new validated
block, and update the randomness corresponding to the Merkle root hash to
R′, and the consensus on re-writing is reached.

4.4 Security Analysis

The Security of TTCH Collision Resistance. We argue that if an adversary
A can break collision resistance. Adversary A receive a divisible tuple (gx

1 , gx
2 ,

gy
1 ), set h1 = gx

1 , h2 = gx
2 and ̂h = gy

1 , without knowing x, the A can find
(�∗, R∗,m∗) and (�∗, R′∗,m′∗) as collision where R∗ = gr

1 and R′∗ = gr′
1 , obtain

the equation:

hr
1
̂hm∗

= hr′
1

̂hm′∗

⇒ gxr
1 gym∗

1 = gxr′
1 gym′∗

1

⇒ gxr
1 g

y
xxm∗

1 = gxr′
1 g

y
xxm′∗

1

⇒ R∗g
y
xm∗

1 = R′∗g
y
xm′∗

1

A divide both sides of the equation and obtain g
y
x
1 = (R′∗

R∗ )(
1

m∗−m′∗ ). Since divis-
ible CDH in billinear group is hard, so the adversary A cannot compute x from
two collisions, our proposed TTCH is collision-resistant. Unforgeability: We
consider two possible ways for adversary A to forge collision.

(1) The adversary A without valid credentials manages to compute collision.
While forged or wrong credentials will not be able to get new random num-
bers through TT.Hcol.
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(2) An adversary A that has successfully collected fewer than t credentials.
While running TT.Hcol involves performing Lagrange interpolation. If A
has fewer than t partial credentials, then they have fewer than t points,
which makes the resulting the t − 1 degree polynomial undetermined and
impossible to compute collision.

The Security of Re-chain. The security of Re-chain is based on the security
of TTCH.

(1) A malicious edge node A may attempt to calculate the hash trapdoor by
continuous collecting the re-write operation records. While according to the
property of Collision Resistance of TTCH, A cannot get trapdoor through
hash tuples.

(2) A small subset of malicious edge node cannot corrupt re-write operation,
since the threshold property of Re-chain implies that the adversary needs
to corrupt at least t authorities for this attack to be possible.

5 Implementation and Experiments

In this section, we first implement our construction and present the evaluation
result of the concrete TTCH. Then we instantiate a proof-of-concept prototype
of Re-chain and evaluate its performance through experiments.

5.1 TTCH Implementation

We implement the construction described in Sect. 4 in python 3.6 using petlib
and bplib. The bilinear pairing is defined over the Barreto-Naehrig [13] curve,
using OpenSSL as arithmetic backend. All simulations are run on desktop com-
puter with Intel i5-3210M CPU and 2 core processors running at 2.3 GHz and
4-GB RAM with 64-bits Linux system.

We first evaluate TT.KeyGen, TT.Hash, TT.HVerify and TT.Sign, we
fix the message size to 1 KB, each of our results is taken by a mean of 1000 execu-
tions. As shown in Fig. 3, we can see that as the threshold parameter increases,
the time spent in Hash and HVerify phases are constant, this is because the cal-
culation process of these algorithms does not involve threshold parameter t. The
average time cost of Sign increases linearly, it is reasonable as in Sign phase it
has to gett credentials, so that the algorithm will run t times with different secret
keys. However, the time spent of the KeyGen phase increases as the threshold
parameter increases, this is due to the KeyGen algorithm has to generate t
secret keys.

The performance of TT.Hcol algorithm is depicted in Fig. 4(i), we demon-
strate the linear relationship between threshold parameter and computing cost
through the experiments by setting t value from 5 to 30. As it is shown in the
figure, the time spent on running Hcol increases linearly when t increases. It is
because as the t increases, the algorithm has to compute more parameters when
finding the collision.
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Fig. 3. Average time cost of KeyGen, Hash, HVerify and Sign in TTCH

(i) (a)time cost of Hcol. (b)Box-Plots of
the Hcol

(ii) (a)throughput. (b) latency

Fig. 4. Performance of Re-chain

5.2 Re-chain Implementation

We instantiate a prototype of Re-chain with python 3.6. To demonstrate the
performance of our proposed consensus protocol, We use the following baseline
consensus protocol which is used when the space used for Re-chain is not reach
the edge node’s storage limit. The baseline consensus procedure are as follows:
1) step 1 : The proposal node propose a block and broadcasts it to the rest of
edge nodes. 2) step 2: The edge node will first validate signatures and Block id
of the proposed block, if verified, it will accept the proposal block and broadcasts
the preset message to all the other edge nodes. 3) step 3: If the proposal node
receive over N/2 correct preset messages, the edge node will broadcast a commit
message. 4) step 4: A consensus is reached if the proposal node accepts N/2 + 1
(possibly including its own) commit messages.

We use Aliyun CES as the experimental platform, all nodes are running in
the Docker containers on four servers, each server is equipped with two Intel(R)
Xeon(R) Platinum 8269CY CPU at 2.50 GHz and 4 GB of RAM, the operating
system is 64-bit Ubuntu 18.04.4 LTS. Each block contains 100 transactions. We
test the performance of our proposed consensus protocol through the compari-
son experiments with the baseline consensus protocol. The experiments record
the throughput and latency of both protocols with different numbers of nodes
varying from 5 to 30. We use the HTTP protocol for the communication between
different nodes. And we record the average result out of six tests for each exper-
iment. As shown in Fig. 4(ii)(a), the results show that the throughput for our
proposed consensus protocol is about 5% less than which of the baseline when
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relatively fewer nodes in the system. However, the difference will become more
significant when the number of nodes increases. Figure 4(ii)(b) shows that the
latency gap is slightly larger between the proposed consensus and baseline con-
sensus. It is reasonable as our proposed method requires more computational
overhead in finding collisions and other cryptographic calculations such as digi-
tal signing. Moreover, as the number of nodes increases, the threshold t will also
increase, therefore it requires more computational power to execute TT.Hcol
to reach consensus during re-writing process.

6 Conclusion

In this paper, we proposed TTCH to build a reductable and reusable blockchain
called Re-chain at the edge. Through Re-chain we address the storage prob-
lem of conventional blockchain caused by ever-growing information chunks. The
proposed proof-of-concept consensus is used when Re-chain reaches the maxi-
mum storage size, and it empowers Re-chain to re-write historical blocks in a
controllable and secure way while maintaining the connectivity of the chain,
meanwhile, the consensus process can guarantee the liveness even if there are
N/2 − 1 faulty edge nodes in the network. Re-chain can be applied to the con-
sortium blockchain-based industrial IoT systems which have storage limitation
issues. The experimental results showed that the re-write operation is efficient,
and the performance of Re-chain is acceptable at a medium scale (under 30 edge
nodes).
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