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Preface

The volume is dedicated to the theory of Mean Field Games. This theory aims
at describing differential games with a large number of interacting agents. The
number of applications of the theory is huge, ranging from macroeconomics to
crowd motions and from finance to power grid models. In all these models, each
agent controls his/her own dynamical state, which evolves in time according to a
deterministic or stochastic differential equation. The individual goal is to minimize
some cost depending not only on his/her own control but also on the behavior of the
whole population of agents, which is described through the distribution law of the
dynamical states. In this setting, the central concept is the notion of Nash equilibria,
which describes how agents play in an optimal way by taking into account the
others’ strategies.

The theory of Mean Field Games has been introduced and largely developed
by J.-M. Lasry and PL. Lions through a series of papers around 2005 and
during the famous lectures of Lions at the College de France. At about the same
time, M. Huang, P. Caines, and R. Malhamé discussed similar models under the
terminology of “Nash certainty equivalence principle.”

The first motivation of Lasry and Lions’ early works was to study the limit of
Nash equilibria in N-players differential games, as N goes to infinity, under suitable
conditions of symmetry and coupling. The mean field approach developed to this
purpose led to the construction of a macroscopic model, which is now well suited
to describe, in many different contexts, the equilibria between individual strategies
and collective behavior in large population dynamics. Thus, the theory has known an
impressive growth so far, from a theoretical point of view as well as from the point
of view of applications. This is not surprising because, in terms of mathematics,
the theory is very rich and involves several fields: the analysis of partial differential
equations (PDEs), stochastic analysis, calculus of variations, mean field theory.. ..

In June 2019, a CIME School on Mean Field Games was organized in Cetraro,
Italy. The goal was to cover some of the most important aspects of the theory and
most recent developments. This volume collects the notes of the CIME courses
and contains 4 contributions: the first one (by P. Cardaliaguet and A. Porretta) is
a general introduction to the theory, mostly focused on the PDEs’ ingredients; the
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second contribution (by F. Santambrogio) is dedicated to some variational aspect
of the theory; the third part (by F. Delarue) focuses on the master equation with
common noise; and the last contribution (by Y. Achdou and M. Lauriere) is devoted
to the issue of numerics, theory and simulations, and applications to concrete
models. We now explain more in detail the contents of the volume.

» The first chapter, by P. Cardaliaguet and A. Porrretta, is a general presentation
of the theory of Mean Field Games through its two representative PDEs. Both
equations describe, though in a different way, the Nash equilibria of differential
games with infinitely many players. The first one is the MFG system, which
couples a forward Fokker—Planck equation with a backward Hamilton—Jacobi
equation and for which a detailed analysis is presented. The second one is the
master equation, a kind of transport equation on the space of measures, for which
mostly the heuristic ideas are presented.

* In the second chapter, F. Santambrogio describes a class of MFGs having a
variational structure: in this case the MFG equilibria can be obtained by mini-
mizing an energy functional. The chapter is mostly focused on the Lagrangian
approach to first-order MFG systems with local couplings. The main goal is
to prove that minimizers of a suitably expressed global energy are equilibria
in the sense that a.e. trajectory solves a control problem with a running cost
depending on the density of all the agents. This requires a fine regularity analysis
of the minimizers and involves tools from Calculus of Variations and Optimal
Transportation theory.

» The third chapter, by Francois Delarue, is dedicated to the case that, in the MFG
model, the agents are affected by a common noise. The goal of this chapter is to
address in a rigorous way the solvability of the master equation for mean field
games on a finite state space with a common noise. The results in their own but
also the structure of the underpinning common noise are new in the literature on
Mean Field Games.

e The last part of the volume, by Y. Achdou and M. Lauriere, is devoted to the
numerical approximation of the solution to MFG problems. This topic is all
the more important that there are very few explicit or semi-explicit solutions
to MFGs and numerical simulations are often the only way to obtain quantitative
information for this class of models. The chapter focuses on the MFG system and
presents several aspects of a finite difference method used to approximate this
system, including convergence, variational aspects, and algorithms for solving
the resulting systems of nonlinear equations. It also discusses in detail two
concrete applications: a model of crowd motion and a model with heterogeneous
agents in macroeconomics.

Paris, France Pierre Cardaliaguet
Roma, Italy Alessio Porretta
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Chapter 1 )
An Introduction to Mean Field Game Chack for
Theory

Pierre Cardaliaguet and Alessio Porretta

Abstract These notes are an introduction to Mean Field Game (MFG) theory,
which models differential games involving infinitely many interacting players. We
focus here on the Partial Differential Equations (PDEs) approach to MFGs. The two
main parts of the text correspond to the two emblematic equations in MFG theory:
the first part is dedicated to the MFG system, while the second part is devoted to the
master equation.

The MFG system describes Nash equilibrium configurations in the mean field
approach to differential games with infinitely many players. It consists in the
coupling between a backward Hamilton-Jacobi equation (for the value function of a
single player) and a forward Fokker-Planck equation (for the distribution law of the
individual states). We discuss the existence and the uniqueness of the solution to the
MEFG system in several frameworks, depending on the presence or not of a diffusion
term and on the nature of the interactions between the players (local or nonlocal
coupling). We also explain how these different frameworks are related to each other.
As an application, we show how to use the MFG system to find approximate Nash
equilibria in games with a finite number of players and we discuss the asymptotic
behavior of the MFG system.

Pierre Cardaliaguet was partially supported by the ANR (Agence Nationale de la Recherche)
project ANR-12-BS01-0008-01, by the CNRS through the PRC grant 1611 and by the Air Force
Office for Scientific Research grant FA9550-18-1-0494.
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2 P. Cardaliaguet and A. Porretta

The master equation is a PDE in infinite space dimension: more precisely it is a
kind of transport equation in the space of measures. The interest of this equation
is that it allows to handle more complex MFG problems as, for instance, MFG
problems involving a randomness affecting all the players. To analyse this equation,
we first discuss the notion of derivative of maps defined on the space of measures;
then we present the master equation in several frameworks (classical form, case of
finite state space and case with common noise); finally we explain how to use the
master equation to prove the convergence of Nash equilibria of games with finitely
many players as the number of players tends to infinity.

As the works on MFGs are largely inspired by P.L. Lions’ courses held at the
College de France in the years 2007-2012, we complete the text with an appendix
describing the organization of these courses.

1.1 Introduction

Mean field game (MFG) theory is devoted to the analysis of optimal control
problems with a large number of small controllers in interaction. As an example,
they can model crowd motions, in which the evolution of a pedestrian depends
on the crowd which is around. Similar models are also used in economics: there,
macroeconomic quantities are derived from the microeconomic behavior of the
agents who interact through aggregate quantities, such as the prices or the interest
rates. In the Mean Field Game formalism, the controllers are assumed to be
“rational” (in the sense that they optimize their behavior by taking into account
the behavior of the other controllers), therefore the central concept of solution
is the notion of Nash equilibrium, in which no controller has interest to deviate
unilaterally from the planned control. In general, playing a Nash equilibrium
requires for a player to anticipate the other players’s responses to his/her action.
For large population dynamic games, it is unrealistic for a player to collect detailed
information about the state and the strategies of the other players. Fortunately this
impossible task is useless: mean field game theory explains that one just needs
to implement strategies based on the distribution of the other players. Such a
strong simplification is well documented in the (static) game community since
the seminal works of Aumann [20]. However, for differential games, this idea
has been considered only very recently: the starting point is a series of papers
by Lasry and Lions [143-145, 150], who introduced the terminology in around
2005. The term mean field comes for an analogy with the mean field models in
mathematical physics, which analyse the behavior of many identical particles in
interaction (see for instance [111, 176, 177]). Here the particles are replaced by
agents or players, whence the name of mean field games. Related ideas have been
developed independently, at about the same time, by Caines, Huang and Malhamé
[132-135], under the name of Nash certainty equivalence principle. In the economic
literature, similar models (often in discrete time) were introduced in the 1990s as
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“heterogeneous agent models” (see, for instance, the pioneering works of Aiyagari
[13] and Krussell and Smith [138]).

Since these seminal works, the study of mean field games has known a quick
growth. There are by now several textbooks on this topic: the most impressive one is
the beautiful monograph by Carmona and Delarue [68], which exhaustively covers
the probability approach of the subject. One can also quote the Paris-Princeton
Lectures by Gueant, Lasry and Lions [128] where the authors introduce the theory
with sample of applications, the monograph by Bensoussan, Frehse and Yam [30],
devoted to both mean field games and mean field control with a special emphasis
on the linear-quadratic problems, and the monograph by Gomes, Pimentel and
Voskanyan [122], on the regularity of the MFG system. Finally, [65] by the first
author with Delarue, Lasry and Lions studies the master equation (with common
noise) and the convergence of Nash equilibria as the number of players tends to
infinity.

This text is a basic introduction to mean field games, with a special emphasis on
the PDE aspects. The central ideas were largely developed in Pierre-Louis Lions’
series of lectures at the College de France [149] during the period 2007-2012. As
these courses contain much more material than what is developed here, we added
in the appendix some notes on the organization of these courses in order to help the
interested reader.

The main mathematical object of the text is the so-called mean field game system,
which takes the form

(i) —0u—vAu+H(x,Du,m)=0  in(0,T) x R?
(ii) dm —vAm —div (H,(x, Du,m)m) =0  in (0,T) x R (1.1)
(iii) m(0) =mo , u(x,T) = G(x,m(T))  inR?

In the above system, the unknowns u and m are scalar and depend on time ¢ € [0, T']
and space x € R?. The two equations are of (possibly degenerate) parabolic type
(i.e., v > 0); the first equation is backward in time while the second one is forward in
time. There are two other crucial structure conditions for this system: the first one is
the convexity of H = H (x, p, m) with respect to the second variable. This condition
means that the first equation (a Hamilton-Jacobi equation) is associated with an
optimal control problem and is interpreted as the value function associated with a
typical small player. The second structure condition is that m¢ (and therefore m (¢, -))
is (the density of) a probability measure on RY. The Hamiltonian H = H (x, p, m),
which couples the two equations, depends on space, on the variable p € R? and on
the probability measure m.

Let us briefly explain the interpretation of this system as a Nash equilibrium
problem in a game with infinitely many small players. An agent (=a player) controls
through his/her control « the stochastic differential equation (SDE)

dX; = b(Xy, a5, m(s))ds + ~/2vd By (1.2)
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where (B;) is a standard Brownian motion. He/She aims at minimizing the quantity

T
E [/ L(Xs. a5, m(s))ds + G(Xr, m(T))} ,
0

where the running cost L = L(x,a,m) and the terminal cost G = G(x,m)
depend on the position x of the player, the control & and the distribution m of the
other players. Note that in this cost the evolution of the measure m(s) enters as a
parameter. To solve this problem one introduces the value function:

T
u(t, ) = infE [/ L(Xy, m(s), as)ds + G(Xr, m(T))} ,
a t

where the infimum is taken over admissible controls & and where X solves the SDE
(1.2) with initial condition X; = x. The value function u then satisfies the PDE
(1.1-(3)) where

H(x,p,m)=sup[—b(x,a,m)-p—L(x,m,a)].

Given the value function u, it is known that the agent plays in the optimal way
by using the feedback control a* = «*(z, x) such that the drift is of the form
b(x,a*(t,x),m(t)) = —Hp(x, Du(r, x), m(t)). Now, if all agents argue in this
way and if their associated noises are independent, the law of large numbers implies
that their distribution evolves with a velocity which is due, on the one hand, to the
diffusion, and, on the other hand, on the drift term —H(x, Du(z, x), m(t)). This
leads to the Kolmogorov-Fokker-Planck equation (1.1-(ii)). The fact that system
(1.1) describes a Nash equilibrium can be seen as follows. As the single player
is “small” (compared to the collection of the other agents), his/her deviation does
not change the population dynamics. Hence the behavior of the other agents, and
therefore their time dependent distribution m(¢), can be taken as given in the
individual optimization. This corresponds to the concept of Nash equilibrium where
all players play an optimal strategy while freezing the others’ choices.

The main part of these notes (Sect. 1.3) is devoted to the analysis of the mean
field game system (1.1): we discuss the existence and uniqueness of the solution in
various settings and the interpretation of the system. This analysis takes some time
since the PDE system behaves in a quite different way according to whether the
system is parabolic or not (i.e., v is positive or zero) and according to the regularity
of H with respect to the measure. These various regimes correspond to different
models: for instance, in many applications in finance, the diffusion is nondegenerate
(i.e., v > 0), while v often vanishes in macroeconomic models. In most applications
in economy the dependence of the Hamiltonian H = H (x, p, m) with respect to the
probability measure m is through some integral form of m (moments, variance), but
in models of crowd motion it is very often through the value at position x of the
density m(x) of m. We will discuss these different features of the mean field game
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system, with, hopefully, a few novelties in the treatment of the equations. To keep
these notes as simple as possible, the analysis is done for systems with periodic in
space coefficients: the analysis for other boundary problems follows the same lines,
with additional technicalities. We will also mention other relevant aspects of the
MEFG systems: their application to differential games with finitely many players, the
long time ergodic behavior, the vanishing viscosity limits, . ..

The second focus of these notes is a (short and mostly formal) introduction to
the “master equation” (Sect. 1.4). Indeed, it turns out that, in many applications, the
MFG system (1.1) is not enough to describe the MFG equilibria. On the one hand,
the MFG system does not explain how the agents take their decision in function
of their current position and of the current distribution of the players (in “feedback
form”). Secondly, it does not explain why one can expect the system to appear as the
limit of games with finitely many players. Lastly, the PDE system does not allow to
take into account problems with common noise, in which the dynamic of the agents
is subject to a common source of randomness. All these issues can be overcome by
the introduction of the master equation. This equation (introduced by Lions in his
courses at College de France) takes the form of a partial differential equation in the
space of measures which reads as follows (in the simplest setting):

—o:U(t, x,m) —vA, U(t,x,m)+ H(x, D, U(t,x,m), m) — v/ divy D, U(t, x, m, y) m(dy)
R4

+/d DUt x.m.y) - DyH(y, DxU(t, y, m). mym(dy) = 0
R

in(0,7) xR x P,
U(T, x,m) = G(x, m) inR? x Py

where P, is the space of probability measures on R¢ (with finite second order
moment). Here the unknown is the scalar quantity U = U (¢, x, m) depending on
time and space and on the measure m (representing the distribution of the other
players). This equation involves the derivative D,,U of the unknown with respect
to the measure variable (see Sect. 1.4.2). We will briefly explain how to prove the
existence and the uniqueness of a solution to the master equation and its link with
the MFG system. We will also discuss how to extend the equation to problems with
a common noise (a noise which affects all the players). Finally, we will show how
to use this master equation to prove that Nash equilibria in games with finitely many
players converge to MFG equilibria.

These notes are organized as follows: in a preliminary part (Sect. 1.2), we
introduce fundamental tools for the understanding and the analysis of MFG
problems: a brief recap of the dynamic programming approach in optimal control
theory, the description of the space of probability measures and some basic aspects
of mean field theory. Then we concentrate on the MFG system (1.1) (Sect. 1.3).
Finally, the analysis on the space of measures and the master equation are discussed
in the last part (Sect. 1.4). We complete the text by an appendix on the organization
of PL. Lions’ courses on MFGs at the College de France (Appendix).
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1.2 Preliminaries

In this section we recall some basic notion on optimal control and dynamic
programming, on the space of probability measures and on mean field limits. As
mean field games consist in a combination of these three topics, it is important to
collect some preliminary knowledge of them.

1.2.1 Optimal Control

We briefly describe, in a very formal way, the optimal control problems we will meet
in these notes. We refer to the monographs by Fleming and Rischel [106], Fleming
and Soner [107], Yong and Zhou [180] for a rigorous treatment of the subject.

Let us consider a stochastic control problem where the state (X) of the system
is governed by the stochastic differential equation (SDE) with values in R¢:

S S
XZ =x—|—/ b(r, Xf,oc,)dr—l—/ o(r, XY, ar)dB;. (1.3)
t t

In the above equation, B = (Bs)s>0 is a N-dimensional Brownian motion (starting
at 0) adapted to a fixed filtration (F;);>0, b : [0, T] x RIx A —> Rlando :
[0, T] x RY x A — R?*N satisfy some regularity conditions given below and the
process a = (o) is progressively measurable with values in some set A. We denote
by A the set of such processes. The elements of A are called the control processes.

A generic agent controls the process X through the control « in order to reach
some goal: here we consider optimal control problems, in which the controller aims
at minimizing some cost J. We will mostly focus on the finite horizon problem,
where J takes the form:

T
J(@,x,a) =E [/ L(s, X7, a5)ds + g(XT)i| .
t

Here T > O is the finite horizon of the problem, L : [0, T] X RYx A > R
and g : RY — R are given continuous maps (again we are more precise in the
next section on the assumptions on L and g). The controller minimizes J by using
controls in A. We introduce the value function as the map u : [0, T] x RY > R
defined by

u(t,x) = ig&](r,x,a) .
o
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1.2.1.1 Dynamic Programming and the Verification Theorem

The main interest of the value function is that it indicates how the controller should
choose his/her control in order to play in an optimal way. We explain the key ideas
in a very informal way. A rigorous treatment of the question is described in the
references mentioned above.

Let us start with the dynamic programming principle, which states the
following identity: for any #; < 2,

u(t, x) = 12Jf4]E [/
o f

The interpretation is that, to play optimally at time #;, the controller does not need
to predict in one shot the whole future strategy provided he/she knows what would
be the best reward at some future time #,, in which case it is enough to focus on
the optimization between #; and #;. So far, the optimization process can be built
step by step like in semigroup theory. This relation has a fundamental consequence:
to play in an optimal way the agent only needs to know the current state and play
accordingly (and not the whole filtration at time ¢).

Fix now t € [0, T). Choosing t; = ¢, =t + h (for & > 0 small) and assuming
that u is smooth enough, we obtain by 1t6’s formula and (1.4) that

19}

L(s, XS, ag)ds + u(n, Xf;)i| . (1.4)

t+h t+h
u(t, x) = ;2&]]3[/ L(s, XY, as)ds + u(t, x) +/ (Bru(s, X¥) + Du(s, X¥) - b(s, X, ay)
t t
1
+ , Tr(oo™(s. X a5) DPus. X;?)))ds].

Simplifying by u(z, x), dividing by & and letting & — 0T gives (informally) the
Hamilton-Jacobi equation

0= ing |:L(t, x,a) + osu(t,x) + Du(t, x) - b(t, x,a) + ;Tr(aa*(t,x, a)Dzu(t, x))] .
ae
Let us introduce the Hamiltonian H of our problem: for p € RY and M € R9%4d,

1
H(t,x, p, M) := sup |:—L(t, x,a)—p-bt,x,a) — 2Tr(oa*(t, X, a)M):| .

acA

Then the Hamilton-Jacobi equation can be rewritten as a terminal value problem:

—du(t,x) + H(t, x, Du(t,x), D*u(t,x)) =0  in(0,T) x R?,
w(T,x) =g(x) inR%

The first equation is backward in time (the map H being nonincreasing with respect
to D?u). The terminal condition comes just from the definition of u fort = T.
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Let us now introduce a*(¢, x) € A as a maximum point in the definition of H
when p = Du(t,x) and M = D?u(t, x). Namely

H(t, x, Du(t, x), D*u(t,x)) = —L(t, x,a*(t, x)) — Du(t, x) - b(t, x, a*(t, x))

- ;Tr(oa*(t,x,oc*(t,x))Dzu(t,x)). (1.5)

We assume that «* is sufficiently smooth to justify the computation below. We are
going to show that o* is the optimal feedback, namely the optimal strategy to play
at time 7 in the state x. Indeed, one has the following “Verification Theorem”: Let
(X g‘*) be the solution of the stochastic differential equation

X =x+ /S b(r, X¢ o™ (r, X ))dr + /S o(r, X%, a*(r, X¥))dB,
t 13
and set a* = a*(s, X¢"). Then
u(t,x) = J(@t, x,a*).
Note that, with a slight abuse of notation, here «* = (a}) is a control, namely

it belongs to A. Strictly speaking, («;) is the optimal control, & (¢, x) being the
optimal feedback.

Heuristic Argument By It6’s formula, we have
* * r * * *
g(X5) = u(T, X3 >=u(x,x>+/ @uls, XY + Dus, X) - bis, X&', af)
t
1 * a* k2 a* T * o % a*
+ 2Tr(00 (s, X§ ,ay)D7u(s, Xy )))ds + o™ (s, Xy , o) Du(s, X§ ) -dBy.
t

Taking expectation, using first the optimality of «* in (1.5) and then the Hamilton-
Jacobi equation satisfied by u, we obtain

T
E [g(xg*)} =ut,x)+E [/ @Bu(s, X¥) — H(s, X2, Du(s, X**), D2u(s, X)) — L(s, x;'*,aj:))ds]
t
T *
=u(t,x)—E [/ L(s, X{ ,af)ds:| .
13

Rearranging terms, we find

T
u(t,x)=E U L(s, X¥ , a¥)ds + g(X"T‘*)} ,
t

which shows the optimality of «*. O
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The above arguments, although largely heuristic, can be partially justified.
Surprisingly, the dynamic programming principle is the hardest step to prove, and
only holds under strong restrictions on the probability space. In general, the value
function is smooth only under very strong assumptions on the system. However,
under milder conditions, it is at least continuous and then it satisfies the Hamilton-
Jacobi equation in the viscosity sense. Besides, the Hamilton-Jacobi has a unique
(viscosity) solution so that it characterizes the value function. If the diffusion is
strongly non degenerate (e.g. if N = d and o is invertible with a smooth and
bounded inverse) and if the Hamiltonian is smooth, then the value function is
smooth as well. In this setting the above heuristic argument can be justified and
the verification Theorem can be proved to hold.

We finally recall that, whenever «* is uniquely defined from (1.5), then the
Hamiltonian H is differentiable at (Du, D*u) and

Hpy(t, x, Du(t, x), Dzu(t, x)) = —b(t,x,a*(t, x)),

2 1 * * 2 (16)
Hy (2, x, Du(t, x), D7u(t, x)) = —,Tr(co™(#, x, a™(t, x)) D= ("))

This is a consequence of the so-called Envelope Theorem:

Lemma 1.1 Let A be a compact metric space, O be an open subset of R and
f : A x O — R be continuous and such that Dy f is continuous on A x O. Then
the marginal map

V(x) = inf f(a,x)
acA

is differentiable at each point x € O such that the infimum in V (x) is a unique point
ay € A, and we have

DV (x) = Dy f(ay, x).
Proof Let x € O be such that the infimum in V (x) is a unique point a, € A. Then
an easy compactness argument shows that, if ay is a minimum point of V (y) for

yeOandy — x,thena, — ay.
Fix y € O. Note first that, as a, € A,

V(y) < flax, y) = f(ax, X)+Dx f(ax, zy)-(y—x) = V(xX)+ Dy f(ax, zy)-(y—x),

for some zy € [x, y].
Conversely,

V(x) = flay, x) = f(ay, y)+Dx f(ay, 23)-(x=y) = V(3)+Dx f(ay, 2,)-(x—),

for some z), € [x, y].
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By continuity of Dy f and convergence of a,, we infer that

5 [V(y) = V(x) — Dy f(ax, x) - (y — x)|
1m
yox ly — x|

< liminf | Dy f(ay. 2y) = Dy f(ay. 0| + | Ds flay, %) = Dy fla, 0)| = 0.

O

1.2.1.2 Estimates on the SDE

In the previous introduction, we were very fuzzy about the assumptions and the
results. A complete rigorous treatment of the problem is beyond the aim of these
notes. However, we need at least to clarify a bit the setting of our problem. For this,
we assume the maps b and o to be continuous on [0, 7] x R? x A and Lipschitz
continuous in x independently of # and a: there is a constant K > 0 such that, for
any x,y € R%, 1 € [0, +00), a € A,

|b(t7x7a)_b(t7yva)|+|U(I7X,a)_0(t7y7a)| S le_y|

Under these assumptions, for any bounded control « € A, there exists a unique
solution to (1.3). By a solution we mean a progressively measurable process X such

that, forany 7 > 0,
T
E[/ |X§?‘|2ds} < 400
t

and (1.3) holds P-a.s. More precisely, we have:

Lemma 1.2 Let o be a bounded control in A. Then there exists a unique solution
X% to (1.3) and this solution satisfies, for any T > 0 and p € [2, +00),

E[ sup IX?I”] < C(L+1xI") +11b(, 0, @)ll5e + llo (- 0, @) [I50),
telt,T]

where C = C(T, p,d, K).

Remark 1.1 In view of the above result, the cost J is well-defined provided, for
instance, that the maps L : [0, T] x RY x A — R and g: R? — R are continuous
with at most a polynomial growth.

Proof The existence can be proved by a fixed point argument, exactly as in the more
complicated setting of the McKean-Vlasov equation (see the proof of Theorem 1.2
below). Let us show the bound. We set M := ||b(-, 0, @.)||oo + llo (-, 0, &) ||oo- We
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have, by Holder’s inequality

s
IX51P < Cp, T, d)<|x|P+/ b(r, X7, o) |Pdr +
t

N
/ U(ra Xﬁ[aar)dBr
1

)
where the constant C(p, T, d) depends only on p, T and d.
Thus

s
IE[ sup |X§|l’} <C(p.T,d) <|x|l’+/ E[Ib(r, X¥, ar)|P] dr +E[ sup
t

I=<r=<s I=<r=s

,
/ o(u, Xg’au)dBu
t

)
J)
Note that
b(s, X§, as)l < 1b(s, 0, a0)| + LIXT| < M + LI XY
and, in the same way,
lo(s, X§,a5)| < M + LIXY|. 1.7
So we have

/SE[lbm XY, ap)|P]dr <277 (MP(s — 1) + L” fE [1X717]dr).
t t

By the Burkholder-Davis-Gundy inequality (see Theorem IV.4.1 in [172]), we have

P s p/2
i| <C,E |:</ Tr(oo™(r, X¥, otr))dr> :| ,
t

where the constant C,, depends on p only. Combining Holder’s inequality (since
p/2 > 1) with (1.7), we then obtain

E[ sup

t<r<s

;
/ o(u, ng ay)d By
13

,
/ o(u, Xy, ay)dBy
t

4 K
E|: sup ] < Cp(s — P21l (M”(x —t)+L”/ E[|Xf|"]dr>.
I1<r=<s t

Putting together the different estimates we get therefore, for s € [z, T,

)
E[ sup |X‘;‘|P} <C(p,T,d) <1 + |x|? + M? +/ E[|X‘;‘|P]dr)
t

I<r<s

)
< C(p. T,d)<1+|x|P+MP+/ E[ sup |Xﬁ|p}dr>,
t

t<u<r

We can then conclude by Gronwall’s Lemma.
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1.2.2 The Space of Probability Measures

In this section we describe the space of probability measures and a notion of distance
on this space. Classical references on the distances over the space of probability
measures are the monographs by Ambrosio, Gigli and Savaré [18], by Rachev and
Riischendorf [171], Santambrogio [174], and Villani [178, 179].

1.2.2.1 The Monge-Kantorovitch Distance

Let (X, d) be a Polish space (= complete metric space). We have mostly in mind
X = R? endowed with the usual distance. We denote by P(X) the set of Borel
probability measures on X. Let us recall that a sequence (m;) of P(X) narrowly
converges to a measure m € P(X) if, for any test function ¢ € CS(X ) (= the set of
continuous and bounded maps on X), we have

lim/ d)(x)mn(dx):/ ¢ (x)m(dx).
o Jx X

Let us recall that the topology associated with the narrow convergence corresponds
to the weak-* topology of the dual of C,(])(X ): for this reason we will also call it
weak-* convergence. According to Prokhorov compactness criterium, a subset KC of
P(X) is (sequentially) relatively compact for the narrow convergence if and only if
it is tight: for any ¢ > 0 there exists a compact subset K of X such that

sup m(X\K) <e.
neke

In particular, for any 4 € P(X) and any ¢ > 0, there is some X, compact subset of
X with u(X\X;) < e (Ulam’s Lemma).

We fix from now on a point xo € X and we denote by P;(X) the set of measures
m € P(X) such that

/ d(x, xg)ym(dx) < +o0.
X

By the triangle inequality, it is easy to check that the set P1(X) does not depend on
the choice of xp. We endow P (X) with the Monge-Kantorovitch distance:

di(mi,mp) = Slqupfxwx)(ml — m2)(dx) Vmi, my € P1(X),

where the supremum is taken over the set of maps ¢ : X — R such that ¢ is 1-
Lipschitz continuous. Note that such a map ¢ is integrable against any m € P1(X)
because it has at most a linear growth.
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We note for later use that, if ¢ : X — R is Lip(¢)-Lipschitz continuous, then

/X¢(X)(m1 —m2)(dx) < Lip(¢)di(m1, m2).

Moreover, if X1 and X, are random variables on some probability space (£2, F, P)
such that the law of X; is m;, then

di(mi,my) <E[|X1 — Xal], (1.8)

because, for any 1-Lipschitzmap ¢ : X — R,

/X¢(X)(m1 —m2)(dx) =E[¢(X1) — ¢(X2)] < E[|X1 — Xaf].

Taking the supremum in ¢ gives the result. Actually one can show that, if the
probability space (§2, F, P) is “rich enough” (namely it is a “standard probability
space”), then

di(mi,mp) = inf E[|X; — Xol],
X1,X2

where the infimum is taken over random variables X; and X, such that the law of
X,‘ is m;.

Lemma 1.3 d; is a distance over P (X).

Proof The reader can easily check the triangle inequality. We now note that
di(my,my) = dy(mp,m1) > 0 since one can always replace ¢ by —¢ in the
definition. Let us show that dy(m,m2) = O implies that m| = my. Indeed, if
dj(m1, my) = 0, then, for any 1-Lipschitz continuous map ¢, one has f X d(x)(my—
m3)(dx) < 0. Replacing ¢ by —¢, one has therefore fX ¢(x)(m; —ma)(dx) = 0.
It remains to show that this equality holds for any continuous, bounded map
¢ X —> R Letgp € CE(X). We show in Lemma 1.4 below that there exists a
sequence of maps (¢x) such that ¢y is k-Lipschitz continuous, with || ¢k |lco < 1@ |lcc,
and the sequence (¢y) converges locally uniformly to ¢. By Lipschitz continuity of
¢k, we have f x ®kd(my — mp) = 0. Since we can apply Lebesgue convergence
theorem (because the ¢ are uniformly bounded and m; and m, are probability
measures), we obtain that fX ¢(x)(m1 — my)(dx) = 0. This proves that m| = m;.

O

Lemma 1.4 Let ¢ € CE(X) and let us define the sequence of maps (¢) by

Pr(x) = yig)f(¢(y) +kd(y,x) VxeX

Then ¢ < @, ¢r is k-Lipschitz continuous with ||k |loo < ||@|lc0, and the sequence
(¢r) converges locally uniformly to ¢.
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Proof We have

Pe(x) = yig)f(qﬁ(y) +kd(y,x) < ¢(x) + kd(x, x) = ¢p(x),

so that ¢ < ¢. Let us now check that ¢ is k-Lipschitz continuous. Indeed, let
x1, X2 € X, & > 0 and yj be e-optimal in the definition of ¢ (x1). Then

Ok (x2) < p(y1)+kd(y1,x2) < ¢ (y1) +kd(y1, x1) +kd(x1, x2) < p(x1)+e+kd(xq, x2).

As ¢ is arbitrary, this shows that ¢ is k-Lipschitz continuous. Note that ¢y (x) >

—lI¢lloc- As ¢ < ¢, this shows that [[¢rllcc < [[¢]loo-

Finally, let x; — x and y; be (1/k)-optimal in the definition of ¢ (xx). Our
aim is to show that (¢ (xx)) converges to ¢ (x), which will show the local uniform
convergence of (¢x) to ¢. Let us first remark that, by the definition of yi, we have

kd(yk, xi) < ¢r(xi) — (i) + 1/k < 2[|plloc + 1.

Therefore
d(yk, x) < d(yk, xk) +d(xg, x) —> 0 as k — +o0.
This shows that (¢ (yx)) converges to ¢ (x) and thus

lim inf ¢ (xi) > liminf ¢ (yie) + kd (e, xi) — 1/k = iminf ¢ (ye) — 1/k = ¢ (x).

On the other hand, since ¢y < ¢, we immediately have lim sup ¢y (xx) < ¢ (x), from
k
which we conclude the convergence of (¢ (xx)) to ¢ (x). O

Proposition 1.1 Let (my) be a sequence in P1(X) and m € P1(X). There is an
equivalence between:

i) dy(my, m) — 0,
ii) (my) narrowly converges to m and/ d(x, xo)mu(dx) — / d(x, xo)ym(dx).
X X

iii) (my) narrowly converges tom and lim sup d(x, xo)ymp(dx) = 0.
=+ n JBrx)

Sketch of Proof (i) = (ii). Let us assume that d;(m,,m) — 0. Then, for any
Lipschitz continuous map ¢, we have f ¢m, (dx) — f ¢m(dx) by definition of

d;. In particular, if we chose ¢(x) = d(x, xp), we have / d(x, xo)ymp(dx) —
X

/ d(x, xo)m(dx). We now prove the weak-* convergence of (m,). Let¢ : X - R
X

be continuous and bounded and let (¢x) be the sequence defined in Lemma 1.4.
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Then
f¢(mn —m)(dx) = /¢k(mn —m)(dx) + /(¢ — @) (my — m)(dx).

Fix ¢ > 0. As (fX d(x, xo)mp(dx)) converges and m € P1(X), we can find R > 0
large such that

sup m, (X\BR(x0)) +m(X\Bg(xo)) < &.

On the other hand, we can find k large enough such that |¢x — @llLoBrxy) <
e, by local uniform convergence of (¢y). Finally, if n is large enough, we have
| f¢k(mn —m)(dx)| < ¢, by the convergence of (m,) to m in d;. So

=

_I_

‘/d)(mn —m)(dx) /¢k(mn —m)(dx) / (¢ — Pr)(my —m)(dx)
X\Bg(x0)

+

/ (¢ — Pr)(my —m)(dx)
BR(x0)

=

/¢k(mn - m)(dX))‘

+ (I$xlloo + l@lloc) (mn (X\Br (x0))
+ m(X\Br(x0))) + 2l — PllL>(Br(x0)
< &4 2|plloce + 2¢.

This shows the weak-* convergence of (m,,) to m.
(ii) = (iii). Let us assume that (m,) narrowly converges to m and

/d(x,xo)m,,(dx) — /d(x,xo)m(dx). We have to check that
X X

lim sup d(x, xo)mp(dx) = 0. For this we argue by contradiction,
R—+o00 p Bgr(x0)¢
assuming that there is ¢ > 0 and a subsequence still denoted (m,) and R, — +00

such that
/ d(x, xo)mp(dx) > &.
BR,, (x0)¢

Then, for any M > 0 and any »n large enough so that R, > M,

/ d(x, xg)mu(dx) = / (d(x, x9) A M)mp(dx) + / d(x, xg)mu(dx) — M my (dx)
X X By (x0)© By (x0)¢

z / (d(x, x0) A M)my(dx) + & — Mmy (B (x0))-
X



16 P. Cardaliaguet and A. Porretta

We let n — +o00 in the above inequality to get, as ( f x d(x, xo)my(dx)) converges
to fX d(x, xo)m(dx) and (m,) converges to m narrowly,

/d(x,xo)m(dx)2/(d(x,xo)AM)m(dx)—i—s—Mm(BM(xo)").
X X

As f x d(x, xo)m(dx) is finite, the last term in the right-hand side tends to O as
M tends to infinity while the first one tends to f x d(x, xo)m(dx) by monotone
convergence: this leads to a contradiction.
(ii) = (iii). Let us assume that (m,) weakly-* converges to m and that
lim sup d(x,xo)mp(dx) = 0. Fix ¢ > 0. In view of the last condition,
R—+o00 p BRr (x0)¢
we can find R > 0 large enough such that

n

sup/ d(x,xo)mp(dx) <e and / d(x,xo)m(dx) < e.
BR(x0)¢ BR(x0)¢

As the sequence (m,,) converges, it is tight by Prokhorov theorem, and we can find
a compact subset K of X such that

n

sup/ my,(dx) < R 'e and / m(dx) < R 'e.
K¢ K¢

Let Ko be the set of 1-Lipschitz continuous maps on X which vanish at xy. Note
that, for any ¢ € Ko, we have

[ (0)] = |¢(x) — ¢(xo)| < d(x, x0).

Therefore

d;(m,, m) = sup / ¢ (x)(m, —m)(dx)
¢elo /X

= sup U ¢ (x)(my —m)(dx)+/ d(x, xo)(mp + m)(dx)
$eko LYK Br(x0)\K

+/ d(x, xo)(my, +m)(dx)} < sup U ¢ (x)(my — m)(dx)}
BR(x0)¢ peko LVK

+ R(my + my)(K€) + 2¢ < sup [/ d(x)(my, — m)(dx)i| + 4e.
¢eko LYK
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By Ascoli-Arzela, there exists ¢, € Ko optimal in the right-hand side. In addition,
we can assume that (¢,) converges uniformly, up to a subsequence, to some 1-
Lipschitz continuous map ¢ : K — R. We can extend ¢, and ¢ to X by setting

Gn(x) = sup[pn(y) —d(y,x0)],  @(x) = sup[p(y) —d(y, x0)].

yek yek

Then one easily checks that (¢,) converges uniformly to ¢ in X, so that, by weak-*
convergence of (m,) to m we have:

lim/ G (x)(my, — m)(dx) = 0.
n X

As the (cf),,) are 1-Lipschitz continuous and coincide with ¢, on K, we have, arguing
as above,

di(m,,m) < / Gn(x)(my —m)(dx) +4e < / $n () (my — m)(dx) + 6¢.
K b'¢

Letting n — 400 in this inequality implies d; (m,, m) — 0. More precisely, we
have proved that this holds for at least a subsequence of m,,. But since this argument
applies to m,, as well as to any of its subsequences, a standard argument allows us

to conclude the desired result. O
In the case where X = R, we repeatedly use the following compactness
criterium:

Lemma 1.5 Letr > 1 and K C Pi(RY) be such that

sup/ lx|"u(dx) < +o00 .
ueke JRA

Then K is relatively compact for the d; distance.

Note that bounded subsets of Pj(R?) are not relatively compact for the d;
distance. For instance, in dimension d = 1, the sequence of measures u, =
";180 + ,118,, satisfies da(w,, 80) = 1 for any n > 1 but u, narrowly converges
to §p.

Proof of Lemma 1.5 Let ¢ > 0 and R > O sufficiently large. We have for any
neK:

pEhseoy < [ Mlaan s po<e, (19)

RA\Bg(0) R"

where C = sup, ¢ [pa [XI"11(dx) < +00. So K is tight.
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Let now (i) be a sequence in K. From the previous step we know that ()
is tight and therefore there is a subsequence, again denoted (t,,), which narrowly
converges to some p. By (1.9) and (iii) in Proposition 1.1 the convergence also holds
for the distance d;. O

1.2.2.2 The d; Distance

Here we assume for simplicity that X = R?. Another useful distance on the space of
measures is the Wasserstein distance dj. It is defined on the space P> (R%) of Borel
probability measures m with a finite second order moment (i.e., fRd |x|2m dx) <
+00) by

1/2
dry(my, my) :=inf (/ |x — ylzn(x, y)) ,
g R4 xRd

where the infimum is taken over the Borel probability measures 77 on R x R? with
first marginal given by m and second marginal by m:

/ ¢(X)ﬂ(dx,dy)=/ ¢(x)myi(dx),

R xR? Rd

/ ¢(y)m(dx,dy) =/ P ()ma(dy) V¢ € CJRY.
R xR4 Rd

Given a “sufficiently rich” probability space (§2, F, P), the distance can be defined
equivalently by

a1, m) = inf (21 - re])”.

where the infimum is taken over random variables X, Y over 2 with law m and m
respectively.

1.2.3 Mean Field Limits

We complete this preliminary part by the analysis of large particle systems. Classical
references on this topic are the monographs or texbooks by Sznitman [177], Spohn
[176] and Golse [111].



1 An Introduction to Mean Field Game Theory 19

We consider system of N-particles (where N € N* is a large number) and we
want to understand the behavior of the system as the number N tends to infinity. We
work with the following system: fori = 1,..., N,

N
. : , 1
dX} =b(X|,my )dt +dB},  m} = N » Byi (1.10)
j=1 '

X, =2

where the (B') are independent Brownian motions, the Z’ are i.i.d. random variables
in R¢ which are also independent of the (B'). The map b : RY x P;(RY) — R4
is assumed to be globally Lipschitz continuous. Note that, under these assumptions,
the solution (X') to (1.10) exists and is unique, since this is an ordinary system of
SDEs with Lipschitz continuous drift. A key point is that, because the (Z') have the
same law and the equations satisfied by the X’ are symmetric, the X’ have the same
law (they are actually “exchangeable”).

We want to understand the limit of the (X’) as N — +oo. The heuristic idea
is that, as N is large, the (X i ) become more and more independent, so that they
become almost i.i.d. The law of large numbers then implies that

N
1 i vy o T i oin] _ i ,
n 2 xh ~E b 1) = [, et e,

where X j is an independent copy of X j and [ is the expectation with respect to this
independent copy. Therefore we expect the X' to be close to the solution X* to the
McKean-Vlasov equation

{Cg)‘(;' = b(X!, L(X!))dt + dB, (1.11)

Xi=27

This is exactly what we are going to show. For doing so, we proceed in 3 steps:
firstly, we generalize the law of large numbers by considering the convergence
of empirical measures (the Glivenko-Cantelli law of large numbers), secondly we
prove the existence and the uniqueness of a solution to the McKean-Vlasov equation
(1.11) and, thirdly, we establish the convergence.

1.2.3.1 The Glivenko-Cantelli Law of Large Numbers

Here we consider (X;,) a sequence of i.i.d. random variables on a fixed probability
space (£2, F,P), with E[| X1|] < +o00. We denote by m the law of X;. The law of
large numbers states that, a.s. and in L,

N
1
li X, = E[X1].
NEEOON; n = E[X1]
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Our aim is to show that a slightly stronger convergence holds: let

1 N
mg = N ZSXn
n=1

Note that mg is a random measure, in the sense that mg is a.s. a measure and that,

for any Borel set A C X, mg(A) is a random variable. The following result is
(sometimes) known as the Glivenko-Cantelli Theorem.

Theorem 1.1 IfE[|X|] < 400, then, a.s. and in LY

lim d;(mY,m)=0.
N—1>I-I|—loo l(mX m)

Remark 1.2 1t is often useful to quantify the convergence speed in the law of large
numbers. Such results can be found in the text books [171] or, in a sharper form, in
[68, Theorem 5.8], see also the references therein.

Sketch of Proof Let ¢ € CE(X ). Then, by the law of large numbers,

1 N
[ smian = S o) =Bex)  as.
n=1

By a separability argument, it is not difficult to check that the set of zero probability
in the above convergence can be chosen independent of ¢. So (m];(’) converge
weakly-* to m a.s. Note also that

N
1
fR e om0 = ;:z(Xn,xo)

where the random variables (d(X,, xo)) are i.i.d. and in L!. By the law of large
numbers we have

/d(x,x@m%(dx)—)/ d(x, xo)m(dx) a.s.
R4 R4

By Proposition 1.1, (m];(’ ) converges a.s. in d; to m. It remains to show that this
convergence also holds in expectation. For this we note that

N
di(m%, m) = sgpqus(m% —m)(dx) < sup ]1, ;wm —~ /qusmm(dx),
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where the supremum is taken over the 1-Lipschitz continuous maps ¢ with ¢(0) =
0. So

N
1
ainfom < 31X+ [ lalma)
i=1

As the right-hand side converges in L', d; (mg, m) is uniformly integrable which
implies its convergence in expectation to 0. O

1.2.3.2 The Well-Posedness of the McKean-Vlasov Equation

Theorem 1.2 Let us assume that b : R x P1(R?) — R? is globally Lipschitz
continuous and let Z € L*(2). Then the McKean-Vlasov equation

dXt = b(Xt, E(Xt))dt + dBt
Xo=7

has a unique solution, i.e., a progressively measurable process such that

E [foT |Xs|2ds] < +oo forany T > 0.

Remark 1.3 By Itd’s formula, the law m; of a solution X; solves in the sense of
distributions the McKean-Vlasov equation

dmy — 5 Amy + div(mb(x,m)) =0  in (0, T) x R
mo = L(Z)  inR4.

One can show (and we will admit) that this equation has a unique solution, which
proves the uniqueness in law of the process X.

Proof Let o > 0 to be chosen later and E be the set of progressively measurable
processes (X;) such that

o0
IX|lg :=E U e_"”|X,|dt:| < +00.
0

Then (E, || - ||g) is a Banach space. On E we define the map @ by

t

¢@»=Z+fba@a&»w+&, ‘> 0.
0
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Let us check that the map @ is well defined from E to E. Note first that @ (X)
is indeed progressively measurable. By the L-Lipschitz continuity of b (for some
L > 0),

t
| (X):| < |Z] ~I—/0 |b(Xs, L(Xs))|ds + | By

t
= 1Z] +1|b(0, 50)|+L/0 (1Xs| + d1(L(X5), 8o0))ds + | By,

t

where one can easily check that d (£(X5), 80) = E [/ |XS|dsi| .So
0

+00
E[/ e_o”ICD(X)rldt] <a 'E[1Z1+ o« 21b(0, &)
0

400 t “+00
+2LE U e*‘”/ |Xs|dsdt] +/ e *'E[|B;|]dt
0 0 0

=a VB[ Z|] + «721b(0, &)

2L +o00 ) +o00
+ 7B [/ e X, |dsi| + cd/ t1/2e=e gt
o 0 0

where C4 depends only on dimension. This proves that @ (X) belongs to E.
Let us finally check that @ is a contraction. We have, if X, Y € E,

t
|2 (X)r — P(Y)| < /0 1b(Xs, L(Xs)) —b(Yy, L(Yy))|dt

t t
< Lip(b) (/ d; (Px,, Py,)dt —i—/ | Xs — Ysldt> .
0 0

Recall that d;(Px,,Py,) < E[|X; — Y,|]. So multiplying by e~*" and taking
expectation, we obtain:

+00
e(X) —P(X)le=E [/o e M@ (X)s — DY)yl dt}

“+o00 t
< 2Li17(b)/ e_“’/ E[1Xs — Ys[1dsdt
0 0

2Lip(b)
< 5 I1X = Y|g.

If we choose o > 2Lip(b), then @ is a contraction in the Banach space E and
therefore has a unique fixed point. It is easy to check that this fixed point is the
unique solution to our problem. O
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1.2.3.3 The Mean Field Limit
Let (X') be the solution to the particle system (1.10) and (X") be the solution to

(1.11). Let us note that, as the (B') and the (Z') are independent with the same law,
the (X;) arei.i.d. for any ¢ > 0.

Theorem 1.3 We have, for any T > 0,

N—+o00 ;=) 1€[0,T]

.....

lim sup E[ sup | X! — )_(§|:| =0.
N

Remark: a similar result holds when there is a non constant volatility term o in
front of the Brownian motion. The proof is then slightly more intricate.

Proof We consider
. —_ t . —_ . —_
X = &) = [ (bt m) ~ bR LKD) .
0
By the uniqueness in law of the solution to the McKean-Vlasov equation we can

N
_. 1
denote by m(t) := L(X}) (it is independent of i). Then, setting m]}(/ = N E 85(,-
t t
j=1

and using the triangle inequality, we have
. - 1 . - 1 - -
X — Xi| < A ‘b(xg, my ) —b(X, mg)’ ds + /O ’b(xg_, m )~ b(xL, m(s))’ ds

t t
< Lip(b) / (X5 = X1+ di (mY,, mY )ds + Lip(b) / di(mY ,m(s))ds
O s O s

< Lip(b) fo X - X+ ;, i X{ — X{ds + Lip(b) fo tdl(mf{,m(s»ds,
. (1.12)
since
14
di(my, my) = D0 1Xs — X3l
j=1
Summing overi =1, ..., N, we get

N N
1 N ) 1 S . t
v X=X slep(b)fo v j|X§—X§|ds+Llp<b>/0 dy(mY . m(s))ds.
Jj=1

i=1
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Using Gronwall Lemma, we find, for any 7 > 0, and for some constant Ct
depending on Lip(b),

T
sup Z|X’ }_(;| < CT/(; dl(mgs,m(s))ds, (1.13)

tel0,T]

where Cr depends on T and Lip(b) (but not on N). Then we can come back to
(1.12), use first Gronwall Lemma and then (1.13) to get, for any 7 > 0, and for
some (new) constant Ct depending on Lip(b) and which might change from line
to line,

o TN
sup |X; — Xj| < CT/ ( Z 1X{ — XJ| +di(m |, m(s)))ds
1€[0,T] 0o N4 s

T
< CTf dy(mY , m(s))ds.
O s

We now take expectation to obtain

T
E| sup |XI — XI| SCT/ E[dl(mfy,m(s))ds].
t€(0,T] 0 s

One can finally check exactly as in the proof of Theorem 1.1 that the right-hand side
tends to 0. O

1.3 The Mean Field Game System

In this section, we focus on the mean field game system of PDEs (henceforth, MFG
system) introduced by J.-M. Lasry and P.-L. Lions [144, 145]. It takes the form of a
backward Hamilton-Jacobi equation coupled with a forward Kolmogorov equation

—oiu — eAu + H(x, Du,m) =0,
oym —eAm — div(mHp(x, Du, m) =0, (1.14)
m(0) =mo, u(T) = G(x, m(T)).

The Hamilton-Jacobi equation formalizes the individual optimization problem and
is solved by the value function of each agent, while the Kolmogorov equation
describes the evolution of the population density.

We will first derive in a heuristic way the MFG system (1.14). Then we will
discuss several PDE methods used to obtain the existence and uniqueness of
solutions, in both the diffusive case (¢ > 0) and the deterministic case (¢ = 0).
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In order to give a more clear and complete presentation of the PDE approach, we
will mostly focus on the simplest form of the system (where the cost of control is
separate from the mean-field dependent cost):

—oiu —eAu + H(x, Du) = F(x,m)
u(T) =Gx,m(T))

oym —eAm — div(m Hp(x, Du)) =0
m(0) =myg,

(1.15)

where we will distinguish two kind of regimes, depending on the case of smoothing
couplings F', G (operators on the space of measures) rather than on the case of local
couplings (functions defined on the density of absolutely continuous measures).
Sample results of existence and uniqueness will be given in both cases.

For simplicity, we will restrict the analysis of system (1.15) to the periodic
case. This means that x belongs to the d-dimensional torus Td = RY /Zd, and
all x-dependent functions are Z?-periodic in space. We denote by P(T¢) the set of
Borel probability measures on T¢, endowed as before with the Monge-Kantorovich
distance d;:

di(m,m’) = sup/ ddm—m')  Vm,m' € P(TY),
¢ Jrd

where the supremum is taken over all 1-Lipschitz continuous maps ¢ : T¢ — R.
This distance metricizes the narrow topology on P(T¢). Recall that P(T?) is a
compact metric space. For T > 0, we set Q7 := (0, T) X T,

1.3.1 Heuristic Derivation of the MFG System

We describe here the simplest class of mean field games, when the state space is
R?. In this control problem with infinitely many agents, each small agent controls
his/her own dynamics:

Xs=x+/ b(xr,ar,m<r>)dr+/ o (X, m(r)d By, (1.16)
t t

where X lives in RY, « is the control (taking its values in a fixed set A) and B
is a given M-dimensional Brownian motion. The difference with Sect. 1.2.1 is the
dependence of the drift with respect to the distribution (i2(¢)) of all the players. This
(time dependent) distribution (m(¢)) belongs to the set P(RY) and is, at this stage,
supposed to be given: one should think at (m(¢)) as the anticipation made by the
agents on their future time dependent distribution. The coefficients b : R? x A x
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PRY) — R?ando : R x A x P(RY) — R?*M are assumed to be smooth enough
for the solution (X;) to exist.
The cost of a small player is given by

T
J(t.x.a)=E [f L(Xy, as, m(s)ds + G(X7, m(T))} . (1.17)
t

Here T > 0 is the finite horizon of the problem, L : RY x A x P(RY) — R and
G : R? x P(RY) — R are given continuous maps.
If we define the value function u as

u(t,x) =inf J (¢, x, a),
o

then, at least in a formal way, u solves the Hamilton-Jacobi equation

—u(t,x) + H(x, Du(t, x), D*ut,x),m@) =0  in(0,T) x R?
u(T,x)=Gx,m(T))  inR?

where the Hamiltonian H : R? x R? x R?*4 x P(R?) — R is defined by

1
H(x, p, M, m) := sup [—L(x, a,m)—p-b(x,a,m)— 2Tr(oa*()c, a, m)M)i| .

acA

Let us now introduce o* (¢, x) € A as a maximum point in the definition of H when
p = Du(t, x) and M = D?u(t, x). Namely

H(x, Du(t, x), Dzu(t, x),m(t)) = —L(x,a™(t, x), m(t)) — Du(t, x) - b(x, a*(t, x), m(t))

- ;Tr(aa*(x,a*(t,x))Dzu(t,x), m()).
(1.18)

Recall from Sect. 1.2.1 that ™ is the optimal feedback for the problem. However, we
stress that here u and «* depend on the time-dependent family of measures (m(t)).

We now discuss the evolution of the population density. For this we make the
two following assumptions. Firstly we assume that all the agents control the same
system (1.16) (although not necessarily starting from the same initial position) and
minimize the same cost J. As a consequence, the dynamics at optimum of each
player is given by

dX¥ =b(X}, a*(s, X)), m(s))ds + o (X}, a* (s, X}), m(s))d Bs.
Secondly, we assume that the initial position of the agents and the noise driving

their dynamics are independent: in particular, there is no “common noise” impacting
all the players. The initial distribution of the agents at time + = 0 is denoted by
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mo € P(RY). From the analysis of the mean field limit of Sect. 1.2.3 (in the simple
case where the coefficients do not depend on the other agents) the actual distribution
(m(s)) of all agents at time s is simply given by the law of (X}) with L(X{) = my.

Let us now write the equation satisfied by (7 (s)). By 1t6’s formula, we have, for
any smooth map ¢ : [0, T) x R? — R with a compact support:

T
0=E[¢(T, X7)] =E[¢(0, X{)] +/0 E[a,¢(s,Xj)+b(xj,a*(s,xj),m(s)) - D¢ (s, XF)
+ ;Tr(cra*(X;‘,a*(s, X:f),m(s))D2¢(s, X:,‘))]ds
T
=/ ¢(0,x)m0(dx)+/ / |:B,¢(s,x)+b(x,a*(s,x),m(s))~D¢(s,x)
RY 0 Jrd
+ ;TI(UG*()C,(J!*(S,X), m(s) D2 (s, x))}rﬁ(t, dx)ds

After integration by parts, we obtain that (m12(¢)) satisfies, in the sense of distribu-
tions,
oy — | § D2 (im(t, x)ai; (x, a*(t, x)
t 2 l] ) 1] ) ) )
ij

m(t))) + div(m(t, x)b(x, a*(, x),m@))) =0 in (0,7T) x Rd,
m(0) =my  inRY,

where a = oo™,
At equilibrium, one expects the anticipation (m(¢)) made by the agents to be
correct: m(t) = m(t). Collecting the above equations leads to the MFG system:

—osu(t,x) + H(x, Du(t, x), Dzu(t, x),m()) =0 in (0,7T) x Rd,
;m — ; Z Dl-zj (m(t, x)ajj(x, o*(t, x), m(t)) + div(m(t, x)b(x, o*(t, x),
ij

m(s)) =0 in(0,T) x R4,
m(0) = mo, u(T,x)=G(x,m(T))  inRY,

where o* is given by (1.18) and a = oo™.

In order to simplify a little this system, let us assume that M = d and o = /2¢1y
(where now ¢ is a constant). We set (warning! abuse of notation!)

H(x,p,m) :=sup[—L(x,a,m)— p-b(x,a, m)]

acA

and note that, by Lemma 1.1, under suitable assumptions one has (see (1.6))

Hp(x, Du(t, x), m(t)) = —b(x, a*(t, x), m(1)).
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In this case the MFG system becomes

—oiu(t,x) —eAu(t,x)+ H(x, Du(t,x),m()) =0 in (0, T) x R?,
oym — eAm(t, x) — div(m(t, x)Hp(x, Du(t, x), m(t)) =0 in (0, T) x Rd,
m(0) =mo, u(T,x) =G(x,m(T))  inR?,

This system will be the main object of analysis of this chapter. Note that it is not a
standard PDE system, since the first equation is backward in time, while the second
one is forward in time. As this analysis is not too easy, it will be more convenient to
work with periodic boundary condition (namely on the d-dimensional torus T¢ =
R4 /7).

1.3.2 Second Order MFG System with Smoothing Couplings

We start with the analysis of the MFG system (1.15). Hereafter, we assume that x
belongs to the d-dimensional torus T¢. In this section we assume that the coupling
functions are smoothing operators defined on the set C°([0, T'], P(T9)). To stress
that the couplings are operators, we will write their action as F[m] and G[m], so the
system will be written as

—oiu — eAu + H(t, x, Du) = F[m]
u(T) = G[m(T)]

om — eAm — div(m Hp(t, x, Du)) =0
m(0) =myg.

(1.19)

Definition 1.1 We say that a pair (u, m) is a classical solution to (1.19) if

(i) m € C°([0, T1, P(T%)) and m(0) = mo; u € C(Qr) and u(T) = G[m(T)]
(i) u, m are continuous functions in (0, T') x T<, of class C? in space and C Lin
time, and the two equations are satisfied pointwise for x € T and s € 0, 7).

Let us stress that the above definition only requires u,m to be smooth for
t € (0, T), which allows mg to be a general probability measure. Of course, the
smoothness can extend up to + = 0 and/or + = T in case mo and/or G[-] are
sufficiently smooth. We also notice that the above definition requires H,(x, p) to
be differentiable, in order for m to be a classical solution. It is often convenient
to use a weaker notion as well: we will simply say that (u,m) is a solution of
(1.19) (without using the adjective classical) if (u, m) satisfy point (i) in the above
Definition, m and Du are locally bounded and if both equations are satisfied in the
sense of distributions in (0, T), i.e. against test functions ¢ € C 1((0, T) x T?) with
compact supportin (0, T').
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The smoothing character of the couplings F, G is assumed in the following
conditions:

F: o, T], P(19)) — c°(0r)

is continuous with range into a bounded set of L*°(0, T'; wloee (Td)) (1.20)
and similarly

G:PTHnL (1% - T

is continuous with range into a bounded set of wle (Td). (1.21)

We notice that functions F' (¢, x, m) which are (locally) Lipschitz continuous on
Qr x P(T?) naturally provide with corresponding operators given by F[m] =
F(t, x, m(t)); the above assumption (1.20) is satisfied if, for instance, F is Lipschitz
in x uniformly for m € P(T¢). Examples of such smoothing operators are easily
obtained by convolution.

As is now well-known in the theory, a special case occurs if the operators F, G
are monotone. This can be understood as an extension of the standard monotonicity
for L2 operators (indeed, F and G are defined in L?(Qr) and L3(T%) respectively).
For instance, F is said to be monotone if

T
/0 /Td(F[mll — Flma)d(my —m2) =0 VYmy,my € C°([0, T], P(T%)

and a similar definition applies to G. Let us observe that the monotonicity condition
on F, G is satisfied for a restricted class of convolution operators, but one can take
for instance F[m] = f(k » m) x k, where f is a nondecreasing function and k > 0
a smooth symmetric kernel.

We start by giving one of the early results by J.-M. Lasry and P.-L. Lions.

Theorem 1.4 ([144, 145]) Let F, G satisfy conditions (1.20), (1.21). Assume that
H € CY(Qr x R?) is convex with respect to p and satisfies at least one of the two
following assumptions:

Jco>0: |Hyt,x, p)l <col +pl) ¥(,x,p)eQr xR (1.22)
Jc1>0: He(t,x,p)-p>—ci(l+1|p*) VYt ,x,p)e Qr xR (1.23)

Then, for every mg € P(T?), there exist u € L0, T; W-*(T9)) N C%(Q7) and
m € CO([0, T1, P(T9)) such that (u, m) is a solution to (1.19).
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In addition, let F, G be monotone operators. If one of the two following
conditions hold:

!fonTd(F[ml] — Flmad(mi —my) =0 = F[mi] = Flma] (124)
Jza(Glm1] — Gma)d(my —mp) =0 = G[m] = G[m>]
H(t’x’ Pl) - H(t’x’ [72) - Hp(t’x’ [72)(171 - PZ) = O
= H,(t,x,p1) = Hy(t,x,p2) Vpi1, pr e RY (1.25)

then (u, m) is unique in the above class.
Finally, if in addition Hy € C'(Qr x R?) and F is a bounded map in the space
of Holder continuous functions, then (u, m) is a classical solution.

Proof We start by assuming that m is Holder continuous in T¢. We set
X:={mec®0, T, L"T) : m=>0, f m(t) =1Vt €[0,T]},
Td

and we define the following operator: for i € X, if u,, denotes the unique solution
to

:—Btuu —&eAuy, + H(t,x, Duy) = Flu]
uu(T) = Glp(T)],

then we set m := @ () as the solution to

oym —eAm — div(mHp(t, x, Du,)) =0,
m(0) = my.

We observe that, for given i € X, F[u] belongs to L (0, T; W (T¢)) and G[u]
is Lipschitz as well. If condition (1.22) is satisfied, then H has at most quadratic
growth since |[H (¢, x, p)| < c(1+] p|?) for some constant ¢ > 0. Hence the classical
parabolic theory applies (see [142, Chapter V, Thm 3.1]); there exists a constant
K > Oand o € (0, 1) such that Du, € C*(Qr) and

1Duyllo < K. (1.26)

More precisely, the constant K is independent of . due to the assumptions on the
range of F, G in (1.20)—(1.21).

By contrast, if condition (1.23) holds true, then H has not necessarily natural
growth; however, a gradient estimate follows by using the classical Bernstein’s
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method. This means that we look at the equation satisfied by w := |Du|*. Assuming
u to be smooth, a direct computation gives

dw — eAw = —2|D*u|*> = 2Du - D (H(t, x, Du) — F[m])
< —H, -Dw —2H,(t,x, Du) - Du+2DuDF[m]

IA

—Hp, - Dw + 2c1(1+ |Dul®) + | Dul* + | Flm]|[},1

where we used both assumptions (1.20) and (1.23). Since || F[m]||y1.. is bounded
uniformly with respect to m, we conclude that there exists C > 0 such that

ohw —eAw+ Hp - Dw < C(1 +w).

Attimer = T we have |w(T) oo < ||DG[m]||gQ < C, so we deduce, by maximum
principle, that

IDull%, = |wlle < Cr (1.27)

for some constant C7 depending on 7', c1, F, G. Therefore, (1.26) holds true under
condition (1.23) as well.

Eventually, we conclude that H, (¢, x, Du,,) is uniformly bounded for u € X. By
parabolic regularity (see e.g. [142, Chapter V, Thms 1.1 and 2.1]), this implies that
m is uniformly bounded in C*(Q7), for some « € (0, 1). In particular, the operator
@ has bounded range in C*(Q7), so the range of @ is a compact subset of X. The
continuity of @ is straightforward: if u, — u, we have F[u,] - F[u]in C(Q7),
so u, converges uniformly to the corresponding solution u,, while Du,, converges
a.e. to Duy, hence Hy(t, x, Du,) — Hp(t, x, Duy) in LP(Qr) for every p > 1,
which entails the convergence of m,, towards m = @ (). By Schauder’s fixed point
theorem (see e.g. [110]) applied to @, we deduce the existence of m such that m =
@ (m), which means a solution (u, m) of (1.19).

For general mo € P(T¢), we can proceed by approximation. Given a sequence of
smooth functions my, converging to mg in P(Td), the corresponding solutions u,,
will satisfy (1.26) uniformly thanks to (1.20)—(1.21). Using as before the parabolic
regularity one gets that Du,, is relatively compactin C°([a, b] x T¢) for all compact
subsets [a, b] C (0, T). Hence H)(t, x, Duy) converges in L”(Qr) for every p <
oo. By standard stability of Fokker-Planck equations, this implies the compactness
of my, in C°([0, T1; P(T%)). In particular, we deduce both the initial and the terminal
condition (due to the continuity of G). Finally, the limit couple (u, m) satisfies u €
L0, T; WO (T?)), m e C°([0, T]; P(T%)) and is a solution of (1.19). In fact,
by the parabolic regularity recalled before, this solution satisfies m, Du € C*(Qr)
for some o € (0, 1). If F is a bounded map in the space of Holder continuous
functions, then we bootstrap the regularity once more. We have that F[m] is Holder
continuous, so is H (¢, x, Du) and therefore by Schauder regularity (see e.g. [142,
Chapter IV]) u belongs to C'T2:2+%(Qr) for some a € (0, 1). If H, is C', this
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implies that div(H,(t, x, Du)) is Holder continuous as well, and we conclude that
m is also a classical solution in (0, T').

Uniqueness: Let (u1, m1) and (u», mo) be solutions of (1.19) such that u; €
L®(0, T; Wh*(T9)) N C(Q7) and m; € C°([0, T]; P(T¢)). As we already used
above, the m; are locally bounded and Holder continuous; therefore, m; — m> can
be justified as test function in the equation of u; — u; (and viceversa) in any interval
(a, b) compactly contained in (0, 7). It follows that

d
- / (U1 — uz)(mi —ma) =/ (Fm1] = Flma])(my — m2)
dt Jra Td
+/ my {H(t,x, Duy) — H(t, x, Duy) — Hy(t, x, Duy)(Duy — Dup)}
Td

+ /u ma {H G, x, Duy) — H(t, x, Dus) — Hy(t, x, Duz)(Duy — Duz))
T
(1.28)

where the equality is meant in the weak sense in (0, 7). By convexity of H and
monotonicity of F, it follows that de (u1 — up)(m1 — my) is non increasing in
time. Moreover, this quantity is continuous in [0, 7] because u; € C(Q7r) and
m; € C°([0, T]; P(T%)). By monotonicity of G, this quantity is nonnegative at
t = T, however it vanishes for 1 = 0. We deduce that it vanishes for all r € [0, T'].
In particular, the previous equality implies that all terms in the right-hand side are
equal to zero. If condition (1.24) holds true, this implies that F[m] = F[m;] and
G[m1(T)] = G[ma(T)]; hence, by uniqueness of the parabolic equation (namely,
by maximum principle), we deduce that u; = wup. This implies H, (¢, x, Duy) =
Hp(t, x, Du), and for the Fokker-Planck equation this implies that m; = mo.
Indeed, given a bounded drift b € L>(Q7), one can easily verify with a duality
argument that if u € C°([0, T]; P(T%) is a weak solution of the equation
o — Ap —div(b u) = 0 and 1 (0) = 0, then u = 0. Alternatively, if (1.25) holds
true, then we first obtain that H, (¢, x, Duy) = Hp(¢, x, Du), hence we deduce
that m; = m> and we conclude by uniqueness of u. O

Remark 1.4 Uniqueness of the solution of (1.19) is not expected in general if Lasry-
Lions’ monotonicity condition fails. This lack of uniqueness is well-documented in
the literature: see for instance [25, 40, 68, 149]. By contrast, it is relatively easy to
check that uniqueness holds if the horizon is “short” or if the functions H and G do
not “depend too much” on m, see e.g. [25].

The existence part of the above result can easily be extended to more general
MEFG systems, in which the Hamiltonian has no separate structure:

—u—eAu+ H(t,x,Du,m(t)) =0  in(0,T) x T¢
am — eAm — div (m Hy(t, x, Du, m(t))) =0 in (0, T) x T¢ (1.29)
m©0) =mo, u(T,x)=G[m(T)]  inT¢
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The notion of classical solution is given as before. A general existence result in this
direction sounds as follows.

Theorem 1.5 Assume that H : Q7 x R? x P(T¢) — R is a continuous function,
differentiable with respect to p, and such that both H and H, are C U continuous on
07 x R? x P(T%), and in addition H satisfies the growth condition

H (t,x, p,m)-p > —Co(1+|p|®)  V(t,x, p,m) € QrxRIxP(T?%)  (1.30)

for some constant Co > 0. Assume that G satisfies (1.21) and that mg € 'P(Td).
Then there is at least one classical solution to (1.29).

Remark 1.5 Of course, the solution found in the above Theorem is smooth up to
t = 0 (respectively t = T) if, for some 8 € (0, 1), mg € C 2+ (T4) (respectively,
G[m] is bounded in C>*#(T¢) uniformly with respect to m € P(T%)).

The proof is relatively easy and relies on gradient estimates for Hamilton-Jacobi
equations (as already used in Theorem 1.4 above) and on the following estimate on
the McKean-Vlasov equation
om —eAm —div (m b(t,x,m(t))) =0 in (0, T) x T¢ (1.31)

m(0) = mg '

To this purpose, it is convenient to introduce the following stochastic differential
equation (SDE)

{dX, = b(t, X;, L(X,))dt + /2 dB;, tel0,T]
(1.32)
Xo= 2o

where (B;) is a standard d-dimensional Brownian motion over some probability
space (£2, A,P) and where the initial condition Zy € L'(£2) is random and
independent of (B;).

We assume that the vector field b : [0, T] x T¢ x P(T¢) — R is continuous in
time and Lipschitz continuous in (x, m) uniformly in #. Under the above condition
on b, we have proved in Sect. 1.2.3.2 that there is a unique solution to (1.32). This
solution is closely related to equation (1.31).

Lemma 1.6 Under the above condition on b, if L(Zy) = mo, then m(t) := L(X;)
is a weak solution of (1.31) and satisfies

di(n(1), m(s)) < co(1 + [blloc)lt — 12 Vs, 1 €[0,T] (1.33)

for some constant co = co(T') independent of ¢ € (0, 1].
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Proof The fact that m(¢) := L(X;) is a weak solution of (1.31) is a straightforward
consequence of Itd’s formula: if ¢ : OQr — R is smooth, then

@(t. X1) = ¢(0, Zo)

t

+/ [@: (s, Xs) + Do(s, Xs) - b(s, X5, m(s)) + eAp(s, X;)] ds
0
t

+/ Do(s, Xs) - dBs.
0

Taking the expectation on both sides of the equality, we have, since

t
E[/ Do(s, X;) -dBS:| =0,
0

t
Elp@, X)]=E [(/)(0, Zo) +/0 loi (s, Xs) + Do(s, Xs) - b(s, Xy, m(s))
+eAp(s, Xs)] dsi| .
So by definition of m(¢), we get
/ o(t, x)m(t,dx)
R4
= / @(0, x)mo(dx)
R4

t
+/ /d [o: (s, x) + Do(s, x) - b(s, x,m(s)) + eAp(s, x)m(s,dx) ds
o Jr

hence m is a weak solution to (1.31), provided we check that m is continuous in time.
This is the aim of the next estimate. Let ¢ : T¢ — R be 1-Lipschitz continuous and
take, for instance, s < t. Then, using (1.8), we have

t
di(m(1), m(s)) <E[IX; - X;|] <E [/ |b(r, Xz, m(1))|dT + 22| B, — le}

< |blloo(t —5) + v/26(t —5) (1.34)

which yields (1.33). O

Remark 1.6 Observe that not only the estimate (1.33) is independent of the
diffusion coefficient €, but actually the precise form (1.34) shows that, when ¢ — 0,
the map m (t) becomes Lipschitz in the time variable.

We further notice that an estimate also follows, similarly as in (1.34), for the

Wasserstein distance. Indeed, recalling that da (m1, m2) = infy y (E[|X — Y|2])1/2

bl
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proceeding similarly as in (1.34) yields

1

t
da(m(1), m(s)) < /It —le[/ |b(z, Xr,m(r))lzdti|2 +o(l) ase—0

1
T 2
<t —s| (// |b|2mdxdt) +o(l) ase— 0.
0 Jr1d

We prove now Theorem 1.5.

Proof of Theorem 1.5 For a large constant C; to be chosen below, let C be the set
of maps u € C°([0, T, P(T%)) such that

(1.35)

qup 10 ) _

S#t |[_s|%

Then C is a closed convex subset of CO([0, T, P(T%)). Itis actually compact thanks
to Ascoli’s Theorem and the compactness of the set P(T¢). To any i € C we
associate m = ¥ (u) € C in the following way. Let u be the solution to

—u—eAu+H(@t,x,Du,u(t)) =0  in(0,T) x T¢ (136)
w(T) = Glu(D)]  inT ‘
Then we define m = ¥ (u) as the solution of the Fokker-Planck equation
_ _di _ : d
om — eAm d?v (n; Hy(t, x, Du, ,u(t))) 0 in(0,7) xT (137)
m(0) = mg in T

Let us check that ¥ is well-defined and continuous. We start by assuming that H
is globally Lipschitz continuous. Then, by standard parabolic theory (see e.g. [142,
Chapter V, Thm 6.1]), equation (1.36) has a unique classical solution u. Moreover,
u is of class C1+/2.2+¢ (1) where the constant & do not depend on . In addition,
the Bernstein gradient estimate (1.27) holds exactly as in Theorem 1.4, which means
that

[Dullcc = K

for some constant K only depending on 7, || DG[1t]||s and on the constant Cy in
(1.30). Due to (1.21), the constant K is therefore independent of ©. We see now
that the global Lipschitz condition on H can be dropped: indeed, it is enough to
replace H(t,x, p,m) with H(t,x, p,m) = ¢(p)H(t,x, p,m) + (1 — ¢(p))|pl
where ¢ : R? — [0, 1] is a smooth function such that £(p) = 1 for |p| < 2K and
¢(p) = 0for |p| > 2K + 1. Thanks to the gradient estimate, solving the problem
for H is the same as for H.
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Next we turn to the Fokker-Planck equation (1.37). Since the drift b(z, x) =
—H,(t, x, Du(x), u(t)) belongs to L(Qr7), there is a unique solution m €
CO([O, T1; P(Td)); moreover, since b is bounded independently of u, say by a
constant C, from Lemma 1.6 we have the following estimates on m:

1 1
di(m(t), m(s)) < co(I+IHp (-, Du, ) lloo)t—s|2 < co(1+C2)|t—s5]2 Vs, 1 €[0,T].

So if we choose C; so large that C1 > c¢o(1 + C2), then m belongs to C. Moreover,
if we write the equation in the form

om —eAm — Dm - Hy(t, x, Du, u(t)) —m divH, (¢, x, Du, u(t)) =0

then we observe that m is a classical solution in (0, 7). Indeed, since u €
clHe/224¢(0ry and t+ — u(r) is Holder continuous, the maps (f,x) —
H,(t,x, Du, u(t)) and (t, x) — divH,(t, x, Du, j1(t)) belong to C*(Qr), so that
the solution m belongs to C!T%/2.2+% (1) [142, Chapter IV, Thm 10.1].

We have just proved that the mapping ¥ : u — m = ¥ (u) is well-defined
from C into itself. The continuity of ¥ can be proved exactly as in Theorem 1.4.
We conclude by Schauder fixed point Theorem that the continuous map . — m =
W (w) has a fixed point i in C. Let u be associated to i as above. Then (i, 1) is a
solution of our system (1.29). In addition (i, 1) is a classical solution in view of the
above estimates. m|

Let us mention that there are no general criteria for the uniqueness of solutions
to (1.29) in arbitrary time horizon T, except for the Lasry-Lions’ monotonicity
condition (1.24) for the case of separate Hamiltonian treated in Theorem 1.4. In case
of local dependence of H (¢, x, p, m) with respect to the density m of the measure,
a structure condition on H ensuring the uniqueness was given by P.-L. Lions in
[149] (Lessons 5-12/11 2010) and will be discussed later in Theorem 1.13, in the
subsection devoted to local couplings.

Otherwise, the uniqueness of solutions to (1.29) can be proved for short
time horizon, e.g. using directly the Banach fixed point theorem for contraction
mappings, in order to produce both existence and uniqueness of solutions (as in the
papers by Caines, Huang and Malhamé [132], under a smallness assumption on the
coefficients or on the time interval).

1.3.3 Application to Games with Finitely Many Players

In this subsection, we show how to apply the previous results on the MFG system
to study a N-player differential game in which the number N of players is “large”.
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1.3.3.1 The N-Player Game
The dynamic of playeri (wherei € {1, ..., N}) is given by
dxi =p'(x}, ... xN,al, ... aMydt + V2dB!, X =7,

where (Bf) is a d-dimensional Brownian motion.! The initial condition X 6 for this
system is also random and has for law my € P (R?), and we assume that all Z’
and all the Brownian motions (B,i ) (i = 1,..., N) are independent. Player i can
choose his bounded control o with values in R? and adapted to the filtration (F; =
o{X!, B/, s <t j=1,...,N}). We make the structure assumption that the
drift b’ of player i depends only on his/her own control and position and on the
distribution of the other players. Namely:

i1 N 1 Ny _ i N.,i
b(x',...,xVa,...,a")=blx" o, wlim. "),

where x = (x!, ..., x") € R)Y and ml = st,,
J#I

where b : T x R? x P(T¢) — R? is a globally Lipschitz continuous map. We have
denoted by 7 : R? — T the canonical projection and by 7t the image of the
measure mq by the map 7. The fact that the players interact through the projection
over T¢ of the empirical measure miv " is only a simplifying assumption related to
the fact that we have so far led our analysis of the MFG system on the torus. Indeed,
here we systematically see maps defined on T¢ as Z¢-periodic maps on R?.

The cost of player i is then given by

TN@!, .. ey = TN, (@) )

T
=E[/ Ll(x},...,X{V,a},...,afv)dt+G’(X1T,...,Xy)]
0

Here again we make the structure assumption that the running cost L’ of player i
depends only on his/her own control and position and on the distribution of the other
players’ positions, while the terminal cost depends only on his/her position and on
the distribution of the other players’ positions:

i1 N 1 N i N, i1 Ny _ i N.,i
L'(x',....,x% o ,...,a") =L o, wiimy"), G'(x',...,.x") =G, wtimy "),

'In order to avoid the (possible but) cumbersome definition of stochastic processes on the torus
but, at the same time, be able to use the results of the previous parts, we work here with diffusions
in R? with periodic coefficients and assume that the mean field dependence of the data is always
through the projection of the measures over the torus.
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where L : T¢ x R? x P(T?) — Rand G : T¢ x P(T¢) — R are continuous maps,
with

IL(x,a,m) — L(x",a,m")| +|G(x,m) — G(x',m")| < K(|x — x'| +d;(m,m")),

the constant K being independent of «. In addition, we need a coercivity assumption
on L with respect to a:

L(x,o,m)>C a| - C, (1.38)

where C is independent of (x,m) € T x P(T?). These assumptions are a little
strong in practice, but allow us to avoid several (very) technical points in the proofs.
In that setting, a natural notion of equilibrium is the following.

Definition 1.2 We say that a family (&', ..., ") of bounded open-loop controls
is an ¢-Nash equilibrium of the N-player game (where ¢ > 0) if, for any i €
{1, ..., N} and any bounded open-loop control ',

TN@, @) jz) < TN, @) jx) +e.

1.3.3.2 The MFG System and the N-Player Game

Our aim is to understand to what extent the MFG system can provide an e-Nash
equilibrium of the N-player game, at least if N is large enough. For this, we set

H(x, p,m) = sup{—b(x,a,m)-p — L(x,a, m)}
acRd

and we assume that H, G and mq := mmy satisfy the assumptions of Theorem 1.5.

Hereafter, we fix (u, m) a classical solution to (1.29) (here with ¢ = 1).
Following the arguments of Sect. 1.3.1, we recall the interpretation of the MFG
system. In the mean-field approach, a generic player controls the solution to the
SDE

1
X = Xo +/ b(Xs, o5, m(s))ds + \/ZBSs
0
and faces the minimization problem
T
inf 7 () where J(a) :E[/ L(X;, ag, m(s)) ds+G(XT,m(T))i| .
o 0

In the above dynamics we assume that X is a fixed random initial condition with
law mg € P(Td) and the control « is adapted to some filtration (F;). We also assume
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that (B;) is a d-dimensional Brownian motion adapted to (F;) and that X and (B;)
are independent.

Then, given a solution (u, m) of (1.29), u(0) is the optimal value and the feedback
strategy o such that b(x, o* (¢, x), m(t)) :== —Hp(x, Du(t, x), m(t)) is optimal for
the single player. Namely:

Lemma 1.7 Let (X,) be the solution of the stochastic differential equation

dX; = b(X;, a*(t, X,), m(t))dt + V2d B,
)_(0 = Xo

and set & = o*(t, X;). Then

infJ(a) =J(@) = / u(0, x) mo(dx) .
o T

d

Our goal now is to show that the strategy given by the mean field game is almost
optimal for the N-player problem. We assume that the feedback «* (7, x) defined
above is continuous in (¢, x) and globally Lipschitz continuous in x uniformly in 7.
With the feedback strategy o* one can associate the open-loop control &' obtained
by solving the system of SDEs:

dXi = b(Xi, o*(t, X)), my yde + V2dB], Xy =7 (where X, = (X/!.....x]V)),
(1.39)

and setting &f =a*(, X j'). We are going to show that the controls &' realize an
approximate Nash equilibrium for the N-player game.

Theorem 1.6 Assume that (Z') are i.i.d. random variables on RY such that
E[|Z'|9] < +oo for some ¢ > 4. There exists a constant C > 0 such that, for

any N € N*, the symmetric strategy (&', ..., a ) is a Cey-Nash equilibrium in
the game le, e, JNN where
N~/ ifd <4
ey =143 N '2In(N) ifd =4
N—2/d ifd >4

Namely, foranyi € {1, ..., N} and for any control o' adapted to the filtration (F),
TN@ @) jx) < TV @' @) j#) + Cen.

The Lipschitz continuity assumption on H and G with respect to m allows us to
quantify the error. If H and G are just continuous with respect to m, one can only say
that, for any & > 0, there exists Ny such that the symmetric strategy (&', ..., a")
is an ¢-Nash equilibrium in the game JIN, R Jiflv for any N > Ny.
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Before starting the proof, we need the following result on product measures
which can be found in [68] (Theorem 5.8. See also the references therein):

Lemma 1.8 Assume that (Z;) are i.i.d. random variables on R? of law p such that
E[|Zol?] < 400 for some q > 4. Then there is a constant C, depending only on d,
q and E[|Zy|?], such that

CN—1/2 ifd <4
E [dz(mg’, u)] <{ CN"2In(N) ifd =4
CN—2/d ifd >4

Proof of Theorem 1.6 From the symmetry of the problem, it is enough to show that

JM@' @)z < I @', @)je) + Cen (1.40)
for any control «, as soon as N is large enough. We note for this that the
map b(t, x,m) := b(x,a*(t, x), wim) is globally Lipschitz continuous in (x, m)

uniformly in ¢ thanks to our assumptions on b and «*. Following the proof of
Theorem 1.3 in Sect. 1.2.3, we have therefore that

S T
sup X! — X1 sup X! —X!||<cC / E|dymY , m(s))ds|,
Leor] Z i| |:te[O,T] ! ! T Jo [ M ]
(1.41)
where )_(, = ()_(1, ...,)_(N) solves
dX! = b(X!, a*(r, X)), 78 L(X1))dr + V2dB!, X =Z".

By uniqueness in law of the solution of the McKean-Vlasov equation, we have that
the X} are i.i.d. with a law m(s), where m (s) solves

om — Am — div(mb(x, o™ (¢, x), wim(t)) = 0, m(0) = my.
In view of the assumption on b, it is easy to check that

E[ sup [X!17] < C+E[Z'9]) < +o0.
t€l0,T]

Therefore using Lemma 1.8, we have

E|: sup d1(m Fo nﬁ(t)):| <E |: sup dz(m X nﬁ(t)):| < Ceyp.

tel0,T] te[0,T]
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Note also that, by the uniqueness of the solution of the McKean-Vlasov equation

(this time in T¢), we have that 7/ = m since both flows solve the same equation.
Hence

[ sup d (wgmy m(t))} <E [ sup. dl(””l- rh(r))] < Cey.

te[0,T] t€[0,

Using (1.41) we obtain therefore

[ sup Z'Xl X! :| [ sup |X! —)_(;'|i| < Cey.

telo, T] tel0,T]

In particular, by Lemma 1.7 and the local Lipschitz continuity of L and G, we get
TV @', @)j=2) =E U L(X{, &, wimy") ds + G(Xp, numx;’)}
0
<E [/ L(X o m(s)) ds + G(XT, m(T)):| + Cen
0
5/ u(0, x)mo(dx)dx + Cep. (1.42)
Td

Let now «! be a bounded control adapted to the filtration (F;) and (Yti) be the
solution to

av! =by} o myHdr+ V248!, Y] = 2",
and

Ayl =b(y;,al.my"dt + V2dBl, Y =Z".

We first note that we can restrict our analysis to the case where E[ fOT |ozs1 lds] < A,
for A large enough. Indeed, if ]E[fOT |a§ |ds] > A, we have by assumption (1.38) and
inequality (1.42), as soon as A is large enough (independent of N) and N is large
enough:

) T
TN @', @) > C'E [/ |ocsl|dsi| —CcT>Cc'A-cT
0

> f w0, ymo(@dx)dx +12 TN @ @)z + 1~ Cen
T

>IN @', @) j=2) — (C/2)en.
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T
From now on we assume that / |ozsl|ds < A. Let us first estimate
0

d; (mgS 1, mgs’l)). Note that we have, by Lipschitz continuity of b,

t
v —x! < c/o Yy = X!+ la) — &) +di(my " my " )ds

13 B 1 N . .
sc/(|Y3—X§|+|a§—a§|+ L 21 = XiDds
0 - .
j=2

N
while fori € {2, ..., N} we have, arguing in the same way,
t N . .
v} - xi| < cfo W =X+ ;mf — X{|)ds.

So
Lo i j R 1 AN '
N Sy - x| < c/o (ylos —al+ > 1yi = Xipds.
i=1 i=1
By Gronwall lemma we obtain therefore
N
1 ; ; Cc [
y o =xiis [l - alias
i=1 0
So

N

1 . .

sup di(my; ') < sup D Y] - X
i=2

t€[0,T] t€l0,T]
N T
1 .. C
< sup lY) — Xi| < f la! —al|ds.
refo,r1 N — 1 ; ! "TNJy ’

As E[ fOT lal —al|ds] < A, this shows that

E| sup di(wtmy' ,m(s) | <E| sup di(my', m{")
1€[0,T] ; 1[0, 7] ’ ’

+ [ sup dy(mgmy’", m(s))]

te[0,T]

CA
< N + Cey < Caeyp,
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where C4 depends also on A. Therefore, using again the Lipschitz continuity of L
and G with respect to m, we get

T . .
TN@!, @)js) = EUO L(v) ol wimy) ds +G<Y%’ﬂﬁm¥;’>}

T
>E U Ly}, o, m(s)) ds + G(x}, m(T))i| — Casy
0
> fra u(0, x)mo(dx) — Caen,

where the last inequality comes from the optimality of @ in Lemma 1.7. Recalling
(1.42) proves the result. |

We conclude this subsection by recalling that the use of the MFG system to
obtain e-Nash equilibria (Theorem 1.6) has been initiated—in a slightly different
framework—in a series of papers due to Caines, Huang and Malhamé: see in
particular [131] (for linear dynamics) and [132] (for nonlinear dynamics). In these
papers, the dependence with respect to the empirical measure of dynamics and
payoff occurs through an average, so that the CLT implies that the error term is
of order N~'/2. The genuinely non linear version of the result given above is a
variation on a result by Carmona and Delarue [67] (see also [68], Section 6 in Vol.
II). Many variations and extensions of these results have followed since then: we
refer to [68] and the references therein.

We discuss below, in Sect. 1.4.4, the reverse statement: to what extent the MFG
system pops up as the limit of Nash equilibria. Let us just underline at this stage that
this latter problem is much more challenging.

1.3.4 The Vanishing Viscosity Limit and the First Order System
with Smoothing Couplings

We now analyze the vanishing viscosity limit for system (1.19) and the correspond-
ing existence and uniqueness of solutions for the deterministic problem

—ou+ H(t,x, Du) = F[m]
u(T) = Glm(T)]

oym — div(m Hy(t, x, Du)) =0
m(0) = my.

(1.43)
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To this purpose we strengthen the assumptions on F, G, H. Namely, we assume that

F CO([O, T, P(Td)) — CO(QT) is continuous with range into a bounded set of
L0, T; W>*(T%))and F is a bounded map from C* ([0, T]; P(T¢))

into C*(Qr), forany o € (0, 1).
(1.44)

Similarly, we assume that

G: P(’]Fd) - C 0("]Fd) is continuous with range into a bounded set of W2’°°(Td).
(1.45)

Moreover we assume that H € C 2(QT X Rd) and satisfies
Jeo>0: ¢yl la<Hpt,x,p)<cols VY, x,p)e Or xR (1.46)
and one between (1.23) or the following condition:

Jc1>0:  |Helt,x, p)l <c1(1+p),
|Hyp(t, x, p)| < c1(1+ |pl) Y(t,x,p) € Qr x R? (1.47)

Under the above smoothing conditions on the couplings F, G, it will be possible
to consider u as a viscosity solution of the Hamilton-Jacobi equation and to make
use of several regularity results already known from the standard viscosity solutions’
theory. Hence, the notion of solution which is the most suitable here is the following
one.

Definition 1.3 A couple (u,m) is a solution to (1.43) if u € C°%Qr) N
L%, T, Who(Td)), m e CO0, T]; P(T), u is a viscosity solution of the
Hamilton-Jacobi equation, with u(T) = G[m(T)], and m is a distributional solution
of the continuity equation such that m(0) = mg.

Assumptions (1.44) and (1.45), together with the uniform convexity of the
Hamiltonian ((1.46)), are crucial here in order to guarantee an estimate of semi-
concavity for the function u. This is usually a fundamental regularity property
of solutions of first order equations, but this is most relevant here because of the
properties inherited by the drift term H, (¢, x, Du) in the continuity equation. Let
us recall the definition and some properties of semi-concavity. Proofs and references
can be found, for instance, in the monograph [48].

Definition 1.4 A map w : R — R is semi-concave if there is some C > 0 such
that one of the following equivalent conditions is satisfied:

1. the map x — w(x) — g|)c|2 is concave in R¢,
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2. wx + (1 —2)y) = Awx) + (1 —Dw(y) —CA(l —A)|x — y|2 forany x,y €
RY, A €[0,1],
. D*w < C 1; in the sense of distributions,
4. (p—q)-(x—y) <Clx—y|*forany x,y € R, p € DY w(x) andg € DV w(y),
where D" w denotes the super-differential of w, namely

(O8]

Dtw(x) = {p eR¢; lim sup wi) = w|(x) - l(p’ y=x) < 0} .
y—x y—x

We will use later the following main consequences of semi-concavity (see e.g.
[48]).

Lemma 1.9 Ler w : RY — R be semi-concave. Then w is locally Lipschitz
continuous in RY, and it is differentiable at x if and only if DT w(x) is a singleton.

Moreover DY w(x) is the closed convex hull of the set D*w(x) of reachable
gradients defined by

D*w(x) = ip eR? : dx,, — x such that Dw(x,) exists and converges to p} .

In particular, for any x € RY, DY w(x) is a compact, convex and non empty subset
d
of R¢.

Finally, if (w,) is a sequence of uniformly semi-concave maps on R which
pointwisely converges to a map w : R? — R, then the convergence is locally
uniform, Dw,(x) converges to Dw(x) for a.e. x € RY and w is semi-concave.
Moreover, for any x, — x and any p, € DV wy,(xy), the set of cluster points of
(pn) is contained in D w(x).

The following theorem is given in [145], and some details also appeared in [55].
Here we give a slightly more general version of the result.

Theorem 1.7 Let mo € LOO(Td). Assume (1.44)—(1.46) and that at least one
between the conditions (1.23) and (1.47) holds true. Let (u®, m®) be a solution
of (1.19). Then there exists a subsequence, not relabeled, and a couple (u, m) €
WL (Q7r) x L®(Q7) such that

u® - u in C(Qr), mé — m in L*(Q1) — weak”*,

and (u, m) is a solution of (1.43) in the sense of Definition 1.3.
Proof

Step 1. (Bounds for u®, m®) Let us recall that, by Theorem 1.4, u® and m?® are
classical solutions in (0, 7). First of all, by maximum principle and (1.44)—
(1.45), it follows that u#° is uniformly bounded in Q7. The next key point consists
in proving a semi concavity estimate for u®. To this purpose, let £ be a direction
inR?. We drop the index ¢ for simplicity and we set ugg (1, x) = D2u(t, x)& - &.
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Then we look at the equation satisfied by w = uge + A(u + M)?* where A, M
are positive constants to be fixed later. Straightforward computations give the
following:

—0w — eAw + H,(t, x, Du) - Dw + Hge (1, x, Du)

+ 2Hgp(t, x, Du) - Dug + Hpp(t, x, Du)Dug - Dug

= (F[mDgg — 20(u + M) (H(t, x, Du) — F[m]) — 2A8|Du|2.
We choose M = |lullc + 1, and we use the coercivity of H which satisfies,
from (1.46), H(t, x, p) > éco_l |p|2 — ¢ for some constant ¢ > 0. Therefore we
estimate
—0w — eAw+H,(t, x, Du) - Dw + Hge(t, x, Du) + 2Hep(t, x, Du) - Dug
+ Hyp(t, x, Du)Dug - Dug

< (F[mDee — ?»651 1Dul* + e A (1 + lulloo) (1 + [ Flm]lloc) -
Now we estimate the terms with the second derivatives of H, using condition
(1.46) and one between (1.23) and (1.47). To this purpose, we notice that, if (1.23)
holds true, then we already know that Du® is uniformly bounded in Q7, see
(1.27) in Theorem 1.4. Then the bounds assumed in (1.47) come for free because
H is a C? function and the arguments (¢, x, Du) live in compact sets. Therefore,

we can proceed using (1.47) in both cases. Thanks to Young’s inequality, we
estimate

Hee(t, x, Du) +2Hep(t, x, Du) - Dug + Hpp(t, x, Du)Dug - Dug
1 _
> ¢ YDug > — c(1 4 |Dul?)
hence we deduce that

1
— &w — eAw + Hp(t, x, Du) - Dw + 2c51|Du§|2
< c(1+ [Dul®) + D2, Fimllloo — Acy ' |Dul* + ¢ A (1 4 || Fm]llo)

where we used that ||u||s 1s bounded and we denote by ¢ any generic constant
independent of €. The terms given by F[m] are uniformly bounded due to (1.44).
Thus, by choosing A sufficiently large we deduce that, at an internal maximum
point (¢, x) of w, we have | Dug |2 < C for a constant C independent of ¢. Since
|Dug| > |ugg| > |w| — c||u||go, this gives an upper bound at the maximum point
of w(t, x), whenever it is attained for t < T. By the way, if the maximum of w
is reached at T, then max w < ||G[m]|| 2.0 + ¢ [|u]|% . We conclude an estimate
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for max w, and therefore an upper bound for ugg. The bound being independent
of &, we have obtained so far that

D*uf(t,x)<C  V(t,x) e Or

for a constant C independent of ¢. Since u® is Z%-periodic, this also implies a
uniform bound for || Du?|| .

At this stage, let us observe that the above estimate has been obtained as if
uge was a smooth function, but this is a minor point: indeed, sinceu € C 1*Z(QT)
and H € C?, we have w € CO(QT) and the above computation shows that
—0w — eAw + Hy(x, Du) - Dw is itself a continuous function; so the estimate
for w follows applying the maximum principle for continuous solutions.

Now we easily deduce an upper bound on m?® as well. Indeed, m?® satisfies, for
some constant K > 0

om —eAm — Dm - Hy(t, x, Du) = mTr (Hp,,(t,x, Du)Dzu) <Km

thanks to the semi concavity estimate and the upper bound of H,, givenin (1.46).
We deduce that m® satisfies

Im®lloe < € llmolloo - (1.48)

Step 2. (Compactness) From the previous step we know that Du® is uniformly
bounded. Lemma 1.6 then implies that the map + — m?(¢) is Holder con-
tinuous in P(T?), uniformly in e. This implies that m® is relatively compact
in C°([0, T1, P(T%)). Moreover, from the uniform bound (1.48), m? is also
relatively compact in the weak—x topology of L°°(Q7). Therefore, up to
subsequences m® converges in L°°-weak* and in c%([0, 71, P(T?)) towards
some m € L*®(Qr) N C°0,T], P(TY). In particular, m(0) = myg. In
order to pass to the limit in the equation of m®, we observe that the uniform
semi concavity bound implies that, up to subsequences, H, (¢, x, Du®) almost
everywhere converges towards H,(f, x, Du) (see Lemma 1.9), and then it
converges strongly in L'(Q7) by Lebesgue theorem. This allows us to pass to
the limit in the product m® H, (¢, x, Du®) and deduce that m is a distributional
solution of the continuity equation.

We conclude now with the compactness of u®. Since Du? is bounded, we only
need to check the uniform continuity of #® in time, which is done with a standard
time-translation argument. First we observe that, as G[m®(T)] € W22 (T9), the
maps wt(x, 1) = G[m*(T)]+C(T —t) and w™ (x,t) = G[m*(T)]—C(T —1)
are, respectively, a super and sub solution of the equation of u®, for C sufficiently
large (but not depending of ¢). Hence, by comparison principle

lu® (@) = GIm*(T)]lloc < CI(T —1). (1.49)
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For h > 0, we consider uz (x,t) = u®(x,t — h) in (h, T), which satisfies
—0uj, — eAuj, + H(t — h, x, Duj) = F[m®](t — h).

Because of the uniform Holder regularity of the map t — m®(¢) in P(T%) and
the assumption (1.44) (with o = é), we have

sup | Flm®1(t — h) — FIm*1(0)] . < C v
telh,T]

and since H is locally Lipschitz and Du? is uniformly bounded we also have

sup |H(t —h,x, Duj) — H(t,x, Duj)| < Ch.
te[h,T]

For the terminal condition we also have, using (1.49),
lup, (T) — u* (T lloo = (T — h) — GIm*(D)]llc < Cih.
By the L stability (say, the comparison principle) we deduce that

I (t = h) — uf (Dlloo < C(T — 1) Vh + Cih.
This proves the equi-continuity of u® in time, and so we conclude that u® is
relatively compact in C%(Q7).

By continuity assumptions on F' and G, we know that G[m®(T')] converges to
G[m(T)]in C%(T?), and F[m?®] convergesto F[m]in C®(Q7). It is now possible
to apply the classical stability results for viscosity solutions and we deduce, as
& — 0, that u is a viscosity solution of the HJ equation —d;u + H (¢, x, Du) =
F[m], with u(T) = G[m(T)]. Note that, as H (¢, x, Du) and F[m] are bounded,
by standard results in viscosity solutions’ theory it turns out that u is Lipschitz
continuous in time as well. O

Let us now turn to the question of uniqueness of solutions to (1.43). On one hand,

the uniqueness will again rely on the monotonicity argument introduced by Lasry
and Lions; on another hand, the new difficulty lies in showing the uniqueness of m
from the continuity equation; this step is highly non trivial and we will detail it later.

Theorem 1.8 Let mg € L®°(TY), and let H and F satisfy the conditions of The-

orem 1.7. In addition, assume that F, G are monotone (nondecreasing) operators,
ie.

T
/O [Ed(F[ml] — Flma)d(mi —m2) =0 VYmy,my € C°([0, T], P(T%)
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and

/d(G[ml] — GImal)d(mi —m2) =0 Vmy,my € P(TY .
T

Then (1.43) admits a unique solution (in the sense of Definition 1.3) (u, m) such
thatm € L*°(Q7).

Proof We first observe that the Lasry-Lions monotonicity argument works perfectly
in the setting of solutions given above. Indeed, let (u',m") and (u?, m?) be two

solutions of (1.43) in the sense of Definition 1.3, with the additional property that

m', m? € L®(Qr). We recall that for m = m’, we have the weak formulation

T
/ / (—=m @ +m Hpy(t,x, Du) - Dp) =0 VYo € CL((0,T) x T%.
o Jrd

(1.50)
Since m € L*°(Qr), by an approximation argument it is easy to extend this
formulation to hold for every ¢ € Wb (Q7) with compact support in (0, 7). We
recall here that u = u’ belongs to L% (0, T, W1 (T¢)) by definition and then, by
properties of viscosity solutions, it is also Lipschitz in time. Hence u € W1 (Q7).

In particular, u is almost everywhere differentiable in Q7 and, by definition of
viscosity solutions, it satisfies

— oiu+ H(t, x, Du) = F[m] a.e.in Qr. (1.51)
Let here £ = £(¢) be a function in w0, T) with compact support. Using (1.50)

with m = m' and Q= ujé and (1.51) for ul, i,j = 1,2, we obtain the usual
equality (1.28) in the weak form

T
//(m—m)(ml—mz)ats
0 J1d

T
:// § (Flm] — Flmz])(m1 — m2)
0 Jrd
T
+/ /d5m1{H(l,x,Duz)—H(l,x,Dul)—Hp(l,x,Dul)(Duz—Dul)}
0 Jr

T
+/ /démz {H(l,x, Duy) — H(t, x, Duy) — Hy(t, x, Duz)(Duy — Duz)} .
0 JT
(1.52)

Now we take & = &.(¢) such that & is supported in (¢, T —¢),& = 1fort €
(2e, T — 2¢) and & is linear in (g, 2¢) and in (T — 2¢, T — ¢). Of course we have
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& — 1 and all integrals in the right-hand side of (1.52) converge by Lebesgue
theorem. The boundary layers terms give

T 1 2¢e
/ (w1 — uz)(my — mp)o;§, = / / (w1 — uz)(my — my)
0 JT1d & ° Td

1 T—c¢
- / / (w1 —uz)(my; — my)
& Jr—2¢ JTd

where we can pass to the limit because m' € C°([0, T], P(T¢)) and u’ € C(Q7).

Therefore letting ¢ — 0 in (1.52), and using the same initial condition for m!, m?

we conclude that
T
/Td(G[mMT)] = G[ma(T)]) d(m1(T) — mp(T)) +/O /Td(F[mﬂ — Flma])(my —mp)
T
+/ /d my {H(t,x, Dup) — H(t, x, Duy) — Hp(t, x, Duy)(Dup — Duy)}
0 JT

T
+/ /d my {H(t,x, Duy) — H(t, x, Duy) — Hp(t, x, Duz)(Duj — Dup)} = 0.
0 JT

Thanks to the monotonicity condition on F, G, and to the strict convexity of H,
given by (1.46), this implies that Du' = Du? ae. in {m' > 0} U {m> > 0}. In
particular, m' and m? solve the same Kolmogorov equation: m' and m? are both
solutions to

dm — div(mH,(t, x, Du'(t,x))) =0,  m(0) = my.

We admit for a while the (difficult) fact that this entails the equality m! = m?
(see Lemma 1.10 below). Then u' and u? are two viscosity solutions of the same
equation with the same terminal condition; by comparison, they are therefore equal.

0

In order to complete the above proof, we are left with the main task, which is the
content of the following result.

Lemma 1.10 Assume that u € C(QT) is a viscosity solution to
— u + H(t,x, Du) = F(1, x), u(T, x) =ur(x), (1.53)
where H : [0, T] x T? x R? — R satisfies the conditions of Theorem 1.7 and
F € C(Qr) NL®(0, T; W»*(T?), ur € W>(T9).
Then, for any mo € L>®(T¢), the transport equation

dm — div (mH,(t, x, Du)) = 0, m(0, x) = mo(x) (1.54)

possesses at most one weak solution in L*°.
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The proof of the Lemma is delicate and is the aim of the rest of the section.
The difficulty comes from the fact that the vector field H, (¢, x, Du) is not smooth:
it is actually discontinuous in general. The analysis of transport equations with non
smooth vector fields has attracted a lot of attention since the Di Perna-Lions seminal
paper [98]. We rely here on Ambrosio’s approach [15, 16], in particular for the
“superposition principle” (see Theorem 1.9 below). A key point will be played by
the semi concavity property of u. In particular, this implies that H, (¢, x, Du) has
bounded variation; nevertheless, this does not seem to be enough to apply previous
results on the continuity equation, where the vector field is usually supposed to
have a non singular divergence. We will overcome this problem by using the
optimal control representation of H,(f, x, Du) and the related properties of the
characteristic curves.

Let us first point out some basic properties of the solution u of (1.53). Henceforth,
for simplicity (and without loss of generality) we assume that F = 0 in (1.53),
which is always possible up to defining a new Hamiltonian H = H — F.

We already know that u is unique and Lipschitz continuous, and it is obtained by
viscous approximation. Therefore, one can check (exactly as in Theorem 1.7) that
u is semiconcave in space for any ¢, with a modulus bounded independently of 7.
Moreover, we will extensively use the fact that # can be represented as the value
function of a problem of calculus of variations:

T
u(t,x)= inf /L(s,V(s),?(s))ds+ur(y(T)) (1.55)
yiv®=xJ;

where L(t,x, &) = suppeRd[—S -p— H(t,x, p)] and where y € AC([0, T]; ’]Fd)
are absolutely continuous curves in [0, T']. For (¢,x) € [0, T) x T we denote by
A(t, x) the set of optimal trajectories for the control problem (1.55). One easily
checks that, under the above assumptions on H, such set is nonempty, and that, if
(tn, xp) — (t,x) and y,, € A(t,, x,,), then, up to some subsequence, y, weakly
converges in H' to some y € A(, x).

We need to analyze precisely the connection between the differentiability of u
with respect to the x variable and the uniqueness of the minimizer in (1.55). The
following properties are well-known in the theory of optimal control and Hamilton-
Jacobi equations (see e.g. [48, Chapter 6]), but we will give the proofs for the
reader’s convenience.

Lemma 1.11 (Regularity of u Along Optimal Solutions) Ler (7, x) € [0, T] x T¢
andy € A(t, x). Then

1. (Uniqueness of the optimal control along optimal trajectories) for any s € (t, T],
the restriction of y to [s, T is the unique element of A(s, y (s)).

2. (Uniqueness of the optimal trajectories) Du(t, x) exists if and only if A(t, x)
is reduced to a singleton. In this case, y(t) = —H,(t,x, Du(t, x)) where

A(t, x) = {y}.
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Remark 1.7 In particular, if we combine the above statements, we see that, for any
y € A(t, x), u(s, -) is always differentiable at y (s) for s € (¢, T), with y(s) =
_Hp(sv y(s)s DM(S, 7/(5)))

Proof We recall that, since H is C? and strictly convex in p, then L is also C?
and strictly convex in &, which ensures the regularity of the minimizers. So if y €
A(t, x), then y is of class C%on [, T] and satisfies the Euler-Lagrange equation

d
g LE v (), y(s) =Lyx(s,y(s),y(s))  Vse[t,T] (1.56)
with the trasversality condition
Dur (y(T)) = =Lg(T, y(T), y(T)). (1.57)

Let y1 € A(s, y(s)). For any 2 > 0 small we build some y, € A(¢, x) in the
following way:

v (1) ifrelt,s—h)
(@ = y(s =)+ (x — (s —h))”(Hh)z;”(s M e s —hs+h)
y1(7) ifrels+h T]

Since y), 7, and y; are optimal for u(s, y (s)), the concatenation yy of v, ,, and y;
is also optimal for u(¢, x). So, comparing the payoff for yy (which is optimal) and
the payoff for y, we have

s s+h
[ hL(f,)/(f),)?(f))dtwa L(z, y1(1), n1(r))dt

L(z, yn(7),

s+h h) — —h
_/ neEm—ys=m oo
s—h 2h

We divide this inequality by /& and let h — 0™ to get

1
L(s, y(s),7(s)) + L(s, y($), y1(s)) = 2L(s, y (5), 2(J?(S) +71() =0

since limy—0, se[s—h,s+h] Yn(s) = y(s) = yi(s). By strict convexity of L with
respect to the last variable, we conclude that y(s) = y;(s). Since we also have
y(s) = y1(s), and since both y(-) and y;(-) satisfy on the time interval [s, T'] the
second order equation (1.56), we conclude that y () = y1(t) on [s, T]. This means
that the optimal solution for u(s, y (s)) is unique.
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Next we show that, if Du(z, x) exists, then A(z, x) is reduced to a singleton and
y(t) = —Hp(t, x, Du(t, x)) where A(t, x) = {y}. Indeed, let y € A(¢, x). Then,
forany v € RY,

T
u(t,x +v) < / L(s,y(s)4+v,y()ds +ur(y(T) +v) .
t

Since equality holds for v = 0 and since left- and right-hand sides are differentiable
with respect to v at v = 0 we get by (1.56)—(1.57):

T
Dut,x) = / LG5 7(5), 7 ())ds + Dur(y(T)
t

g
=/ dt Le(s,y(s), v(8)) + Dur(y(T)) = —Le(t, x,y(1)) .
t

By definition of L, this means that y (1) = —H (¢, x, Du(t, x)) and therefore y (-) is
the unique solution of the Euler-Lagrange equation with initial conditions y (f) = x
and y (t) = —Hp(t, x, Du(t, x)). This shows the claim.

Conversely, let us prove that, if A(z, x) is a singleton, then u(z, -) is differentiable
at x. For this we note that, if p belongs to D*u (¢, x) (the set of reachable gradients of
the map u(z, -)), then the solution to (1.56), with initial conditions y (t) = x, y (¢) =
—H,(t, x, p), is optimal. Indeed, by definition of p, there is a sequence x, —
x such that u(z, -) is differentiable at x,, and Du(¢, x,) — p. Now, since u(t, -)
is differentiable at x,, we know by what proved before that the unique solution
¥n(+) to (1.56) with initial conditions y, (t) = x,, ¥a(t) = —Hp(t, x», Du(t, x,)),
is optimal. Passing to the limit as n — 400 implies (by the stability of optimal
trajectories), that y (), which is the uniform limit of the y,,(-), is also optimal.

Now, from our assumptions, there is a unique optimal curve in A(z, x). Therefore
D*u(t, x) has to be reduced to a singleton, which implies, since u(z, -) is semi-
concave, that u(r, -) is differentiable at x (Lemma 1.9). |

We now turn the attention to the solutions of the differential equation

{ v(s) = —Hp(s, y(s), Du(s, y(s))) ae.in[t, T] (1.58)
y() =x. '
Here we fix a Borel representative of Du(t, x) (e.g. a measurable selection of
DT u(t, x)), so that the vector field H,(t, x, Du(t, x)) is defined everywhere in Q7.
In what follows, we say that y is a solutionto (1.58)if y € AC([0, T]; T, if u(s, -)
is differentiable at y (s) for a.e. s € (¢, T) and if

y(s):x—/s Hy(z, y (1), Du(z, y(1)))dt Vs e[t,T].
13
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We already know (see Remark 1.7) that, if y € A(z, x), then y is a solution to
(1.58); now we show that the converse is also true.

Lemma 1.12 (Optimal Synthesis) Let (z, x) € [0, T) x T and y (-) be a solution
to (1.58). Then the trajectory y is optimal for u(t, x).

In particular, if u(t, -) is differentiable at x, then equation (1.58) has a unique
solution, corresponding to the optimal trajectory.

Proof We first note that y (-) is Lipschitz continuous because so is u. Let s € (¢, T)
be such that equation (1.58) holds (in particular u(s, -) is differentiable at y (s))
and the Lipschitz continuous map s — u(s, y(s)) has a derivative at s. Since u is
Lipschitz continuous, Lebourg’s mean value Theorem [94, Th. 2.3.7] states that, for
any i > 0 small, there is some (s, yn) € [(s, Y (s)), (s + h, y(s + h))] and some
(&', &l € CoD} Lu(sp, yp) with

u(s +h,y(s +h) —uls, y(s)) =&+l (y(s +h) — y (), (1.59)

(where CoD,f Lu(s,y) stands for the closure of the convex hull of the set
of reachable gradients D, u(s,y)). From Carathéodory Theorem, there are

(W g el L aga such that AP = 0, Y, a0 = 1, with (&, &) €

,,,,,

Df ,u(sp, yn) and

el = i g

Note that the éf’i converge to Du(s, y(s)) as h — 0 because, from Lemma 1.9,
any cluster point of the S!Z" must belong to DV u(s, y(s)), which is reduced to
Du(s, y(s)) since u(s, -) is differentiable at y (s). In particular, £ = Y, AP-igl
converges to Du(s, y(s)) ash — 0. _ '

Since u is a viscosity solution of (1.53) and (é,h”, el e Df cu(sn, yn), we have

—EM 4+ H(sp, yn, €M) =0

Therefore Sth = Zkh’iéth’i = Z)\h’iH(sh, Vi, §f’i) converges to H(s, y(s),

i i
Du(s, y(s)) ash — 0.
Then, dividing (1.59) by % and letting 7 — 0 we get

d
gL V) = H(s, y(s), Du(s, y(s)) + Duls, y (s)) - y(s) .

Since y (s) = —H,(s, y(s), Du(s, y(s))), this implies that

d
dsu(s, y(s)) = —L(s, y(s), y(s)) ae.in (¢, T) .
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Integrating the above inequality over [#, T] we finally obtain, since u(T,y) =
ur(y),

T
u(x, t) =/ L(s,y(s),y(s)) ds +ur(y(T)) .
t

which means that y is optimal. The last statement of the Lemma is a direct
consequence of Lemma 1.11-(2). |

The next step is a key result by Ambrosio (the so-called superposition principle)
on the probabilistic representation of weak solutions to the continuity equation

o+ div(ub(t,x)) =0. (1.60)

For this let us define for any ¢ € [0, T'] the map ¢; : CO([O, T], Td) — T4 by
er(y) = y(1) for y € CO([0, T1, T).

Theorem 1.9 ([15]) Ler b : [0, T] x T¢ — R4 be a given Borel vector field and
i be a solution to (1.60) such that '[QT |b1>du < oo. Then there exists a Borel

probability measure n on CO([O, T], Td) such that u(t) = e;tin for any t and, for
n-a.e. y € CO([O, T], ’]Fd), y is a solution to the ODE

) —x (1.61)

{ y(s) = b(s, y(s)) a.e.in [0, T]
We will also need the notion of disintegration of a measure and the following
well-known disintegration theorem, see for instance [18, Thm 5.3.1].

Theorem 1.10 Let X and Y be two Polish spaces and ) be a Borel probability
measure on X X Y. Let us set 4 = wxfiA, where wx is the standard projection from
X X Y onto X. Then there exists a (1-almost everywhere uniquely determined family
of Borel probability measures (M) on Y such that

1. the function x +— My is Borel measurable, in the sense that x +— Ay (B) is a
Borel-measurable function for each Borel-measurable set B C Y,
2. for every Borel-measurable function f : X x Y — [0, +00],

f [, y)da(x, y) =f/f(x,y)d)~x(y)du(X).
XxY XJY

We are finally ready to prove the uniqueness result:

Proof of Lemma 1.10 Let m be a solution of the transport equation (1.54). We set
I := ([0, T], T¢). From Ambrosio superposition principle, there exists a Borel
probability measure n on I" such that m(t) = e;fin for any ¢ and, for n-a.e. y € I,
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y is a solution to the ODE y = —H (¢, y(t), Du(t, y (t))). We notice that, since
m e L'(Qr), for any subset E C Qr of zero measure we have

T T
/ / lymegydn = / / lgdm; =0
o Jr 0 Jrd

which means that y(t) € E€ for a.e. t € (0,T) and n-a.e. y € I'. In particular,
since u is a.e. differentiable, this implies that u(¢, -) is differentiable at y (¢) for a.e.
t € (0,T)and n-a.e. y € I'. As mg = epfin, we can disintegrate the measure 7 into
n = de nydmo(x), where y(0) = x for ny-a.e. y and mp-a.e. x € T4, Therefore,
since my is absolutely continuous, for mp-a.e. x € T4, ny-a.e. map y is a solution
to the ODE starting from x. By Lemma 1.12 we know that such a solution y is
optimal for the calculus of variation problem (1.55). As, moreover, for a.e. x € i
the solution of this problem is reduced to a singleton {y,}, we can conclude that
dny(y) = 85, formp-a.e. x € T<¢. Hence, for any continuous map ¢ : TY — R, one
has

/¢(X)M(I,X))dX=/ @ (yx (1))mo(x)dx
Td Td

which defines m uniquely. O

1.3.5 Second Order MFG System with Local Couplings

We now consider the case that the coupling functions F, G depend on the local
density of the measure m (¢, x). Thus we assume that F' € C%Qr xR)and G €
C%T? x R) and we consider the system

—ou —eAu+ H(t,x, Du) = F(t, x, m(t, x))
u(T) =Gx,m(T, x))

(1.62)
oym — eAm — div(m Hp(t, x, Du)) =0
m(0) =myg.
We assume that both nonlinearities are bounded below:
dcoeR: F(t,x,m)>co, Gx,m)>co VY(t,x,m)e Qr xR4
(1.63)

where R; = [0, c0). We observe that F, G could be allowed to be measurable
with respect to ¢ and x, and bounded when the real variable m lies in compact sets.
However, we simplify here the presentation by assuming continuity with respect to
all variables.
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1.3.5.1 Existence and Uniqueness of Solutions

For local couplings, there are typically two cases where the existence of solutions
can be readily proved, namely whenever F, G are bounded, or H (¢, x, p) is globally
Lipschitz in p. We give a sample result in this latter case. We warn the reader that,
in the study of system (1.62) with local couplings, the notion of solution to be used
may strongly depend on the regularity of (u, m) which is available. As a general
framework, both equations will be understood in distributional sense, and a basic
notion of weak solution will be discussed later.

In this first result that we give, assuming mo and H (¢, x, p) to be bounded, the
function m turns out to be globally bounded and regular for # > 0. Then (u, m)
is a solution of (1.62) in the sense that m € L°°(Qr) N L%(0, T; H'(T?)) is a
weak solution of the Fokker-Planck equation, with m € C 910, 71, L' (1T¢)) and
m(0) = mg, whereas u € C(Q7) N L*(0, T; H'(T?)), with u(T) = G(x, m(T)),
and is a weak solution of the first equation.

Theorem 1.11 Ler my € Loo(Td), mo > 0 with de moy = 1. Assume that
H(t, x, p) is a Carathéodory function such that H is convex and differentiable with
respect to p and satisfies

3B>0: |Hyt,x,p)l<p Vt,x,p)eQr xR (1.64)

Then there exists a solution (u,m) to (1.62) with Du,m € C*(Qr) for
some o € (0,1). If F(t,x,m) is a locally Holder continuous function and
H(t,x, p), Hy(t, x, p) are of class C!, then (u,m) is a classical solution in
©, 7).

Finally, if F(t, x, -), G(x, -) are nondecreasing, then the solution is unique.

Proof For simplicity, we fix the diffusion coefficient ¢ = 1. We set

K ={m e ([0, TT; LX(T)) N L>®(Q7) : Imllec < L} (1.65)

where L will be fixed later. For any 1 € K, defining u, € L?(0, T; HY(T%)) the
(unique) bounded solution to

:—a,uu — Auy + H(t,x, Duy) = F(t, x, 1)
uu(T) = G(x, u(T)),

one sets m := @ (u) as the solution to

dm — Am — div(mH, (¢, x, Duy)) =0,
m(0) =my.

Due to the global bound on H,, there exists L > 0, depending only on 8 and
llmolloo, such that |m|.c < L. This fixes the value of L in (1.65), so that K is
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an invariant convex subset of C O([O, T, Lz(Td)). Continuity and compactness of
@ are an easy exercise, so Schauder’s fixed point theorem applies which yields a
solution. By parabolic regularity for Fokker-Planck equations with bounded drift,
m is C*(Qr) for some o > 0, and so is Du from the first equation. Finally, if the
nonlinearity F' preserves the Holder regularity of m, and if H, H), are of class C L
then the Schauder’s theory can be applied exactly as in Theorem 1.4, so u and m will
belong to C 1+3 ’2+0‘(QT) for some « € (0, 1) and they will be classical solutions.
The uniqueness follows by the time monotonicity estimate (1.28), which still
holds for any two possible solutions (uy, m1), (uz, my) of system (1.62), because
they are bounded. The convexity of H and the monotonicity of F, G imply
that F(¢t,x,m1) = F(t,x,m2) and G(x,m1(T)) = G(x,m2(T)). This readily

yields u1 = u> by standard uniqueness of the Bellman equation with Lipschitz
Hamiltonian and bounded solutions. Since H(t, x, Du1) = Hp(t, x, Duy), from
the Fokker-Planck equation we deduce m| = my. O

Let us stress that the global Lipschitz bound for H implies a global L* bound
for m and Du, which is independent of the time horizon T as well. We will come
back to that in Sect. 1.3.6.

Remark 1.8 The existence of solutions would still hold assuming the minimal
condition that the initial distribution mo € P(T¢). The proof remains essentially
the same up to using the smoothing effect in the Fokker-Planck equation, where

lm®)]lco < Ct‘g for some C only depending on the constant § in (1.64). However,
it is unclear how to prove uniqueness when m is just a probability measure, unless
some restriction is assumed on the growth of the coupling F. Of course one can
combine the growth of F with respect to m and the integrability assumption of m
in order to get uniqueness results for some class of unbounded initial data, but this
is not surprising.

Remark 1.9 The monotonicity condition on F and G can be slightly relaxed,
depending on the diffusive coefficient ¢ and on ||mg||. In particular, if H satisfies
(1.64) and is locally uniformly convex with respect to p, there exists a positive value
y, depending on H, F, ¢ and |mg|/~0, such that (1.62) admits a unique solution
whenever F(x,m) 4+ y m is nondecreasing in m. The value of y tends to zero if
lmollec — o0 or if ¢ — 0. Indeed, this is an effect of diffusivity, which could
be understood in the theory as the impact of the independent noise in the players’
dynamics against a mild aggregation cost. This phenomenon was observed first in
[149] and recently addressed in [91] in relation with the long-time stabilization of
the system.

When the Hamiltonian has not linear growth in the gradient, the existence and
uniqueness of solutions with local couplings is no longer a trivial issue. The main
problem is that solutions can hardly be proved to be smooth unless the growth of
the coupling functions F, G or the growth of the Hamiltonian are restricted (see
Remark 1.12 below).
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On one hand, unbounded solutions of the Bellman equation may be not unique.
On another hand, if the drift H, (¢, x, Du) has not enough integrability, the standard
parabolic estimates (including boundedness and strict positivity of the solution) are
not available for the Fokker-Planck equation. This kind of questions are discussed
in [165], where a theory of existence and uniqueness of weak solutions is developed
using arguments from renormalized solutions and L'-theory. We give a sample
result of this type, assuming here that the Hamiltonian H (¢, x, p) satisfies the
following coercivity and growth conditions in Q7 x RY:

H(t,x,p) > alpl* —y (1.66)
|Hy(t, x, p)l < B+ pl) (1.67)
Hy(t,x,p)-p—H({t,x,p) > alpl*—y (1.68)

for some constants «, 8, y > 0.
We stress that, under conditions (1.66)—(1.68), and for couplings F, G with
general growth, the existence of smooth solutions is not known.

Definition 1.5 Assume (1.66)—(1.68). A couple (u, m) is a weak solution to system
(1.62) if

e F(t,x,m) € LY(Q7), G(x,m(T)) € L'(T% and u € L*(0,T; H'(T%)) is a
distributional solution of

—oiu —eAu+ H(t,x, Du) = F(t,x, m(t, x))
u(T) = Gx,m(T, x))

e m e C%0, T1; LY(T%), m |Du|* € L'(Q7) and m is a distributional solution
of

oym — eAm — div(m Hp(t, x, Du)) =0
m(0) = my.

Let us stress that the terminal condition for u is understood in L!(T¢), because
ueC%%0,TI: Ll(Td)) as a consequence of the equation itself.

The following result is essentially taken from [165], although the uniqueness
statement that we give below generalizes the original result, by establishing that
the uniqueness of u# always holds m-almost everywhere. This seems to be the most
general well-posedness result available so far for system (1.62), in terms of the
conditions allowed on H and F, G. Later we discuss the issue of smooth solutions,
some special cases, and several related results, including other possible approaches
to weak solutions.
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Theorem 1.12 [[165]] Assume that H(t, x, p) is convex in p and satisfies condi-
tions (1.66)—(1.68), and that F, G satisfy (1.63) and G (x, -) is nondecreasing. Then,
for any mg € L®(T%), there exists a weak solution to (1.62).

If we assume in addition that F(x,-) is nondecreasing, then F(x,m) =
F(x,m) and G(x,m(T)) = G(x,m(T)) for any two couples of weak solutions
(u, m), (e, m). Moreover, if at least one of the following two assumptions holds:

(i) F(x,:) isincreasing
(ii) H@t,x,p) — H@t,x,q) — Hy(t,x,q) - (p —q) = 0 = Hp(t,x,p) =
Hy(t,x,q) Vp.qeR?

then m = m and u = u m-almost everywhere.
In particular, there is at most one weak solution (u, m) withm > 0 and, if mg > 0
and log(myg) € LY (T9), there exists one and only one weak solution.

Remark 1.10 We stress that if (1, m) is a weak solution such that u, m € L*°(Q7),
then both u and m belong to L?(0, T; H'(T%)) and the two equations hold in
the usual formulation of finite energy solutions, e.g. against test functions ¢ €
L0, T; HY(T%) N L*°(Q7) with 8,¢ € L*(0, T; H'(T¢)’) + L'(Qr). This fact
can be deduced, for instance, from the characterization that weak solutions in the
sense of Definition 1.5 are also renormalized solutions (see [165, Lemma 4.2]).

In addition, if (u#, m) are bounded weak solutions, further results in the literature
can be applied: since F(x,m) is bounded and H has at most quadratic growth,
it turns out that Du is also bounded for t < T, which is enough to ensure that
m € C“(Qr) and m(t) > 0 for ¢ > 0. In other words, bounded weak solutions are
regularized with standard bootstrap arguments. In particular, under the assumptions
of Theorem 1.12, bounded weak solutions are unique.

The existence part of Theorem 1.12 requires many technical tools which we will
only sketch here, referring to [165] for the details. It is instructive first to recall the
basic a priori estimates of the system (1.62), which explain the natural framework of
weak solutions. We stress that the estimates below are independent of the diffusion
constant .

Lemma 1.13 Assume that (u, m) are bounded weak solutions to system (1.62)
and F, G are continuous functions satisfying (1.63). There exists a constant K,
independent on ¢, such that

T T
/ / m{Hp(t,x, Du)Du —H(t,x,Du)}—i—/ H(t, x, Du)
0 Td 0 Td

T
+/ / F(t,x,m)m—i—/ Gx,m)m <K. (1.69)
0 J1d Td

The constant K depends on ||mg|lco, T, | H(t, X, 0)||co, coand  sup [F(¢,x,m)

m=2|lmg|loo
+ G(x,m)].
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Proof We omit the dependence on ¢ of the nonlinearities, which plays no role.
Since u and m are bounded, they can be used as test functions in the usual weak
formulations of both equations. This yields the energy equality

T
/ G(x,m(T))m(T)—i—/ / F(x,m)m
T4 0 JTd
T
+/ / m[Hp(x,Du)-Du—H(x,Du]=/ mo u(0) (1.70)
0 J1d Td

which implies

T
/G(x,m(T))m(T)—i—// F(x,m)m
Td 0 J1d

T
+/ /nuHAme~Du—Hoqusumwm/'mm+
0 Jrd Td

T T
= limolloo / / (F(x,m))+/ G(x,m(T))—/ / H(x, Du)
{ 0 Jrd ¢ 0 Jrd

+Wmﬂm/’M®—
Td

where we used that [, (0) = i fra F(x, m)+ fra G(x, m(T))— ] [ H(x, Du).

Now we estimate the right-hand side of the previous inequality. From assumption
(1.63) and the maximum principle, we have that u is bounded below by a constant
depending on c¢p and the L°°- bound of H(x,0), so last term is bounded. We
also have F(x,m) < 2”m10HOO F(x,m)m + C, for some constant C depending on

sup  F(x,m). Similarly we estimate G(x,m). Therefore, we conclude that
m=2|imolloc

(1.69) holds true. |

Proof of Theorem 1.12 (Sketch) Without loss of generality, we fix the diffusion
coefficient e = 1.

Existence To start with, one can build a sequence of smooth solutions, e.g. by
defining F"*(t,x,m) = p" x F(t, -, p" xm))(x), G"(x,m) = p" x G (-, p"* *m))(x),
where * denotes the convolution with respect to the spatial variable and p” is a
standard symmetric mollifier, i.e. p"(x) = nN p(nx) for a nonnegative function
p € CX°(RY) such that [5q p(x)dx = 1.

The existence of a bounded solution u”, m" is given, for instance, by Theo-

rem 1.4. From assumption (1.63) and the maximum principle, we have that u” is
bounded from below. Due to the a priori estimates (1.69), applied to (u”, m"), and
thanks to (1.68) and (1.66), we have that

u" is bounded in L%((0, T); H'(T¢), and m" |Du"|? is bounded in L' (Q7).
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In addition, we have that

F(t,x,m"), G(x,m"™(T)) are bounded and equi-integrable in L' (Q7)
and Ll(Td), respectively. (1.71)

The heart of the existence proof consists then in considering both the stability
properties of the viscous HJ equation

—ou" — A"+ H(t,x, Du") = f" (1.72)

for some f" converging in L'(Q7), and the compactness of the Fokker-Planck
equation

orm" — Am" — divim" b") =0 (1.73)
where m" |b"|? is bounded (or eventually, converging) in L' (Q7).

Indeed, as a first step one uses (1.73) to show that m" is relatively compact
in LY(Q7), as well as in C°([0, T]; W~ 14(T9)) for some dual Sobolev space
W—14(T4), and for every ¢ we have that m”(¢) is relatively compact in P(TY).
Using the extra estimates (1.71), m"(T) is relatively compact in the weak L'
topology and F (¢, x,m") is compact in L'(Q7). If we turn the attention to the
Bellman equation (1.72), the L' convergence of f” is enough to ensure that u”, Du"
are relatively compact in L' (Q7) and, thanks to existing results of the L!-theory for
divergence form operators, one concludes that u” — u which solves

—0iu — Au—+ H(t,x,Du) = F(t,x,m).

The convergence of Du" now implies that m" Hy(t, x, Du") — m Hp(t, x, Du) in
L'(Q7) and m can be proved to be a weak solution of the limit equation. The proof
of the existence would be concluded if not for the coupling in the terminal condition
u(T); in fact, to establish that u(T) = G (x, m(T)) some extra work is needed, and
this can be achieved by using the monotonicity of G (x, -). For the full proof of this
stability argument, we refer to [165][Thm 4.9].

Uniqueness To shortness notations, we omit here the dependence on ¢ of the
nonlinearities H, F. A key point for uniqueness is to establish that both u and m
are renormalized solutions of their respective equations (see [165, Lemma 4.2]).
This means that if (u, m) is any weak solution, then u satisfies

— 0,8 () — ASp () + S, ) H (x, Du) = F(x, m)S} ) — S;/ )| Dul*  (1.74)
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where Sy, (r) is the sequence of functions (an approximation of the identity function)
defined as

) 1 if 5] < 1
.
Sh(r)th(h),whereS(r)=/ S'rydr, S () =42—|s| ifl<ls| <2
0
0 if |s| > 2
(1.75)

Notice that S,(r) — r as h — oo and since S; has compact support the
renormalized equation (1.74) is restricted to a set where u is bounded. Similarly
m is also a renormalized solution, in particular it satisfies

0:Sp(m) — AS, (m) — div(S;, (m)m Hp(x, Du)) = w, ,

for some w, —> 0in L1(Q7). (1.76)

We recall that the renormalized formulations are proved to hold for all weak
solutions, since F(x,m) € Ll(QT) and since m|Du|2 € LI(QT). In addition,
it is proved in [165, Lemma 4.6] that, for any couple of weak solutions (u, m)
and (ii, i), the following crossed regularity holds: m|Dii|?, m|Dul*> € L'(Qr).
This is what is needed in order to perform first the Lasry-Lions’ argument on the
renormalized formulations, and then letting n — oo and subsequently 7 — oo to
conclude the usual monotonicity inequality:

T
/0 /Td(”’“’ m) — F(x, i) (m — 1) + de[Gu, m(T)) = G, i(THIm(T) — i (T)]
T
+/ /d m[H(x, Du) — H(x, Du) — Hp(x, Du)(Dii — Du)]
0 JT
T
+/ /d i [H(x, Du) — H(x, Dit) — Hp(x, Dii)(Du — Dii)] < 0.
0 JT
This implies, because F(x, -), G(x, -) are nondecreasing,
F(x,m)=F(x,m), G(x,m(T))=Gx,m(T)) (L.77)

and, from the convexity of H (x, -),

H(x, Du) — H(x, Du) = Hy(x, Du)(Dit — Du) in{(z,x): m(t,x) > 0}

H(x, Du) — H(x, Dii) = H,(x, Dii)(Du — Di) in{(t,x): m(t,x) > 0}.
(1.78)
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We warn the reader that (1.77) does not imply alone that u = i, because unbounded
weak solutions to the Bellman equation may be not unique. So we need to use some
extra information.

We first want to show that m = m. This is straightforward if F (x, -) is increasing.
Otherwise, suppose that (1.25) holds true. Then we deduce that

m Hy,(x, Du) = m Hp(x, Dit) m Hy,(x, Du) =m Hpy(x, Dii) a.e.in QOr.
(1.79)

We take now the difference of the renormalized equations of m, i, namely

9 (Sp(m) — Su(m)) — A (Sp(m) — Sy (m))
— div(S, (m)m Hp(x, Du) — S, (m)m Hp(x, Dit)) = w, — @n
and we aim at showing that, roughly speaking, ||m(r) — m(#)| 1 (e is time

contractive. To do it rigorously, we consider the function @, (s) = for ng(r)d r, with

T:(r) = min(e, r); then ®,(s) approximates |s| as ¢ — 0. Using TS(S”(mL_S"(';’)) as

test function in the previous equality we get

/ O [Sp(m (1)) — Sp(m(t))]
Td
. YL -
+, [o [Td | DT (Sp(m) — Sy () |” < l@nllp1gp) + 1@nllpo;

T
_ :; / /d(S,/l(m)m Hp(x, Du) — Sr/l(rﬁ)n'?l Hp(x’ Dii)) DT, (S, (m) — S, (1))
0 JT

where we used that the test function is smaller than one. Thanks to Young’s
inequality we deduce

1 T
/ OLLSu (1)) — S, (it (1))] < / / 1S, (mym Hy(x, Du)
Td 48 0 Td

— S, iy Hyp(x, D) 1418, (m)—S, (i) | <e)

+llwnlizigpy + lonliLrgq)-
(1.80)

Now we use (1.79): if one between m, i is positive, then H,(x, Du) = H,(x, Dit),
)

T
/o /Td S) (m)m Hp,(x, Du) — S, (m)m Hp(x, Di)|? L(1,, (m)— S () | <€)

T
= /0 /Td IS, (mym — S, ()i > | Hpy(x, Du) > 1415, (m)—s, (i) | <€)
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and since
|S), (mym — S}, Giyi|* | Hp (, Du)|* Lis, my—s, 60| <e) < C € (m + i) (1 + | Dul?)

we can let n — oo using Lebesgue’s theorem since m|Du|?, m|Du|?> € L' (Q7).
Therefore, letting n — oo, from (1.80) we obtain (for a.e. £ > 0):

1 T
/@a[m(t)—ﬂ(t)]i // Im — > | Hp(x, Du)* i) <e)
Td 4e 0 JT1d
(1.81)

I .
=< / / |m_m||Hp(X, D”)|21{m7n~1\<5}-
4 0 J1d
Last term converges to zero as ¢ — 0 (using again Lebesgue’s theorem), whereas
the first integral converges to [lm(t) — n(t)| L1 (pay. Hence, by letting ¢ — 0 we get

lm(t) — ()|l L1 (pay = 0. This concludes the proof of the uniqueness of m.
Now we show that u is unique m-a.e.; to this purpose, we are going to show that

/ m()(u — i)+ () <0  forae.t <T. (1.82)
Td

To prove (1.82), we subtract the renormalized formulations (1.74) for u, &. By using
the convexity of H, we have

— 3 (Sn(w) — Sp (@) — A(Sp(u) — Sp(@d)) + S, (u) Hy(x, Dit)D(u — ii)
+ (S}, (u) — S}, (it)) H (x, Di)
< F(x,m)(S} ) — S},(@)) — Sy (u)|Du|* + S}/ @)| Di|* .

We multiply this equation by g, := '+ =5 @+

Te (1)
t

denoting as before ©@, the

primitive of , using that 0 < ¢, < 1 we get, in weak sense,

— 0O [(Sp () — Sp(@)+] — AOL(Sp () — Sp(@))+1+ e S () Hp (x, Dit) D(u — i)

< |8}, (u) — S}, @) |H (x, Dit) + F(x, m)| + |8} ()| | Du|? + |8, )| | D)

Now we multiply by S, (m) this equation, we integrate in (¢, 7'), we use that u(7) =
u(T) and (1.76). We obtain

/Td Su(m (1)) O [ (Sp (1)) — S (i(1)))+]

T
—/ [er Sy (m) mHp(x, Du)e D(Sp (u) — Sy (i)
t
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T
+/ /d Sy (m) (pES;l(u) H,,(x, Du)D(u — n)
t T
T
5/ /Tlsn(m)w,;(u)—S;(ﬁ)||H<x,Dﬁ)+F(x,m>|
t 'd
T
+ [ [, somtisiaonpe? + syl ar
t

T
+ / / OL(Sh(u(®)) — Sh(E(1)))+] wn
t Td

where we used that DO [(S, (u(t)) — Sy (u(t)))+] = @e D(Sp (1) — Sy (i1)). Now we
let n, h — oo, which is allowed using that F(x, m)m, m|Du|>, m|Dii|*> € L' (Q7).
First we let n — 00, so that we can use the Ll-convergence to zero of w, (whereas
Sn(u), Sp (1) are bounded functions). Once n has gone to infinity, we let 7 — oo,
so that §; — 1; using dominated convergence in each term and Fatou’s lemma in
the first integral, we get

T
/ m(t)@s[(u(t)—ﬁ(t))+]—/ / mHp,(x, Du)pe D(u — i)
Td t JTd

T
+/ / m@s Hy(x, Di)D(u — 1) <0
t Td

forae.t € (0,T). Since m Hy(x, Du)D(u — ) = m Hy(x, Di)D(u — i) from
(1.78) (where now m = m), we deduce that de m(t)Og[(u(t)—u(t))+] < 0. Letting
& — 0yields (1.82). Reversing the roles of u, i, we conclude that u = i m-a.e.
Finally, it is proved in [165] that, if logmg € Ll(Td), then we have m > 0 a.e.,
in which case we deduce that u = & almost everywhere. O

Several comments and remarks are in order as far as the previous result and MFG
systems with local couplings are concerned.

Remark 1.11 (Extensions of Theorem 1.12)

(i) The result of Theorem 1.12 also holds with homogeneous Dirichlet or Neu-
mann boundary conditions; this extension already appears in [165]. Let us
stress that this is one of the main advantage for the use of renormalized
solutions, which are well adapted to boundary conditions. Indeed, through the
use of renormalization one wishes to approximate a weak solution with its own
truncations, which often preserve natural boundary conditions. By contrast,
the approximation of weak solutions through mollification introduces many
technical problems when dealing with boundary conditions.

Results on the whole space RY are also available in [166], assuming
mo € L'(T9) N L®(T?); in that case u belongs to L>®((0,T) x R?) +
L®0, T; L"(R?)) and m € L>(0, T; L' (RY)).
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(i) Similar results hold by assuming the Hamiltonian coercive with g-growth,
namely replacing |p|? with |p|? in (1.66), (1.68) and a g — 1-growth for H,,,
where 1 < g < 2. However, general uniqueness results in this case have been
proved so far only for the periodic case or for the whole space [165, 166].

(iii)) The same results hold for more general diffusion coefficients, namely if the
Laplacian is replaced by the divergence form operator div(A(z, x) D(-)) with
A(t,x) € L*°(0,T; W1’°°). In particular, this includes the case where Au
is replaced by Tr(o (¢, x)o *(t, x)D%u) for a bounded, Lipschitz and elliptic
matrix o (¢, -), modeling diffusion processes associated to stochastic dynamics
with Lipschitz diffusion coefficients.

Remark 1.12 (Smoothness of Solutions) Solutions of system (1.62) with local
couplings can be proved to be more regular under growth restrictions on H (¢, x, p)
and/or on F (¢, x, m).

An easy case occurs when

_ . d+2
Hp(tox, p)l = CA+1pI*™)  withg < 7. (1.83)

Indeed, since F(r,x,m) € L'(Qr) (regardless of the growth of F, see estimate
(1.69)) then any weak solution u belongs to L*(0, T; WLs(T)) for any s < Zﬁ
If (1.83) holds, this implies that H, (¢, x, Du) € L" for some r > d + 2; in turn,
by standard parabolic results, the solution of the Fokker-Planck equation becomes
bounded in this case, and actually even Holder continuous. One concludes that u
is bounded as well, from the first equation, and actually Du is Holder continuous
as well. Smoothness up to C? regularity then follows according to the smoothness
required on the coefficients.

A somewhat similar situation occurs if F has restricted growth, namely if
|F(t,x,m)| < C(1+m")

withy < 021; in this case estimate (1.69) implies that F (¢, x, m) € L"(Q7) for some
r > 2"2’”[ , and the standard parabolic regularity immediately gives the boundedness,
and then smoothness, of u, m.

The above two situations are straightforward applications, using parabolic
regularity, of the a priori estimates (1.69); in particular they do not require any
smoothness in the x-dependence of the nonlinearities, and directly apply to weak
solutions in order to obtain their boundedness. We recall that proving boundedness
of weak solutions is enough to show that they are unique, see Remark 1.10.

However, in order to get smooth solutions, one can go beyond the above
conditions up to using refined estimates on the system. This was addressed first by
P.-L. Lions, who showed that F(x, m) >~ m? with y < d32 was enough to ensure
smoothness of solutions, standing on second order estimates which further exploit
the monotonicity of the coupling F. This issue has been extensively investigated
later in a series of papers by D. Gomes and co-workers (see e.g. [120, 121]; most



68 P. Cardaliaguet and A. Porretta

results are encoded in the book [122]), coupling the second order estimates with
regularity estimates for the Fokker-Planck equation obtained through the adjoint
method introduced by L.C. Evans. In this series of contributions, some growth
conditions on H and F have been given which allow to have smooth solutions, both
for sub quadratic and for super quadratic Hamiltonians. They are specially important
for the case that H (x, p) grows superquadratically in p, because in that situation the
approach through weak solutions as developed in Theorem 1.12 cannot be used. It
must be said that the aforementioned regularity results usually require smoothness
of the Hamiltonian and periodic setting, and the smoothness of solutions remains
largely open under general growth assumptions.

Remark 1.13 (Quadratic Hamiltonian and Hopf-Cole Reduction) In the special
case that H(z, x, p) = ;Ipl2 +b(t, x) - p, the system (1.62) can be transformed into

u

a system of semi linear equations. By introducing the two new unknowns: w = e~ 2
and ¢ = me2, then (1.62) (with ¢ = 1) is equivalent to the system

—B,w—Aw—i—b-Dw—i—éwF(I,x,(pw)=0

dp — Ap —div(bp) + LoF(t,x,pw) =0 (1.84)
_ —Gx,o(Mw(T))/2 _

w(T) =e (x,o(Mw(T))/ . 90) = w"zg)

Notice that the system (1.84) appears to be simplified, compared to (1.62), but the
initial-terminal conditions are both coupled. The initial condition at t = 0 makes
sense because w > 0 by strong maximum principle. Still by maximum principle, the
function ¢ is positive as well. Assuming G (x, -) to be nondecreasing, the condition
w(T) = e~ G¢(MwT/2 defines w(T) implicitly as a function of ¢(T); hence the
final condition reads as w(7T) = ¥ (x, ¢(T)) for a function v defined by the implicit
relation ¥ (r) — e~ 2G@T V() — 0 for r > 0.

When b = 0 and G only depends on x, it is proved in [60] that weak solutions
to (1.84) are bounded. The proof uses a Moser iteration scheme, and it can be
easily verified that the proof still holds, without additional difficulty, for the case
that b € L0, T; W'°(T¢)) and G(x, -) is monotone. The equivalence between
(1.84) and (1.62) (for this special H) is easy to verify for bounded solutions,
since the maximum principle gives ¢, w > 0, so u = —2logw, m = we
defines (u, m) back from (1.84). Once solutions are shown to be bounded, then
they are smooth (m, Du € C%(Qr)) by standard bootstrap arguments, and they
are classical solutions in Q7 if F is locally Holder continuous. Therefore, system
(1.62) possesses regular, and even classical, solutions in the special case that
H(t,x,Du) = b(t,x) - Du + é|Du|2, with b Lipschitz continuous in x, and this
holds true without any growth restriction on the couplings F, G.

We mention here further related results on weak solutions and on systems with
local coupling.

* Under general assumptions, essentially the conditions of Theorem 1.12 above,
it has been proved that the discrete solutions of finite difference schemes, as
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defined in [2], converge to weak solutions as the numerical scheme approximates
the continuous equation, i.e. as the mesh size tends to zero. This result is proved
in [4] and provides an independent, alternative proof of the existence of weak
solutions.

* A different notion of weak solution was introduced in [104] relying on the theory
of motonone operators. In particular, if F, G are nondecreasing, then problem
(1.62) can be rephrased as A(m, u) = 0 where A is a monotone operator (on the
couple (m, u)) defined as

A(m. u) = <8,u + Au + f('m) — H(x, Du))
oym — Am — div(mHp,(x, Du))

Since (A(m, u) — A(u,v), (m — w,u — v)) > 0, where the duality is meant
in distributional sense, .4 defines a monotone operator. Then the Minty-Browder
theory of monotone operators suggests the possibility to define a notion of weak
solution (u, m) as a couple satisfying

(A(p,v),(m — @, u—v)) >0 V(p,v) € CX(Qr)*. (1.85)

This notion requires even less regularity on (m, 1) than in Definition 1.5, and
of course the existence of a couple (m, u) satisfying (1.85) is readily proved by
weak stability and monotonicity, as in Minty-Browder’s theory. However, the
uniqueness of a solution of this kind is unclear, and has not been proved so far.

* The study of non monotone couplings F (x, m) in (1.62) leads to different kind of
questions and results. This direction has been mostly exploited for the stationary
system [81, 87] and in special examples for the evolution case. We refer the reader
to [92].

In a different direction, it is worth pointing out that the assumption that
F (x, m) be bounded from below could be relaxed by allowing F'(x, m) — —oo
asm — 07 as in the model case F(x, m) ~ logm for m — 0. Results on this
model can be found e.g. in [114, 127].

We conclude this section by mentioning the case of a general Hamiltonian
function H (¢, x, Du,m), as in problem (1.29), where now H : QOr X RY x
[0, 4+00) — R is a continuous function depending locally on the density m. In his
courses at Collége de France, P.-L. Lions introduced structure conditions in order to
have uniqueness of solutions (u, m) to the local MFG system:

—du—¢eAu+H(t, x,Du,m)=0  in(0,T) x T¢
oym — eAm — div(m Hp(t, x, Du,m)) =0 in (0,7) x T¢ (1.86)
m(0) =mo, u(x,T)=G(x,m(T)))  inT?
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Assuming H(t, x, p,m) to be C! in m and C? in p, the condition introduced by
P-L. Lions can be stated as the requirement that the following matrix be positive
semi-definite:

Lo
m 9y, H

2
m BppH )

>0 Y(t,x, p,m). (1.87)
1 2 T
2m (BpmH) —omH

Notice that condition (1.87) implies that H is convex with respect to p and
nonincreasing with respect to m. In particular, when H has a separate form:
H = I:I(t,x,p) — f(x, m), condition (1.87) reduces to I:Ipp > 0and f,,, > 0.
As usual, this condition needs to be taken in a strict form, so that Lions’ result
would state as follows in terms of smooth solutions.

Theorem 1.13 Assume that G(x,m) is nondecreasing in m and that H =
H(t,x, p,m) is a C' function satisfying (we omit the (t,x) dependence for
simplicity)

(H(p2, m2) — H(p1,m1))(my —my) (1.88)
—(maHp(p2, ma) —miHp(p1,m1)) - (p2 — p1) <0, '

with equality if and only if (m1, p1) = (m2, p2). Then system (1.86) has at most one
classical solution.

Proof The proof is a straightforward extension of the usual monotonicity argument.
Let (uy, m1) and (u2, m3) be solutions to (1.86). We set

Wo=my—my, & =uy—u1, H=H(t, x, Duy,msz) — H(t, x, Duy,mp).

Then, subtracting the two equations we get

d
J / (ua(r) — uy (1)) (ma(r) —my (1))
t Td

=/ (—eAi + H)in
Td

+it(eAm + div(ima Hy(t, x, Duz, mp) —myHy(t, x, Duy, my)))
= [ Hin— (maHy(t, x, Duz, may) — miHy(t, x, Duy, my)) - Di

Td
0

IA

by condition (1.88). Since de (ua(t) —uyi(t))(mo(t) —mq(t)) vanishes at = 0 and
is nonnegative at ¢ = 7 (by monotonicity of G, -)), integrating the above equality
between 0 and T gives

T
/ H m — (maHp(t, x, Duz, ma) —mHp(t,x, Duy,my)) - Du = 0.
0 Td
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Since (1.88) is assumed in strict form, this implies that Dz = 0 and m = 0, so that
mi; =mypand u| = up. O

Remark 1.14 Tt is immediate to check that if the matrix in (1.87) is positive definite,
then (1.88) holds in the strict form. Indeed, set p = p» — p1, m = my —m and, for
0 € (0,11, pg = p1 +60(p2 — p1), mg = my + 0(mzy — my). Let

1(0) = (H(x, pg, mg)—H (x, p1, mp))m—p-(mgHp(x, Dug, mg)—mq .Hp(x, Duy,my))

Then
me 02 H  mg a2 HY /-
rey=—(pTayf, 2 (1’) .
5o @, )" —0uH m
If condition (1.87) holds with a strict sign, then the function 7 (0) is decreasing and,
for (p1,m1) # (p2, m2), one has
1(0) =0> I(1) = (H(p2,m2) — H(p1,m1))(mz —my)
— (maHp(p2, ma) —miHp(p1,my)) - (p2 — p1).
We stress that another way of formulating (1.88) is exactly the requirement that 7 (9)
be decreasing for every (p1, m1) # (p2, m2).

The main example of Hamiltonian satisfying (1.88) is given by the so-called
congestion case.

IpI?
2 (o6 +m)’
o, > 0. Then condition (1.87) holds if and only if @ € [0, 2]. Notice that H is

convex in p and nonincreasing in m if o > 0. Checking condition (1.87) we find

Example 1.1 Assume that H is of the form: H(x, p,m) = where

ImH '\ o 1 2 alpl* s o> p®p
(_ m ) OppH — 4 DpmH & 9, H = DMt ma 4 e+
_ 2alpPls P p®p

T gplet2 4 m2a+2

which is positive if and only if o < 2.

This example (in the generalized version H = J‘ffl « With @ < 4(’1‘1_1)) was
introduced by P.-L. Lions in [149] (Lesson 18/12 2009) as a possible mean field
game model for crowd dynamics. In this case, the associated Lagrangian cost of the
agents takes the form of L(x, q) = é(o +m)¥|q|?, where g represents the velocity
chosen by the controllers; the cost being higher in areas of higher density models
the impact of the crowd in the individual motion. The case o = 0 is also meaningful
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in this example and was treated by P.-L. Lions as well, even if it leads to a singular
behavior of the Hamiltonian for m = 0.

As explained before, the existence of classical solutions with local couplings
only holds in special cases, and this of course remains true for the general problem
(1.86) (see e.g. [113, 116, 123] for a few results on smooth solutions of the
congestion model). Therefore, the statement of Theorem 1.13 is of very little use.
However, a satisfactory result of existence and uniqueness is proved in [5] for
general Hamiltonians H (¢, x, Du, m) which include the congestion case (including
the singular model with o = 0). This is so far the unique general well-posedness
result which exists for the local problem (1.86).

1.3.6 The Long Time Ergodic Behavior and the Turnpike
Property of Solutions

It is a natural question to investigate the behavior of the MFG system (1.62) as
the horizon 7 tends to infinity. Here we fix the diffusion constant ¢ = 1 and we
consider nonlinearities F, H independent of 7. As explained by Lions in [149] (see
e.g. Lesson 20/11 2009), the limit of the MFG system, as the time horizon 7 tends
to infinity, is given by the stationary ergodic problem

A—Au+ H(x,Du)= F(x,m) inT¢
—Am —div (m Hy(x, Du)) =0 inT¢ (1.89)

/m:l,/u:O
Td Td

This system has also been introduced by Lasry and Lions in [143] as the limit, when
the number of players tends to infinity, of Nash equilibria in ergodic differential
games. Here the unknowns are (X, u, m), where A € R is the so-called ergodic
constant. The interpretation of the system is the following: each player wants to
minimize his/her ergodic cost

T
J(x,a) :=inf limsupE[;/ {H*(Xt,—at)—l—F(X,,m(X[))}dt}
0

¥ Ts4o0

where (X;) is the solution to

dX, = a;dt + /2dB,
Xo=2x
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It turns out that, if (A, u, m) is a classical solution to (1.89), then the optimal strategy
of each player is given by the feedback a*(x) := —H,(x, Du(x)) and, if X, is the
solution to

{dXt = o*(X,)dt + /2d B, (1.90)

Xo=x

then m (-) is the invariant measure associated with (1.90) and, setting &; := a*(X;),
then J (x, @) = A is independent of the initial position.

The “convergence” of the MFG system in (0, 7) towards the stationary ergodic
system (1.89) was analyzed in [60, 61] when the Hamiltonian is purely quadratic
(i.e. H(x, p) = | p|2), in [58] where the long time behavior is completely described
in case of smoothing coupling and uniformly convex Hamiltonian, and in [167] for
the case of local couplings and globally Lipschitz Hamiltonian. The case of discrete
time, finite states system is analyzed in [118].

The “long time stability” takes the form of a furnpike pattern for solutions
(T, mT) of system (1.62); namely, the solutions become nearly stationary for most
of the time, which is related to the so-called turnpike property of optimality systems
(see e.g. [170]). This pattern is clearly shown in numerical simulations as one can
see in the contribution by Achdou & Lauriere in this volume. The strongest way to
state this kind of behavior is through the proof of the exponential estimate

Im” (1) — llos + 1Du” (1) — Dit]loo < K(e™ +e Ty V1 e (0,7)
(1.91)

for some K, w > 0, where (i, m) is a solution to (1.89).
Notice that a weakest statement is also given by the time-average convergence
(which is a consequence of (1.91), if this holds true)

1

T
lim / / <|DuT—Dﬁ|2+|mT—ﬁz|2) dxdt =0.
To+o00 T 0 Td

Of course this kind of convergence occurs provided the Lasry-Lions monotonicity
condition holds true: in general, the behavior of the time-dependent problem can be
much more complex. For instance it can exhibit periodic solutions. On that topic,
see in particular [57, 88, 90, 153].

In this section we give a new proof of the turnpike property of solutions, by
showing how it is possible to refine the usual fixed point argument in order to
build directly the solution (u, m) embedded with the turnpike estimate (1.91). For
simplicity, we develop this approach in the case of local couplings and globally
Lipschitz Hamiltonian although, roughly speaking, a similar method would work
for any case in which a global (in time) Lipschitz estimate is available for u.

Let us first remark that the stationary system (1.89) is well-defined.
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Proposition 1.2 Assume that (1.63) and (1.64) hold true and F (x, m) is nonde-
creasing in m. Then system (1.89) has a unique classical solution (A, u,m), and
moreover m > Q.

The proof can be established by usual fixed point arguments, very similar as in
Theorem 1.11, so we omit it.

Now we prove the exponential turnpike estimate for locally Lipschitz couplings
F (without any growth restriction) and for globally Lipschitz, locally uniformly
convex Hamiltonian.

Theorem 1.14 Let mg € P(T?). Assume that F (x, m) is a Carathéodory function
which is nondecreasing with respect to m and satisfies

|F(x,m)| <ck,

VK >0, dcg, bxg >0 :
|F(x,m)— F(x,m)| <lxlm —m'|

VxeT mm eR: |m|,|m|<K. (192

Assume that p — H(x, p) is a C? function which is globally Lipschitz (i.e. it
satisfies (1.64)) and locally uniformly convex:

VK >0, Jag, Bk >0: axl < Hyy(x,p) < Bkl Y, p) eT¢ xR : |p| <K.
(1.93)

Then there exists w, M > 0 (independent of T ) such that any solution (u” ,m") of
problem (1.62) (with ¢ = 1) satisfies

mT (t) — mlloo + |1 Du’ (t) = Ditlloo < M(e ™ +e™ T~y Vre(1,T—1).
(1.94)

This kind of result is proved in [167] with a strategy based on the stabilization
properties of the linearized system; an approach which explains the exact exponen-
tial rate w in (1.94) in terms of a Riccati feedback operator. Here we give a new
direct proof of (1.94), mostly based on ideas in [58]. This approach is less precise
in the rate o but requires less demanding assumptions and avoids the formal use of
the linearized system, though some form of linearization appears in obtaining the
following a priori estimate.

Lemma 1.14 Under the assumptions of Theorem 1.14, let (A, it, m) be the unique
solution of (1.89).



1 An Introduction to Mean Field Game Theory 75

Foro € [0, 1], mg € L®¥(T% N P(T¢), vy € CH¥(T?) for some a € (0, 1), let
(u, v) be a solution of the system

—dv — Av+ H(x, Dii + Dv) — H(x, Dit) = F(x, m + u) — F(x, m)
v(T)=vr

I — A — div(u Hp(x, Dit + Dv)) = o div(m [Hp (x, Dit + Dv) — Hp(x, Dit)])
w(0) = o (my —m).

(1.95)
Then there exist constants w, K > 0 such that

lu@lz2 + IDv@) 2 < K™ + e TN [lmg — lla + I|Dvrl2].  (1.96)

Proof We first notice that, using the equation satisfied by m, we can derive the
equation satisfied by p 4+ om and we deduce immediately that u + om > 0. Since
de u(t) = 0 for every ¢, this implies that || (?)|| 1 (1ey < 20 forevery 7 > 0. Since
H), is globally bounded, and m € L (T?), by standard (local in time) regularizing
effect in the Fokker-Planck equation, we have || (1)llcc < Cll(t — D)l 11 (pay for
every t > 1 (see e.g. [142, Chapter V]). In addition, since mq € L°°(T%), we have
that ||4(f)|loo is bounded for r € (0, 1) as well. From the global L' bound, we
conclude therefore that ||4(¢)]|o 1S bounded uniformly, for every ¢t € (0, T), by a
constant independent of the horizon 7. Due to (1.92), this means that the function
F(x, -) in the first equation can be treated as uniformly bounded and Lipschitz. The
global bound on the right-hand side, together with the global Lipschitz character of
the Hamiltonian, and the fact that vy € C1*(T¢) for some « € (0, 1), allow us to
deduce the existence of a constant L, independent of 7', such that || Dv(t)| oo < L for
every ¢t € (0, T). Due to (1.93), this means that H (x, -) can be treated as uniformly
convex. Therefore, if we set

h(x, p) == H(x, Du(x) + p) — H(x, Du(x))
fx,w) = F(x,mx) 4+ p) — F(x, m(x))
B(x, p) :=m(x) [H,,(x, Du(x) + p) — Hp(x, Dﬁ(x))] ,

we have that (v, n) solves the system

—0v — Av+ h(x, Dv) = f(x, )

v(T) =vr

o — A —div(pu hp(x, Dv)) = o div(B(x, Dv))
u(0) =0 uo

(1.97)
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where nuo = mo — m, and where h(x, p), f(x,s), B(x, p) satisfy the following
conditions for some constants cg, Co, C1, C; and foreverys € R, p € RY, x € TY:

h(x,00 =0, |hpix,p)l =<co, (1.98)
f,8)s >0, [f(x,s)<Co, |f(x,9)]<Cils| (1.99)
B(x,p)-p=Cylipl*,  |B(x,p)l<Calpl. (1.100)

In addition, since (¢, x) > —om(x), we also have, for some constant yy,

oB(x,p) - p—put,x)(h(x, p) —hp(x, p) - p)
> 0B(x,p) - p—omx)(hp(x, p)- p—h(x, p))
= om(x) [—Hp(x, Dii(x)) - p+ H(x, Dii(x) + p) — H(x, Dii(x))]
>oplpl>  Y@,x) e Qr,¥peR’ :|pl <L,
(1.101)

where we used the local uniform convexity of H and that m > 0.

We now derive the exponential estimate for system (1.97) under conditions
(1.98)—(1.101).

Given T > 0,0 € [0, 1], o € L*(T9) with [, uo = 0, vr € HY(TY), we
denote by S(T, o, 1o, vr) the solution (i, v) of system (1.97). We will denote by
(v)y = de v and by v = v — (v). We first prove that there exists a constant C,
independent of o, T, o, vr, such that

lu@®llz2 + 1Dv@)ll2 < Clnollz + [1Dvrl2) Y(u,v) € S(T, o, po, vr) .
(1.102)

To prove (1.102), we observe that, due to (1.101),

—d/ M(t)v(t)=/ f(x,u)u+a/ B(x, Dv)Dv
dt Jya Td Td

—/d u(h(x, Dv) — hp(x, Dv) - Dv) (1.103)
T

> )/o/ \DuP?.
Td
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From the Fokker-Planck equation we also have (see e.g. [58, Lemma 1.1]) that there
exists ¥, ¢ > O:

t
@13 < ce™ llnoll3 +c02/ / |Bx, Do)l
0 JT

13
- 2 2
<ce yt||M0||2+CU/ /d|DU|
0 Jr

where we used (1.100). Here and after we denote by c possibly different constants
independent of T', o, 1o, vr. Putting together the above inequalities we get

I3 < celluoll3 + ¢ / 1ov(0) - Cfd w(Tyvr
T T
which implies

sup w13 < cllleoll + IDvr 131+ ¢ ol 15012 - (1.104)
[0,T]

Since the Hamilton-Jacobi equation implies (using |f(x, n)| < c|u| and [58,
Lemma 1.2])

T
152 < ce T llirll2 + C/o e " lln(s)llads < cllivrllz + sup [[u@®)ll2]
[0,7]

coming back to (1.104) we deduce that

sup [lL()II3 < c [loll3 + 1571131
[0,T]

A similar estimate holds for supyg 7} [[v(7) |2 as well. Finally, using e.g. [58, Lemma
1.2] we have

t+1
Vo113 < (5@ + DI + cf [l I3 + 5(s)%D)
t

hence
2 2 ~ 02
Vo3 < cllimollz + llorliz] Ve <T -1
Standard parabolic estimates also imply that

IVu@)13 < el sup u@®l3+IIDvrl3] Ve e[T —1,T]
T]

s
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so that (1.102) is proved. Now we set

Jpa v(@) p(0)

s ,v) € S(T, o, up, v .
Uiola + Do | * #o ) € ST so.vr)

p(T) := sup sup sup
T>2t O,n0,v1 |te[r,T—1]

We first remark that, by elementary inclusion property, one has p(t +s) < p(t) for
every s > 0. Hence p(-) is a non increasing function and we can define

p(00) 1= Tlirgo p(T).

As a first step, we shall prove that po, = 0. To this purpose, we observe that by
definition of p there exist sequences 7, — o0, T, > 21y, ty, € [ty, Ty — W],
p € L(T9), v, € Wh(T) and 0, € [0, 1] such that

de W () V" (tn)

> poo — 1/n.
gl + 1DV, (27| = 7

(:u“nvvn) GS(TnaO—na Mgav%), ‘

We set, for t € [—t,, Ty, — tn]:

W, x) = Spp (0 +1, %), 0"(1,x) = 8u (V" (tn + 1, x) — (V" (1))
s 1

" g 2+ Dy, ll2

and we notice that (1", v") solve the system

— T — AT + 8, h(x, DV") = 8, f(x, u")
i — A" — div(ii" hy(x, DV")) = 8, 0, div(B(x, DV"))

where v, u”* are computed at f,, 4 ¢. By estimate (1.102), || " (¢)]]> and || Dv" (¢)]|2
are uniformly bounded. Hence, due to (1.98) and (1.99), —d,0" — Av" is
uniformly bounded in L?(T%), which implies that 9" is relatively compact in
C%la, bl; Lz(Td)), for every interval [a, b]. In particular, there exists v €
L? (R; L*(T%)) such that 3" (t) — 9(¢) in L*(T?) forevery ¢ € R, and D" — Dv
in L2((a, b) x T¢) for every bounded interval (a, b). Let us call respectively i, o a
limit of (a subsequence of) 1", o,,; since i () weakly converges to (. (¢) in L2(T%),
we have that the scalar product de [ (¢)v" (t) converges for every ¢t € R. It follows
from (1.103) (integrated between ¢, + ¢ and #, + f2) and from (1.100), that

L) ) ) In+12 )
oy()/ / |Dv)” < liminfoy, yo(Sn/ / |Dv" |
n J1d n—00 ta+t; JTY

< f A — / A)in) (1105
Td Td
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for every fixed #1, o € R. By construction, we also have

de ' (1) V" (1)

< p(ta) > poo» (1.106)
[l lloo + 1DV, floo]? o

Poo — 1/n < ‘
hence
o= Jin | [ 00 =| [ a0
n—oo Td Td
On another hand, for any r € R and for n large enough, we have that 1, + ¢ €
[ta — [t], T — (za — |2])], so that

o Mty + OV (ty + 1
/Td“(t)”(t) Ja 1 ( ' ( )

= lim
g lloo + 1DV lloo]?

n

< lirrlnp(tn = [t]) = poo-

(1.107)

Now suppose that poo > O and o > 0. If pso = de 1(0)v(0) > 0; using (1.105)
with £, = 0 we deduce, due to (1.107), that ft(l) Jga |D3|* < 0. This implies that
[v(0)] = 0. If poo = — de 1(0)v(0), we get at the same conclusion by choosing
now f; = 0 in (1.105). But v(0) = 0 is impossible unless psc = 0. It remains the
case that o = 0; this means that jx satisfies

it — Af — div(ib) = 0
for a bounded drift b(¢, x). But this readily leads to t = 0 (because ||f(?)] <
e~ @U=10)|| (1) | for all 1o, ¢ and fi is uniformly bounded), and again this implies
Poo = 0.

So we proved that poc = 0. We claim now that this implies the existence of 7
such that

1
le@llz + 1Dv@ll2 =, Uwollz + I1Dvrll2l - Vi € lto, T — 1ol (1.108)

In fact, using the Fokker-Planck equation and (1.103), for every ¢ € [t, T — 7] we
have

-t
I3 < ce™ VN3 + co~2/ / |B(x, Dv)l®
T Te

I

<ce 7ol + I Dvrll2)?

—l—c{/ u(t)v(r)
Td

+ ‘/ W(T — (T — 1)
Td
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hence
113 = clllol3 + I1Dvr 21 (7747 + p(@)) . (1.109)

Similarly we have, using now the estimate for u,

T
15113 < ce” T IH(T — )5 + ¢ / eV u(s)lI3ds

t

< cllollz + IDur o1 (77 T=770 4 77070 4 ()

which implies, forevery t € (tr, T —t — 1):

t+1
IVu) 13 < el + 1>||%+cf )3 + 5)*D)
t

= cllipollz + [1Dvr |21 (¢ T~ 4+ &7 4 p(o) )
(1.110)

Since p(7) e 0, from (1.109)—(1.110) we obtain (1.108) by choosing t and ¢
conveniently. Finally, by iteration of (1.108), we deduce the exponential estimate
(1.96). ]

Proof of Theorem 1.14 Let us first assume that mg € C%(T¢). We set X =
C 0([0, Tl; Lz(Td)) and we introduce the following norm in X:

() 27
el |x = sup( a
[0,T]

e—wt + e—w(T—t)

where w > 0 is given by Lemma 1.14. It is easy to verify that (X, |||lu|||x)
is a Banach space and ||| - ||| is equivalent to the standard norm |u| =

supyo, 77 lu ()l L2(ra).-
We define the operator T on X as follows: given u € X, let (v, p) be the solution
to the system

—vy — Av+ H(x, Du+ Dv) — H(x, Du) = F(x,m 4+ u) — F(x,m)
o(T) = G(x,m+ u(T)) — it
pr — Ap — div(p Hp(x, Dit + Dv)) = —div(m [Hp(x, Dit + Dv) — H,(x, Dir)))
p0) =mo—m
(1.111)

then we set p = T . Since H), is globally bounded, and m, mg € C O by standard
regularity results (see [142, Chapter V, Thms 1.1 and 2.1]) we notice that the range
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of T is bounded in C*/>*(Q7), in particular the range of T lies in a bounded set
of L™ and its closure is compact in X. As a consequence, due to (1.92), there is
no loss of generality if we consider F(x, -) to be globally bounded and Lipschitz.
Using now the global bound on p and proceeding as in Lemma 1.14, a global bound
for || Dv(t)||2 follows, and then, by (local) regularizing effect of parabolic equations,
we deduce that there exists a constant L > 0 such that

[Dv()llec =L Vi<T-—-1, YueX. (1.112)
We now check that the operator T is continuous: if u, — w in X, then u,(T) is
strongly convergent in L*(T%), and F(x, m + p,) — F(x, m) converges in L%(07)
as well. By standard parabolic theory, we have that Dv, converges in L>(Q7) to
Dv where v is a solution corresponding to 1. The convergence of Dv, in L? and
the boundedness of H), imply that the drift and source terms in the equation of p,
converge in L?(Qr) for every p < oo. This immediately implies the convergence
of p, in L*>(0, T; H'(T¢)) and then in C%([0, T]; L*>(T%)) as well. By uniqueness,
we deduce that p, converges to T'w. This concludes the continuity of 7. Thus, T
is a compact and continuous operator. We are left with the following claim: there
exists a constant M > 0 such that

)]l < M forevery u € X and every o € [0, 1] such that u = o T ().
(1.113)

In order to prove (1.113), we use Lemma 1.14 in the interval (0, T — 1); indeed if
u = oT(u), then (u, v) is a solution to (1.95) with vy_; = v(T — 1). Therefore,
there exists K > 0 (only depending on ||m¢||ec, and F, H, i, m) such that

@2 + I1Dv@)]2 < K(e™® 4+ e~ *TD) Vie (0, T—-1).

Since || (#)]|2 is uniformly bounded for ¢t € (T — 1, T'), we conclude that (1.113)
holds true for some M > 0. By the Schaefer’s fixed point theorem [110, Thm 11.3],
we conclude that there exists 4 € X such that u = Tpu. Setting m = m + pu,
u =it + AM(T — 1) + v, we have found a solution of the MFG system (1.62) which
satisfies the estimate

lm () — mll2 + | Du@) — Dials < C(e= + ="y Vie(©,T-1).
To conclude with the general case, let mg € P(Td) and let (1, m) be any solution

to system (1.62). By mass conservation and the global Lipschitz bound (1.64), there
exists @ € (0, 1) and a constant C, only depending on 8, such that

Im@lcery <€ Viz .
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In turn, this implies that

IDu e <C VST .
for a possibly different constant only depending on g, F, G. By monotonicity of
F(x,-), (u, m) is the unique solution of the MFG system in (é, T — ;) with initial-
terminal conditions given by m(é) and u(T — é) respectively. By the first part of
the proof, we know that this unique MFG solution satisfies the exponential turnpike
estimate. Hence there exists M > 0 such that

Im” () —slla+ | Du” (1)~ Dit|p < M(e™ +e T~y Vre (1/2,T—1/2).

Using the regularizing effect of the two equations, this estimate is upgraded to L°°-
norms and yields (1.94). |

Let us stress that the turnpike estimate (1.94) gives an information in a long
intermediate time of the interval (0, T'). A stronger result can also be obtained, by
showing the convergence of (u” (t), m” (1)) at any time scale, i.e. for every t €
(0, T). More precisely, there exists («, m) solution of the problem in (0, c0):

—du + A — Au+ H(x, Du) = F(x, m) in (0, 00) x T?,
dm — Am — div(m H,(x, Du)) = 0 in (0, 00) x T?,
m(0) = my, Du € Dii + L%((0, 00) x T¢), u bounded
(1.114)
such that
T - T—o0 T T—o0
u' )+ MT —1) — u(t) ; m" (1) — m(t)

where the convergence is uniform (locally in time). We notice that, since F(x, ) is
nondecreasing, there is a unique m which solves problem (1.114), while u is unique
up to addition of a constant. Nevertheless the above convergence holds for the whole
sequence T — 0o0. i.e. there is a unique solution u of the infinite horizon problem
which is selected in the limit of u” () + A(T — ). We also point out that m is
the unique invariant measure of the Fokker-Planck equation (hence m(t) — m as
t — 00). Finally, the same problem (1.114)is obtained as the limit of the discounted
MFG problem when the discount factor vanishes. The discounted (infinite horizon)
problem is described by the system

—du + 8u — Au+ H(x, Du) = F(x,m) in (0, 00) x T¢,
dm — Am — div(m Hp(x, Du)) =0 in (0, 00) x T,

m(0) = mg, u bounded
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and corresponds to the following minimization problem for each agent:

+oo
J(x,a) = infE [/ e (H* (X1, —ar) + F(X;, m(1))) dti|
o 0

where § > 0 is a fixed discount rate. In case of monotone couplings, the limit as
8 — 0 produces a unique solution of (1.114) and is, once more, related to the
ergodic behavior of the controlled system. We refer to [58] where all the above
mentioned results are proved for smoothing couplings in connection with the long
time behavior and the ergodic properties of the master equation. A different proof is
also given in [91] for local couplings and Lipschitz Hamiltonians.

We conclude by mentioning that the aforementioned results, and specifically the
exponential convergence, mostly rely on the presence of the diffusion term in the
equations (the individual noise of the agents). Indeed, in case of first order MFG
systems, only partial results are known, even in case of monotone couplings. The
typical result proved so far consists in the long time average convergence towards
the ergodic first order system, see [52, 53] for the case of, respectively, smoothing
and local couplings.

Remark 1.15 Tt is well-known that the ergodic behavior of Hamilton-Jacobi equa-
tions has strict connections with the study of homogenization problems. To this
respect, the study of MFG systems is still largely open. MFG problems with
fast oscillation in the space variable (homogenization) are studied in [82, 151].
Interestingly, the monotonicity structure of MFG might be lost after homogenization
(although very recent results by Lions show that some structure is preserved).

1.3.7 The Vanishing Viscosity Limit and the First Order System
with Local Couplings

1.3.7.1 Existence and Uniqueness of Solutions

We now analyze the vanishing viscosity limit of weak solutions. Compared to the
case of smoothing couplings, now we cannot rely anymore on the semi concavity
estimates for u, and the relaxed solutions obtained for the deterministic problem fall
outside the viscosity solutions setting. However, the monotonicity of the couplings,
the coercivity of the Hamiltonian and, eventually, the stability properties of the
system, will allow us to handle the two equations in a purely distributional sense.
To fix the ideas, we still assume that the Hamiltonian H (x, p) is convex and
C! with respect to p and satisfies assumptions (1.66)—(1.68). We also assume that
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F.G € C (Td x R4) are nondecreasing functions of m which verify, for some
constants C; > 0,

3 f € C(R4+, Ry) nondecreasing, with  lim  f(s) = +o0
— 400

N

and f(s)s convex, such that

Co fm)—Cy < F(x,m) < f(m)+Cy,  V(x,m)eT xRy
(1.115)

dg € C(R+, Ry) nondecreasing, with lirf g(s) = +o0
§—> 100

and g(s)s convex, such that

Crg(m) —C3 < G(x,m) < g(m) +C3,  V(x,m) e T xRy .
(1.116)

Of course the simplest example occurs when f(s) and g(s) are power-type
functions, as considered e.g. in [62]. Both nonlinearities F and H could also depend
(in a measurable way) on ¢, but this would not add any change in the following, so
we omit this dependence to shorten notations.

The key point here is to consider the duality between weak sub solutions of
Hamilton-Jacobi equation and weak solutions of the continuity equation. This topic
has an independent interest for PDEs especially in connection with the theory of
optimal transport.

Definition 1.6 Given f € L'(Q7), g € L' (T%), a function u € L*(0, T; H'(T%))
is a weak sub solution of

(1.117)

!—a,u + H(x, Du) = (1, %)
u(T, x) = g(x)

if it satisfies

T T T
// u8,(p~|—// H(x,Du)gos// f<p+/ (T
0 J1d 0 JTd 0 J1d Td

Vo e CH(0, TI x T, ¢ =0.  (1.118)

Hereafter, we will shortly write —0;u + H(x, Du) < f and u(T) < g to denote the
previous inequality.

Let us point out that, since H is bounded below thanks to condition (1.66),
any sub solution u according to the above definition is time-increasing up to an
absolutely continuous function; in particular, # admits a right-continuous Borel
representative and admits one-sided limits at any ¢ € [0, T']. We refer the reader to
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[158, Section 4.2] for the analysis of trace properties of u. We will use in particular
the existence of a trace at time + = 0 for u; this trace should be understood in
the sense of limits of measurable functions (convergence in measure of u(¢, x) as
t— 07).

Definition 1.7 Let mg € P(T¢). Given a measurable vector field b : Q7 — R, a
functionm € L'(Qr) is a weak solution of the continuity equation

(1.119)

oom —divimb) =0
m(0) = mg

if m e C°([0, T1; P(T%)), fOT Jzam |b]* < 0o and the distributional equality holds:

T T
—// mat¢+// mb~D(p=/ mog(0) Vo € CH([0,T) x TY).
0 JT1d 0 JT1d Td
(1.120)

Let us recall that the requirement that fOT Jzam|b|* < oo is very natural in the
framework of weak solutions to the continuity equation, and this is related with the
fact that m(¢) is an absolutely continuous curve in P(T¢) with L? metric velocity,
see [18].

Standing on the above two definitions, we have a weak setting for the determinis-
tic MFG system. For simplicity, we restrict hereafter to the case that mo € L'(T9).

Definition 1.8 A pair (u, m) € L%(0, T; HY(T%)) x L'(Q7)4 is a weak solution
to the first order MFG system

:—a,u + H(x, Du) = F(x,m) (1.121)
u(T)=Gx,m(T))

:atm — div(m Hp(x, Du)) =0 (1.122)
m(0) = mg

if
(i) F(x,m)m € LY(Q7), G(x,m(T)m(T) € LY (T%), m|Du|*> € L'(Qr), and
u is bounded below

(ii) u is a weak sub solution of (1.121), m € C°([0, T]; P(T%)) is a weak solution
of (1.122)
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(iii) u and m satisfy the following identity:
T
/ mou(0)dx = / Gx,m(T)Y)ym(T)dx + / / F(t,x,m)mdxdt
Td Td 0 Jrd

T
+/ / m [Hp(x, Du) - Du — H (x, Du)] dxdt
d
0T (1.123)

A key point is played by the following lemma, which justifies the duality between
weak sub solutions of the Hamilton-Jacobi equation and weak solutions of the
continuity equation. This also gives sense to the first term in (1.123), where we
recall that the value u(0) is the trace of u(¢) as explained before.

In the following, for a convex super linear function ¢ : RY — R, we denote by
¢* its Legendre transform defined as ¢™(q) = sup ,cpalg - p — ¢ (p)].

Lemma 1.15 Let u be a weak sub solution of (1.117) and m be a weak solu-
tion of (1.119). Assume that f, g,u are bounded below and there exist convex
increasing and superlinear functions ¢y, ¢2 such that ¢ (m), ¢7(f) € LY (Q7) and

d2(m(T)), 3 (g) € L1 (T9).
Then we have m|Du|*> € L'(Q71), u(0)mo € L' (T¢) and

T
/mou(O)dx 5/ gm(T)dx—i—// fmdxdt
Td Td 0 Td

T
+/ / m [b- Du — H(x, Du)]dxdt (1.124)
0 J1d

Proof Let ps(-) be a sequence of standard symmetric mollifiers in RY. We set
ms(t,x) = m(t) » ps. We also take a sequence of 1-d mollifiers £ (¢) such that
supp(&:) C (—¢,0), and we set

T T
ms.e :=/0 Ec(s —1)ms(s)ds =f0 /RN m(s, )& (s —t)ps(x — y)dyds.

Notice that this function vanishes near t+ = 0, so we can take it as test function in
(1.118). We get

T T T
f / uat””é,e"‘/ H(x, Du)ms . S/ / fmé,e“l‘/ gmgs e (T).
0 JTd 0 JTd 0 JT1d Td

(1.125)
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The first integral is equal to fOTde —dsus em(s, y)dsdy, where us (s, y) =

fOTde u(t, x)é:(s —t)ps (x — y) dtdx. Notice that this function vanishes near s = T
so it can be used as test function in (1.120). Therefore we have

T
// u(t,x) oyms ¢(t, x) dxdt
0 J1d

T
= _/ / mB,s(S, y) as”&,s(sa Y)dey
0 JTd

T
= —/ /lm(s, ¥)b(s,y) - Dyus ¢ dey~|—/1m0(y)u5’S(()’ ydy.
0 J1e e

We shift the convolution kernels from u to m in the right-hand side and we use this
equality in (1.125). We get

T T T
—// D“'w5,5+// H(x, Du)ms +/ (mo*p5)</ M(f)%'a(—f)df>
0 J1d 0 J1d T4 0
T
S// fms.e +/ gms o(T)
0 J1d Td

where we denote ws = [(bm) x ps] and ws ¢ (¢, x) = fOT ws(s, x) & (s —t)ds.
Now we let first ¢ — 0, and then § — 0. Since u is time increasing (up to an
absolutely continuous function), we have

(1.126)

T
liminf [ (mo * ps) (/ u(t)ge(=1) dt) Z/ (mo * ps) u(0)
Td 0 Td

e—0

and since u is bounded below once we let § — 0 we have mou(0) € L' (Td) and

§—~0 -0

T
liminfliminf/ (mo * ps) (/ u)é(—1) dt) > / mou(0) . (1.127)
T4 0 Td
Using the time continuity of m into P(T%), we have
r e—0
lms.e(T) — (m(T) * ps)lloo < | Dps Il / (s — T)di(m(s), m(T))ds — 0,
0

so we handle the termat ¢t = T':

lim/ gms,(T) =/ g(m(T) * ps) .
e—0 Jd Td
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Now we can pass to the limit in the last term due to Lebesgue’s theorem, since by
the assumptions we dominate

gm(T) » ps) < ¢3(8) + ¢2(m(T) * p5) < ¢5(8) + $2(m(T)) * ps

where we used Jensen’s inequality in the last step. Since d);‘ (2), po(m(T)) €
L' (T%), last term strongly converges in L' (T¢), and since g is also bounded below
we deduce that |g(m(T) » ps)| is dominated in L' (T¢). Therefore

lim lim gmg,s(T):/ gm(T). (1.128)
Td Td

§—>0 e—0

We reason in a similar way for the term with f, which satisfies, for some constant
CO’

coms,e < fmse < Q7 (f)+ (d1(m) * ps.e) .

By dominated convergence again we deduce

T T
lim lim/ fms.e =/ fm. (1.129)
0 JTd 0 JT1d

§—0 ¢—0

Finally, using (1.66) we have

2
—Du - ws ¢ + H(x, Du)ms ¢ > * ms.e|Dul> — C [ma,g + [s.c| }
2 ms e

Now we define the lower semi-continuous function ¥ on R x R by
2
Wi m > 0,

Y(w,m)=10 if m=0andw =0, (1.130)
+o00 otherwise,

and we observe that ¥ is convex in the couple (w, m). So by Jensen’s inequality we

[ws,e ‘2
ms.e

m |b|?), we deduce that

lw> _

2
have < (‘u;l‘ ) *x ps.c. Recalling that w = bm in our setting (hence "/

o
—Du - wie+ Hx, Duyms.e = 5 ms o Duf = C [mae + (b m) x pi |
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From the previous inequality we are allowed to use Fatou’s lemma as ¢,§ — 0,
obtaining

§—0 &—0

T
liminfliminf/ / [—Du - ws e + H(x, Du)ms ;]
0 J1d

T
2// m[—Du -b+ H(x, Du)] (1.131)
0 Td

and we also deduce in between that m|Du |2 elL! (Qr). Finally, collecting (1.127),
(1.128), (1.129) and (1.131), we obtain (1.124). O

We are now able to discuss the vanishing viscosity limit of the MFG system. In
the following, we will make use of the family of Young measures generated by the
sequence {m?®}. To this purpose, we recall the fundamental result concerning Young
measures [181], see e.g. [22, 161]. Here P(R) denotes the space of probability
measures on R.

Proposition 1.3 Let Q be a bounded subset in RN, and let {w,} be a sequence
which is weakly converging in L' (Q). Then there exists a subsequence {wy,} and a
weakly* measurable functionv : Q + P(R) such that if f(y,s) is a Carathéodory
Sunction and { f (y, wn, (¥))} is an equi-integrable sequence in L'(Q), then

FO wa () = f(y)  weakly in L'(Q), where f(y) = /R F(, Ddvy(R) .

(]

Theorem 1.15 Assume that F,G satisfy (1.115)—(1.116), and that H(x, p)
satisfies (1.66)—(1.68). Let mo € L*(T?) and let (uf, m®) be a solution of
(1.62). Then there exists a subsequence, not relabeled, and a couple (u,m) €
L2(0, T; H'(T?) x LY(Q7) such that (u®, m¢) — (u, m) in L' (Qr), and (u, m)
is a weak solution to (1.121)—(1.122) in the sense of Definition 1.8.

Proof By Lemma 1.13, (u®, m®) satisfy the a priori estimates (1.69). On account of
conditions (1.66)—(1.68), this implies that there exists a constant C, independent of
&, such that

T T T
/ / F(x,me)mg—i—/ G(x,me(T))m*?(T)Jr/ / mé |Du6|2+/ / IDuf> < C.
0 J1d Td 0 JTd 0 JTd

Hence there exists a subsequence, not relabeled, and a function u €
L%(0, T; H'(T%)) such that u® — u weakly in L2(0, T; H'(T¢)). Notice that,
since 9;u® is bounded in L2(0, T; (H'(T%))") + Ll(QT), by standard compactness
results the convergence of u® to u is strong in LZ(QT). Moreover, since F, G are
bounded below, by maximum principle we also have that u° is bounded below.
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As for m®, from (1.115) we have that f(m®)m® is bounded in L'(Q7). This
implies that m® is equi-integrable and so, by Dunford-Pettis theorem, it is relatively
compact in the weak topology of L' (Q7); there exists a subsequence, not relabeled,
and a function m € Ll(QT) such that m® — m weakly in LI(QT). Let us
denote by v »)(-) the family of Young measures generated by m®, according to
Proposition 1.3. Since F(x, m®)m® is bounded in L'(Q7), then F(x, m®) is equi-
integrable and then we have

F(x,m®) — f weaklyin L'(Q7), where f:/F(x,x)dv(t,x)(x).
R

We notice that the bound on F(x, m®)m® implies that fR F(x, )Adv; (L) €
Ll(QT). Indeed, applying Proposition 1.3 to the function F(x, m)Ty(m), where
Ty (m) = min(m, k), implies

T T
f f /F(x,)»)Tk()»)dv(t,x)()»)z lim// F(x, m®) Ty (m®) < C,
0 J1d JR e—0Jo J1d

and then, by letting k — 00, by monotone convergence we get

T
/f /F(x,x)xdv(,,x)(xkoo. (1.132)
0 JT¢ JR

Similarly we reason for the sequence m®(T). This is equi-integrable in L' (T¢) and
then, up to subsequences, it converges weakly in L'(T¢); in addition, denoting
{yx(-)} the sequence of Young measures generated by m®(T), we have that
G (x, m®(T)) is weakly relatively compact in L' (T?) and

G(x,m®) — g weakly in LI(QT), where g:/G(x,A)dyx(A).
R

In addition, as before, we deduce that fR G(x, MAdyc (L) € LY(TY).

We can now pass to the limit in the two equations. As for the HJ equation, since
p +— H(x, p) is convex, then by weak lower semi-continuity we deduce that u
satisfies

—o;u + H(x, Du) < f
u(T) < g

(1.133)

in the sense of Definition 1.6. As for m®, we observe that (1.69) and (1.67) imply
that m® |H,(x, Du®)|? is bounded in L' (Q7). It follows (see also Remark 1.6) that
dy(mé(t),mé(s)) < Clt — s|é, where d; is the Wasserstein distance in P (T9).
Therefore, m® (¢) is equi-continuous and converges uniformly in the weak™ topology.
This implies that the L'-weak limit m belongs to C°([0, T]; P(T9)), and m(0) =
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mo. Finally, m® H,(x, Du?®) is equi-integrable and therefore weakly converges (up
to subsequences) in L'(Q7) to some vector field w. If ¥ is defined in (1.130), we
deduce

T
// 'J/(wm)<11m1nf// v (m?®, w)—//mlH(x Du)| <C
0 Td Td

hence ¥ (w, m) € L'(Qr).In particular we can set b := Z 1{m>0y, then m is a weak
solution of (1.119), with m |b|2 eL! (Qr). Eventually, since m® weakly converges
tom and f(s)s is convex, by lower semicontinuity we deduce that

T T T
/ / fm)m < liminf/ fm®m® < / / Fx,m®Ym® +Cy < C.
0 J1d e—0 0 J1d 0 J1d

Similarly we have for m®(T'), hence we conclude that
femm e L'(Qr),  gm(T)m(T) e L'(T?).

Now we observe that, using the monotonicity of F(x, -) and condition (1.115) we
can estimate

f:/RF(x,A)dv(t,x)(x) < F(x,s) + i /RF(x,A)Adu(,,x)(x)
<FOHC fR F ., hdvi ().
hence
[ = Cils — f(s)s = /R Flr,ihdvo() Vs 20.

Recall that f(s)s is convex and the right-hand side belongs to LI(QT); we deduce
from the above inequality that d)f( f C)) € L' (QT), where ¢’f is the convex
conjugate of ¢1(s) := f(s)s. Similarly we reason for g, obtaining that ¢5(g —
C3) e L! (Qr) where ¢2(s) = g(s)s. Notice that the addition of constants to f g
in (1.133) is totally innocent up to replacing u with u 4+ a(T —t) 4+ b. Collecting all
the above properties, we can apply Lemma 1.15 to u and m and we obtain that the
following inequality holds:

T T
/ mou(O)S/ gm(T)+/ fm—i—// m [b-Du— H(x, Du)] .
Td Td 0 J1d 0 Jrd

(1.134)
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Now we conclude by identifying the weak limits f, gz and b. We start from the
equality (1.70)

T
/G(x,mS(T))mS(T)—i—// F(x,m®)m?®
Td 0 J1d
T
+//mg[Hp(x,Du€)~Du€—H(x,Dug]:/ mouf(0).
0 Jrd Td

We observe that u®(0) is equi-integrable: indeed, (#® — k) is a sub solution of the
Bellman equation, so that

T
/(ME(O)—k)Jr-l-// H(x, Du®)1gespy
Td 0 Td
T
sff F(x,mf)l{us>k}+f (G(x,m*(T)) — k).
0 JTd Td

Hence the bound from below of H (see (1.66)) and the equi-integrability of
F(x,m®), G(x,m®(T)) imply that de (u®(0) —k)+ — 0ask — oo uniformly with
respect to €. This implies that u® (0) is equi-integrable, and then it weakly converges
in L! (Td) to some function y. In particular, when we pass to the limit in (1.62), we
have

T T T,
/ @(0) x +// mpHr// H(x,Du)fpS// f<p+/ go(T)
Td 0 J1d 0 J1d 0 J1d Td

Yo € C1(Qr), ¢ 0.
By choosing a sequence ¢; such that ¢;(0) = 1 and ¢; approximates the Dirac

mass at t = 0, we conclude that x < u(0), where u(0) is the trace of 1 attime t = 0
in the sense explained above. Finally, we have

T
/ G(x,mS(T))mS(T)—i—/ / F(x,m®)m®
T4 0 J1d
T
+/ /d m® [Hp(x, Du®) - Du® — H (x, Du®] (1.135)
0 Jr

e—0

— moXS/ mo u(0)
Td Td
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and using (1.134) we get

T
lim sup {/Td G(x,m®(T))m®(T) +/0 de F(x,m®)m®

e—0
T
+// mS[H,,(x,Dug)-Dus—H(x,DuS]}
0 J1d
T, T
§/§m(T)+/ fm~|—//m[b-Du—H(x,Du)].
Td 0 J1d 0 JTd
(1.136)

Let us denote w® := m® H),(x, Du®). We have called w its weak limit in L'(Q7);
since we have

T
/ / m® [Hp(x, Du®) - Du® — H (x, Du®]
0 J1d

T T we
=/ / mé H*(x,H,,(x,DuS))zf / m® H* (x, )
0 J1d 0 J1d mé

where H* is the convex conjugate of H, and since m H* (x, Z) is a convex function
of (m, w), by weak lower semicontinuity we have

T T
liminf// mS[Hp(x,Duf)-Dus—H(x,DuS]Z// mH*(x,w).
e—0 0 J1d 0 J1d m
(1.137)

Therefore we deduce from (1.136)

T T
limsup{/ G(x,me(T))mg(T)—l—// F(x,mg)mg}ff gm(T)—I—// fm
e—0 |J1¢ 0 Jrd Td 0 Jre

T T
+// m[b.Du—H(x,Du)]—// mH*(x,w)
0 J1d 0 J1d m
- T -
Sfrdgm(T)Jr/O/Tdfm

(1.138)
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where we have used that w = bm. We use now the monotonicity of F, G to
identify their limits. Indeed, denoting T} (s) = min(s, k), we have (there is no loss of
generality here in assuming F, G positive, which is true up to addition of constants):

T
//[F(x,ms)—F(x,m)](ms—m)
0 Jrd

+ /Td[G(x, m*(T)) — G(x, m(T )] (m*(T) — m(T))

T
5/ / F(x,mg)mg—l—/ G(x,m*(T))m®(T)
0 Td Td
T T T
—/ / F(x,m®% Tk(m)—/ / Tk(F(x,m))mS~|—/ / F(x,m)m
0 Td 0 d 0 Td
- /Td G(x,m*(T)) Ty (m(T))
- /Td Ti(G(x, m(T))) m*(T) +/]I‘d G(x,m(T))m(T).

Hence, using (1.138) and the weak convergences of m®, F(x, m®), G(x, m®(T)) we
get

T
lim sup {/ / [F(x,m®) — F(x,m)] (m® —m)
0 J1d

e—>0

+ de[G(x, mé (TY) — G(x, m(T))] (m* (T) — m(T))}
T, T

5/ / f[m—Tk(m)]+/ / [F (. m) — Te(F (x, m)Im
0 JT1d 0 JTd

+ /Td g m(T) = T (m(T))] + /Td[G(x, m(T)) — Ti (G (x, m(T)))Im(T) .

Letting k — oo the right-hand side vanishes due to Lebesgue ’s theorem, so we
conclude that

e—>0

T
lim sup {/ /1[F(x’ m®) — F(x,m)] (m® —m)
0 Jr
+ /Td[G(x, m*(T)) — G(x, m(T)] (m*(T) — M(T))} =0.

This means that [F(x, m®) — F(x,m)] (m® —m) — 0 in L'(Q7), and almost
everywhere in Q7 up to subsequences. In particular, we deduce that F(x, m®) —
F(x,m) a.e. in Q7 up to subsequences, hence f = F(x,m) and the convergence
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(of both F(x,m?) and F(x, m®)m?®) is actually strong in L'(Q7). Similarly we
reason for G (x, m®(T)), which implies that g = G(x, m(T)). If we come back to
(1.138), now the limit of the left-hand side coincides with the right-hand side, and
trapped in between we deduce that

/()T/Tdm [Z-Du—H(x,Du)—H*(x,Z)]:O

which yields that Z = Hy(x,Du) m-ae. in Qr. This implies that w =
m Hp(x, Du). Finally, all the weak limits are identified. Coming back to (1.135),
now we know that F(x,m®)m®* — F(x,m)m and G(x,m®(T))m*(T) —
G(x,m(T))m(T), and in addition (1.137) holds with w = m H,(x, Du). Therefore,
we have

T
/G(x,m(T))m(T)—i—// F(x,m)m
Td 0 Td

T
+//m[Hp(x,Du)-Du—H(x,Du]
0 Jrd

T
< liminf{/ G(x,m®(T))m®(T) +/ / F(x,m®)m?®
Td 0 J1d

e—0

T
—i—/ / m® [Hp(x, Du®) - Du® — H (x, Due]}
0 Td

< / u(0)myg.
Td

Combining this information with (1.134), where f , &, b are now identified, yields
the energy equality (1.123). Thus, we conclude that (u,m) is actually a weak
solution of the MFG system in the sense of Definition 1.8. O

Now we conclude the analysis with a uniqueness result. To this purpose, we need
a refined version of Lemma 1.15, as follows.

Lemma 1.16 Assume that F, G satisfy (1.115)—(1.116), and that H (x, p) satisfies
(1.66)—(1.68). Let (1, m) be a weak solution to (1.121)—(1.122). Then u(t)m(t) €
LY(T?) for a.e. t € (0, T), and the following equality holds:

T
/ m(t)u(t)dx:/ G(x,m(T))m(T)dx—l—/ / F(t,x,m)mdxdt
Td Td t Td

T
+/ / m [Hy(x, Du) - Du — H(x, Du)] dxdt
t Td

forae.t € (0, 7).
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Proof Let us take ¢ such that m(t) € L' (’]Fd) (this is true for a.e. t € (0, T')). First
we apply Lemma 1.15 in the time interval (¢, T'). Notice that, since F(x, m)m &
LY (Q7), G(x,m(T))m(T) € L'(T?), then the requirements of the Lemma hold
with ¢1(s) = f(s)s and ¢2(s) = g(s)s, where f, g are given by (1.115)—(1.116).
We obtain that u(t)m(t) € Ll(’]Fd) (where u(t) is the right-continuous Borel
representative of 1) and

T
/ m(t)u(t)dxf/ G(x,m(T))m(T)dx—l—/ / F(x,m)mdxdt
Td Td t Td

T
+/ / m [Hpy(x, Du) - Du — H(x, Du)] dxdt
t Td

t
=/ u(O)mo—// F(x,m)mdxdt
Td 0 Jtd

t
— / /d m [H,,(x, Du) - Du — H(x, Du)] dxdt
0 JT
(1.139)

where we used (1.123) in the last equality. Now we wish to apply once more
Lemma 1.15 in the interval (0, ¢); but this needs to be done in two steps. First of
all, we replace u with uy = min(u, k); uy is itself a sub solution and satisfies (see
e.g. [158, Lemma 5.3])

—0iug + H(x, Duy) < F(x,m) lyy<ky + ¢ luspy

for some constant ¢ > 0. Since u (1) € L% (T%) and m(r) € Ll(Td), we can apply
Lemma 1.151in (0, ¢) to get

t
/ Mk(O)MOS/ Mk(t)M(t)+/ / [F(x,m) ly<py + ¢ LiyskyIm
Td Td 0 Jrd
t
+[ / m [Hpy(x, Du) - Duy — H(x, Duy)] .
0 Td
Letting k — oo is allowed since u(¢)m(t) € L' (T¢), and we deduce that
13
[ uomo = [ wwmar+ [ [ Focmm
Td Td 0 Td

1
~|—/ / m [H,,(x,Du)-Du—H(x,Du)] .
0 Jtd

Using this information in (1.139) we conclude the proof of the desired equality. O
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We are ready for the uniqueness result, where we further invoke the following
lemma. This is a particular case of what proved in [158, Lemma 5.3] for solutions
in the whole space; the proof follows the same steps in the setting of x € T¢. A
similar statement is also contained in [62, Thm 6.2].

Lemma 1.17 ([158]) Let u1, ua be two weak sub solutions of (1.117). Then v :=
max(uy, up) is also a sub solution of the same problem.

We have all ingredients for the uniqueness result.

Theorem 1.16 Assume that F, G satisfy (1.115)—(1.116), and that H (x, p) satis-
fies (1.66)—(1.68). Let mg € L*(T%), and let (u, m), (ii, i) be two weak solutions
of (1.121)—(1.122), in the sense of Definition 1.8. Then we have F (x, m) = F(x, m)
and, if F(x,-) is an increasing function, then m = m and u = u m-almost
everywhere.

Proof After condition (1.115), there is no loss of generality in assuming that
F(x,s) < f(s) (which is the case up to addition of a (same) constant to both H ad
F). Therefore, using the monotonicty of F(x, -), we have

F(x,m)s < F(x,m)m+ F(x,s)s < F(x,m)m+ f(s)s
Hence, if we denote by ¢1(s) = f(s)s, we have that ¢’f(F(x, m)) € LI(QT),
while ¢1(m) € Ll(QT). This is of course true for m as well. Similarly we reason

for G(x, m(T)) with ¢2(s) = g(s)s given by (1.116). Therefore, we can apply
Lemma 1.15 to u and to m as well as to # and m. We obtain

T
/u(O)m()f// F(x,m)n~1~|—/ G(x,m(T))m(T)
Td 0 JTd Td

T
+// m[Hy(x, Dit) Du — H(x, Du)],
0 JTd

T
/ﬁ(O)mos// F(x,rh)m—i—/ G(x,m(T))m(T)
Td 0 JTd Td
T
+// m[H,(x, Du)Dii — H (x, Dii)].
0 JTd

We use (1.123) in the first inequality, and similarly we use (1.123) written for
(i1, m) in the second one. When we add the two contributions we deduce the usual
inequality

T
/ (F(x,m) — F(x,m))(m — m)
0 J1d

+ /Td[G(L m(T)) — G (x, m(T)[[m(T) — m(T)]
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T
//dm[H(x,Dﬁ)—H(x,Du)—H,,(x,Du)(Dﬁ—Du)]
0 JT
T
~|—/ /an[H(x,Du)—H(x,Dﬁ)—H,,(x,Dﬁ)(Du—Dﬁ)]50.
0 JT

This implies that F(x, m) = F(x,m) and G(x,m(T)) = G(x, m(T)), and we have

H(x, Dii)y — H(x, Du) = Hy(x, Du)(Dit — Du) in {(¢,x) : m(t,x) > 0}

H(x, Du) — H(x, Dit) = Hp(x, Dit)(Du — Dit) in {(¢,x) : m(¢,x) > 0}.
(1.140)

Of course, if F(x, -) is increasing, we deduce that m = m almost everywhere.
Now we use Lemma 1.17, which says that z := max(u, i) is a sub solution of
the HJ equation. Then we can apply Lemma 1.15 and we obtain, fora.e.t € (0, T):

T
/m(t)z(r) 5/ G(x,m(T>)m(T>+/ / Flx,mym
Td Td ¢ Td
T
+[ /lm [Hp(x, Du) - Dz — H(x, D2)] . (1.141)
t T

Now we have
T
/ / m [Hp(x, Du) - Dz — H(x, Dz)]
t Td
T
:/ / m [Hy(x, Du) - Dii — H(x, Di)] 1<)
t Td
T
+[ fdm [Hp(x, Du) - Du — H(x, Du)] 1y~
t T
T
=/ / m [Hp(x,Du)-Du—H(x,Du)]
t Td

thanks to (1.140); thus we deduce from (1.141)

T
/ m(t) z(t) S/ G(x,m(T))m(T)—i—/ / F(x,m)m
Td Td ¢ Jrd

T
~|—/ / m [H,,(x,Du)~Du —H(x,Du)]
t JT1d

=/ m(t) u(t)
Td
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where we used Lemma 1.16. We conclude that
/1 @) [(t) — u(®)] <0
Tl

which implies that u(¢t) = z(¢) (i.e. u(t) > u(t)) m-almost everywhere. Reversing
the roles of the two functions we conclude that u = & m-almost everywhere. O

Remark 1.16 There are other approaches to study the first order MFG system
(1.121)—(1.122), especially if model cases are considered. One possible strategy,
introduced in [145], consists in transforming the system into a second order elliptic
equation for u in time space. More precisely, using that F is one-to-one and
replacing m in the continuity equation by

m(t, x) = F~'(x, —8,u + H(x, Du)),

one finds an elliptic equation in (¢, x) for u. This elliptic equation is fully nonlinear
and degenerate (at least on the points (¢, x) where m (¢, x) = 0). This strategy is the
starting point of regularity results proved by P.-L. Lions in [149] (Lessons 6-27/11
2009), which in particular lead to uniform bounds for the density m.

Other regularity results, including L°°- bounds or Sobolev regularity for the
density, were obtained by F. Santambrogio in [147, 148, 175] using completely
different techniques inspired by optimal transport theory. Those results are just one
by-product of the Lagrangian approach developed by F. Santambrogio, for which
we refer to his presentation in this same volume.

1.3.7.2 Variational Approach and Optimality Conditions

Following [144] the MFG system (1.62) can be viewed as an optimality condition
for two optimal control problems: the first one is an optimal control of Hamilton-
Jacobi equations and the second one an optimal control of the Fokker-Planck
equation.

In order to be more precise, let us first introduce some assumptions and notations:
without loss of generality, we suppose that F(x,0) = O (indeed we can always
subtract F (x, 0) to both sides of (1.62)). Then we set

m
®(v.m) = /0 F(x,p)dpifm >0

0 otherwise .

As F is nondecreasing with respect to the second variable, @ (x, m) is convex
with respect to m, so we denote by @* = @*(x, ) = sup,,cg (am — @(x, m))
its convex conjugate. Note that @* is convex and nondecreasing with respect
to the second variable. We also recall the convex conjugate H*(x,q) =
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Sup,cpd (¢ - p — H(x, p)) already used before. For simplicity, we neglect here
the coupling at t = T and we let G = G (x).

The first optimal control problem is the following: the distributed control is « :
T4 x [0, T] — R and the state function is u. The goal is to minimize the functional

T
jHJ(a)=/ / @* (x, a(t, x)) dxdt—/ u(0, x)dmq(x)
0 Td Td

over Lipschitz continuous maps o : (0, T) x T¢ — R, where u is the unique

classical solution to the backward Hamilton-Jacobi equation

—du — — : d

oru —eAu + H(x,'Duzl at, x) in(0,7T) xT (1.142)
u(T,x) =G(x) in T .

The second is an optimal control problem where the state is the solution m of the
Fokker-Planck equation: the (distributed and vector valued) control is now the drift
term v : [0, T] x T¢ — RY. The goal here is to minimize the functional

T
jFP(v)=/ /[mH*(x,—v)—i—F(x,m)] dxdt—i—/ G(x)m(T)dx,
0 Td Td

where the pair (m, v) solves the Fokker-Planck equation
oom —eAm +divimv) =0in (0, T) x T?, m(0) = my. (1.143)

Assuming that F* and H* are smooth enough, the equivalence between the MFG
system and the optimality conditions of the previous two problems can be checked
with a direct verification.

Theorem 1.17 ([149]) Assume that (m, i) is of class C2((0, T) x T4), with m(0) =
mo and u(T,x) = G(x). Suppose furthermore that m(t,x) > 0 for any (t,x) €
(0, T) x T¢. Then the following statements are equivalent:

(i) (u,m) is a solution of the MFG system (1.62).
(ii) The control a(t, x) := F(x,m(t, x)) is optimal for T and the solution to
(1.142) is given by u.
(iii) The control v(t,x) = —H,(x, Du(t, x)) is optimal for TP being the
solution of (1.143).

Let us stress that the above equivalence holds even for ¢ = 0, say for the
deterministic problem. But of course a formal equivalence for smooth solutions is
of very little help. However, it is possible to exploit the convexity of the optimal
control problems in order to export the equivalence principle to suitably relaxed
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optimization problems. To this purpose, observe that the optimal control problem of
Hamilton-Jacobi equation can be rewritten as

T
inf/ / F* (x, —d;u(x,t) — eAu(x, t) + H(x, Du(x, t))) dxdt — / u(0, x)dmg(x)
u Jo Td Td

under the constraint that u is sufficiently smooth, with u(-, T) = G(-). Remem-
bering that H is convex with respect to the last variable and that F is convex and
increasing with respect to the last variable, it is clear that the above problem is
convex.

The optimal control problem of the Fokker-Planck equation is also a convex
problem, up to a change of variables which appears frequently in optimal trans-
portation theory since the pioneering paper [28]. In fact, if we set w = mu, then the
problem can be rewritten as

T
inf/ /[m(t,x)H* (x,—w(t’x)>+F(x,m(t,x))] dxdt+/ G (x)m(T, x)dx,
0 Td Td

(m,w) m(t, x)

where the pair (m, w) solves the Fokker-Planck equation
dm — eAm + div(w) = 0in (0, T) x T¢, m(0) = my. (1.144)

This problem is convex because the constraint (1.144) is linear and the map

wy .
(m,w) > mH* (x, — ) is convex.
m
It turns out that the two optimal control problems just defined are conjugate in

the Fenchel-Rockafellar sense (see, for instance, [100]) and they share the same
optimality condition. Minimizers of such problems are expected to provide with
weak solutions for (1.62). This approach has been extensively used for first order
problems since [53, 54], leading to weak solutions in the sense of Definition 1.8.
A similar analysis was later extended to second order degenerate MFG problems in
[62], as well as to problems with density constraints, in which case one enforces the
constraint that the density m = m(¢, x) is below a certain threshold. In this case,
a penalization term appears in the HJ equation as an extra price to go through the
zones where the density saturates the constraint (see [63, 124, 155, 173]).

A similar variational approach was also specially developed for the planning
problem in connection with optimal transportation [126, 158].

We do not comment more on the optimal control approach because this is also
extensively recalled in the contributions by Y. Achdou & M. Lauriere, and in the
one by F. Santambrogio, in this volume.
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1.3.8 Further Comments, Related Topics and References

1.3.8.1 Boundary Conditions, Exit Time Problems, State Constraints,
Planning Problem

The existence and uniqueness results presented here for second order problems
remain valid, with no additional difficulty, for the case of Neumann boundary
conditions, i.e. when the controlled process lives in a bounded domain 2 C R
with reflection on the boundary. Results in this setting can be found e.g. in [165],
or in [86]. A similar situation occurs when the domain happens to be invariant for
the controlled process, and the trajectory cannot reach the boundary because of the
degeneracy of the diffusion or due to the direction of the controlled drift. The study
of the MFG system in this situation appears in [168].

By contrast, in many models, players can leave the game before the terminal
time and the population is not constant: this is for instance the case of MFG with
exit time, which lead to Dirichlet boundary conditions for the two unknowns (u, m)
in the system. An interesting problem arises when the agents also control the time
they stay in the game. The optimal control problem then becomes

u(t,x) =infE I:/T f(Xs, 0, m(2))dt + g(Xr, m(T))i|
7,0 0

where (X;) is driven by the usual controlled diffusion process. Here the controls
are « and the stopping time t. The measure m(¢) can be (depending on the model)
either the law of X, given {t > ¢} (in which case the mass of m(¢) is constant,
but the equation for m is no longer a simple Fokker-Planck equation) or simply the
measure m(t) defined by

/Rd pm(t,dx) =E[p(X)1e>] Vo € CORY).

In this case the mass of m(¢) is non increasing in time.

Such models have been studied in the framework of bank run in [74] or in
exhaustible commodities trade [84, 125]. In [32], the author provides a general
PDE framework to study the problem and shows that the players might be led to
use random strategies (see also [38]). An early work on the topic is [112] while
surprising phenomena in the mean field analysis are discussed in [46, 112, 156, 157].
Minimal exit time problems for first order MFG problems are also studied in [154].

In many applications, the MFG system also involves state constraints. Namely,
the optimal control problem for a small player takes the form

T
u(t, x) = ig}f/ L(y(s), a(s), m(s)ds + G(y(T), m(T)),
t
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where the infimum is taken over solution of

{?(s)=b(y(s),m(s))ds, y(s) e  Vselt,T],
y(@) =x

where £2 is an open subset of R? (in general with a smooth boundary). This is
the case of the Aiyagari problem [13] in economy for instance (see also [7, 9]).
The natural set-up of the HJ problem is the so-called viscosity solution with state-
constraints and is well understood. However, the analysis led in this section no
longer applies: the measure m develops singularities (not only on the boundary) and
one cannot expect uniqueness of the flow m given the vector field —H(x, Du, m).
To overcome this issue one can device a Lagrangian approach (see [47]). The PDE
analysis of this problem is only partially understood (see [49, 50]).

The initial-terminal conditions may also be changed, in what is called the
planning problem. In that model one wishes to prescribe both the initial and the
final distribution, while no terminal condition is assumed on «. This variant of MFG
problem fits into the models of optimal transportation theory, since the goal is to
transport the density from m(0) = mg to m(T) = m in a way which is optimal for
the agents’ control. Early results for this problem were given by P.-L. Lions in [149]
(Lessons 4-11/12 2009); the second order case was later studied in [163-165], and
the deterministic case in [126, 158]. Very recently, the planning problem has been
also addressed for the master equation with finite states, see [35].

1.3.8.2 Numerical Methods

The topic will be developed in detail in the contribution of Achdou and Lauriere
(see the references therein). Let us just remark here that the computation of the
solution of the MFG system is difficult because it involves a forward equation and
a backward equation. Let us just quote on this point the pioneering work [2], where
a finite difference numerical scheme was proposed in a way that the discretized
equations preserve the structure of the MFG system. In some cases one can also
take advantage of the fact that the MFG system has a variational structure [29].

1.3.8.3 MFG Systems with Several Populations

MFG models may very naturally involve several populations (say, to fix the ideas, /
populations). In this case the system takes the form

(i) —du; — Auj + Hi(x, Duj,m@)) =0  in (0,T) x T¢
(ii) dym; — Am; — div (m; DpH;(x, Du;(t, x),m(1))) =0  in (0, T) x T¢
(iii) mi(0) =m0, ui(T,x) = Gi(x,m(T))  inT?
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wherei = 1, ..., I, u; denotes the value function of each player in population i and
m = (my,...,my) denotes the collection of densities m; of the population i. The
coupling functions H; and G; depend on all the densities. Existence of solutions can
be proved by fixed point arguments as in Theorem 1.5. Uniqueness, however, is a
difficult issue.

The MFG models with several populations were introduced in the early paper
by Caines, Huang and Malhamé [132] and revisited by Cirant [86] (for Neumann
boundary conditions, see also [24, 155]) and by Kolokoltsov, Li and Yang [137] (for
very general diffusions, possibly with jumps). Analysis of segregation phenomena
is pursued in [8, 93].

1.3.8.4 MFG of Control

In most application in economics, the coupling between the agents is not only
through the distribution of their positions but also of their instantaneous controls.
This kind of problem is more subtle than the classical MFG system since it requires,
in its general version, a new constraint explaining how to derive the distribution
of controls. For instance this new system can take the form (for problems with a
constant diffusion):

(i) —oru(t,x) — Au(t,x)) + H(t, x, Du(t, x), u(t)) =01in (0, T) x R4

(i) dm(t,x) — Am(t, x) — div (m(t, x) Hp (t, x, Du(t, x), u(t))) = 0in (0, T) x RY
(iii) p(t) = (id, —Hp(t, x, Du, p))m(t) in (0, T)

(iv) m(0,x) =mgy(x), u(T,x) = gx,m(T)) in RY

Here 1(¢) is the distribution of states and controls of the players. Its first marginal
m(t) is the usual distribution of players. The new relation (iii) explains how to
compute w(¢) from the distribution of the states m(¢) and the optimal feedback
—H,(t, x, Du, ). Note that (iii) is itself a fixed point problem. In many applica-
tions, the players only interact through some moments of the distribution of controls,
which simplifies the system. Existence of a solution for MFG of controls can be
achieved under rather general conditions (some structure condition, ensuring (iii) to
have a solution, is however required). Uniqueness is largely open.

Analysis of such problems can be found, among many other references, in [3, 34,
56,69, 117, 119].

1.3.8.5 MFG with Common Noise and with a Major Player

Throughout this section we have discussed models in which the agents are subject
to individual noises (“idiosyncratic noise”) which are independent. However, it is
also important to be able to deal with problems in which some random perturbation
affects all the players. This perturbation can be quite rough (a white noise) or simply
the (random) position of a single player (who, since he/she cannot be considered
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as an infinitesimal player in this game, is often called a major player). In these
setting, the MFG system becomes random. For instance, in the case of MFG with a
Brownian common noise, it takes the form

du(t, x) = [ —2Au(t, x)) + H(x, Du(t, x), m(t))

—V2div(v(t, x))]dt + v(t, x) - dW, in (0, T) x RY,
dm(t, x) = [2Am(t, x)) + div(m(, x) D, H (x, Du(t, x), m(t)))]dt

—div(m(t, x) V2dW;), in (0, T) x RY,
u(T, x) = G(x, m(T)), m0) = my, inR?

Here W is the common noise (a Brownian motion). The new variable v is an
unknown function which ensures the solution u to the backward HJ to be adapted
to the filtration generated by W. Another formulation of this problem involves the
master equation and will be discussed below, at the end of Sect. 1.4. Let us just
mention now that the analysis of MFG with common noise goes back to [149]
(Lessons 12-26/11 2010), where in particular the structure of the master equation
with common noise is described. The probabilistic approach of the MFG system is
studied in [73] (see also [11, 141]) while the first results on the PDE system above
and on the associated master equation are in [65].

MFG problems with a major player have been introduced by Huang in [130]. In
a series of papers, Carmona and al. introduced a different notion of solution for the
problem [70-72], mainly in a finite state space framework, and they showed that
this notion actually corresponds to a Nash equilibrium for infinitely many players.
This result is confirmed in [64] where the Nash equilibria for the N-player problem
is shown to converge to the corresponding master equation. The master equation for
the major problem is also studied in [146] (mostly in finite time horizon and in a
finite state space) and in [66] (short-time existence in continuous space). Variants
on the major player problem are discussed in [31] (MFG with a dominating player
in a Stackelberg equilibrium), [101] (for a principal-agent problem) and in [36].

1.3.8.6 Miscellaneous

Other MFG Systems Let us first mention other variations on the MFG system.
Besides the standard continuous-time, continuous-spaces models, the most relevant
class of MFG models is probably the MFG on finite state space: see, among main
other works, [26, 34, 78, 118]. In these problems the state of a typical player jumps
from one state to another. The coupling between the HJ and the FP equations
takes a much simpler form of a “forward-backward” system of ordinary differential
equations. Another class of MFG problems are MFG on networks [10, 45], in
which the state space is a (one dimensional) network. Motivated by knowledge
growth models [152], some authors considered MFGs in which the interaction
between players leads to a Boltzmann type equation or a Fisher-KPP equation
for the distribution function [42, 43, 160, 169]. MFGs involving jump processes,
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where the diffusion term becomes a fractional Laplacian, have been studied in
[44, 83, 89, 103, 137], while MFGs involving dynamics with deterministic jumps
have been investigated in [33].

MFGs vs Agent Based Models In MFG theory, agents are assumed to be rational.
On the contrary, in Agent Based Models, the agents are supposed to adopt an
automatic behavior. The link between the two approach has been discussed in
[23, 34, 99] where it is shown that MFG models degenerate into Agent Based
Models as the agents become more and more myopic or more and more impatient.

Learning A natural question in Mean Field Games, in view of the complexity of
the notion of MFG equilibria, is how players can achieve in practice to play a MFG
Nash equilibrium. This kind of problem, also related to the concept of adaptative
control [136], has been discussed in particular in the following references: [55, 56,
76,77, 102, 129].

Efficiency of MFGs In game theory, a classical question is the (in)efficiency of
Nash equilibria (the so-called “price of anarchy”): to what extent are Nash equilibria
doing socially worse than a global planner? This question has also been addressed
for Mean Field Games in [21, 59, 75].

1.4 The Master Equation and the Convergence Problem

In Sect. 1.3 we have explained in detail how the mean field game problem can often
be reduced to a system of PDEs, the MFG system. If this MFG system is suitable
for the analysis of problems in which players have only independent individual
noises (the so-called idiosyncratic noises), it is no longer satisfactory to investigate
more complex models (for instance models in which the players are subject to a
common randomness, the so-called “MFG models with a common noise”’). Nor does
it allow to understand the link between N-player differential games and mean field
games. To proceed, we need to introduce another equation: the master equation. The
master equation is an infinite dimensional hyperbolic equation stated in the space of
probability measures. As explained below, it is helpful for the following reasons:

e for standard MFG models, it allows to write the optimal control of a player
in feedback form in function of the current time, the current position and the
current distribution of the other players. This is meaningful since one can expect
in practice that players adapt their behavior in function of these data;

it provides a key tool to investigate the convergence of the N-player game to the
MFG system;

* it allows to formalize and investigate more complex MFG models, as MFG with
a common noise or MFG with a major player.

In order to discuss the master equation, we first need to have a closer look at
the space of probability measures (Sect. 1.4.1) and then understand the notion of
derivative in this space (Sect. 1.4.2). Then we present the master equation and state,
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almost without proof, the existence and the uniqueness of the solution (Sect. 1.4.3).
We then discuss the convergence of N-player differential games by using the master
equation (Sect. 1.4.4).

1.4.1 The Space of Probability Measures (Revisited)

We have already seen the key role of the space of probability measures in the mean
field game theory. It is now time to investigate the basic properties of this space
more thoroughly. The results are given mostly without proofs, which can be found,
for instance, in the monographs [18, 174, 178, 179].

1.4.1.1 The Monge-Kantorovich Distances

Let X be a Polish space (i.e., a complete separable metric space) and P(X) be the
set of Borel probability measures on X. There are several ways to metricize the
topology of narrow convergence, at least on some subsets of P(X). Let us denote

by d the distance on X and, for p € [1, +00), by P,(X) the set of probability
measures m such that

/ d? (xg, x)dm(x) < +00 for some (and hence for all) point xo € X.
X

The Monge-Kantorowich distance on P, (X) is given by

1/p
dyom,m’) = inf / d(x, y)Pdy (x,y) (1.145)
yell(m,m’) x2

where IT(m, m') is the set of Borel probability measures on X x X such that y (A x
X) = m(A) and y (X x A) = m/(A) for any Borel set A C X. In other words, a
Borel probability measure y on X x X belongs to IT(m, m’) if and only if

/ (P(x)dV(X,y)=/ o(x)dm(x) and
X2 X

/ o(dy (x. y) = / o()dm'(y)

X2 X

for any Borel and bounded measurable map ¢ : X — R. Note that IT(m,m’) is
non-empty, because for instance m ® m’ always belongs to IT(m, m"). Moreover, by
Holder inequality, P, (X) C P, (X) forany 1 < p’ < p and

d,(m, m') < d,(m, m') Vm,m' e Pp(X) .
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We now explain that there exists at least an optimal measure in (1.145). This
optimal measure is often referred to as an optimal transport plan from m to m’'.

Lemma 1.18 (Existence of an Optimal Transport Plan) For any m,m’ €
Pp(X), there is at least one measure y € IT(m, m") with

1/p
dp(mvm/) = I:/);z d(x, y)pd?(xf y):| .

Proof We first show that IT(m, m’) is tight and therefore relatively compact for the
weak-* convergence. For any ¢ > 0 there exists a compact set K, C X such that
m(Kg) > 1—¢/2andm’(Ks) > 1 —¢/2. Then, for any y € IT(m,m’), we have

Y(Ke X Kg) = y(Ke X X) — y(Ke X (X\K¢))
> m(Ke) —y (X x (X\K¢))
>1—g/2—m'(X\K,) > 1l —¢.

This means that IT(m, m’) is tight. It is also closed for the weak-* convergence.
Since the map y — sz |x — y|Pdy(x, y) is lower semi-continuous for the weak-*
convergence, it has a minimum on I7 (m, m’). O

Let us now check that d, is a distance.
Lemma 1.19 Forany p > 1, d, is a distance on Pp.
The proof uses the notion of disintegration of a measure, see Theorem 1.10.

Proof Only the triangle inequality presents some difficulty. Letm, m’, m” € P, and
y, y’ be optimal transport plans from m to m’ and from m’ to m” respectively. We
disintegrate the measures y and y’ with respect to m”: dy (x, y) = dyy(x)dm’(y)
and dy'(y, z) = dyy(z)dm'(y) and we define the measure 7 on X x X by

/ px, 2)dr(x, z) = / 9(x, D)dyy(x)dyy (2)dm' (y) V¢ € C;(,)(X x X) .
XxX XxXxX

Then one easily checks that 7 € IT(m, m"”) and we have, by Holder inequality,

1/p
[/ d”(x,z)dﬂ(x,z):| <
XxX

1/p
[/ d(x, y) +d(y, z))”dyy(X)dV;(z)dm’(y)}
XxXxX 1p

l/p
< [ / ar(x, y)dmx)dm’(y)} + [ / dr(y. z)dyy(zwm/(y)}
XxX XxX
=d,(m,m’) +d,(m',m")

Sod,(m,m") <d,(m,m’) +d,(m',m"). |
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In these notes, we are mainly interested in two Monge-Kantorovich distances,
d; and d,. The distance d,, which is often called the Wasserstein distance, is
particularly useful when X is a Euclidean or a Hilbert space. Its analysis will be
the object of the next subsection.

As for the distance d, which often takes the name of the Kantorovich-Rubinstein
distance, we have already encountered it several times. Let us point out the following
equivalent representation, which explains the link with the notion introduced in
Sect. 1.2.2:

Theorem 1.18 (Kantorovich-Rubinstein Theorem) For any m, m’ € P;(X),

di(m, m") = sup {/X Jfx)dm(x) — /X f(X)dM’(X)}

where the supremum is taken over the set of all 1-Lipschitz continuous maps f :
X —> R

Remark 1.17 In fact the above “Kantorovich duality result” holds for much more
general costs (i.e., it is not necessary to minimize the power of a distance). The
typical assertion in this framework is, for any lower semicontinuous map ¢ : X x
X — R4 U {400}, the following equality holds:

inf / c(x, »)dy (x, y) = sup / FEdm(x) + / e)dm' ()
XxX fe Jx X

y €M (m,m’)
where the supremum is taken over the maps f € L,l,1 (X), g€ Lrln, (X) such that
F)+g() <clx,y) form —a.e.x andm’ —a.e y.
The proof of this result exceeds the scope of these notes and can be found in several

textbooks (see [178] for instance).

Let us finally underline the link between convergence for the d, distance and
narrow convergence:

Proposition 1.4 A sequence of measures (my) of Pp(X) converges to m for d,, if
and only if (m,) narrowly converges to m and

lim d? (x, xg)dmy, (x) = / dP (x, xg)dm(x) for some (and thus any) xg € X .
n—>+00 Jy X

The proof for p = 1 is a simple consequence of Proposition 1.1 and Theo-
rem 1.18. For the general case, see [178].
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1.4.1.2 The Wasserstein Space of Probability Measures on R?

From now on we work in X = RY. Let P, = P»(R%) be the set of Borel probability
measures on R? with a finite second order moment: m belongs to P; if m is a Borel
probability measure on R4 with -[Rd |x2m(dx) < 400. The Wasserstein distance is
just the Monge-Kankorovich distance when p = 2:

12
do(p,v) = inf U |x—y|2dy<x,y)} (1.146)
ye(u.v) | Jr2a

where IT(u, v) is the set of Borel probability measures on R>¢ such that y (A x
R?) = j1(A) and y (R? x A) = v(A) for any Borel set A C R9.

An important point, that we shall use sometimes, is the fact that the optimal
transport plan can be realized as an optimal transport map whenever u is absolutely
continuous.

Theorem 1.19 (Existence of an Optimal Transport Map) If i € Pa is absolutely
continuous, then, for any v € P», there exists a convex map P : RN — R such that
the measure (idga, D®)iu is optimal for da (i, v). In particular v = DP .

Conversely, if the convex map @ : RN — R satisfies v = D®tu, then the
measure (idga, DP)iu is optimal for da (i, v).

The proof of this result, due to Y. Brenier [39], exceeds the scope of these notes.
It can be found in various places, such as [178].

1.4.2 Derivatives in the Space of Measures

In this section, we discuss different notions of derivatives in the space of probability
measures and explain how they are related. This part is, to a large extent, borrowed
from [65, 68]. For simplicity, we work in the whole space R? and set P, = P> (RY).

1.4.2.1 The Flat Derivative

Definition 1.9 Let U : P, — R. We say that U is of class C! if there exists a
jointly continuous and bounded map gz : P> x R? — R such that

1
Um')—U@m) = / / ou (A=h)m+hm', y)(m'—m)(dy)dh Vm,m' € Ps.
0 R4 om
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Moreover we adopt the normalization convention
sU
(m, y)ym(dy) =0 Vm € P;. (1.147)
R4 m

Remark 1.18 It U : P> (Td) — R, then the derivative is defined in the same way,
with §Y : P> (T?) x T¢ — R such that

1
Um')—U(m) = /O [er ‘;Z (1 = Yym 4+ hm', y)(m' —m)(dy)dh Vm,m' € Py(T?).

If U is of class C!, then the following equality holds for any m € P, and y € R?

8

U 1
S (m,y) = hlgg . (U = h)m + héy) — U(m)).

Here is a kind of converse.

Proposition 1.5 Let U : P, — R and assume that the limit

VO, y) = lim (U= hym +hsy) = U (m))

0 h(
exists and is jointly continuous and bounded on P> x R%. Then U is C' and
B (1, 3) =V (m, ).

Proof Although the result can be expected, the proof is a little involved and can be
found in [66]. |

Let us recall that, if ¢ : R? — R is a Borel measurable map and m is a Borel
probability measure on R¢, the image of m by ¢ is the Borel probability measure
¢tim defined by

f Fx)ptm(dx) = / F@Omdy)  YfeCIRY).
Rd Rd

Proposition 1.6 Let U be C' and be such that D, gz exists and is jointly continu-

ous and bounded on Py x R%. Then, for any Borel measurable map ¢ : R¢ — R4
with at most a linear growth, the map s — U ((idga + s¢)tim) is differentiable at O
and

d sU
g5 U (Udra + s@)im)) = /Rd Dy (m.y) - ¢(y)m(dy).
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Proof Indeed
U((idga + s¢)gm) — U (m)

1 sU
- / / (s, ) (ida + s¢)gm) — m)(dy)dh
0 Rd 8m
1 SU sU
_ / f O sy + 5609 = °F (mis. y)Imidy)dh
0o Jrd dm Sm

1 pl sU
:s/ / / Dy (mps,y+st9(y)) - ¢(y)m(dy)dhdr,
o Jo JRrd sm
where
mus = (1= hym + h(idga + s¢)tm.

Dividing by s and letting s — 0T gives the desired result. O

Let us recall that, if m, m’ € Py, the set IT°P' (m, m’) denotes the set of optimal
transport plans between m and m’ (see Lemma 1.18).

Proposition 1.7 Under the assumptions of the previous Proposition, letm, m' € P,
andw € ITP"(m, m’). Then

< o(da(m, m")).

sU
‘U(m’) —U(m) — / Dy (m,x)-(y—x)n(dx,dy)
R2d ~ Om
Remark 1.19 The same proof shows that, if 7 is a transport plan between m and m’

(not necessarily optimal), then

sU
Y sm

12
50((/ |x—y|2n<dx,dy>) )
RZd

Proof Let ¢;(x,y) = (1 —t)x +ty and m; = ¢;ftw. Then mg = m and m; = m’
and, for any r € (0, 1) and any s small we have

‘U(M’) —U(m) — /21 Dy (m,x)-(y —X)ﬂ(dx,dy)‘
Rl

U(rystim) — U(gtim)

1 sU
= / / (ms.n, ¥)(Prasim — Qutim)(dy)dh
0 JRA ém

! sU
Z/ / (msp, (1 =1 —5)x + (t +5)y)
o Jr2d 6m
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sU
~ (mg.p, (1 =t)x +ty) n(dx,dy)dh
m

bt sU
0 0 R2d om

x (mgp, (1 —t —18)x + (t + 15)y) - (y — x) w(dx,dy)dhdr,

where mg = (1 —h)¢psysm +he:tm. So, dividing by s and letting s — 0 we find:
d sU
U(getim) = Dy (¢, (1 = )x +1y) - (y — x) w(dx, dy).
dt R2 ° Om

As Dy g% is continuous and bounded by C, for any ¢, R > 0, there exists » > 0
such that, if dy(m, m’) < r and |x|, |y| < R, then

sU sU
Dy @ (L= Dx +13) = Dy (m.2)| < & +2C iz,

So
sU
‘/ Dy (¢im, (1 —t)x +ty) - (y — x) w(dx, dy)
R2d ° Om
sU
- Dy .~ (m,x)-(y—x)m(dx,dy)
R2d - 6m
§8R~|—/ (& +2C1x—y=)|y — x|m(dx, dy)
(Bgr)?
2C
<Sr+edy(m,m) + " di(m,m’).
r
where

sU
dr = / Dy (¢efir, (1 —x +1ty) - (y —x)|
de\(BR)z sm

sU

+|Dy8m

(m,x) - (y — D)l (dx., dy)
<c / Iy — xlm(dx, dy) < Cday(m, m')yw PR\ (Br)?)
RZ:I\(BR)Z
=dy(m, mog(1).

This proves the result. O
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1.4.2.2 W-Differentiability

Next we turn to a more geometric definition of derivative in the space of measures.
For this, let us introduce the notion of tangent space to P.

Definition 1.10 (Tangent Space) The tangent space Tan,, (P2) of P> atm € P, is
the closure in L2 (RY) of {D¢, ¢ € CZ(RY))}.

Following [17] we define the super and the subdifferential of a map defined on
Pa:

Definition 1.11 Let U : P, — R, m € P, and & € L2 (R?,R?). We say that &
belongs to the superdifferential 37U (m) of U at m if, for any m’ € P, and any
transport plan 7z from m to m’,

Um') < U(m)—i—f §(x) - (y —x)m(dx,dy)
R4 xR4

1/2
+o0 ((/ Ix — y|?7(dx, dy)) ) )
RZ:I

We say that £ belongs to the subdifferential 0~ U (m) of U at m if —& belongs to
DV (=U)(m). Finally, we say that the map U is W-differentiable at m if 37U (m) N
a0~ U (m) is not empty.

One easily checks the following:

Proposition 1.8 If U is W-differentiable at m, then 37U (m) and 0~ U(m) are
equal and reduce to a singleton, denoted {D,,,U (m, -)}.

Remark 1.20 On can actually check that D,, U (m, -) belongs to Tan,, (P2).

Proof Let & € DYU(m) and & € D~ U (m). We have, for any m’ € P, and any
transport plan 7z from m to m’,

1/2
/ sz<x)~(y—x>n<dx,dy>+o(<f |x—y|2n<dx,dy>) )
R4 xR4 R2

=< U(m’)—U(m)g/ £1(x) - (y —x)m(dx,dy)
R4 xR4

1/2
+o0 ((/ [x — y|27t(dx, dy)) ) .
R2d
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In particular, if we choose m’ = (1 + h¢)m and &7 = (Id, Id + h¢)ttm for some
¢ € Lfn(Rd ,R%) and h > 0 small, we obtain

h fR £(0) - pIm(dx) + 0 (h) < Um') — UGm) < h fR £100) - pm(dx) + 0 (h).

from which we easily infer that £; = &; in Li (RY). |

Remark 1.19 implies that, if U is C 1 with D\, 8U /Sm continuous and bounded,
then U is W-differentiable. In this case it is obvious that D,éU/6m belongs to
Tan,, (P2) by definition and that D,,U(m,-) = D,6U/Sm. From now on we
systematically use the notation Dy, U (m, -) = D,6U /dm in this case.

1.4.2.3 Link with the L-Derivative

Another possibility for the notion of derivative is to look at probability measures
as the law of random variables with values in R and to use the fact that the set of
random variables, under suitable moment conditions, is a Hilbert space.

Let (£2, 7, P) an atomless probability space (meaning that, for any E € F with
P[E] > 0, there exists E' € F with E/ C E and 0 < P[E’] < P[E]). Given a map
U : P, — R, we consider its extension U to the set of random variables Lz(.Q, Rd):

UX)=ULX)) VX e L*(2,RY.

(recall that £(X) is the law of X, i.e., £(X) := Xf{P. Note that £(X) belongs to
P, because X € L%(£2)). The main point is that L%(£2, F,P) is a Hilbert space, in
which the notion of Frechet differentiability makes sense.

For instance, if U is a map of the form

U(m) = /dd)(x)m(dx) Vm € P, (1.148)
R

where ¢ € C?(Rd) is given, then
UX) =E[¢p(X)] VX e L*(2,RY).

Definition 1.12 The map U : P, — R is L-differentiable at m € P, if there
exists X € L?(£2,R?) such that £(X) = m and the extension U of U is Frechet
differentiable at X.

The following result says that the notion of L-differentiability coincides with
that of W-differentiability and is independent of the probability space and of the
representative X. The first statement in that direction goes back to Lions [149]
(Lesson 31/10 2008), the version given here can be found in [109] (see also [19],
from which the sketch of proof of Lemma 1.21 is largely inspired).
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Theorem 1.20 The map U is W-differentiable at m € P; if and only if U is Frechet
differentiable at some (or thus any) X € L2($2, Rd) with L(X) = m. In this case

VU (X) = D, U(m, X).

The result can be considered as a structure theorem for the L-derivative.
For instance, if U is as in (1.148) for some map ¢ € Cg (Rd), then it is almost
obvious that

VU(X) = D¢(X)
and thus
D, U(m, x) = D¢p(x).

The proof of Theorem 1.20 is difficult and we only sketch it briefly. Complete
proofs can be found in [109J or [19]. Thg first step is the fact that, if X and X’ have
the same law, then so do VU (X) and VU (X'):

Lemma 1.20 Let U : P, — R and U be its extension. Let X, X' be two random
variables in L2(22,RY) with L(X) = E~(X’). If U is Frechet differentiable at X,
then U is differentiable at X' and (X, VU (X)) has the same law as (X', VU (X")).

(Sketch of) Proof The idea behind this fact is that, if X and X’ have the same law,
then one can “almost” find a bi-measurable and measure-preserving transformation
7 : 2 — §2 such that X = X’ o t. Admitting this statement for a while, we have,
forany H' € L? small,

UX' +H)=U(X'+H)ot)=UX+H'o71)
— J(X)+E [Vﬁ(X) ‘H'o z] +o(|H otl)

— J(X')+E [vﬁ(X) or 1. H’] +o(IH'|12).

This shows that U is differentiable at X with differential given by VU(X)ot !
Thus (X', VU(X')) = (X,VU(X)) o t~!, which shows that (X, VU(X)) and
(X', VU (X)) have the same law.

In fact the existence of v does not hold in general. However, one can show that,
for any ¢ > 0, there exists T : £2 — £2 bi-measurable and measure preserving and
such that | X" — X o T|lc < &. A (slightly technical) adaptation of the proof above

then gives the result (see [51] or [68] for the details). |
Next we show that VU (X) is a function of X:

Lemma 1.21 Assume that U is differentiable at X € L2(82,R%). Then there exists
a Borel measurable map g : R — R? such that VU (X) = g(X) a.s..
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(Sketch of) Proof To prove the claim, we just need to check that VU (X) is o (X)-
measurable (see Theorem 20.1 in [37]), which can be recasted into the fact that

VO(X) = E[Vﬁ(X)p(]. Let u = L(X,VU(X)) and let u(dx.dy) = (5; ®
vx(dy))Px(dx) be its disintegration with respect to its first marginal Py. Let A be
the restriction of the Lebesgue measure to Q1 := [0, 1]d. Then, as A has an L!
density, the optimal transport from X to v, is unique and given by the gradient of a
convex map ¥, (-) (Brenier’s Theorem, see [179]). So we can find> a measurable
map ¥ : R? x RY — R4 guch that, for Py-a.e. x € Ril, Ye()EA = vy. Let Zbe a
random variable with law )Lﬂ and independent of (X, VU (X)).
Note that u = L(X, VU(X)) = L(X, ¥x(Z)) because, for any f € Cp(R? x
RY),
E[f (X, ¥x(Z)] = /d / S, Y (2))A(dz)Px (dx)
R J 0O
= / / F O, ) (Y A) (dy)Px (dx)
R4 JRA
= / f fx, y)ve(dy)Px(dx) = / fx, yuldx, dy).
R4 JRA R2d
So, for any ¢,

UX +eVU(X)) = U(X + eyrx(Z)),

from which we infer, taking the derivative with respect to € at ¢ = 0:
. 2 -
E UVU(X)‘ } —E [VU(X) : wX(Z)] .
Note that, as Z is independent of (X, vU (X)), we have

E [VI}(X) . wX(Z)] =E [VI?(X) -E [%(Z)]Fx] ;

where, for Px-a.e. x,
E[‘/fx(z)]zf %(Z)A(dZ)=/ y (Y 2)(dy)
01 01

- /Rd y ve(dy) = E [VU(X)lX - x] :

2Warning: here the proof is sloppy and the possibility of a measurable selection should be justified.
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So, by the tower property of the conditional expectation, we have
. n 3 3 3 2
E [‘VU(X)‘ } —E [VU(X) ‘E [VU(X)lX]] —E UE [VU(X)lX]‘ } .

Using again standard properties of the conditional expectation we infer the equality
VI(X)=E [vzﬂxnx], which shows the result. 0

Proof of Theorem 1.20 Let us first assume that U is W-differentiable at some m €
P>. Then there exists & := D,,U(m, -) € Lfn(Rd) such that, for any m’ € P, and
any transport plan 7 between m and m’ we have

R4 xR

1/2
so<(f |x—y|2n<dx,dy>) )
RZd

Therefore, for any X € L? such that L(X) =m,forany H € L2, if we denote by
m’ the law of X + H and by 7 the law of (X, X + H), we have

‘U(M’) —U(m) —f LS -y —X)ﬂ(dx,dy)‘

O(X + H) = 000 — E[6(X) - H]| = ‘U(m@ = U(m) - /de () - (v =) (x, y)‘

12
<o ((/ I — y|2n(dx,dy)) ))
R2d
—0 (E [|X - Y|2]1/2> .

This shows that U is L-differentiable.

Conversely, let us assume that U is L-differentiable at m. We know from
Lemma 1.21 that, for any X € L? such that L(X) = m, U is differentiable at
X and VU (X) = £(X) for some Borel measurable map & : RY — R In view of
Lemma 1.20, the map £ does not depend on the choice of X. So, for any ¢ > 0, there
exists r > 0 such that, for any X with £(X) = m and any H € L? with |H|| < r,
one has

UX+H)—UX)—E[E(X)-H]| <e.
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Let now m’ € P, and 7 be a transport plan between m and m’ such that fRZd [x —
y|2rr(dx,dy) < r2. Let (X,Y) with law 7. We set H = Y — X and note that
|H]|l2 < r.So we have

‘U(m/)—ﬁ(m)—/ s<x>-(y—x>n(x,y)‘
RZ:{
= [0 + 1)~ 00 ~BEX0) - H]| <.

This proves the W-differentiability of U. O

1.4.2.4 Higher Order Derivatives

We say that U is partially C? if U is C! and if DyéU/5m and DﬁySU/&n exist and

are continuous and bounded on P; x RY.
We say that U is C? if ‘g% is C! in m with a continuous and bounded derivative:

namely gfn@ = 5‘?” (g%) : P x R? x R? — R is continuous in all variables and
bounded. We say that U is twice L-differentiable if the map D,, U is L-differentiable
with respect to m with a second order derivative D2, U = D2, U(m, y, y') which
is continuous and bounded on P, x R4 x R? with values in R?*. One can check
that this second order derivative enjoys standard properties of derivatives, such as
the symmetry:

D2, U(m,y,y) = D2, U(m,y, ).

See [65, 68].

1.4.2.5 Comments

For a general description of the notion of derivatives and the historical background,
we refer to [68], Chap. V. The notion of flat derivative is very natural and has been
introduced in several contexts and under various assumptions. We follow here [65].
Let us note however that these notions of derivatives can be traced back to [14],
while the construction of Proposition 1.5 has already a counterpart in [159].

The initial definition of sub and super differential in the space P,, introduced in
[18], is the following: £ belongs to 31U (m) if £ € Tan,, (P,) and

U(m') <U(m) + inf / £(x) - (y —x)m(dx, dy) + o(da(m, m")).
R4 xR4

wellP (m,m’)

It is proved in [109] that this definition coincides with the one introduced in
Definition 1.11.
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The notion of L-derivative and the structure of this derivative has been first
discussed by Lions in [149] (see also [51] for a proof of Theorem 1.20 in which the
function is supposed to be continuously differentiable). The proof of Theorem 1.20,
without the extra continuity condition, is due to Gangbo and Tudorascu [109] (see
also [19], revisited here in a loose way).

1.4.3 The Master Equation

In this section we investigate the partial differential equation:

—o,U — AU+ H(x, D, U) —/ divy D, U(t, x,m,y) dm(y)
Td

+de DUt x.m. y) - Hy(y, DyU) dm(y) = F(x.m) (1.149)

in(0,7) xT¢ x P,
UT,x,m)=G(x,m) inT¢x P,

In this equation, U = U (¢, x, m) is the unknown. As explained below, U (¢, x, m)
can be interpreted as the minimal cost, in the mean field problem, for a small
player at time ¢ in position x, if the distribution of the other players is m. Equation
(1.149) is often called the first order master equation since it only involves first
order derivatives with respect to the measure. This is in contrast with what happens
for MFG problems with a common noise, for which the corresponding master
equation also involves second order derivatives (see Sect. 1.4.3.3). After explaining
the existence and the uniqueness of a solution for (1.149) (Sect. 1.4.3.1), we
discuss other frameworks for the master equation: the case of finite state space
(Sect. 1.4.3.2) and the MFG problem with a common noise (Sect. 1.4.3.3).

Throughout this part, we work in the torus T¢ and in the space P, = P»(T¢)
of Borel probability measures on T¢ endowed with the Wasserstein distance d.
The notion of derivative is the one discussed in the previous part (with the minor
difference explained in Remark 1.18).

1.4.3.1 Existence and Uniqueness of a Solution for the Master Equation

Definition 1.13 We say thatamap V : [0, T] x T4 x P, — R is a classical solution
to the Master equation (1.149) if

* V is continuous in all its arguments (for the d; distance on P,), is of class C%in
x and C! in time,

e Visofclass C! with respect to m with a derivative g; = g; (t, x, m, y) having
globally continuous first and second order derivatives with respect to the space

variables.
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* The following relation holds for any (¢, x,m) € (0, T) x T x Py:

-0, V(t,x,m)— A V(t,x,m)+ H(x, D, V(t,x,m)) — f divy D, V(t,x,m,y) dm(y)
Td

+/d DVt x,m,y) - Hy(y, Dy V(1. y.m)) dm(y) = F(x.m)
T

and V(T, x,m) = G(x, m) in T x Ps.

Throughout the section, H : T¢ x R — R is smooth, globally Lipschitz
continuous and satisfies the coercivity condition:

-1 Iy

<H,,(x,p) <Cl; for (x, p) € T x R%. (1.150)
1+ 1pl b

We also always assume that the maps F, G : T x P; — R are globally Lipschitz
continuous and monotone:

F and G are monotone. (1.151)
Note that assumption (1.151) implies that gf; and gfr’: satisfy the following mono-

tonicity property (explained for F):
SF
(x,m, y)u(u(y)dxdy = 0
Td JTd om

for any smooth map p : T¢ — R with de n=0.
Letus fixn € N* and o € (0, 1/2). We set

F
('7 mi, ) -
m

_ SF .
Lip,(y, )= sup (di(mi,m2)
m

('7 ma, )
mi#my m

8 8

Cn+2a y on—142a

and use the symmetric notation for G. We call (HF(n)) the following regularity
conditions on F:

SF(-,m,-)
dm

. OF
>+L1pn( ) < 0.

(HF (m)) sup (IIF(-, m) |l cnv2a + H
Cn+2e 5 Cn+2e ém

mePy
and (HG(n)) the symmetric condition on G:

8G(-,m,-)
Sm

(HG(n)) Sup <”G(7 m)||cn+2a + H

. 8G
>+L1pn( ) < oo.
mePl ém

Cnt+2a y Cnt2a
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In order to explain the existence of a solution to the master equation, we need to
introduce the solution of the MFG system: for any (7, mo) € [0, T) x P2, let (u, m)
be the solution to:

—ou — Au+ H(x, Du) = F(x,m(t))
oym — Am — div(mHp,(x, Du)) =0 (1.152)
u(T,x) =G, m(T)), m(t, ) = mo

Thanks to the monotonicity condition (1.151), we know that the system admits a
unique solution, see Theorem 1.4. Then we set

U(tg, x, mg) := u(to, x) (1.153)

Theorem 1.21 Assume that (HF (n)) and (HG(n)) hold for some n > 4. Then the
map U defined by (1.153) is the unique classical solution to the master equation
(1.149).

Moreover; U is globally Lipschitz continuous in the sense that
U (to, -, mo) — Ulto, -, mp)llcnie < Cpdy(mo, my) (1.154)
with Lipschitz continuous derivatives:
IDn U (t0, -, mo, -) = DU (to, -, m1, )| cntaxcnte < Cpdi(mo,my)  (1.155)

foranyty € [0, T], mg, my € P1.

Relation (1.153) says that the solutions of the MFG system (1.152) can be
considered as characteristics of the master equation (1.149). As it will be transparent
in the analysis of the MFG problem on a finite state space (Sect. 1.4.3.2 below), this
means that the master equation is a kind of transport in the space of measures. The
difficulty is that it is nonlinear, nonlocal (because of the integral terms) and without
a comparison principle.

The proof of Theorem 1.21, although not very difficult in its principle, is quite
technical and will be mostly omitted here. The main issue is to check that the map U
defined by (1.153) satisfies (1.154), (1.155). This exceeds the scope of these notes
and we refer the reader to [65] for a proof. Once we know that U is quite smooth,
the conclusion follows easily:

Sketch of Proof of Theorem 1.21 (Existence) Let mg € P(T¢) with a C!, positive
density. Let tp > 0, (#, m) be the solution of the MFG system (1.152) starting from
mo at time ty. Then

U(to + h,x,mg) — U(to, x,mo) _ Ut + h, x,mo) — U(to + h, x, m(to + h))

h h
+U(f0 +h,x,m(ty + h)) — U(t, x, mo)

h
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As
dym — div[m(D(In(m)) + Hpy(x, Du))] =0,
Lemma 1.22 below says that
d,(m(to + h), (id — h®)mo) = o(h)
where
@ (x) := D(In(mo(x))) + Hp(x, Du(to, x))

and o(h)/h — 0 as h — 0. So, by Lipschitz continuity of U and then
differentiability of U,

Uto + h, x, m(to + h)) = Uto + h, x, (id — h®)tmo) + o(h)
= U(to+h,x,m0)—h/ Dy U(to + h, x, mg, y)
d

T
D (y)mo(y)dy + o(h),

and therefore, by continuity of U and D,,U,

lim U(to+ h,x,m(tg + h)) — U(tg + h, x, mg)
h—0 h

- /Td (DmU(t9, x, mo, y) - [D(In(mo)) + Hp(y, Du(to))]) mo(y)dy.
On the other hand, for 2 > 0,
Uto+h, x, m(tg+h)—U (19, x, mo) = u(to+h, x)—u(ty, x) = hdu(ty, x)+o(h),

so that

. Ulo+h,x,m(to + h)) — U(ty, x, mg)
lim = Jsu(ty, x).
h—0+ h
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Therefore 9, U (#o, x, mg) exists and is equal to

0:U(to, x, mg) = frd(DmU(to,x, mq, y) - [D(In(mo)) + Hp(y, Du(tp))])
xmo(y)dy + du(to, x)

=— /d divy D, U (to, x, mo, y)mo(y)dy
T

+ |, DmUGo. x,mo. y) - Hy(y, Du(to)) mo(y)dy
T
—Au(to, x) + H(x, Du(to, x)) — F(x, mo)

= — /d divy Dy, U (29, x, mo, y)mo(y)dy
T

+ [, Dati om0, 3) - Hy(y. DU G,y m0) mo3)d
T
—AxxUl(to, x,mo) + H(x, DU (19, x, mo)) — F(x, mo)

This means that U satisfies (1.149) at (7o, x, mg). By continuity, U satisfies the
equation everywhere. O

Lemma 1.22 Let V = V(t,x) be a C! vector field, mo € P> and m be the weak
solution to

am +divimV) =0
m(0) =myg.

Then

hlilg+ dy(m(h), (id + hV (0, -))gmo)/h = 0.
Proof Recall that m(h) = X (h)timg, where X~ (h) is the solution to the ODE

{iﬂm=vmvm)
X*(0)=x.

Let ¢ be a Lipschitz test function. Then
/Td ¢ x)(m(h) — (id + hV(0, -))gmo) (dx)

= [Ed(cﬁ(Xx(h)) — ¢(x +hV(0,x)))mo(dx)

< D¢l /Td |X*(h) —x = hV (0, x)|mo(dx) = | Dgllco(h),

which proves that d; (m (h), (id + hV (0, -))dmg) = o(h). |
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Proof of Theorem 1.21 (Uniqueness) We use a technique introduced in [149] (Les-
son 5/12/2008), consisting at looking at the MFG system (1.152) as a system of
characteristics for the master equation (1.149). We reproduce here this argument for
the sake of completeness. Let V be another solution to the master equation. The
main point is that, by definition of solution ny g; is bounded, and therefore D, V
is Lipschitz continuous with respect to the measure variable.

Let us fix (#9, mo). In view of the Lipschitz continuity of D, V, one can easily
uniquely solve the PDE (by standard fixed point argument):

{ i — A — div(i Hy (x, Dy V (1, x, 1)) = 0
m(ty) = mo

Then let us set u(t, x) = V (¢, x, m(t)). By the regularity properties of V, u is at
least of class C>! with

2%
atﬁ(t,.x) = B,V(t,x, n~1(t)) + (8m (t,x, I’;l(t), ‘), atn—;l(t)>c2’(c2)/

= aTV(ts X, ’/;l(t))
(o (1, x,0(1), ), A+ div(iHp (-, DV (1, -, 1)) e, 2y

=0, V(t,x,m(t)) —i—/ divy D, V(t, x, m(t), y) dm(t)(y)
Td
— [, DV ), ) Hyo, DV, 30 di()(3)
Recalling that V satisfies the master equation we get

u(t,x) = —AV(t,x,m@))+ H(x, DyV(t,x,m())) — F(x,m(t))
—Au(t,x)+ H(x, Du(t,x)) — F(x,m(t))

with terminal condition (7T, x) = V(T,x,m(T)) = G(x,m(T)). Therefore the
pair (iz, m) is a solution of the MFG system (1.152). As the solution of this system
is unique, we get that V (tg, x, mg) = U (to, x, mg) is uniquely defined. a

1.4.3.2 The Master Equation for MFG Problems on a Finite State Space

We consider here a MFG problem on a finite state space: let I € N, I > 2 be the
number of states. Players control their jump rate from one state to another; their cost
depends on the jump rate they choose and on the distribution of the other players
on the states. In this finite state setting, this distribution is simply an element of the
simplex Sy_; with

Si-1 = :m eR!, m=(m)i=1.. 1, mi >0, Vi, Zmi =1;.
;
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Given m = (m;) € Sr—1, m; is the proportion of players in state i.

The MFG System In this setting the MFG system takes the form of a coupled
system of ODEs: fori =1,..., 1,

—jtu"(r) + H (! () —u' (1) jgi,m(®) =0 in (0, T)

d oH/ ;
gm0~ /Z#;m]'(t) op; (W@ (0) = w (©)igj, m@))

OH! :
+mi (1) Y gy, (@O =1 Ohzm®) =0 in (0.7)
ji

m;(to) = mio, u'(T) = g' (m(T)).

(1.156)

In the above system, the unknown is (u, m) = ' (), m' (1)), where u'(¢) is the
value function of a player at time ¢ and in position i while m(¢) is the distribution
of players at time 7, with m(t) € Sy_; for any ¢. The map H :RI-1xS§_1 >R
is the Hamiltonian of the problem in state i while mo = (m; o) € Sy is the initial
distribution at time 79 € [0, T) and gi : S7_1 — Ris the terminal cost in state i. As
usual, this is a forward-backward system.

The Structure for Uniqueness As for standard MFG systems, the existence of
a solution is relatively easy; the uniqueness relies on a specific structure of the
coupling and on a monotonicity condition which become here:

Hi(z,m) =h(z) — f'(m) (1.157)

where h' is strictly convex in z and

1 1
D () = fLm))m' = m)) =0, > (" m) — g (m"))(m' — (m')) = 0,

i=1 i=1

Vm,m' € S;_1. (1.158)

The Master Equation To find a solution of this MFG problem in feedback form
(i.e., such that the control of a players depends on the state of this player and on
the distribution of the other players), one can proceed as in the continuous space
case and set U’ (t, mg) = ut (t0), where my is the initial distribution of the players at
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time o and (u, m) is the solution to (1.156). Then U solves the following hyperbolic
system, fori =1,...,1,

—atU"(t m) + H"((Uf(t m) — U" (t,m)) i, m)
- Z (r m)(ka (W m) — UMt mprag m)
k#j Pj

—m; Z ((U (t,m) — Uj(t,m))gij,m)) =0in(0,7T) x S;_1
k#j
U(T,m) =g (m) in Sy_;

This is the master equation in the framework of the finite state space problem. It can
be rewritten in a more compact way in the form

ooU +(F(m,U)-D)U = G(m,U) (1.159)
where F, G : S;_1 x Rl — R/ are defined by

Fon ) =(Xm'y) (@~ U - my ((Ul—Uf>Z¢,-,m))j

k#j Pj k#j

and G(m,U) = —(H/ (U, m)) j. Equation (1.159) has to be understood as follows:
foranyi € {1,...,1},

U + (F(m,U) - D)U' = —H'(U, m).

Link Between Two Notions of Monotonicity The monotonicity condition stated
in (1.158) is equivalent with the fact that the pair (G, F') is monotone (in the classical
sense) from R24 into itself. Indeed, recalling the structure condition (1.157), we have

((Ga F)(ma U) - (Ga F)(m/a U/)7 (m5 U) - (m/a U/)>

= Y W (U = UDe) = W (UF = U i) (mj = m'y)
i
=Y (L) = L m))mj —m';)
J
k

ank oh / / . 'y
+2 (mely, (= U0 —miy (@ = U0 w! - U

Jj#k

—Z('"JZ&?, (U = UD)zj) =m ,Z ((U’Z—U’f)#,-))

j=1 k#j k#j
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x (UI — Uy

==Y (fm) = fIom))m; —m')
J

1
=S (WU = U = W (UF = Uy
j=1

on/ , , . .
=3 W = Ut - Ut - U~ u))
izy Pk

1
- Zm}-(hf (U = UD)z) = W (U™ = U yie)
j=l1

onl : S
-3 W = Ut - Ut - vl —u),
iz 0Pk

which is nonnegative since (1.158) holds and 4 is convex.

The finite state space is very convenient in the analysis of MFGs: it makes
complete sense in terms of modeling and, in addition, it simplifies a lot the analysis
of the master equation. First of all, this is a finite dimensional problem. Secondly,
under the monotonicity condition, the solution of the master equation is also
monotone and it is known that monotone maps are BV in open sets in which they
are finite: so some regularity is easily available.

1.4.3.3 The MFG Problem with a Common Noise

The aim of this part is to say a few words about the MFGs in which all agents are
subject to a common source of randomness. This kind of models are often met in
macro-economy, after the pioneering work of Krusell-Smith [138]. We start with a
toy example, in which the agents are subject to a single shock. Then we describe the
more delicate model where the shock is a Brownian motion.

An Illustrative Example

We consider here a problem in which the agents face a common noise which, in this

elementary example, is a random variable Z on which the coupling costs F' and G

depend: F' = F(x,m, Z) and G = G(x, m, Z). The game is played in finite horizon

T and the exact value of Z is revealed to the agents at time 7'/2 (to fix the ideas).
To fix the ideas, we assume that the agents directly control their drift:

dX, = a;dt + V/2dB,
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(where (a;) is the control with values in R and B a Brownian motion). In
contrast with the previous discussions, the control ¢, is now adapted to the filtration
generated by B and to the noise Z whent > T /2. The cost is now of the form

T
J(a) =E [/ ;|05t|2 + F(X;,m(1), Z) dt + G(X7, m(T), Z)} ,
0

where F' and G depend on the position of the player, on the distribution of the
agents and on the common noise Z. As all the agents will choose their optimal
control in function of the realization of Z (of course after time 7/2), one expect the
distribution of players to be random after 7/2 and to depend on the noise Z.

On the time interval [T /2, T'], the agents have to solve a classical control problem
(which depends on Z and on (m(?))):

T
u(t,x) :=infE [/ ;|oc,|2 + F(X¢,m(t),Z)dt + G(X7,m(T)) | Zi|
o t

which depends on the realization of Z and solves the HJ equation (with random
coefficients):

1
—du — Au+ 2|Du|2 = F(x,m(t), Z) in (T/2, T) x R?

(1.160)
w(T,x,Z) = G(x,m(T), Z) in R%.

On the other hand, on the time interval [0, 7'/2), the agent has no information on Z
and, by dynamic programming, one expects to have

T/2 | B
u(t, x) = infE [ / e+ (X m() di +u(T/2", XT/z)} ,
o t

where F(x,m) = E[F(x,m, Z)] (recall that m(¢) is deterministic on [0, T/2]).
Thus, on the time interval [0, T /2], u solves

1 _
—0u — Au + 2|Du|2 = F(x,m(r)) in (0, T/2) x R¢

(1.161)
u(T/27,x) = E[u(T/2", x)] inR?

As for the associated Kolmogorov equation, on the time interval [0, 7'/2] (where the
optimal feedback — Du is purely deterministic) we have as usual:

orm — Am —div (m Du(t, x)) =0in (0, T/2) x RY, m(0) =mg. (1.162)
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while on the time interval [T /2, T'], m becomes random (as the control —Du) and
solves

dm — Am — div (m Du(t,x, Z)) = 0in (T/2) xRY,  m(T/27) = m(T/2).
(1.163)

Note the relation: m(T/27) = m(T/27), which means that the dynamics of the
crowd is continuous in time.

Let us point out some remarkable features of the problem. Firstly, the pairs
(u, m) are no longer deterministic, and are adapted to the filtration generated by
the common noise (here this filtration is trivial up to time 7'/2 and is the o -algebra
generated by Z after 7/2). Secondly, the map u is discontinuous: this is due to the
shock of information at time 7 /2.

The existence of a solution to the MFG system (1.160)—(1.163) can be obtained
in two steps. First one solves the MFG system on [7T/2, T]: given any measure
mo € P1(R?), let (u, m) be the solution to

1
—du(t, x,Z) — Au(t,x, Z) + 5 |Du(t, x, Z)|> = F(x,m(t), Z) in (T/2,T) x R?

om(t,x,Z) — Am(t,x, Z) —divim(t,x, Z)Du(t,x,Z2)) =0in (T /2, T) x R4
m(T/2,dx, Z) = mo(dx), u(T,x,2)=Gx,m(T,x,Z),7Z) in R4

Note that # and m depend of course on mg. If we require F and G to be monotone,
then this solution is unique and we can set U (x, mg, Z) = u(T/2, x, Z) (with the
notation of Sect. 1.4.3.1, it should be U(T /2%, x, mg, Z), but we omit the T /2 for
simplicity). It is not difficult to check that, if the couplings F, G are smoothing, then
U is continuous in m (uniformly in (x, Z)), measurable in Z and C%inx uniformly
in (m, Z). In addition, it is a simple exercise to prove that U is monotone as well.
Therefore, if we set U (x,m) = E[U(x, m, Z)], then U is also continuous in m and
C? in x and monotone. So the system

—du(t,x) — Au(t, x) + ;lDu(t, x)|? = F(x,m(t)) in (0, T/2) x R?
om(t,x) — Am(t, x) — div(m(z, x)Du(t, x)) = 0in (0, T/2) x R4
m(0, dx) = mo(dx), u(T,x) = U(x,m(T/2)) in R?

has a unique solution. Note that u is a discontinuous function of time, but the
discontinuity

w(T/2%, x) —u(T/27,x) = u(T/2%, x) —E[u(T/2", x)]

has zero mean, that is, it is a “one-step martingale”.

Common Noise of Brownian Type
In general, MFG with a common noise involve much more complex randomness
than a single shock that occurs at a given time. We discuss here very briefly a case
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in which the common noise is a Brownian motion. As before, we just consider an
elementary model in order to fix the ideas.

The game is played in finite horizon 7. The agents control directly their drift:
their state solves therefore the SDE

dX; = a;dt + v2dB, + /2BdW,;,

where (a;) is the control with values in RY, B the idiosyncratic noise (a Brownian
motion, independent for each player) and W is the common noise (a Brownian
motion, the same for each player), 8 > 0 denoting the intensity of this noise. The
control «; is now adapted to the filtration generated by B and W. The cost is of the
(standard) form

T
J(@) =E [/ ;|at|2 + F(X;,m(t)) dt + G(Xr, m(T))} :
0

where F' and G depend on the position of the player and on the distribution of the
agents.

The main difference with the classical case is that now the flow of measures m is
random and adapted to the filtration generated by W. To understand why it should
be so, let us come back to the setting with finitely many agents (in which one sees
better the difference between B and W). If there are N agents, controlling their state
with a feedback control @ = o (x) (possibly random), then the state of player i, for
i ef{l,..., N},solves

dX! = a,(Xdt + V2dB! + /2dW;.

Note that the B are independent (idiosyncratic noise) and independent of the
common noise W. Let mY be the empirical measure associated to the X':

1 X
N _ _
m; = N iz_l ‘ng'

Let us assume that m”™ converges to some m (formally) and let us try to guess the
equation for m. We have, for any smooth test function ¢ = ¢ (¢, x) with a compact
support,

/¢(:,x)m,(dx)=1im/ o (1, x)mY (dx),
R4 N R4
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where, by 1t6’s formula,
1 .
/qus(t,x)mﬁv(dx) = v ;qs(t, X
1Y .
=y 29 Xp)
i=1
1 . . . .
+ N ;/O B (s, Xo) + Do (s, Xy) - (X5) + (1 4+ B)Ag (s, X}))ds
AR . .
+ ;/O Do (s, Xi) - (B! + dWy)

= /Rd &, x)m™ (0, dx)

1
+/ /1(3r¢(s,X) + D (s, x) - ar(x) + (1 + B) A (s, x))m} (dx)dss
0 JRd

t 1 N . .
+ D¢ (s, x)mY (dx)) - dWs + /D ,X!)-dB!.
ﬂ/o(/Rd ¢ (s, x)m> (dx)) N;O o (s, X)

As N — 400, the last term vanishes because, by Itd’s isometry,
2:|
1

N t
— 1 iy2 —
_NETOO N2 ElE[/O Do (s, X;)| ds:| =0.
1=

N
1 ! . .
li E E D¢ (s, X') - dB!
Nililm |:‘N i—I/O ¢(S S) §

So we find
/ d)(t,x)mt(dx):/ ¢ (t, x)m(0, dx)
R4 R4
t
+/ / (0:p (s, x) + D (s, x) - s (x)
0 Jrd
+ (1 + B)AP(s, x))ms(dx)ds

t
+ﬂ/(/ D¢ (s, x)mg(dx)) - dWs.
0 Jrd
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This means that m solves in the sense of distributions the stochastic Kolmogorov
equation:

dm; = [(1 + B)Am; — div(imsa)] dt — \/Z,Bdlv(m,dW,)

As the flow m is stochastic and adapted to the filtration generated by W, the value
function u is stochastic as well and is adapted to the filtration generated by W. It
turns out that u solves a backward Hamilton-Jacobi equation. The precise form of
this equation is delicate because, as it is random and backward, it has to involve an
extra unknown vector field v = v;(x) which ensures the solution u to be adapted
to the filtration generated by W (see, on that subject, the pioneering work by Peng
[162] and the discussion in [65] (Chapter 4) or in [68] (Part II, Section 1.4.2)).
The stochastic MFG system associated with the problem becomes (if the initial
distribution of the players is m):

du, = [—(1 + B)Au; + 1|Du,|2 — F(x,m;) — Jzﬁdiv(u,)] dt — /2Bv, - dW,

dmz = [(1 + ﬂ)Am, + le(m[DM[) dt — \/Z,Bdlv(m,dW,)
mo = mo, ur = G(-,mr)

Finally, one can associate with the problem a master equation, which plays the same
role as without common noise. It takes the form of a second order (in measure)
equation on the space of measures:

1
—-0,U—-(1+8A U+ 2|D)CU|2 —(1+p8 /d divy D, U(t, x, m, y) m(dy)
R
+/ D,U(t,x,m,y) - D;U(t,y, m)m(dy) —2/3/ divy D, U(t, x,m, y) m(dy)
d R‘i
-B Tr(D;,, Ut x,m, y, y)m(dy)m(dy') = F(x, m)

R‘IXR‘I
in(0,7) xRY x P,

U(T, x,m) = G(x, m) inRY x P,

where the unknownis U = U (¢, x, m).

1.4.3.4 Comments

Most formal properties of the Master equation have been introduced and discussed
by Lions in [149] (Lesson 5/12/2008 and the Course 2010-’11), including of course
the representation formula (1.153). The actual proof of the existence of a solution
of the master equation is a tedious verification that (1.153) actually gives a solution.
This has required several steps: the first paper in this direction is [41], where a
master equation is studied for linear Hamiltonian and without coupling terms (F =
G = 0); [108] analyzes the master equation in short time and without the diffusion
term; [85] obtains the existence and uniqueness for the master equation (1.149); [65]
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establishes the existence and uniqueness of solutions for the master equation with
common noise under the Lasry-Lions monotonicity condition (see also [68]). There
has been few works since then on the subject outside the above references and the
analysis on finite state space in [27, 34]: see [11, 12, 66]. Another approach, not
discussed in these notes, is the so-called “Hilbertian approach” developed by Lions
in [149] (see e.g. Lesson 31/10 2008, and later the seminar 08/11/2013): the idea is
to write the master equation (or, more precisely, its space derivative) in the Hilbert
space of square integrable random variables and use this Hilbert structure to obtain
existence and uniqueness results.

The reader may notice that we have worked here under the monotonicity
assumption. We could have also considered the problem in short time, or with
a “small coupling”. All these settings correspond to situation in which the MFG
system has a unique solution for any initial measure. When this does not hold, the
solution of the master equation is expected to be discontinuous. One knows almost
nothing on the definition of the master equation outside of the smooth set-up: this
remains one of the major issues of the topic. To overcome this difficulty, an idea
would be to add a common noise to smoothen the solution. Although this approach
is not understood in the whole space, there are now a few results in this direction in
the finite state space: we discuss this point now.

The MFG problem on finite state space has been first described by Lions [149]
(Lesson 14/1 2011 and the Course 2011-’12). The probabilistic interpretation is
carefully explained in [78], while the well-posedness of the master equation (and
its use for the convergence of the Nash system) is discussed in this setting in [26]
and [79]. The addition of a common noise to the master equation in finite state
space is described in [34] and [27]. In particular, [27] provides the existence of
smooth solutions even without the monotonicity assumption (see also [146], on
problems with a major player). Finally, for the master equation on finite state space
we definitively refer to the contribution by F. Delarue in the present volume.

1.4.4 Convergence of the Nash System

In this section, we study the convergence of Nash equilibria in differential games
with a finite number of players, as the number of players tends to infinity. We
would like to know if the limit is a MFG model. Let us recall that, in Sect. 1.3.3 we
explained how to use the MFG system to find an e-Nash equilibrium in a N-player
game. So here we consider the converse problem. As we will see, this question is
much more subtle and, in fact, not completely understood.

On one hand, this problem depends on the structure of information one allows
to the players in the finite player game. If in this game players observe only their
own position (but they are aware of the controls played by the other players and
hence their average distribution), then the limit problem is (almost always) a MFG
game (see the notes below). On the other hand, if players observe each other closely
and remember all the past actions, the convergence cannot be expected because a
deviating player can always be punished in the game with finitely many players
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(this is the so-called Folk Theorem), while it is not the case in Mean Field Games.
This kind of strategy, however, is not always convincing because a player is often
led to punish him/herself in order to punish a deviation. So the most interesting case
is when players play in closed loop strategies (in function of the current position of
the other players): indeed, this kind of strategy is time consistent (and is associated
with a PDE, the Nash system). However, the answer to the convergence problem is
then much more complicated and we only have a partial picture.

We consider here a very smooth case, in which the Nash equilibrium in the N-
player game satisfies a time-consistency condition. More precisely, we assume that
the Nash equilibrium is given through the solution (v">') of the so-called Nash
system:

=0, 0N =" AV + H(xi, Do)

J
+ 3 Hp(xj, Do) - Dy oM = F(ymy) in 0, T) x TV

j#i '
oNUT, x) = Gy, my')  inTN
(1.164)
) 1 )
where we set, for X = (x1,...,xy) € (Td)N, m%” = N—1 Z‘wa We explain

j#i
below how this system is associated with a Nash equilibrium. !

Assuming that the coupling functions F and G are monotone, our aim is to show
that the solution (vN i ) converges, in a suitable sense, to the solution of the master
equation without a common noise.

Throughout this part we denote by U = U(t, x, m) the solution of the master
equation built in Theorem 1.21 which satisfies (1.154) and (1.155). It solves

—3,U — AU + H(x, DyU) — / divy D,y U dm(y)
Td

+/sz DUt x,m,y) - Hy(y, DxU(t, y.m)dm(y) = Fx,m)  (1.165)

in (0,T) x T x P,
U(T, x,m) = G(x,m) inT x P,

Throughout the section, we suppose that the assumptions of the previous section are
in force.
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1.4.4.1 The Nash System

Let us first explain the classical interpretation of the Nash system (1.164):
The game consists, for each player i = 1,..., N and for any initial position
X = (xé, e, xév), in minimizing

. T . . . . . .
Ji(to, x0, (@/)) = E [/ L(X].e}) + F(X,,my'") dt + G(X], '"33;’)}
1o

where, foreachi =1,..., N,
dXi =ajdt + v2dB}, Xl =x}

We have set X; = (th, e, ng ). The Brownian motions (Bf ) are independent, but
the controls («') are supposed to depend on the filtration F generated by all the
Brownian motions.

Proposition 1.9 (Verification Theorem) Let (vVV')) be a classical solution to the
above system. Then the N-uple of maps (ai’*)izl ,,,,, d = (=Hp(x;, Dy, vN*")),-:L_._,d
is a Nash equilibrium in feedback form of the game: for anyi = 1, ...,d, for any
initial condition (tg, xo) € [0, T] x TN, for any control ol adapted to the whole
filtration F, one has

Ji (to, x0, (@) < Ji(to, xo0, &', (@*) j2i)

Proof The proof relies on a standard verification argument and is left to the reader.

O
1.4.4.2 Finite Dimensional Projections of U
Let U be the solution to the master equation (1.165). For N > 2 andi € {1, ..., N}
we set
WM, X) = U, xi,my")  where
i 1
— d\N N _
X =@1,...,x5) € (THY, m} _N_IZ(SXJ.. (1.166)

J#i

Note that the ™' are at least C? with respect to the x; variable because so is U.
Moreover, 9,u’> exists and is continuous because of the equation satisfied by U.
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The next statement says that u"¥>! is actually globally C'-! in the space variables:

Proposition 1.10 Forany N > 2,i € {1,..., N}, ul-l s of class ClVin the space
variables, with

Dy u™ (1, X) = DuU(t, ximy, x;)  (j #1i)

N -1

and
HDXk,xjuN’i(t, ')HOOS ; (k+i, j+i).

Proof Let X = (xj) € (T%N be such that xj # x forany j # k. Let ¢ :=
minjz; [x; — x¢|. For V. = (v;) € (R?)N with v; = 0, we consider a smooth vector
field ¢ : TY — R such that

p(x)=v; ifx e B(xj,&/4).

Then, as U satisfies (1.154), (1.155), we can apply Proposition 1.6 which says that,
(omitting the dependence with respect to ¢ for simplicity)

WX 4 V) —uN (X)) = UGd + ¢)gmy) — Umyh)
= /T DuUmy", ) - ¢ () dmy" ) + 012, ni)

L2(my")
1 .
= 1 2o DUy xp) v+ 0 ;)
J# J#

This shows that -/ has a first order expansion at X with respect to the variables
()Cj)ji,' and that

. 1
ijuN*’(r,X)=N 1DmU(r,xi,mf,¥,xj) (J #1).

As D,,U is continuous with respect to all its variables, u™V-! is C! with respect to
the space variables in [0, T'] x TN,
The second order regularity of the N>/ can be established in the same way. O

We now show that (1) is “almost” a solutipn to the Nash system (1.164). More
precisely, next Proposition states that the (u™/) solve the Nash system (1.164) up
to an error of size 1/N.
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Proposition 1.11 One has, foranyi € {1, ..., N},
—dulVei — Z A uM 4 H(xp, Dy u?h

J
+ 3" Dau i (0, X) - Hp(xj, Dayu™ T (0. X)) = Foimyy + 7V, %)
J#
in (0, 7) x TV
WNAUT, X) = Gl myy  in TN
(1.167)

where rN-t e L®((0, T) x TN with

I lloo < -
Proof As U solves (1.165), one has at a point (¢, x;, mg’i):

—3;U—AxU+H(xivaU)_/
T

+/d DUt xi.m™¥ ) - Hy(y, DyU Gy, m ) dm () = Fxi, mY)
T

[ divy D, U1, i, my"',y) dm¥" (y)

So u™N- satisfies:

. . . 1 .
—duNt — AxiuN” + H(x;, Dx,.uN”) ~N_1 ZdivmeU(t,x,', mg”, yi)

J#

N

1 . . .
oy 2 DoV @ X0 Hp g, DU my™) = Far, my™)
J#i

By the Lipschitz continuity of D, U with respect to m, we have

; ; - ; c
DUy mY) = DU g my )| < iy omyy < 7

so that, by Proposition 1.10,

N,i N,j
DxU(tsxjme )_iju T, X)) < N2

1
N -1
and
1 . )
v 1 2o D@ X0 Hy (g, DU xjomy ™)
J#i

= > Dy u™i(t, X) - Hp(xj, Dyju™ (t, X)) + O(1/N).
J#
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On the other hand,

N,i N,i N,i
ZAXJ.M "= Ayqu ’~|—Ziju !
J J#

where, using Proposition 1.10 and the Lipschitz continuity of D,, U with respect to
m,

> Agul =/ divy DU (1, xi, my"', y)dmy () + O(1/N)  ae.
_ Td
J#i

Therefore
—0,u™N =" A uMN 4 H(xi, Dyu™)

J
+ 3 D™ (1, X) - Hy(xj, Doy (1, X)) + O(1/N) = F(xi,my™).
j#i

1.4.4.3 Convergence

We are now ready to state the main convergence results of [65]: the convergence of
the value function and the convergence of the optimal trajectories. Let us strongly
underline that we have to work here under the restrictive assumption that there exists
a classical solution to the master equation. This solution is known to exist only
on short time intervals or under the Lasry-Lions monotonicity assumption. Outside
this framework, a recent (and beautiful) result of Lacker [140] states that the limit
problem is a weak solution of a MFG model (i.e., involving some extra randomness),
provided the idiosyncratic noise is non degenerate.
Let us start with the convergence of the value function:

Theorem 1.22 Let (vV'!) be the solution to (1.164) and U be the classical solution
to the master equation (1.165). Fix N > 1 and (ty, mo) € [0, T] x P1.

(i) Foranyx e (THVN, let miv = 1{] ZlN:l 8y;. Then

sup ‘UN’i(to,X) — U(to,xi,mfz/)‘ < CN~'.

i=1,-,N

(ii) Foranyi € {l,...,N}andx; € T4, let us set

N,i , . N,i .
w l(t07-xlam0) ._\/Td...\/]r\dv l(t(),X)l_[m()(d.x/),

J#
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where x = (xq, ..., xy). Then,
CN—l/d ifd >3
[0, mo) = Utto, - mo)| | <3 CNTIPlog(Nyifd =2 .
o) | N2 ifd=1

In (i) and (ii), the constant C does not depend on ty, mg, i nor N.

Theorem 1.22 says, in two different ways, that the (vN”')ie{l,...,N} are close to
U. In the first statement, one compares vV (¢, x) with the solution of the master
equation evaluated at the empirical measure miv while, in the second statement,
the averaged quantity w™>/ can directly be compared with the solution of the MFG
system (1.152) thanks to the representation formula (1.153) for the solution U of
the master equation.

The proof of Theorem 1.22 consists in comparing the “optimal trajectories” for
v™i and for u™-t, for any i € {1,..., N}. For this, let us fix tp € [0, T), mg € P>
and let (Z;)ieq1,..., vy be an i.i.d family of N random variables of law mg. We set
Z = (Zj)ieq,..,Ny- Let also ((Bti)te[(),T])ie{l ,,,,, ~) be a family of N independent
d-dimensional Brownian motions which is also independent of (Z;);¢(1,..., N} We
consider the systems of SDEs with variables (X; = (X )ie{1,...N})ref0,7] and
(Y: = (Yi)ieq1,... N)refo, ) (the SDEs being set on R? with periodic coefficients):

dXiy = —Hp(Xis, Dyu™' (1, X)))dt
++2dB!, 1€t T, (1.168)
Xiw = Zi,

and

dY;, = —Hp(Yis, Dy o™ (t,Y)))dt
++2dB!, te€lty,T], (1.169)
Yin = Zi.

Note that the (Y;) are the optimal solutions for the Nash system, while, by the mean
field theory, the (X;) are close to the optimal solutions in the mean field limit.

Since the (u™+');(1.....ny are symmetrical, the processes ((Xi.¢)re[sy.T])iefl.....N}
are exchangeable. The same holds for the ((Y; )re[z,7])ie(1,...,n} and, actually, the
N R%_yalued processes (X, Yir)relty,T1)ie(l,..., N} are also exchangeable.

Theorem 1.23 We have, for anyi € {1,..., N},

C
E[ sup [Yii— Xil] < Vi € [10, T1, (1.170)

9
telto, T N

T . .
E[/ | Dy, N (2, Y,) — Dxl.uN”(t,Yt)|2dti| <CN72, (1.171)
0]
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and, P-almost surely, foralli = 1,..., N,
™ (19, Z) — vV (10, Z)] < CN7', (1.172)

where C is a (deterministic) constant that does not depend on ty, mo and N.

The main step of the proof of Theorem 1.22 and Theorem 1.23 consists in
comparing the maps v/ and u™’ along the optimal trajectory Y;. Using the
presence of the idiosyncratic noises B’ and Proposition 1.11 gives (1.171), from
which one derives that the X; and the Y; solve almost the same SDE, whence
(1.170). We refer to [65] for details.

1.4.4.4 Comments

The question of the convergence of N-player games to the MFG system has been
and is still one of the most puzzling questions of the MFG theory (together with the
notion of discontinuous solution for the master equation). In their pioneering works
[143-145] Lasry and Lions first discussed the convergence for open-loop problems
in a Markovian setting, because in this case the Nash equilibrium system reduces
to a coupled system of N equations in R? (instead of N equations in RV?), and in
short time, where the estimates on the derivatives of the v"V-! propagate from the
initial condition.

The convergence of open-loop Nash equilibria (in a general setting) is now
completely understood thanks to the works of Fischer [105] and Lacker [139], who
identified completely the possible limits: these limits are always MFG equilibria. If
these results are technically subtle, they are not completely surprising because at the
limit players actually play open-loop controls: so there is not a qualitative difference
between the game with finitely many players and the mean field game.

The question of convergence of closed-loop equilibria is more subtle. As shows
a counter-example in [68, 1.7.2.5], this convergence does not hold in full generality:
however, the conditions under which it holds are still not clear. We have presented
above what happens in MFG problems for monotone coupling and nondegenerate
idiosyncratic noise. The result also holds for MFG problems with a common noise:
see [65]. The convergence is quite strong, and there is a convergence rate. In that
same setting, [97] and [96] study the central limit theorem and the large deviation.
Lacker’s result [140], on the other hand, allows to prove the convergence towards
(weak) solutions of MFG equilibria without using the master equation, under the
assumption of nondegeneracy of the idiosyncratic noise only. The result relies on
the fact that, in some average sense, the deviation of a player barely affects the
distribution of the players when N is large. Heuristically, this is due to the presence
of the noise, which prevents the players to guess if another player has deviated or
not. One of the drawbacks of Lacker’s paper is that there might be a lot of (weak)
MEFG equilibria, outside of the monotone case where it is unique. It is possible that
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actually only one of these equilibria is selected at the limit: this is what happens in
the examples discussed in [80, 95].

Appendix: P.-L. Lions’ Courses on Mean Field Games at the
College de France

Mean Field Game theory has been largely developed from Lions’s ideas on the topic
as presented in his courses at the College de France during the period 2007-2012.
These courses have been recorded and can be found at the address:
http://www.college-de-france.fr/site/pierre-louis-lions/_course.htm
To help the reader to navigate between the different years, we collect here some
informal notes on the organization of the courses. We will use brackets to link some
of the topics below to the content of the previous sections.

Organization 2007-2008

(Symmetric functions of many variables; differentiability on the Wasserstein space)

* 09/11/2007
Behavior as N — oo of symmetric functions of N variables. Distances on
spaces of measures. Eikonal equation in the space of measures (by Lax-Oleinik
formula). Monomial on the space of measures. Hewitt-Savage theorem.

* 16/11/2007
A proof of Hewitt-Savage theorem by the use of monomials on the space of

measures.
e 23/11/2007

Isthour: A remark on quantum mechanics (antisymmetric functions of N
variables).

2nd hour:  Extensions on the result about the behavior as N — oo of
symmetric functions of N variables.

— other moduli of continuity (|u" (X) — u™ (Y)| < Cinf, max; |x; — Yo i)|)-
— relaxation of the symmetry assumption: symmetry by blocs.
— distances with weights (replacing 1/N by weights (4;)).

Discussion on the differential calculus on P,: functions C! over P, defined
through conditions on their restriction to measures with finite support.
* 07/12/2007

Isthour: Back to the differential calculus on P,; application to linear
transport equation, to Ist order HJ equations (discussion on scaling
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(1/N)} ; H(N Dxl.uN ) - discussion on the restriction to subquadratic
hamiltonians).

2nd hour:  Second order equations. Heat equations (independent noise, com-
mon noise); case of diffusions depending on the measure.

14/12/2007
Discussion about differentiability, Cl, ¢t on the Wasserstein space [cfr.
Sect. 1.4.2]. Wasserstein distance computed by random variables.

Organization 2008-2009

(Hamilton-Jacobi equation in the Wasserstein space - Derivation and analysis of the
MEFG system)

24/10/08

Nash equilibria in one shot symmetric games as the number of players tends to
infinity (example of the towel on the beach).

Characterization of the limit of Nash equilibria.

Existence - Discussion on the uniqueness through an example.

Nash equilibria (in the game with infinitely many players) as optima of a
functional (efficiency principle).

31/10/2008

Differentiability on P, through the representation as a function of random
variables. Definition of C', link with the differentiability of functions of many
variables. Structure of the derivative: law independent of the choice of the
representative, derivative as a function of the random variable [cfr. Sect. 1.4.2].
First order Hamilton-Jacobi equations in the space of measures. Definition with
test functions in L2(2). Lax-Oleinik formula. Uniqueness of the solution.
07/11/2008

First order Hamilton-Jacobi equations in the space of measures: comparison.
Limit of HJ with many variables: Eikonal equation, extension to general Hamil-
tonians, weak coupling.

Discussion about the choice of the test function: is it possible to take test
functions on L?(£2) which depend on the law only?

14/11/2008

Ist hour: 2nd order equations in probability spaces. Back to the limit of equations
(A) d;uN — AuN = 0and (B) 9,u — Zi’j d‘fl’gz = 0: different expressions for
the limit. '

2nd hour: strategies for the proof of uniqueness for the limit equation (A): (1)
by verification—restricted to linear equation, (2) in L>(R?)—requires coercivity
conditions which are missing here, (3) Feng-Katsoulakis technique—works
mostly for the heat equation and relies on the contracting properties of the heat
equation in the Wasserstein space.
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21/11/2008

(Digression: Back to the family of polynomials: restriction to U(m) =
i foa ¢ (0Im(x).)

Analysis of the “limit heat equation” in the Wasserstein space (case (A)):
explanation of the fact that it is a first order equation - interpretation as a
geometric equation.

Back to uniqueness: use of HJ in Hilbert spaces (cf. Lions, Swiech). Key point:
diffusion almost in finite dimension. Proof of uniqueness by using formulation in
L2(£2).

Nonlinear equations of the form

1
) oul — N > F(N D*u)) =0.
i

Heuristics for the limit by polynomials.

Limit equation of (*): 3, U — E{[F (E2[U"(G, G)])] = 0. Uniqueness: as before.
Beginning of the analysis of the case of complete correlation.

28/11/2008

Analysis of “limit heat equation” in the Wasserstein space (case (B)). Discussion
on the well-posedness.

Remark on the dual equation.

05/12/2008

Derivation of the MFG system from the N-player game [cfr. Sect. 1.4.4].

Back to the system of N equations and link with Nash equilibria. Ref.
Bensoussan-Frehse. Uniqueness of smooth solutions; existence: more difficult,
requires conditions in x of the Hamiltonian (growth of %il ).

Problem: understand what happens as N — 4-o0.
N N

Key point: one needs to have |E::’J | < C and |{:;’l | < C/N.Known for 7 small
or special structure of H. Open in general.

One then expects that u lN — U(xj, m, t). Derivation of the Master equation for
U (without common noise, [cfr. Sect. 1.4.3]).

Discussion on the Master equation; uniqueness. No maximum principle.
Derivation of the MFG system from the Master equation.

Direct derivation of the MFG system from the Nash system: evolution of the
density of the players in the RV system for the Nash equilibrium with N
players when starting from an initial density mq; cost of a player with respect

to the averaged position of the other players. Propagation of chaos under the
2, N

assumption |aii’;‘;k| < C/Nz.

19/12/2008

Analysis of the MFG system for time dependent problems: second order [cfr.
Thm 1.4 and Thm 1.11].

Existence: H Lipschitz or regularizing coupling.

Discussion on the coupling: local or nonlocal, regularizing.



1

An Introduction to Mean Field Game Theory 145

Case H Lipschitz + coupling of the form g = g(m, Vm) with a polynomial
growth in Vm. A priori estimates for (m, u) and its derivatives.

Case of a regularizing coupling F' = F(m) without condition on H (here H =
H (Vu)): a priori estimates by Bernstein method.

09/01/2009

Existence of solutions for the MFG system: by strategy of fixed point and
approximation.

Starting point: H Lipschitz and regularizing coupling.

Other cases by approximation.

Description of “la ola”.

Discussion on the uniqueness for the system MFG. Two regimes: monotone
coupling versus small time horizon.

16/01/2009

1st hour: Interpretation of the MFG system (with a local coupling and planning
problem setting) as an optimal control problem of the Fokker-Planck equation
[cfr. Thm 1.17].

Comment on the existence of a minimum, on the uniqueness (counter-example
to uniqueness when the monotonicity is lost).

Loss of uniqueness by analysis of the linearized system (when existence of a
trivial solution): the linearized problem is well-posed only if the horizon is small.
2nd hour: Use of the Hopf-Cole transform for quadratic Hamiltonians [cfr.
Remark 1.13].

Back on the existence of the solution to the MFG system [cfr. Remark 1.12]:

{—Bru — Au+ H(p) = f(m)
om — Am — div(mHp(Du)) =0

— if f is bounded and H is subquadratic, existence of smooth solutions (e.g.,
H(p) = p*, a < 2). (works also for f(m) = com? for p small).

— if H is superquadratic and f is nonincreasing: open problem.

— if f(m) = emP with ¢ > 0, H(p) = co|p|” with y > 1. First a priori
estimate on [ [m!™# 4+ m|Du|” < C. Second a priori estimate obtained
by multiplying by Am the equation for u, and by Au the equation of m
and adding the resulting quantities (computation for y = 2): one gets
4 [ DuDm = [ |D*ul>m + f'(m)|Dm|>.

Organization 2009-2010

(Analysis of the MFG system: the local coupling - Variational approach to MFGs)

06/11/2009
Presentation of the MFG system.
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1st hour: Maximum principle in the deterministic case for smooth solutions: if
uy < vg, thenu < v.
Proof by reduction to a time-space elliptic equation with boundary conditions
Dirichlet and nonlinear Neumann (+ discussion on the link with Euler equation).
Proof that this is an elliptic equation.
2nd hour: generalization to the case where the initial condition on u is a function
of m. Discussion of the maximum principle when the running cost f grows: not
true in general.
Discussion of the maximum principle when the continuity equation has a right-
hand side.

e 13/11/2009
Comparison principle in the second order setting with a quadratic hamiltonian.
Quadratic Hamiltonian: change of variable (Hopf-Cole transform, [cfr.
Remark 1.13]) and algorithm to build solutions.
Conjecture: no comparison principle for more general Hamiltonians.

e 20/11/2009
Comparison principle: second order setting with a quadratic Hamiltonian and
stationary MFG systems.
Comments on the convergence of the MFG system as 7 — +-o0 [cft. Sect. 1.3.6]:
convergence of m” (¢), u” (t)— < u’(t) >, and < u’(t) > /T. Claim that
u’ (1) — (T — t) converges.
Ergodic problem: comparison in the deterministic setting: if fi < f», then A; <
X2. When H (x, &) > H(x,0) forall &, then m = [ f~'(x, A)]; where A is such
that fm = 1. Then u = constant in {m > 0}; solve H(x, Du) = A in {m = 0}
with boundary conditions. Justification by v — 07 for instance.
Comparison in the second order setting: quadratic H.
Planification problems. Approach by penalization. Link with Wasserstein.

e 27/11/2009
Link between MFG with optimal control of (backward) Fokker-Plank equation:

om + Am + div(ima) = 0, m(T,x) =m(x)

where @ = a(x, t) and the cost is of the form
T
/ / mL(x,a)dxdt + W (m) ~|—/ D (x,m(0, x))dx
0 Jo 0

Planing pb: @ = 215 |lm — mo||%.

Derivation of the optimality conditions. Generalization to the case L(x, o, m)
which is a functional of m. Approach by optimal control to the planning problem.
Leads to controllability issues. Discussion of the polynomial case.

2nd hour: First order planning problem: existence of a smooth solution.

Step 1: link with quasilinear elliptic equations with nonlinear boundary condi-
tions [cfr. Remark 1.16].



1

An Introduction to Mean Field Game Theory 147

Step 2: L*° estimates on w := d,u + H (x, Du) (i.e., estimate on m): extension
of Bernstein method by looking at the equation satisfied by w.

Step 3: L™ estimate on u. Indeed u is smooth and solves d,u + H(Du) = f(m)
where f(m) is bounded. So it is a forward and backward solution which gives
the result.

04/12/2009

Planning problem (without diffusion): link with quasilinear elliptic equation
(in time-space) with nonlinear boundary conditions. Lipschitz estimates on u:
Bernstein method again. Difficulties: constants are subsolutions and boundary
conditions.

11/12/2009

First hour: Back to the first order planning problem.

Dual problem, i.e., optimal control of HJ equation [cfr. Sect. 1.3.7.2]. Namely

irulf //G(aattt + H(Du)) —/(mlu(T) — mou(0)).

Computation of the first variation, and link with the MFG system. Comment on
the fact that f = f(m) has to be strictly increasing. Generalization to second
order problems.

Counter-examples:

(i) (reminder when H at most linear (first or second order): existence of
solutions). In this case there is no existence of solution for the dual problem
(at least for small time).

(ii) Regularity? Normalization: H(0) =0, H'(0) =0, f(1) =0, A = H"(0) >
0, f/(1) =a > 0. Thenm = 1, u = 01is the unique solution for mg = my =
0. One linearizes to get 9;v — vAv = an, d;n + vAn + div(ADv) = 0
with n(0) = ng and n(T) = nr where [no = [ ny. Stability requires
that A > 0. Proposition: the linearized (periodic) problem is well-posed iif
A > 0,a > 0,v > 0. Proof for first order, straightforward; for second order,
Fourier.

Second hour: end of the proof.

Second Order Planning Problem Approach by optimization (optimal control
of Fokker-Planck equation) yields the existence and uniqueness of very weak
solutions. Main issue: regularity. Understood when H = él p|?. Theorem: when

H = %l pl?, and f non decreasing with polynomial growth, then there is a
unique smooth solution. Generalization to the case |H”(p) — I| < \/1C| o
+lp

(conj. could be generalized to the case ¢cI < H” < CI). Proof by the Hopf-Cole
transformation.

18/12/2009
MFG problems with congestion terms [cfr. Example 1.1]: minimize

E[fth_l|aS|q(m(s, X)4ds —I—uo(XT)] with dX; = odW; — ayds where
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g > 1l and a > 0. Leads to the MFG system of the form

du —vAu+ ! Dul” —

r mb n—2
—dm — vAm + div("P" "Pmy =0 (1.173)
m(T) = mr, u(0) = uo

Discussion of the (lack of) link with the optimal control of the Fokker-Planck
equation. Uniqueness condition for the MFG system (for p =2 and 0 < b < 2).
08/01/2010

Back to the congestion problem. Uniqueness of the solution of (1.173) in the
case (1) where the Hamiltonian is of the form |Du|2 /(2 f(m)) (and the term in
the divergence by mDu/f(m) and (2) p > 1 and 0 < b < 4/p’).

Discussion on the existence of a solution for v = 0 by using the fact that the
equation of u is an elliptic equation in time-space: bounds on u, m and on Du.
Regularity issue if m vanishes.

Analysis of the case v > 0, p = 2,0 < b(<Z 2): a priori estimates and notion of
solution.

15/01/2010

Back to to the congestion problem (1.173) when p = 2, b = 1. A priori
estimates continued (bounds on u, on [ [ |Du|*(1 + m~!), on [ [ |D?u|? and
on f f |Du|*|Dm|?/m?). Existence of a solution by approximation (replacing
|Du|?/m by |Du|?/(8 + m) for § > 0).

Organization 2010-2011

(the master equation in infinite and finite dimension)

05/11/2010

Uniqueness for the MFG system when H = H (Du, m) [cfr. Thm 1.13]. Differ-
ent approaches: monotonicity, continuation, reduction to an elliptic equation.
12/11/2010

Uniqueness for the MFG system when H = H(Du, m) (continued): lineariza-
tion, problems with actualization rate.

On the Master equation (MFGf)3:

1. Heuristics: Master equation as a limit system of Nash equilibria with N
players as N — 400

2. The Master Equation contains the MFG equation (when 8 = 0)

3. Back to the uniqueness proof: U is monotone

4. Backto N — 4-00: MFGf contains the Nash system without individual noise.

3Warning: missing term in the MFGf.
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* 19/11/2010
1st hour: Back to the Master equation.* Check that when v # 0 the equation does
not match with Nash eq for N players. Link with optimal control problems in the
case of separate variables (discussion of the case of non separate variables).
2nd hour: Hamilton-Jacobi equation associated with an optimal control of
Fokker-Planck equation. Derivation of the master equation by taking the deriva-
tive of the Hamilton-Jacobi equation.

* 26/11/2010
Erratum on the master equation. Interpretation of the Master Equation as a limit
as N — 4-o00: explanation of the second order terms [cfr. Sect. 1.4.3.3].

(1) Interpretation in terms of optimal control problem (8 = 0)

(2) Uniqueness related to the convexity of F and &

(3) General principle for the link between optimal control and the Master
Equation in infinite dimension.

* 03/12/2010

System derived from Hamilton-Jacobi: propagation of monotonicity.
* 10/12/2010

System derived from Hamilton-Jacobi:

— Propagation of monotonicity for second order systems.
— Propagation of smoothness, method of characteristics.

e 17/12/2010
Propagation of monotonicity for BaltJ + (H'(DU)D)U = f(x) + ) aa,p 3?(1[){,3 .
* 07/01/2011
Existence and uniqueness of a monotone solution for aalt] + (H'(DU)D)U =
F Q).
Remarks on semi-concavity for HJ equations.
* 14/01/2011
Ist hour: Structure of the master equation in the discrete setting (without
diffusion):

aU; + () xjHj(x, VU)V)Ui + Hi(x, VU) = 0.
j

Propagation of Monotonicity

2nd hour: Propagation of monotonicity for independent noises (in the infinite
dimensional setting). Finite dimensional setting, in which the noise yields a term
of the form Y, ; axxi 9, Ui 4+ 3"y axi Us.

Monotonicity for the common noise (in the infinite dimensional setting; the finite
dimensional setting being open).

4Warning: missing term in the MFGf.
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Organization 2011-2012

(Analysis of the master equation for MFG in the finite state space, [cfr.
Sect. 1.4.3.2])

28/10/2011 ‘
Analysis of equation: ‘)alt] 4+ (U.V)U = 0 (where U : R" x (0, +00) — R").

— case Up = V¢o: then U = V¢ with ¢ sol of HJ equation.

— case Uy monotone, bounded and Lipschitz continuous: existence and unique-
ness of a monotone, bounded and Lipschitz continuous sol, which is smooth
if Uy is smooth.

Generalization to aa‘r/ + (F(V).V)V = 0, provided F and V monotone (since
U = F(V) the initial equation)

Explicit formula: linear case, method of characteristics: solution is given by U =
(UO_1 + t1;)~" as long as there is no shock. Quid in general?

Propagation of the condition gU,- <0,j#1i.

i
04/11/2011 '

Back to the system SBLII + (U.V)U =0.

Propagation of the condition gijj’ < 0, j # i. Consequence: ‘?g” is a bounded
measure.

A striking identity: if U is a classical solution of BaltJ + (F(U).V)U = 0, then
(,;’t det(VU) + div(F (U) det(VU)) = 0.

25/11/2011

Application to non-convex HJ equations: examples of smooth solutions.
09/12/2011

Propagation of monotonicity with second order terms.

16/12/2011

Analysis of 3V + (F(U).V)U = 0.

Following Krylov idea: introduce W(x, n,t) = U(x,t) - n.

06/01/2012

Analysis of aalt] + (F(U).V)U = f(x): existence of a smooth global solution
under monotonicity assumptions.

A priori estimates when U satisfies U (2)§ - £ > ole(’)(z)$|2 for some o > 0
and any z, €.

13/01/2012

Analysis of aalt] + (F(U).V)U = 0 with Uy and F monotone (continued). A
priori estimates on VU under the assumption that there exists ¢ > 0 such that
F'(2)§ - & > | F'(2)|* for any z, &.

Generalization to the case with a right-hand side of the form ay;dx; U 4 b;'da, U*
where a,g symmetric > 0.
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Additional Notes

08/11/2013

Seminar: on the differentiability in Wasserstein space, point of view of the
random variables. MFGs in the finite state case: the master equation as a first
order hyperbolic system. Back to the infinite dimensional case, the Hilbertian
approach: if U (¢, x, X) is the solution of the classical master equation, one sets
V(t,X) = U(t, X, L(X)). Discussion of the monotonicity in the Hilbertian
framework.
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Chapter 2 )
Lecture Notes on Variational Mean Field Chack for
Games

Filippo Santambrogio

Abstract These lecture notes aim at giving the details presented in the short course
(6h) given in Cetraro, in the CIME School about MFG of June 2019. The topics
which are covered concern first-order MFG with local couplings, and the main goal
is to prove that minimizers of a suitably expressed global energy are equilibria in
the sense that a.e. trajectory solves a control problem with a running cost depending
on the density of all the agents. Both the case of a cost penalizing high densities
and of an L™ constraint on the same densities are considered. The details of a
construction to prove that minimizers actually define equilibria are presented under
a boundedness assumption of the running cost, which is proven in the relevant cases.

2.1 Introduction and Modeling

The theory of Mean Field Games was introduced around 2006 at the same time
by Lasry and Lions, [23-25], and by Huang et al. [21], in order to describe the
evolution of a population of rational agents, each one choosing (or controlling)
a path in a state space, according to some preferences which are affected by the
presence of other agents nearby in a way physicists call mean-field effect. The
evolution is described through a Nash equilibrium in a game with a continuum
of players. This can be interpreted as a limit as N — oo of a game with N
indistinguishable players, each one having a negligible effect as N — oo on the
mean-field. The class of games we consider, called Mean Field Games (MFG for
short), are very particular differential games: typically, in a differential game the
role of the time variable is crucial since if a player decides to deviate from a
given strategy (a notion which is at the basis of the Nash equilibrium definition),
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the other can react to this change, so that the choice of a strategy is usually not
defined as the choice of a path, but of a function selecting a path according to the
information the player has at each given time. Yet, when each player is considered
as negligible, any deviation he/she performs will have no effect on the other players,
so that they will not react. In this way we have a static game where the space
of strategies is a space of paths. Because of indistinguishability, the main tool to
describe such equlibria will be the use of measures on paths, and in this setting we
will use the terminology of Lagrangian equilibria. In fluid mechanics, indeed, the
Lagrangian formulation consists in “following” each particle and providing for each
of them the corresponding trajectories. On the other hand, fluid mechanics also uses
another language, the so-called Eulerian formulation, where certain quantities, and
in particular the density and the velocity of the particles, are given as a function of
time and space. MFG equilibria can also be described through a system of PDEs
in Eulerian variables, where the key ingredients are the density p and the value
function ¢ of the control problem solved by each player, the velocity v(¢, x) of the
agents at (¢, x) being, by optimality, related to the gradient Vg (¢, x).

The MFG theory is now studied by may scholars in many countries, with a
quickly growing set of references. For a general overview of the theory, it is possible
to refer to the 6-years course given by P.-L. Lions at College de France, for which
videorecording is available in French [28] or to the lecture notes by P. Cardaliaguet
[9], based on the same course. In the present lecture notes we will only be concerned
with a sub-class of MFG, those which are deterministic, have a variational structure,
and are in some sense congestion games, where the cost for an agent passing
through a certain point depends, in an increasing way, on the density p (¢, x) at such
a point. We will also see a variant of this class of problems where the penalization
on p is replaced by a constraint on it (of the form p (¢, x) < 1, for instance), which
does not fit exactly this framework but shares most of the ideas and the properties.
The topic of this course and these lecture notes were already presented in [5], so
that there will be some superposition with such a survey paper, but in these notes we
will focus on some more particular cases so as to be able to provide more technical
details and proofs. Moreover, not all regularity results were available when [5] was
written, and some proofs are simplified here.

2.1.1 A Coupled System of PDEs

Let us describe in a more precise way the simplest MFG models and the sub-class
that we consider. First, we look at a population of agents moving inside a domain
2 (which can be a bounded domain in RY or, for instance, the flat torus T .=
R?/Z4...), and we suppose that every agent chooses his own trajectory solving a
minimization problem

[T D
mm/( . +h(r,x<t))) dr + W (x(T)),
0
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with given initial point x(0). The mean-field effect will be modeled through the
fact that the function A(z, -) depends on the density p; of the agents at time f¢.
The dependence of the cost on the velocity x” could of course be more general
than a simple quadratic function, but in all these lecture notes we will focus on
the quadratic case (some results that we present could be generalized, while for
some parts of the analysis, in particular the regularity obtained via optimal transport
methods, the use of the quadratic cost is important).

For the moment, we consider the evolution of the density p; as an input, i.e. we
suppose that agents know it. Hence, we can suppose the function 4 to be given,
and we want to study the above optimization problem. The main tool to analyze it,
coming from optimal control theory, is the value function. The value function ¢ is
in this case defined via

{ T (1x' ()2
w(zo,xm::minf S R ) WD), x T, T] = Q.x(0) = %o
1

0

@2.1)

and it has some important properties. First, it solves the Hamilton—Jacobi equation

¢+ JIVel? = h,

(T, x) = W(x)
(in the viscosity sense, but we will not pay attention to this technicality, so far);
second, the optimal trajectories x(¢) can be computed using ¢, since they are the
solutions of

xX'(1) = =Vo(t, x(1)).

Now if we call v the velocity field which advects the density o (which means
that p is the density of a bunch of particles each following a trajectory x(¢) solving
x'(t) = v;(x(1))), fluid mechanics tells us that the pair (p, v) solves the confinuity
equation

(CE)  dp+V-(pv)=0

in the weak sense, together with no-flux boundary conditions pv - n = 0, modeling
the fact that no mass enters or exits 2.

In MFG we look for an equilibrium in the sense of Nash equilibria: a configu-
ration where no player would spontaneously decide to change his choice if he/she
assumes that the choices of the others are fixed. This means that we can consider
the densities p; as an input, compute i[p], then compute the optimal trajectories
through the (HJ) equation, then the solution of (CE) and get new densities as an
output: we have an equilibrium if and only if the output densities coincide with the
input. This means solving the following coupled (HJ)+(CE) system: the function ¢
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solves (HJ) with a right-hand side depending on p, which on turn evolves according
to (CE) with a velocity field depending on Vo(t, x).

—dip+ V¢ = hipl
ap—V-(pVe) =0, (2.2)
e(T,x) =V¥(x), p0,x)=po(x).

To be more general, it is possible to conside a stochastic case, where agents
follow controlled stochastic differential equations of the form dX; = o, dr +
2vd W; and minimize

T
E [fo (2a3 + h[p,](xt)> dr + W(X(T»} :

In this case, a Laplacian appears both in the (HJ) and in the (CE) equations:

8 Vo2 _ —
{atw vag+ V¥ —hip1 =0 03

p —vAp =V - (pVe) =0.

2.1.2 Questions and Difficulties

Let us be precise now about the kind of questions that one would like to attack, at
the interface between mathematical analysis and modeling.

From the analysis and PDE point of view, the most natural questions to ask in
MEFG is the existence (and possibly the uniqueness and the regularity properties)
of the solutions of systems like the above ones. This is an Eulerian question, as
the objects which are involved, the density and the velocity, which is related to
the value function, are defined for time-space points (¢, x). This question can be
intuitively attacked via fixed points methods: given p, compute h[p], ¢, then the
solution of the evolution equation on p, thus getting a new density evolution p, and
look for p = p. Yet, this requires strong continuity properties of this sequence of
operators (and, by the way, uniqueness of those solutions if we want the operators to
be univalued) which corresponds to uniqueness, regularity, and stability properties
of the solutions of the corresponding PDEs. These properties are not always easy to
get, but can be usually obtained when

e either we have v > 0 in System (2.3), i.e. the equations are parabolic and
the regularization effect of the Laplacian provides the desired estimates (this
applies quite easily to the present quadratic case, where a change-of-variable
u = e /% transforms the Hamilton—Jacobi equation of (2.3) into a linear
parabolic equation; the general case is harder and require to use uniqueness and
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stability properties which are valid for the Fokker—Planck equations under milder
regularity assumptions, and which have been recently proven in [36]);

* or the correspondence p +> h[p] is strongly regularizing (in particular this
happens for non-local operators of the form h[p](x) = f nx — y) dp(y) for
a smooth kernel 7). Indeed, if 4 is guaranteed to be smooth, then ¢ satisfies
semiconcavity properties implying BV estimates on the drift Vg; this, in turn,
provides uniqueness and stability for the continuity equation thanks to the
DiPerna Lions theory [16] (this is more or less the point of view presented in

[9D.

One of the main interesting cases which is left out is the case where v = 0 and
h[p] = g o p (the local case, where & at a point directly depends only on p at the
same point). Whenever g is an increasing function this is a very natural model to
describe aversion to overcrowding and recalls in a striking way the models about
Wardrop equilibria (see [14, 15, 44]).

From the point of view of modeling and game theory, the other natural question is
to provide the existence of an equilibrium in the sense of finding which trajectories
are followed by each players (or, since players are considered to be indistinguish-
able, just finding a measure on possible trajectories). This is on the contrary a
Lagrangian question, as individual trajectories are involved. The unknown is then
a probability measure on a suitable space of paths, which induces measures p; at
each instant of time. From these measures we deduce the function A(z, -), which is
an ingredient for the optimization problem solved by every agent. The goal is then to
choose such a probability on paths so that a.e. path is optimal for the cost built upon
the function 4 which is induced by such probability. Again, there is a difficulty in the
local case with v = 0. Indeed, if p;(-) is just the density of a measure, it is defined
only a.e. and so will be %(z, -). Hence, there will be no meaning in integrating it on
a path, unless we choose a precise representative, which is a priori arbitrary unless
pr 1s continuous. Of course this difficulty does not exist whenever # is defined via
convolution, and in many cases it can also be overcome in the local case for v > 0
since parabolic equations have a regularization effect and one can expect p; to be
smooth.

For both the Eulerian and the Lagrangian question, an answer comes from a
variational interpretation: it happens that a solution to the equilibrium system (2.2)
can be found by an overall minimization problem as first outlined in the seminal
work by Lasry and Lions [24]. This allows to prove existence of a solution in a
suitable sense, and the optimality conditions go in the direction of a Lagrangian
equilibrium, as we will see in Sects.2.2.2 and 2.2.3.

2.2 Variational Formulation

As we said, solutions to the equilibrium system (2.2) can be found by an overall
minimization problem.
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The description that we give below will be focused on the case h[p](x) =
V(x)+g(p(x)), where we identify the measure p with its density w.r.t. the Lebesgue
measure on 2. The function V : Q — R is a potential taking into account different
local costs of different points in €2.

For the variational formulation, we consider all the possible population evolu-
tions, i.e. pairs (p, v) satisfying d;p0 + V - (pv) = 0 (note that this is the Eulerian
way of describing such a movement; in Sect. 2.2.2 we will see how to express it in
a Lagrangian language) and we minimize the following energy

T 1
A(p, V) == / / < oVl + oV + G(;Ot)) dx dz +/ v dpr,
0o Ja\2 Q

where G is the anti-derivative of g, i.e. G'(s) = g(s) for s € R* with G(0) = 0.
We fix by convention G(s) = 400 for p < 0. Note in particular that G is convex,
as its derivative is the increasing function g.

The above minimization problem recalls, in particular when V. = 0, the
Benamou—Brenier dynamic formulation for optimal transport (see [4]). The main
difference with the Benamou—Brenier problem is that here we add to the kinetic
energy a congestion cost G; also note that usually in optimal transport the target
measure pr is fixed, and here it is part of the optimization (but this is not a crucial
difference). Finally, note that the minimization of a Benamou—Brenier energy with
a congestion cost was already present in [8] where the congestion term was used to
model the motion of a crowd with panic.

As is often the case in congestion games, the quantity A(p, v) is not the total cost
for all the agents. Indeed, the term [ [ ép |v|? is exactly the total kinetic energy, and
the last term f W dpr is the total final cost, as well as the cost f V dp; exactly
coincides with the total cost enduced by the potential V; yet, the term [ G(p) is
not the total congestion cost, which should be instead f pg(p). This means that the
equilibrium minimizes an overall energy (we have what is called a potential game),
but not the total cost; this gives rise to the so-called price of anarchy.

Another important point is the fact that the above minimization problem is
convex, which was by the way the key idea of [4]. Indeed, the problem is not convex
in the variables (p, v), because of the product term p|v|? in the functional and of
the product pv in the differential constraint. But if one changes variable, defining
w = pv and using the variables (p, w), then the constraint becomes linear and the
functional convex. We will write A(p, w) for the functional A(p, v) written in these
variables. The important point for convexity is that the function

Iw|?

95 ifs > 0,
RxRYs (s,w)—> {0 if (s, w) = (0, 0),

+o0o0  otherwise

is convex (and it is actually obtained as sup{as +b -w : a + é|b|2 < 0}).



2 Lecture Notes on Variational Mean Field Games 165
2.2.1 Convex Duality

In order to convince the reader of the connection between the minization of A(p, v)
(or of A( p, w)) and the equilibrium system (2.2), we will use some formal argument
from convex duality. A rigorous equivalence between optimizers and equilibria will
be, instead, presented in the Lagrangian framework in Sect. 2.2.3.

In order to formally produce a dual problem to min A, we will use a min-max
exchange procedure. First, we write the constraint d;0 + V - (pv) = 0 in weak form,
ie.

T
/ f (p3y$ + V- pv) + / Bopo — / brpr =0 2.4)
0 Q Q Q

for every function ¢ € C([0, T] x ) (note that we do not impose conditions
on the values of ¢ on 9€2, hence this is equivalent to completing (CE) with a no-
flux boundary condition pv - n = 0). Equation (2.4) requires, in order to make
sense, that we give a meaning at p; for every instant of time ¢ (and in particular for
t = T), which is possible because whenever the kinetic term is finite then the curve
pr 1s a(n absolutely) continuous curve in the space of measures (continuous for the
weak convergence, and absolutely continuous for the W, Wasserstein distance, see
Sect.2.4.1). However, we do not insist on this now, as the presentation stays quite
formal.
Using (2.4) , we can re-write our problem as

T
min ﬂ(l)sv)-i-sup/ /(p8r¢+V¢~pV)+/ ¢0Po—/ oroT,
PV ¢ JO Q Q Q

since the sup in ¢ takes value 0 if the constraint is satisfied and + o0 if not. We now
switch the inf and the sup and get

. r 1
SUP/¢0P0+1nf/(‘I’—¢T)PT+/ /( plez\2+prV+G(pr)+p31¢+V¢~pV> dx dr.
¢ Jo pv Jo o Ja\2

First, we minimize w.r.t. v, thus obtaining v = —V¢ (on {p; > 0}) and we replace
é,o|v|2 + V¢ - pv with — ép|V¢|2. Then we get, in the double integral,

1
irp}f{G(p) —p(=V -0+ 2|V¢5|2)} = —sup{pp — G(p)} = —G*(p),
0

where we set p := —V —0;¢+ é |[V¢|* and G* is defined as the Legendre transform
of G. Then, we observe that the minimization in the final cost simply gives as a result
0if W > ¢7 (since the minimization is only performed among positive pr) and —oco
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otherwise. Hence we obtain a dual problem of the form

T 1
sup{—B(«b,p) 5=/Q¢0;00—f0 /QG*(p) CGr S —dgt IVeP = V+p}.

Note that the condition G(s) = +oco for s < 0 implies G*(p) = 0 for p < 0. This
in particular means that in the above maximization problem one can suppose p > 0
(indeed, replacing p with p4 does not change the G* part, but improves the value
of ¢, considered as a function depending on p). The choice of using two variables
(¢, p) connected by a PDE constraint instead of only ¢ is purely conventional, and
it allows for a dual problem which has a sort of symmetry w.r.t. the primal one.
Also the choice of the sign is conventional and due to the computation that we will
perform later (in particular in Sect. 2.4).

Now, standard arguments in convex duality would allow to say that optimal pairs
(p, v) are obtained by looking at saddle points ((p, v), (¢, p)), provided that there
is no duality gap between the primal and the dual problems, and that both problems
admit a solution. This would mean that, whenever (p, v) minimizes A, then there
exists a pair (¢, p), solution of the dual problem, such that

* v minimizes é,olvl2 + V¢ - pv,ie.v=—V¢ p-a.e. This gives (CE): d;p — V -
(pV¢) =0.

* p minimizes G(p) — pp,i.e. g(p) = pif p > Oor g(p) > pif p = 0 (in
particular, when we have g(0) = 0, we can write g(p) = p); this gives (HJ):
—0;¢ + élV(bl2 =V + g(p) on {p > 0} (as the reader can see, there are some
subtleties where the mass p vanishes;).

* pr minimizes (¥ — ¢r)pr among pr > 0. But this is not a condition on pr,
but rather on ¢7: we must have ¢7 = W on {pr > 0}, otherwise there is no
minimizer. This gives the final condition in (HJ).

This provides an informal justification for the equivalence between the equilibrium
and the global optimization. It is only informal because we have not discussed
whether we have or not duality gaps and whether or not the maximization in (¢, p)
admits a solution. Moreover, even once these issues are clarified, what we will
get will only be a very weak solution to the coupled system (CE)+(HJ). Nothing
guaranteees that this solution actually encodes the individual minimization problem
of each agent. This will be clarified in Sect. 2.2.3 where a Lagrangian point of view
will be presented.

However, let us first give the duality result which can be obtained from a suitable
application of Fenchel-Rockafellar’s Theorem, and for which details are presented,
in much wider generality, in [11].

Theorem 2.2.1 Ser D = {(¢, p) € C'([0, T] x Q) x CO([0, T] x Q) : —d,¢ +
YO =V 4 por < Whand P = {(p,v)  dip+ V- () =0, po = po),
where the continuity equation on (p, v) is satisfied in the sense of (2.4) and (p;); is
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a continuous curve of probability measures on Q, with v, € L*(p;) for every t. We
then have

min{A(p,v) : (p,v) € P} = sup{=B(¢. p) : (¢, p) € D}.

Note that in the above theorem we called © and ¥ the domains in the dual
and primal problems respectively, with the standard confusion between dual and
primal (officially it is the problem on measures which should be the dual of that on
functions, and not viceversa) which is often done when we prefer to call “primal”
the first problem that we meet and which is the main object of our analysis.

It is important to observe that the above theorem does not require the assumption
on the growth rate of the Hamiltonian and of the congestion function G, which
translate into this quadratic case into “G(s) < C(s? 4 1) for an exponent g <
1 4 2/d”, which is present in the paper [11]. This restriction was required in order
to find a suitable relaxed solution to the dual problem, which has in general no
solution in . This result is the object of the following theorem, where we omit
this condition on g, since it has been later removed in more recent papers. Indeed,
[12] was the first paper where this assumption disappears, for second-order MFG
with possibly degenerate diffusion (which include the first-order case; also refer to
[19], where duality was used for regularity purposes, which explicitly focuses on
the first-order case).

Theorem 2.2.2 Set D = {(¢, p) € BV ([0, T] x ) x M([0,T] x Q) : —d;¢ +
§|V¢5|2 <V + p,¢r < V}. We then have

min{A(p,v) : (p,V) € P} = max{—B(¢, p) : (¢, p) € D)

and the max on the right hand side is attained.

A disambiguation is needed, when speaking of BV functions, about the final
condition ¢7 < W. Indeed, a BV function could have a jump exactly at t = T and
hence its pointwise value at the final time is not well-defined. The important point
is that, if ¢ (7) does not satisfy the required inequality, but ¢(7T') is required to
satisfy it, then a jump is needed, i.e. a singular part of the measure p concentrated
at {r = T}, and this part will be considered in the dual cost (this is particularly
important when the cost G* in the dual problem has linear growth, and singular parts
are allowed, which will be the case for the density-constrained case of Sect. 2.5).

However, most of these notes will not make use of this refined duality, both
because we want to consider cases where the growth rate of G does not satisfy
this inequality and because we will need to use (in Sect. 2.3) smooth test functions
and apply the duality. For this sake, it will be more convenient to choose almost-
maximizers (¢, p) € C' x CY rather than maximizers with limited regularity.

We finish this section with a last variant, inspired by the crowd motion model of
[31]. We would like to consider a variant where, instead of adding a penalization
g(p), we impose a capacity constraint p < 1. How to give a proper definition of



168 F. Santambrogio

equilibrium? A first, naive, idea, would be the following: when (p;); is given, every
agent minimizes his own cost paying attention to the constraint p; (x (¢)) < 1. But if
p already satisfies p < 1, then the choice of only one extra agent will not violate the
constraint (since we have a non-atomic game), and the constraint becomes empty.
As already pointed out in [38], this cannot be the correct definition.

In [38] an alternative model is formally proposed, based on the effect of the
gradient of the pressure on the motion of the agents, but this model is not variational,
and no solution has been proven to exist in general in its local and deterministic
form.

A different approach to the question of density constraints in MFG was presented
in [13]: the idea is to start from the the variational problem

T 1
min{/ /( |v,|2—|—V> d,ot—l—/\lld,oT:,ogl}.
0o Ja\2 Q

This means that we use G = I[o,1], i.e. G(s) = 0 for s € [0, 1] and 400 otherwise.
The dual problem can be computed and we obtain

r 1
Sup{/ ¢000—/ /P+ D or <V, —3t¢+2IV¢|2=V~I—p}
Q 0o Ja

(note that this problem is also obtained as the limit m — oo of g(p) = p™; indeed
the functional m_lH f "™ *1 I'-converges to the constraint p < 1 as m — 00).

By looking at the primal-dual optimality conditions, we get again v = —V¢ and
¢r = W, but the optimality of p means

0<p<l=p=0, p=1=p=>0.

This gives the following MFG system

~dp+ Y =V 1 p,

o =V - (pVe) =0,

@(T,x) =W (x), p(0,x) = po(x),
p=20,p=1, p(l—p)=0.

(2.5)

It is important to understand that p is a priori just a measure on [0, T'] x €2, since it
has a sign (and distributions with a sign are measures) and it is penalized in terms of
its L! norm. Indeed, even if Theorem 2.2.2 is stated exactly by taking p in the space
of measures, in general according to the function G* it is possible to obtain extra
summability (if G has growth of order g then one obtains p € L4). Here, instead,
since G* is linear we do not obtain more than measure bounds. This means that ¢ is
not better than a BV function, and in particular it could have jumps. From the first
equation in System (2.5) and the positivity of p we see that ¢ could have a jump
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attime ¢t = T in the sense that ¢(T~) > ¢(T) = W. Hence, an alternative way to
write the same system is to remove the possible singular part of p concentrated on
t = T but consider as a final value for ¢ the value that it takes at 7. In this way,
we can re-write System (2.5) as

—p+ T =V p,

dhp—V-(pVe) =0,

o(T,x) =V (x)+ P(x), p@0,x)=po(x), (2.6)
p=0,p=1, p(1-p)=0,

P>0,P(1—pr)=0.

Formally, by looking back at the relation between (HJ) and optimal trajectories,
we can guess that each agent solves

T / 2
min/ ('x (zt)l —i—h(t,x(t))) dr + V(e (1)), 2.7)
0

where s = p 4+ V and U = W + P. Here p and P are pressures arising from the
incompressibility constraint p < 1 and only present in the saturated zone {p = 1},
but they finally act as prices paid by the agents to travel through saturated regions.
From the economical point of view this is meaningful: due to a capacity constraint,
the most attractive regions develop a positive price to be paid to pass through them,
and this price is such that, if the agents keep it into account in their choices, then
their mass distribution will indeed satisfy the capacity constraints.

This problem of course presents the same difficulties of the case where conges-
tion is penalized and not constrained: what does it mean to integrate p on a path if
p is only a measure? We will see later on a technique to get rid of this difficulty,
following an idea by Ambrosio and Figalli [2] for applications to the incompressible
Euler equation, but this techniques requires at least that p is a sufficiently integrable
function. In these notes, we will present Ambrosio and Figalli’s ideas in the case
where /1 is L°°, insisting on he simplification that it brings, and in Sect. 2.5 we will
provide indeed an L*° regularity result on both p and P. In the original paper on
density-constrained MFG, [13], the L°° regularity result on p was not available,
and suitable regularity results of the form p € LtzB V. were proven via a technique
similar to that used in Sect. 2.3 of these notes. Since we have LBV, C L?Lf/(d_l),
this BV regularity result was enough to apply, at least to a certain extent, the theory
developed in [2].

2.2.2 Lagrangian Formulation

We present now an alternative point of view for the overall minimization problem
presented in the previous sections. As far as now, we only looked at an Eulerian point
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of view, where the motion of the population is described by means of its density
p and of its velocity field v. The Lagrangian point of view would be, instead, to
describe the motion by describing the trajectory of each agent. Since the agents are
supposed to be indistinguishable, then we just need to determine, for each possible
trajectory, the number of agents following it (and not their names...); this means
looking at a measure on the set of possible paths.

SetC=H 1([0, T1; 2); this will be the space of possible paths that we use. In
general, absolutely continuous paths would be the good choice, but we can restrict
our attention to H! paths because of the kinetic energy term that we have in our
minimization. We define the evaluation maps ¢; : C — €2, given forevery ¢t € [0, T]
by e;(w) = w(t). Also, we define the kinetic energy functional K : C — R given
by

1 r /12
mm=2A|wunm

We endow the space C with the uniform convergence (and not the strong H'
convergence, so that we have compactness of the sublevel sets of K). For notational
simplicity, we will also often write Ky for the kinetic energy augmented by a
final cost: Ky (w) = K(w) + V(w(T)); similarly, we will denote by Ky j the
same quantity when also a running cost is included: Ky j(w) = Ky(w) +

S (@, 0@) dr.

Proposition 2.2.3 Suppose (p, v) satisfies the continuity equation 9;p +V - (pv) =
0 and fOT fQ p|V|?> < oc. Then there exist a representative of p such that t — p;
is weakly continuous, and a probability measure Q € P(C) such that p; = (e;)#Q

and
1 T
/K(w)dQ(w)S / /p|v|2.
C 2 Jo Ja

Conversely, if we have p; = (e;)#Q for a probability measure Q € P(C) with
fC K(w) dQ(w) < oo, thent +— p; is weakly continuous and there exists a time-

dependent family of vector fields v, € L*(p;) such that 3;p + V - (pv) = 0 and

1 T
2[ fp|v|25f K (@) dQ(w).
0 Jo C

The above proposition comes from optimal transport theory and we will discuss a
more refined version of it in Sect. 2.4. Its proof can be found combining, for instance,
Theorems 5.14 and 5.31 in [39]. It allows to re-write the minimization problem

min {A(p,v) : dp+V-(pv) =0},
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in the following form:

T
min{J(Q) :=/CK dQ+/0 G((e)hQ) dt+/ﬂwd<eT)#Q, 0 €PO). (eo>#Q=po},
2.8)

where G : P(2) — R is defined through

G(p) = J(V@px) +Glpx) dx if p < LY,

P ~+o00 otherwise.

The functional G is a typical local functional defined on measures (see [6]). It is
lower-semicontinuous w.r.t. weak convergence of probability measures provided
limg_, o G(s)/s = 400 (which is the same as limg;_,, g(s) = +00), see, for
instance, Proposition 7.7 in [39].

Under these assumptions, it is easy to prove, by standard semicontinuity argu-
ments in the space £(C), that a minimizer of (2.8) exists. We summarize this fact,
together with the corresponding optimality conditions, in the next proposition. The
optimality conditions are obtained by standard convex perturbations: if Q is an
optimizer and Q a competitor with finite energy, then one sets Q; := (1—&)Q+¢Q
and differentiates the cost w.r.t. ¢ at ¢ = 0. The idea is just that a point optimizes a
convex functional on a convex set if and only if it optimizes its linearization around
itself.

Proposition 2.2.4 Suppose that Q is compact, that G is a convex and superlinear
function, and that V and WV are continuous functions on 2. Then Problem (2.8)
admits a solution Q.

Moreover, Q is a solution if and only if for any other competitor Q € P(C) with
J(Q) < +o0o with (eg)# Q = po we have

Jn(Q) = Jn(Q),

where Jy j, is the linear functional

T
Ju.n(Q) =/KdQ+/O /Qh(t,X) d(er)#QJr/Q‘I’d(eT)#Q,

the function h being defined through p; = (e;)#Q and h(t,x) = V (x) + g(p; (x)).

Remark 2.1 The above optimality condition and its interpretation in terms of equi-
libria (see below), as well as the definition of the functional via an antiderivative,
strongly recall the setting of continuous Wardrop equilibria, studied in [15] (see
also [14] for a survey of the theory). Indeed, in [15] a traffic intensity i (a positive
measure on £2) is associated with each measure Q on C, and we define a weighted
length on curves  using i as a weighting factor. We then prove that the measure
Q which minimizes a suitable functional minimizes its linearization, which in turn
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implies that the same Q is concentrated on curves which are geodesic for this
weighted length, depending on Q itself. Besides some technical details about the
precise mathematical form of the functionals, the main difference between Wardrop
equilibria (which are traditionally studied in a discrete framework on networks,
see [44]) and MFG is the fact that Wardrop’s setting is static: in such a traffic
notion we consider a continuous traffic flow, where some mass is constantly injected
somewhere in the domain, and at the same time constantly absorbed somewhere else
(see Chapter 4 of [39] for other models of this form).

We now consider the functional Jg ;. Note that the function 4 is obtained from
the densities p;, which means that it is well-defined only a.e. However, the integral
fOT fQ h(t, x) d(e;)#Q is well-defined and does not depend on the representative of
h, since J(Q) < oo implies that the measures (e;)#Q are absolutely continuous
for a.e. t. Hence, this functional is well-defined for 4 > 0 measurable.

Formally, we can also write

T T
/ /h(t,x) d(e))s#Q =/ dQ/ h(t, w(t)) dt
0 Ja C 0

and hence we get

T
Ju.n(Q) Z/C dQ(w) <K(w)~l—/0 h(t, o (1)) dt+‘11(w(T))) =/CKw,h do.

It is then tempting to interpret the optimality conditions on Q stated in Proposi-
tion 2.2.4 by considering that they can only be satisfied if Q-a.e. curve w satisfies

T T
K(w)+f h(t, o () dt+W (0 (T)) < K((:))+/ ht, &) de+¥(@(T))  for every @ s.t. (0)=w(0).
0 0
(2.9)

This would be exactly the equilibrium condition in the MFG. Indeed, the MFG
equilibrium condition can be expressed in Lagrangian language in the following
way: find Q such that, if we define p; = (et)#Q and h(t,x) = V(x) + g(p:(x)),
then Q is concentrated on minimizers of Ky j for fixed initial point.

Yet, there are two objections to this way of arguing. The first concerns the fact
that the functional Ky ; does indeed depend on the representative of 4 that we
choose and it looks suspicious that such an equilibrium statement could be true
independently of the choice of the representative. Moreover, the idea behind the
optimality in (2.9) would be to choose a measure O concentrated on optimal, or
almost optimal, curves starting from each point, and there is no guarantee that such
a measure Q satisfies J(Q) < +o0.

The approach that we present in Sect. 2.2.3 below, due to Ambrosio and Figalli
[2] and first applied to MFG in [13] for the case of MFG with density constraints,
is a way to rigorously overcome these difficulties. The goal is to find a suitably
chosen representative h of h so that we can prove that if Q minimizes Jy j, then
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it is concentrated on curves minimizing K v - We develop here this theory under
the assumption & € L®°, while the original proofs were more general, but required
some technicalities that we will briefly address in a comment. We will explain in
which points the L°° assumption allows to obtain cleaner and more powerful results.
Moreover, we insist that we are allowed to stick to this more restrictive setting
because we will see, in Sects 2.4 and 2.5, that we do have & € L in the cases
of interest for us.

2.2.3 Optimality Conditions on the Level of Single Agent
Trajectories

In this section we consider a measurable function 2 : [0, T] x 2 — R and we
suppose that 4 is upper-bounded by a constant Hy, i.e. h < Hy a.e. As far as lower
bounds are concerned, all the section is written supposing i € L'([0, T] x ), but
it is not difficult to adapt it to the case where & (or, rather, its negative part) is only
a measure. Let us define then

he(t,x) = f h(t,y)dy if B(x,r) C Q2
B(x,r)
and then

ht, x) == limsup, oA, (1, x) if x ¢ 02,
Ho if x € 9.

First, we observe that his a representative of /4, in the sense that we have h = h
a.e. (in the case where / is a measure then £, is defined as i, (B(x, r))/Ld(B(x, r))
and h is a representative of the absolutely continuous part of ). Indeed, a.e. point
in Q2 is a Lebesgue point for £, so that the above lim sup is indeed a limit and equal
to &, and the boundary where the definition is not given as a limsup is supposed to
be negligible. In some sense, we will obtain the desired result by writing estimates
involving &, and passing to the limit as r — 0.

Proposition 2.2.5 Suppose that Q minimizes Jy j among measures with J(Q) <
400 and suppose that G is a convex function with polynomial growth, that WV is a
continuous function and that Q2 is a smooth domain. Define h as above and suppose
that (e;)#Q is absolutely continuous for a.e. t. Then Q is concentrated on curves w
such that

K\w;(a)) < K\Djl(cb) for every @ s.t. ®(0) = w(0).

Proof The proof is an adaptation of those proposed in [2, 13].
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Consider a countable set D C Hé ([0, T']), where H<>1 ([0, T']) is the Hilbert space
of H'! functions on [0, T'], valued in R4, and vanishing at t = 0 (but not necessarily
att = T), dense in H<>1([0, T]) for the H' norm. Also consider a curve y € D,a
vector y € B(0,1) C R?, a number r > 0, and a cut-off function n e Cl([O, T)),
with n(0) = 0,andn > Oon (0, T'], with n(T) = 1. Consider a Borel subset E C C,
with E C {w : w(t)+y )+ B(0,r) C Q2 forevery ¢t} anddefineamap S : C - C
as follows

wo+y+rny ifwekE
w ifw¢E.

S(w) =

Defining Q = S# 0 we can easily see that we have J(Q) < 400 (we use here the
polynomial growth of G, since the density of (e;)# Q can be decomposed as the sum
of two densities with finite value for G, and we need a bound for the sum, which is
not available, for instance, for convex functions with exponential growth).

Comparing Jy ,(Q) to J\p,h(Q) and erasing, by linearity, the common terms
(those coming from the integration on E€) we get

/EKW(S((»)) dQ(w)+//h(r,-+y(r)+rn(r)y) d(e,)#(QlE)z/EK\u(w) dQ(w)+//h<t., ) d(en)#(Q1p).

The first parameter we get rid of is the parameter y, as we take the average among
possible y € B(0, 1). It is important to note that we have

J[ K(w+rny)dy = K(®) + O(?)
B(0,1)

(by symmetry, there is no first-order term in r, even if this is not important and we
would only need terms tending to 0 as »r — 0, independently of their order) and to
use the definition of 4, (and, by analogy, of W, in order to obtain

[ (Ko @9+ 063) 40w + [ [ byt + vy depn@1e) =
> [ Ku@ a0 + [[ ne aceondre

Now, we observe that h = h ae. together with (e)#Q <« L£é e being the
Lebesgue measure) allow to replace, in the right hand side, 4 with h. Moreover,
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we rewrite some terms using the following equalities

/ / Byny(t, -+ v (1) d(e)#(Q1E) = /E d0(w) / Byney(t, (1) + y (1) dt

//iza, ) d(e)#(Q1E) =fE dQ(w)/MW(t)) dr

We then use the arbitrariness of E, thus obtaining the following fact: for Q a.e. w
s.t. w(t) +y () + B(0,r) C 2 for every t we have

T T
K\y,(w+)/)~l—0(r2)+/ By (t, (1) +y (1)) df = K\p(w)+/ h(t, (1)) dr.
0 0

This result is true for a.e. curve for fixed y, while we would like to obtain
inequalities which are valid on a full-measure set which is the same for every y. This
explains the use of the dense set D. On the same full-measure set this inequality is
true for every y € D, since D is countable. Then, using the density of D and the
continuity, for fixed » > 0, of all the quantities on the left-hand side, we obtain the
following: for Q a.e. w and for every y € Hé([O, TDstw@®)+y@@)+B0,2r) C Q
for every t we have

T T
by (1, o) +y (1)) dr = K\I/(w)+/ h(t, (1)) dr.
0

(2.10)

Ky, (@ +7y)+ 00H+ /
0

In order to obtain this result every y € Hol ([0, T']) is approximated by a sequence
yx € D, withboth H ! and uniform convergence, so that we have |y, —y| < r (which
explains the condition w(¢) + y (t) + B(0, 2r) C 2 with a different radius now): the
kinetic term K (w 4+ yx) passes to the limit because of strong H'! convergence, while
the integral term passes to the limit via dominated convergence (if 4 is bounded
from above and below, otherwise we use a Fatou’s lemma with a limsup, since we
have at least 1 < H), since each function £, (t, -) is continuous, and they are all
bounded above by a same constant. This is a first point where we use the L°° upper
bound & < Hy. Indeed, if we do not have a suitable bound on /4, the L* norm of
hrp@) could explose as t — 0 since 1(¢) — 0 (and, unfortunately, it is not possible
in general to guarantee integrablity in time of this bound if we want n € H').

Inequality (2.10) is true for fixed r > 0, but taking a countable sequence tending
to 0 we can pass to the limit as r — 0 on a full-measure set, thus obtaining the
following: for Q a.e. w and forevery y € Hg ([0, TD st.w(@®) +y() € < for every
t we have

T T
Ku,(w+y)+/ h(t, w() +y @) dr > K\p(a))~|—/ h(t, o)) dt.
0 0
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Also this limit uses 7 < Hj as an assumption to apply Fatou’s lemma with limsup
(we need to upper bound the terms with £, ). Of course some integrability on the
curve of the maximal function of & would be enough, but this is a much trickier
condition (see below in Remark 2.3). Note that on the left hand side we used the
continuity of W.

This shows optimality of a.e. @ compared to every curve lying in the interior of
the domain 2. In order to handle curves touching 9<2, let us take a family of maps
L5 Q2 — Q with the following properties: Lip(gs) — lasé — 0, [¢5(x) —x| < C§
for every x € @, and ¢s(x) = x if d(x, d2) > 5. We just observe now that, for a
given curve w : [0, T] — €2, we have

T
Ky 0 ) < Lip(£)*K (@) + ¥ (@(T)) + [) hit, () di

HW (g (@(T) — W(o(T)| + Hol{t : 0 <d(w(t),Q) <8} - Ky j(w).

Again we used i < Hp < oo. As a result, we obtain that Q-a.e. curve o optimizes
K, ; inthe class of H ! curves staying in 2 and sharing the same starting point. O

Remark 2.2 The proof can be easily adapted to the case where the function W is
not continuous but only bounded, but we need in this case to suppose that (e7)#Q
is absolutely continuous. It is then possible to treat W exactly as %, replacing it with
its representative . This will be useful in the density-constrained case where W is
replaced by a new function W + P.

Remark 2.3 Bothin [2] and [13] 4 is not required to be bounded, but the statement is
slightly different and makes use of the Maximal function Mh := sup, h,. The result
which is obtained is the optimality of Q-a.e. curve in the class of curves & with
f Mh(t,®(t)) dt < 400, and moreover the result is local in time (perturbations
are only allowed to start from fy > 0). Besides this small technicality about locality
in time, the optimality which is obtained is only useful if there are many curves @
satisfying this integrability condition on Mh. A typical statement is then “for Q-a.e.
curve @ this is the case”, but it is not straightforward for which measure Q should
one require this. Again, the typical approach is to prove that this is the case for all
measures Q with J(Q) < +oo (which are in some sense the relevant measures for
this problem, and this corresponds to some integrability property of the densities
pr = (e;)#Q). In this case, we can compute

//Mh(t,a)(t)) dr dQ(w) =[ dt/ Mh(t, x) d(e)# Q.
Q

We would like to guarantee that every Q with J(Q) < +oo is such that
J [ Mh(t,w(t)) dt dQ(w) < oo. Since we know that G((e;)#Q) is integrable,
it is enough to guarantee G*(Mh) € L'. In the case where G(s) ~ s? (hence
g(s) ~ 597! we need Mh € LY. Since in this case we know p € L4, then
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h =~ g(p) € L9 and this implies Mh € LY from standard theorems in harmonic
analysis, as soon as ¢’ > 1.

As we can see, the analysis of these equilibrium conditions motivates a deeper
study of regularity issues, for several reasons. Indeed, in order to apply the previous
considerations it would be important to obtain upper bounds on /[p]; when this is
not possible, at least obtaining higher integrability (in particular when we only know
h € L', passing to L'*¢ would be crucial) would be important in order to deal with
the integrability of Mh. Higher integrability can sometimes be obtained via higher-
order estimates (proving BV or Sobolev estimates). More generally, better regularity
on p (or on the dual variable ¢) could give “better” solutions to the (HJ) equation
(instead of just a.e. solutions).

This is why in the next sections we will see some regularity techniques.
In Sect.2.3 we will prove Sobolev results on the optimal density p which are
interesting in themselves, and also imply higher integrability. Then in Sect.2.4
we will see how to directly obtain L°° results with a different technique. Finally,
Sect. 2.5 is devoted to the density-constrained case: for this case, [13] presented a
non-trivial variant of the technique used here in Sect. 2.3 and obtained BV estimates
on the pressure, which implied that the pressure is a function belonging to a certain
L7 space, g > 1: here, instead, we will present the approach of [27] which provides
p € L™ (yet, we will choose an easier proof, not available in [27]).

2.3 Regularity via Duality

We present here a technique to prove Sobolev regularity results for the optimal
density p. This technique, based on duality, is inspired from the work of [7], and
has been applied to MFG in [13]. It is actually very general, and [42] shows how
it can be used to prove (or re-prove) many regularity results in elliptic equations
coming from convex variational problems.

We start from a lemma related to the duality results of Sect. 2.2.1.

Lemma 2.3.1 Forany (¢, p) € D and (p, v) € P we have
T 1 T
8. 14,9 = [ W=pr) aor+ [ [ (60146 = pp) axar) [ [ pivivor arar
Q 0 JQ 0 Q

Proof We start from

r 1
B(¢,p)+ﬂ<p,v)=/0 /Q<2p|v|2+c(p>+c*<p>+Vp) dxdt+/g\v dPT—/Q¢odpo~
@.11)
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Then we use

/w de—/¢0dP0=/(‘1’—¢T) dPT+/¢T dPT—/¢odpo
Q Q Q Q Q

and

T
/ ér dpr — / dodpo = / / (—=¢V - (pv) + pihd) dx di
Q Q 0 Q

T 1
=f /<V¢~(pv>+p(2|V¢|2—(p+v>)) d dr.
0 Q

If we insert this into (2.11) we get the desired result. |

It is important to stress that we used the fact that ¢ is C! since (p, v) only satisfies
(CE) in a weak sense, i.e. tested against C! functions. The same computations above
would not be possible for (¢, p) € D.

The regularity proof will come from the previous computations applied to
suitable translations in space and/or time.

In order to simplify the exposition, we will suppose that Q@ = T¢ is the d-
dimensional flat torus, which avoids boundary issues. To handle the case of a domain
€2 with boundary, we refer to the computations in [42] which suggest how to adapt
the method below. Finally, for simplicity, we will only prove in this paper local
results in (0, T), so that also the time boundary does not create difficulties.

Here is the intuition behind the proof in this spatially homogeneous case. First,
we use Lemma 2.3.1 to deduce

T
B(¢,p)+ﬂ(p,V)2/O /Q(G(p)JrG*(p)—pp) dx dr

(since the other terms appearing in Lemma 2.3.1 are positive). Then, let us suppose
that there exist two function J, J, : R — R and a positive constant ¢y > 0 such that
forall a, b € R we have

G(a) + G*(b) = ab + co|J (a) — Jo(b)|*. (2.12)

Remark 2.4 Of course, this is always satisfied by taking J = J, = 0, but there are
less trivial cases. For instance, if G(p) = ;,oq forg > 1, then G*(p) = ql,q’,, with

q'=q/(g—1)and

1 1 ! 1 /
lal? + b7 = ab+ jat/? — b1 22,
q q 2max{q, q'}

i.e. we canuse J(a) = a?/? and J,(b) = b4'/2. Another easy case to consider is the
one where G” > ¢o > 0. In this case we can choose J = Id and J* = (G*)'.
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We wish to show that if (p, v) is a minimizer of A then J(p) € Hléc((O, T) x
Q). Should B admit a C' minimizer ¢ (more precisely, a pair (¢, p)), then by the
Duality Theorem 2.2.1, we would have B(¢, p)+A(p, v) = 0. Using Lemma 2.3.1,
we get J(p) = J«(p). If we manage to show that p(z, x) := p(t + n,x + §) with a
corresponding velocity field v satisfies

AP, V) < Alp. V) + C(nl* + 181 (2.13)
forsmalln e R, 4§ € Rd, then we would have
C(Inl* +181%) = A, V) + B($. p) = |l (B) — ()72
Using then J(p) = J(p), we would get
Cnl* +181%) = cllJ () — ()32

which would mean that J (p) is H'! as we have estimated the squared L? norm of the
difference between J (p) and its translation by the squared length of the translation.
Of course, there are some technical issues that need to be taken care of, for instance
p is not even well-defined (as we could need the value of p outside [0, T] x €2), does
not satisfy the initial condition p(0) = pg, we do not know if B admits a minimizer,
and we do not know whether (2.13) holds.

To perform our analysis, let us fix fp < #; and a cut-off function ¢ € C2°(]0, T[)
with ¢ = 1 on [tg, #1]. Let us define

¥ e
:M (t,x) == p(t + C(ON, x + £(1)8), o

V(1 x) i= (1 4 (0, x + 08 (1 + /(1)) = £'(1)8.

It is easy to check that the pair (p"?, v-?) satisfies the continuity equation together
with the initial condition p™%(0) = pg. Therefore it is an admissible competitor in
A for any choice of (1, §). We may then consider the function

M:R xRS SR, M@, 8) =A™, v

The key point here is to show that M is C!-1.

Lemma 2.3.2 Suppose V. € CU1. Then, the function (n,8) — M(n,8) defined
above is also C11.

Proof We have

T 1 T T
A", vy :/ / P88 2 dx dt+/ / v dp""s-‘r/ / G(p™®) dx dt+/ W(x) dol’.
0 Td 2 0 Td 0 Td Td
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Since p"*(T, x) = p(T, x), the last term does not depend on (7, §). For the other
terms, we use the change-of-variable

(s,y) =+ ¢(®)n, x +£(1)d)

which is a C*° diffeomorphism for small 1. Then we can write

T T
fo fr (GO ) + VP x,0) dedi = [) /K LGN+ VO = £, ) du dr
T
- /0 /T GOV = L3P0, ) K0, 8,5) dy ds,

where K (1, 8, s) is a smooth Jacobian factor (which does not depend on y since the
change of variable is only a translation in space). Hence, this term depends smoothly
on (n, §), with the same regularity as that of V.

We also have

T T
/ / PO VIO dx dr = / / PG I +1g ©)v(s, y) — 8¢ ()] dx dr
0 Td 0 Td
T 2
=/0 /Td (s, MIA+ 0 ¢, ))V(s, y)=8L' ¢, sHIZK (1, 8, 5) dy ds,

where K (7, 8, s) is the same Jacobian factor as before, and # (1, s) is obtained by
inversing, for fixed n > 0, the relation s = ¢ + n¢’(¢), and is also a smooth map.
Hence, this term is also smooth. O

We can now apply the previous lemma to the estimate we need.
Proposition 2.3.3 There exists a constant C, independent of (n, 8), such that for
[nl, [8] < 1, we have

IM(n,8) — M(0,0)| = | A", V¥ — Ap, V)| < C(In|* + 18/%).

Proof We just need to use Lemma 2.3.2 and the optimality of (p, v). This means
that M achieves its minimum at (1, §) = (0, 0), therefore its first derivative must
vanish at (0, 0) and we may conclude by a Taylor expansion, using boundedness of
the second derivatives (as a consequence of the C!-! regularity). O

With this result in mind, we may easily prove the following
Theorem 2.3.4 If (p, v) is a solution to the primal problem min A, if @ = T and
if J satisfies (2.12), then J (p) satisfies, for every to < t1,

170G+ 1,4+ 8) = T2y 1y < CUnlP+181)
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(where the constant C depends on to, t; and on the data), and hence is of class
H! (0, T[xT)).

Proof Let us take a minimizing sequence (¢, p,) for the dual problem, i.e. ¢, €
Cl, pn+V = =0y + ,|Ve,|* and

. 1
B(¢n, pn) < inf B, p) +
(¢.p)eF n

We use § = p"® and v = v as in the previous discussion. Using first the
triangle inequality and then Lemma 2.3.1 we have (where the L? norme denotes the
norm in L2((0, T) x T¢))

coll 7 (p™%) = T(P)[32 < 2co(l1T (p™°) — TP 32 + 11T (0) — Jx(pu)lI7,)

< 2(B(¢n, pn) + A", V") + B, pu) + Alp, V),

hence
C
17" ) = ()72 = CBn, pa)+Alp, V) +CUnP+181%) < +CnP+18]).

Letting 7 go to infinity and restricting the L? norm to [fg, #;] x T¢ gives the claim.
O

Remark 2.5 If one restricts to the case n = 0, then it is also possible to use a cut-off
function ¢ € C2°(]0, T']) with ¢(T) = 1, as we only perform space translations.

In this case, however, the final cost de W(x) d,og’(S depends on §, and one needs to

assume W € C!! to prove M € C!:!. This allows to deduce H' regularity in space,
local in time far from ¢ = 0, i.e. J(p) € L7, (10, T1; H'(T9)).

A finer analysis of the behavior at 7 = T also allows to extend the above H'
regularity result in space time till # = T, but needs extra tools (in particular defining
a suitable extension of p for r > T). This is developed in [37]. Moreover, it is also
possible to obtain regularity results till # = 0, under additional assumptions on pg

and at the price of some extra technical work, as it is done in [19].

Remark 2.6 From J(p) = J«(p), the above regularity result on p can be translated
into a corresponding regularity result on p whenever an optimal pair (¢, p) exists
(even if the dual problem is stated in D: we could indeed prove that there exists
a maximizing sequence composed of smooth functions, satisfying suitable H'
bounds, which would imply the same regularity for the maximizer of the relaxed
dual problem).

Remark 2.7 When G(p) = p?, ¢ > 1, the above H! result can be applied to
09/% and combined with the Sobolev injection H! L?". This shows that we have
pE LZ}C((O, T) x 2) for an exponentg > ¢, givenby g(d+1)/(d—1) in dimension
d > 1 (and any exponentg < oo if d = 1). This is a better integrability than just L7,
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which came from the finiteness of the functional. The exponent has been computed
using the Sobolev injection in dimension d + 1, the dimension of (0, T) x Q. If
we distinguish the behavior in time and space, just using J(p) € L?Hxl, we get
pE L?de/(d_z) ford > 2, p € L?L{ for any § < 0o in dimension d = 2, and
L?L% in dimension d = 1.

Finally, we finish this section by underlining the regularity results in the density-
constrained case [13]: the same kind of strategy, but with many more technical
issues, which follow the same scheme as in [7] and [1], and the result is much
weaker. Indeed, it is only possible to prove in this case p € leoc((O, T); BV (T%))
(exactly as in [1]). Even if very weak, this result is very important in what it gives
higher integrability on p, which was a priory only supposed to be a measure and
this allows to get the necessary summability of the maximal function that we briefly

mentioned in Sect. 2.2.3.

2.4 Regularity via OT, Time Discretization, and Flow
Interchange

In this section we will interpret the Eulerian variational formulation as the search
for an optimal curve in the Wasserstein space, i.e. the space of probability measures
endowed with a particular distance coming from optimal transport. This will lead
to a very efficient time discretization on which we are able to perform suitable
computations providing strong bounds.

2.4.1 Tools from Optimal Transport and Wasserstein Spaces

The space P(£2) of probability measures on €2 can be endowed with the Wasserstein
distance: if ;£ and v are two elements of P(£2), the 2-Wasserstein distance Wa (i, v)
between w and v is defined via

Walu, v) == \/min !/Q o lx =y dy(x.y) ¥y € P(Qx Q) and (m)yy = 1, (my)4y = V}.

(2.15)

In the formula above, m, and 7y, : 2 x @ — € stand for the projections on
respectively the first and second componentof Q2 x Q.If T : X — Y is a measurable
application and p is a measure on X, then the image measure of u by T, denoted by
Ty, is the measure defined on Y by (Tyu)(B) = ,u(T_l(B)) for any measurable
set B C Y. For general results about optimal transport, the reader might refer to
[3,43], or [39].
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The Wasserstein distance admits a dual formulation, the dual variables being the
so-called Kantorovich potentials. The main properties of these potentials, in the case
which is of interest to us, are summarized in the proposition below. We restrict to
the cases where the measures have a strictly positive density a.e., as in this particular
case the potentials are unique (up to a global additive constant). The proof of these
results can be found, for instance, in [39, Chapters 1 and 7].

Proposition 2.4.1 Let p,v € P(RL) be two absolutely continuous probability
measures with strictly positive density. Then there exists a unique (up to adding
a constant to ¢ and subtracting it from ) pair (¢, ¥) of Kantorovich potentials
satisfying the following properties.

1. The squared Wasserstein distance W22 (., v) can be expressed as

1
ZWﬁmw=/wu+/ww
Q Q

2. The “vertical” derivative of W22(-, v) at wis @: if L € P(2) is any probability
measure, then

1 w2 ~ 172
. Wi (I —e)u +em,v) — , Wi (u,v) .
lim 272 . 272 =/ww—m

3. The potentials ¢ and  are one the c-transform of the other, meaning that we
have

Ay

:cpm = infye0 3T — v ()
V() =infreq 7

4. There holds (Id — V)zu = v and the transport plan y = (Id,Id — Ve)gu is
optimal in the problem (2.15). We also say that the map x +— x — Vo(x) is the
optimal transport map from u to v.

The function ¢ (resp. ) is called the Kantorovich potential from u to v (resp. from
vito ).

We will denote by I' the space of absolutely continuous curves from [0, 1] to
P(2) endowed with the Wasserstein distance W5.

Definition 2.4.2 We say that a curve p is absolutely continuous if there exists a
functiona € Ll([O, 1]) such that, forevery 0 <t <s <1,

N
Wa(pr, ps) < / a(r) dr.
t

We say that p is 2—absolutely continuous if the function a above can be taken in
L*([0, 1])
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This space will be equipped with the distance dr of the uniform convergence, i.e.

dr(p', p*) = max Wa(o;» p7)-

The main interest of the notion of absolute continuity for curves in the Wasserstein
space lies in the following theorem, which we recall without proof (but we refer to
[3] or to Chapter 5 in [39]).

Theorem 2.4.3 For p € I' the quantity

Wa (o1 4h5 pr)

5| ;= lim
[0 PR h

exists and is finite for a.e. t. Moreover, we have the following

* if p € T is a 2-absolutely continuous curve, there exists for a.e. t a vector field
v; € L%(p;) such that Vel 2oy = |0:] and such that the continuity equation
9:p + V- (pv) = 0 holds in distributional sense;

 if p € I is such that there exists a family of vector fields v, € L*(p,) satisfying
fOT Jq Ivil* dp; df < +oo and dp + V - (pv) = O, then p is a 2-absolutely
continuous curve and ||Ve|| 2,y = |p1] for a.e. t.

. 1. ; .
Finally, we can represent fo |5 |2 dt in various ways such as

1 N w2
/ |60|? dr = sup sup 2 (Pir ) (2.16)
0 N22 O0sti<n<..<iy<l 5tk = Ikl

1
:min{/ /|vt|2 dp, dt : a,p+v.(pv):0}. (2.17)
0 Q

Observe that the kinetic energy in (2.16) is exactly the same quantity appearing
in Sect. 2.2.3.

2.4.2 Discretization in Time of Variational MFG and
Optimality Conditions

We first start from the observation that the above tools from optimal transport theory
allow to re-write the variational problem defining MFG equilibria into the following
form

. LN T
mm{/ 2|p’|2 dt+/ Q(pt)dt+/ Wdpr @ p:[0,T] = P(L), ,00=,00}.
0 0 Q
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A useful approximation can be obtained via time-discretization: we fix a time

step T = T/N and we look for a sequence pp = po, o1, - - ., N solving
N—1 2
. W5 (0k»> Pr+1)
mm{Z( 210k, Pkt —i—tg(,ok)) —l—/ lI/d,oN}.
2t Q
k=0
If po, p1, - - ., pn solves the above minimization problem then, for each 0 < k <

N, the measure p; solves

W (p, pr— W2 (p,
min 5 (P, pr—1) 4 5 (P, Pr+1)
2T 2T

+1G(p) peP(Q)},

i.e. it solves a minimization problem similar to what we see in the JKO scheme for
gradient flows (see [3, 22, 40]), which would be of the form

| Wi, pr—1)
min
2T

+§(p)}-

By the way, for k = N, we have a true JKO-style problem with one only Wasserstein
distance.

From this similarity with the JKO scheme, we are lead to apply techniques which
have been previously applied to this other setting, and in particular the notion of flow
interchange, developed in [30].

Consider the functional 7, (p) = f F,,(p(x)) dx, where Fy,(s) := s™. The
important point about this functional, if we suppose €2 to be convex, is that it is a
geodesically convex functional on the W, Wasserstein space (see [32]). This means
that it is convex along constant-speed geodesic interpolations in W, (£2). Consider
now (py)s be the gradient flow of 7, (p), i.e. a solution of 3,0 — V- (0 V(F,,(p))) =
0, with initial datum at s = O equal to the optimal p at step k. From the EVI
definition of gradient flows [3] and the geodesic convexity of F;,, we obtain the
following inequality, valid for every v

d W3 (ps, v)

ds 2 < Fm(v) — Fu(ps).

We can also compute

d
dsg(ps) = —/V(g(ps) + V) - V(F,,(ps)) dps.
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On the other hand, the optimality of p; implies that the derivative of the sum of the
Wasserstein terms and of the G term should be non-negative, which provides

7:m (,Ok+1) - 27:m (,Ok) + Tm (Pk—l)

/V(g(pk) + V) V(F, (o) dpg < o

Let us start from the easier case V = 0: in this case we get

0< /g’(pk)F/,,’(pk)kaVpklz < Fm (P+1) 27‘7:2/%) + Fmoe-1)
This shows that k — 7, (px) is (discretely) convex. If pg € L™, and if for some
reason we suppose pr € L™, then, after passing to the limit ¢ — 0, we deduce a
uniform bound on || o¢ ||z~ . This also works for m = oo. This was essentially a result
proven by P.-L. Lions in his course ([28], lecture of November 27, 2009), in a more
general setting (still with no x-dependence, but with more general Hamiltonians
than the quadratic one).

Note that the case where p7 is prescribed is known under the name of planning
problem (see, for instance, [20, 34, 35]) but is out of the scopes of these notes. When,
instead, we have a final penalization, the same flow interchange technique provides

/W Y (o) dow < meor— Fonlon)
After an integration by parts, using V(F,,(pn))pon = m(m — 1),0%*1va = (m —
1)V(Fn(pN)), and assuming W € ¢! and oW /dn > 0 on 9€2, we obtain

Fm(on) < Fm(on-1) + t(m —1) f Fu(pn) AW,
ie.
(I = Ct)Fm(on) < Fm(on-1), forC = (m — D)[[(AV)4||L. (2.18)

This shows that not only k +— ¥,(px) is convex, but that we control its final
derivative. From a continuous point of view, it is as if we had a function u > 0,
with u” > 0 and u/(T) < Cu(T). This is not enough to provide a bound on u(T)
as, for instance, all functions of the form u(r) = A(1 — C(T — t))4 satisfy these
assumptions (note by the way that, in case CT > 1, we also have u(0) = 0, which
shows that adding an assumption on the initial data would not be enough). Yet, we
can obtain u(T) < 2C fOT u. This can be, for instance, applied to the case where
the two functionals G and F;, have the same order of growth: G = F;;,. From the
finiteness of the integral of ¥, we would deduce in this case a uniform bound for
Fm(pr) and, if F,,(pg) < 00, a uniform bound in time.
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However, we are able, following the non-trivial computations in [26], to obtain
much more.

To give an idea of the method, let us stick to the case V = 0 and let us impose
a very stringent assumption on the congestion function g. We will suppose g’(s) >
cs~! an assumption which is satisfied in the entropy case G(s) = s logs. We will
see that the important assumption is indeed the inequality g’(s) > ¢s® fora > —1.
The idea is to exploit the positive term [ g'(ox) F,, (o) PV p|?. In this case we
have

_ 2
/g’(pk)F,;;<pk>pk|Vpk|2 > c/p;” 21V k2 = ellV (op )12

We then apply the Sobolev injection of H'! into L?, for an exponent 28 > 2. This
allows, for instance, to write

2 2
1Cop 122 < ClIV (o >||iz+6fp,z"

for a suitable constant C. As the last term in the right hand side is just %, (ox), we
obtain a bound on ¥, (o) in terms of F,, (ox) and of its second variation in k. The
idea is then to apply Moser’s iteration on exponents m j ~ B/ . This is delicate, since
in order to take care of the second derivative in time (even if it is discrete) we need
to integrate in time, and the integral (sum over k in the discrete setting) in time of
the L?# norms raised to the power 2 is not the L?# norm in time-space. This can
be dealt with using the fact that all the functionals ¥, are convex in time, which
allows to obtain reversed Jensen inequalities: if a function # > 0 is convex, indeed,
we have

T 1/ _TIB pTate
</ "0 dt> (=T /2 uB (1) dr.
T T

1 € 1—¢

This allows hence to obtain an estimate of the form

T /8 Tr+e
(f fT Fm,g(pa))dr) <Come) [ Falp) di
1

T1—¢

and, choosing suitable values of ¢ = ¢, and exploiting the polynomial behaviour of
C(m, ¢) inm and e, it is possible to iterate this estimate in the spirit of the work
of Moser [33] for elliptic regularity, thus obtaining an estimate on ||p|| 7y, 73]xQ
in terms of f[Tl—s,T2+s]><Q G(p) dx dr.

Even if the computations are less straightforward it is not difficult to see that
the assumption g’(s) > cs~! can be replaced by a more general one where we use
g'(s) > cs“ for an exponent « > —1, and that it is enough, in order to obtain L*
bounds, that this inequality is satisfied for s > so (see [26]).
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The situation is trickier when there is an exterior potential V. In this case we
have

Fn (k1) — 2F m (or) + Fn (Px—1)

/ & (o) Fop (o) ox |V o> < o

- /(VV -V or) Fyy () i

The new term needs to be estimated in terms of V and ¥,, which can be done
in two possible ways. Either we integrate by parts, as we did for the final cost W,
and suppose V € cl!and aV/dn > 0, in which case we use Vi F,, (px) ok =
(m — DV(F;,(p)) and we get

—/(VV Vo) Fyy (o) px < (m — 1)[(AV)Fm(pk),

or we use a Young inequality:
" 1 2 o1 2 1 2 o1
— | VV-Noo (e =, [ IVVEE (ope + o | IV okl Fy (o).

The first term in the right-hand side can be bounded by Cm>F(pr) as soon
as V is Lipschitz continuous, and the second can be bounded in terms of
fg’(,ok)F,’,:(,ok),ok|V,0k|2 as soon as g'(p) > p* with > —1. We will see in
the statement of Theorem 2.4.4 that this computation (only assuming V to be
Lipschitz) can only be exploited for L°° regularity under some very restrictive
assumptions.

However, a difficulty arising in this case is that k > ¥, (ox) is no more convex.
From a continuous point of view, we do not have anymore a time-dependent function
u with u” > 0, but rather a solution of u” 4+ w?u > 0, for a constant & depending
on m. Differently from convexity, in general this inequality cannot provide bounds,
if we think that functions of the form u(#) = A sinwt solve the equality case for
any A, on intervals of the form [0, T], T = kmw/w. Hence, this inequality can
only provide bounds on short intervals of time, smaller than 7 /w. In particular,
when doing Moser’s iterations, we need to divide every interval into smaller ones;
since the reverse Jensen inequality requires to enlarge these intervals, there will
be many new integrals on overlapping intervals. As a result, this will bring to a
larger multiplicative constant depending on m (since w also depends on m, and the
parameter &, in the enlargement of the intervals also depends on m) in the estimates.
This is not a problem as soon as the dependence is polynomial.

A final remark about the case where (g's) > s but @ < —1. This case is called
in [26] “weak congestion”. In this case, we only have a control of ¥, in terms of
FB(m+1+a)- Thus we must start the iterative procedure with a value m such that
m < B(m + 1+ «), i.e. we must impose a priori some L™ regularity on p (with
an exponent m which depends on « and B, the latter depending itself only on the
dimension of the ambient space). Such a regularity can be obtained, for instance, by
assuming that pg (which is fixed) is in L™ (£2) and that T is small enough. Indeed, if
this is the case, the boundary condition (2.18) combined with the interior estimate
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u”+w*u > 0 show that if T is small enough (given the potentials and the congestion
function f), the L™ norm of p on [0, T'] x €2 must be bounded.

We do not develop all the details,which are very technical, here but we summarize
here below the L results which can be found in [26]. The results are based on the
above estimates obtained in the time-discrete setting, together with a suitable use of
the limit T — 0.

Theorem 2.4.4 Consider a running cost of the form h[p] = V (x) 4+ g(p). Suppose
that the inequality g'(s) > s% is satisfied for every s > so. Then, we have:

e IfV is Lipschitz, « > —1, and so = 0 then p € L5 ((0, T) x Q).

s The same result holds if so > 0 but V. € C1! and 3V /dn > 0.

s These results extend to (0, T]if W € C'! and dW/dn > 0.

e Ifa < —1, then the same results, for V, W € cht aV/on > 0and 0V /on > 0,
are true if we already know p € L"™°((0, T) x ) for mo > d|o + 1|/2. This is

true in particular if pg € L™ and T is small enough.

It is now straightforward to apply the L°° bounds on p to obtain boundedness
from above of h[p], and then apply the content of Sect.2.2.3 in order to transform
the optimality into a the equilibrium condition characterizing optimal tranjectories
in MFG.

2.5 Density-Constrained Mean Field Games

In this section we are concerned with the model presentd in [13] (but, compared to
such a paper, we will restrict to the case where the cost is quadratic in the velocity):
the variational problem to be considered is

r 1
min{/ /( Ivt|2+V) dp[dt—i—/lllde:pfl}.
0o Ja\2 Q

This can be translated into

T T
. L.
mm{/ 2|,0t|2 dt+/ G(pr) dt+/ Vdor : p:[0,T] > P(Q), po = po},
0 0 Q
where G is a very degenerate functional:

[Vdp ifp<l,

400 if not.

G(p) = !
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We already discussed that this provides the following MFG system

~dp+ V5 =V +p,

dp—V-(pVp) =0,

(T, x) =W(x)+ P(x), p0,x)=po(x), (2.19)
p=0,p=1 p(1—-p)=0,

P>0,P(1—pr)=0.

and that the running cost of every agent is in the end V 4 p (note that this is
coherent with the general formula V +G'(p), where the derivative G’ = g should be
replaced here by a generic element of the subdifferntial dG). Note that in this case
we also have an effect on the final cost, where W is replaced by W + P. This can be
interpreted in two ways. In general, we did not put any density penalization at final
time (i.e. the final cost is not of the form W + g(por) but only of the form W), but here
the constraint pr < 1 is also present on the final density, and lets its subdifferential
appear. On the other hand, we can consider that the constraint p; < 1 forallt < T
is enough to impose the same (by continuity in the Wasserstein space of the curve
t — p;) fort = T, so that in the final cost functional we can omit the constraint
part. If we interpret this in this way, how can we justify the presence of a final cost
P? The answer comes from the fact that the natural regularity for the pressure p,
which is supposed to be positive, is being a positive measure (since distributions
with a sign are measures, and also because in the dual problem p is penalized in a
L' sense). Hence, the extra cost P represents the singular part of p concentrated on
t = T. What we will prove in this section is that we have p € L*°([0, T] x Q) and
P e L*(R2), thus decomposing the pressure into a bounded density in time-space
and a bounded density at the final time.

This problem can also be discredited in the same way as in Sect.2.4, and this
discretization technique will be the one which will rigorously provide the estimates
we look for. Yet, before looking at the details, we prefer first to give an heuristic
derivation of the main idea in continuous time. The key point will consist in proving
A(V + p) = 0on {p > 0}. To do this, we consider System (2.19), and denote by
D; := 9, — Vg - V the convective derivative. The idea is to look at the quantity
—Dy;(log p). Indeed, the continuity equation in (2.19) can be rewritten D; (log p) =
Ag. On the other hand, taking the Laplacian of the Hamilton—Jacobi equation, it is
easy to get, dropping a positive term, —D; (A¢) < A(p + V). Hence,

— Di(logp) < A(p+ V). (2.20)

Then, we observe that logp is maximal where p = 1, hence we have
—Dy;(log p) > 0. This implies Ap > —AV on {p > 0}.

Let us say that the strategy of looking at the convective derivative of log p was
already used by Loeper [29] to study a similar problem (related to the reconstruction
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of the early universe). Moreover, also in [29] the rigorous proof was done by time-
discretization.

As the tools which are required to study the L°° regularity are much less technical
than for the density-penalized case, we will develop here more details. In particular,
we will write here the optimality conditions for the discrete problems and see that
quantities acting like a pressure appear. For the convergence of these quantities to
the true pressures p and P, we refer to [27], whose results are also recalled in
Sect.2.5.3.

Some regularity will be needed in order to be able to correctly perform our
analysis. In particular, we will assume that py is smooth and strictly positive and
that V and W are C? function. We will also add a small entropy penalization to the
term G, thus considering

G (p) i |V dp+3[plogp ifp =<1,
+o0o

if not

and we will also add the same entropy penalization to the final cost, thus solving

& Wi o, prs1)
min Z 2 +1G (o) |+ | Ydoy+2 | pylogp,dxy.
2T Q Q

k=0

Yet, all the estimates that we establish will not depend on the smoothness of pg, V
and W or on the value of A.

2.5.1 Optimality Conditions and Regularity of p

In this subsection, we fix N > 1 and k € {1,2,..., N — 1} a given instant of
time. We will fix an optimal sequence (oo = po, p1,-..p0n and set p = pi; we
also denote i := px—1 and v := pi1. From the same consideration of the previous
section, we know that p is a minimizer, among all probability measures with density
bounded by 1, of

W3 (1, p) + W3 (p, v)
H

. +1G,(p)

Lemma 2.5.1 The density p is strictly positive a.e.

Proof The proof is based on the fact that the derivative of the function s > s log s at
s = 01is —oo0, so that minimizers avoid the value p = 0. It can be obtained following
the procedure in [39, Lemma 8.6], or of [26, Lemma 3.1], as the construction done
in these proofs preserves the constraint of having a density smaller than 1. O
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Proposition 2.5.2 Let us denote by ¢, and ¢, the Kantorovich potentials for the
transport from p to | and v respectively (this potentials are unique up to additive
constants because p > 0). There exists p € L'(Q), positive, such that {p > 0} C
{p = 1} and a constant C such that

(p“;; P LV 4 p+alog(p) = C ae. (2.21)

Moreover p and log(p) are Lipschitz continuous.

Proof Let p € P(2) such that p < 1. We define p, := (1 — €)p + ¢p and use
it as a competitor. Clearly p, < 1, i.e. it is an admissible competitor. We will
obtain the desired optimality conditions comparing the cost of p, to that of p. Using
Proposition 2.4.1, as p > 0, the Kantorovich potentials ¢, and ¢, are unique (up to
a constant) and

W, pe) — Wi, £) + W5 (pe, v) — W3 (D, v) outon
lim = (L —0)-
e—0 272 Q T

The term involving V is straightforward to handle as it is linear. The only remaining
term is the one involving the entropy. For this term (following, for instance, the
reasoning in [26, Proposition 3.2]), we can obtain the inequality

1 — [ plogp
limsup | 72108 Pe = [ Plogd / log(5)(5 — ).
e—0 & Q
Putting the pieces together, we see that fQ u(p — p) =0 forany p € P(2) with
p < 1, provided that u is defined by

U= Out v

, T V + Alog(p)
T

It is known, analogously to [31, Lemma 3.3], that this leads to the existence of a
constant C such that

p=1 on{u < C}
p<1l on{u=C} (2.22)
p=0 on{u>C}

Specifically, C is defined as the smallest real C such that L%({u < C}) > 1, and it
is quite straightforward to check that this choice works. Note that the case {u > C}
can be excluded by Lemma 2.5.1. We then define the pressure p as p = (C — u)+,
thus (2.21) holds. It satisfies p > 0, and p < 1 implies p = 0.

It remains to answer the question of the Lipschitz regularity of p and log(p).
Notice that p is positive, and non zero only on {p = 1}. On the other hand, log(p) <
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0 and it is non zero only on {p < 1}. Hence, one can write

1
p=<C—‘p"+¢’” —|—V) and log(7) = -, (C—‘/’“+‘p” +V>
+

Given that the Kantorovich potentials and V are Lipschitz, it implies the Lipschitz
regularity for p and log(p). O

Let us note that ¢, and ¢, have additional regularity properties, even though this
regularity heavily depends on t.

Lemma 2.5.3 The Kantorovich potentials ¢,, and ¢, belong to c>e (SDZ) nche(Q)
and p € C**({p > 0}).

Proof If k € {2, ..., N}, thanks to Proposition 2.5.2 (applied in k — 1 and k + 1),
we know that i and v have a Lipschitz density and are bounded from below. Using
the regularity theory for the Monge Ampere-equation [43, Theorem 4.14], we can
conclude that ¢, and ¢, belong to c>« (SOZ) NncheQ).

Once we have the regularity of ¢, + ¢,, as we were supposing V € C 2, we
get C>¢ regularity for p + Alog /5, which in turns implies the same regularity for
p = (p + Alog p)4 in the open set {p > 0}. O

Theorem 2.5.4 We have the following L™ estimate:
p <maxV —minV.

Proof First we will prove that, on the open set {p > 0}, we have A(p + V) > 0.
In order to do this, we consider the (optimal) transport map from p to u given by
Id — Vg¢,,, and similarly for v. Let us define the following quantity:

_log(u(x = Ve (x))) + log(v(x — Vi (x))) — 2log(p(x))

D(x) i= -

Notice that if p(x) = 1, then by the constraint u(x — Vg, (x)) < 1 and v(x —
Ve, (x)) < 1 the quantity D(x) is positive. On the other hand, using (Id—Ve¢,,)#p =
w and the Monge-Ampére equation, for all x € 2 there holds

= Vaguon = P
det(I — D?¢,(x))

and a similar identity holds for ¢,. Hence the quantity D(x) is equal, for all x € Q,

to

log(det(I — D?@,(x))) + log(det(I — D*@,(x)))

D(x) = A
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Diagonalizing the matrices qu)u, D?¢, and using the convexity inequality log(1 —
y) < —y, we end up with

AW + ()

D(x) < 2

This shows that, on the region {p > 0}, we have the desired inequality A(p +
V) > 0, thanks to (2.21).

We want now to determine where does p + V attain its maximum. Because
of subharmonicity this should be on the boundary of {p > 0}. This boundary is
composed by points on d€2 and by points where p = 0.

To handle the boundary 92, recall that Vg, is continuous up to the boundary and
that x — Vg, (x) € Q forevery x € Q as (Id — Vg,)#0 = u. Given the convexity
of , it implies Vg, (x) - ng(x) > O for every point x € 92, where ng(x) is the
corresponding outward normal vector. This translates, applying this first to ¢, and
then to ¢, into V(p 4+ V)(x) - ng(x) < 0. We are then in this situation: a certain
function u satisfies Au > 0 in the interior of a domain (which is here {p > 0}) and
du/dn < 0 on a part of the boundary. By applying an easy maximum principle to
us *= u + ev where v is a fixed harmonic function with dv/dn < 0 on the same
part of the boundary shows that the maximum of u is attained on the other part of
the boundary (we prefer not to evoke Hopf’s lemma as we do not want to discuss
the regularity of 9€2, and we do not need the strong maximum principle). We then
deduce that the maximum of p 4 V is attained on {p = 0}.

This easily implies

max p+ min V < max(p+ V) < max V,
{p>0} {p>0} {p>0} {p=0}

which gives the claim. O

Remark 2.8 The same proof actually shows the stronger inequality p+V < max V.

2.5.2 Optimality Conditions and Regularity of P

We look now at the optimality conditions satisfied by py. The situation is even
simple than the one in Sect.2.5.1. Set p := py and u := py—1. We can see that p
is a minimizer, among all probability measures with density bounded by 1, of

W2 (i,
— 2 p)—l—/\lfd,o—l—)»/plog(,o)dx.
2T Q Q

This time, we will assume that W is smooth, but the estimates on P will not
depend on its smoothness. As most of the arguments are the same as in Sect. 2.5.1
we resume the results in just two statements.
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Proposition 2.5.5 The optimal p is strictly positive a.e.. Denoting by ¢, the
Kantorovich potential for the transport from p to u (which is unique up to additive
constants), there exists P € L' (), positive, such that {p > 0} C {p = 1} and a
constant C such that

Ph L W4 P+ l0g(p) = C ace. (2.24)
T

Moreover ¢, € Cz’“(f?) N che(Q), P and log(p) are Lipschitz continuous, and
P e CZ2({P > 0)).

Proof The proof is just an adaptation of those of Lemma 2.5.1, Proposition 2.5.2,
and Lemma 2.5.3. |

Theorem 2.5.6 We have the following L™ estimate:
P <maxV¥ — min V.
Proof The proof is just an adaptation of that of Theorem 2.5.4, defining now

_log(u(x = Vou(x))) — log(p(x))
T

D(x) =

O

Another useful result concerns the H'! regularity of P. This results could have
also be obtained in the case of p, and improves the result of [13] (since it consists in
L*H xl regularity under the only assumption V € H' compared to LtzB VyforV e
C!1, but in [13] more general cost functions (with non-quadratic Hamiltonians)
were also considered. Anyway, it is only for P that we will use it.

Theorem 2.5.7 Suppose W € H'(Q). We then have P € H' () and

/|VP|2sf VP,
Q Q

Proof In the proof of Theorem 2.5.6, which is based on that of Theorem 2.5.4, we
also obtained A(W + P) > O on {P > 0}. By multiplying times P and integrating
by parts, we obtain

f VP> < —/ VU . VP, (2.25)
Q Q

from which the claim follows. O

Remark 2.9 From the inequality (2.25) wa can also obtain [ |[VP|*> + [ |V(P +
)2 < f |[VW |2, which is a stronger result.
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2.5.3 Approximation and Conclusions

We now want to explain how to deduce results on the continuous-time pressure p
from the estimates that we detailed in the discrete case. We fix a, integer number
N > 1l and take T = T/N as a time step. We will build an approximate value
function ¢" together with an approximate pressure p” which will converge, as
N — +00, to a pair which solves the (continuous) dual problem.

Let us start from the solution of the discrete problem pV := (,5(1)V , ,5{\’ ey ,5% ).
Foranyk € {0, 1, ..., N — 1}, we choose (go,iv, 1//,?’) a pair of Kantorovich potential
between ,5,?’ and ,5,?’ 1> such choice being unique up to an additive constant.We then
know that there exist a pressure p,ﬂv and PV, positive and Lipschitz, and constants
CY and CV such that

Y vy 1+ awlog(Y) = €Y ke (12, N1
2 N+ p +Anlog(p') = Cy e{l.2,..., %,

o (2.26)
“1 4wy 4+ PY 4y log(py) =CN k=N.

We define the following value function, defined on the whole interval [0, T']
which can be thought as a function which looks like a solution of what could be
called a discrete dual problem.

Definition 2.5.8 Let ¢ the function defined as follows. The “final” value is given
by
oN(T~, ) = w4+ PV, (2.27)

Provided that the value ¢ ((k7)~, ) is defined for some k € {1,2,..., N}, the
value of ¢V on ((k — 1)1, k1) x Q is defined by

o2
=yl +¢N((kr),y)>. (2.28)

N N
¢ (t,x) ;== inf <2(kt “h

ye

Ifke{l,2,..., N — 1}, the function ¢N has a temporal jump at + = kt defined by
oV (ko)™ x) 1= N (kD) ", x) + 7 (VN 4 p{j) (x) (2.29)

We now also define a measure 7 € M([0, T] x ) which will play the role of
the continuous pressure.

Definition 2.5.9 Let 7% be the positive measures on [0, T] x 2 defined in the
following way: for any test functiona € C([0, 1] x £2), we set

N—1
/ adn =1 Z/ a(kz, ')Pllcv‘f‘/ a(T, )PV,
[0,1]1xQ =1 7% Q
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In other words, 7 is a sum of singular measures corresponding to the jumps of the
value function ¢/ .

Provided that we set ¥ (07, -) = ¢ (0%, ) and "V (T, ) = Wy, the following
equation holds in the sense of distributions on [0, 1] x :

1
— 3" + 2IV¢NI2 <aV4v (2.30)

It is then possible to prove the following (see Section 4 in [27]).

Theorem 2.5.10 The sequence (", t) is boundedin (BV ([0, T1 x Q) N L*([0,
TI; HI(Q))) x M([0, T] x 2) and converges, up to subsequences, to a pair
(¢, ) € D, the convergence being in the sense of distributions. This limit pair
(¢, ) € D is optimal in the relaxed dual problem. When the functions p,I{V and PN
are uniformly bounded in L*° then the measure 7 is the sum of an L density (w.r.t.
the space-time Lebesgue measure Lt pon |0, T] x Q and of a singular part on
t = T with an L* density (with respect to the space Lebesgue measure L%) P, and
we can write System (2.19). Moreover, ¢ is the value function of the value function
of an optimization problem of the form (2.1) for a running cost given by V/—i—\p and
a final cost given by Ut P.

Remark 2.10 The reader can observe that we obtain here the existence of an optimal
pair (¢, ) € D, as in Theorem 2.2.2. This was already proven in [13] without
passing through the discrete approximation.

It remains to be convinced that the optimal measure Q in the Lagrangian
problem, in the present case of density constraints, optimizes a functional of the
form Jy ;. This was obtained in the density-penalized case by differentiating along
perturbations Q. but here the additional term in % is not obtained as a derivative of
G (p) but comes from the constraint and is in some sense a Lagrange multiplier (and
a similar term appears at + = T'). This makes the proof more difficult, but we can
obtain the desired result by using the duality.

Theorem 2.5.11 Suppose that (¢, ) is an optimal pair in the relaxed dual problem
and that = decomposes into a density p € L' ([0, T] x Q) and a singular measure
on {t = T} with a density P € L' (Q). Then we have

 forevery measure Q € P(C) such that (e;)4Q is uniformly L and (ep)#Q = po,
we have Jy+p.v+p(Q) = [ (0 )dpo,

* if Qisoptimal in (2.8) for the density-constrained problem (i.e. when G = Ijo 1),
then we have Jyip yv+p(Q) = f ¢ (0")d po,

In particular Q optimizes Jwip vyp among measures on curves such that (e;)#Q
is uniformly L*° and, when W + P and V + p are L™, it is concentrated on curves
optimizing Kll,/Jr\P’V/Jr\p.

Proof In order to prove the first statement, we consider a pairs of functions ¢ €
C'([0, T]1 x Q) and h € C°([0, T] x ) such that —3;¢ + }|V¢|> < h. We then
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have
T 1 / 2
J¢(T),h(Q)=/ dow) (fo <2|J/(t)| +h(t,y(t))> dt+¢(T,J/(T))>

and for every curve y, using —9,¢ + 5|V|2 < h and ély/(t)|2 + é|V¢(t, )P >
—Vo(t,y(1) - y'(t), we have

T

T/ d
[0 <2|)/(t)\2+h(t,y(t))> derqb(T,J/(T))z[0 dl¢(t,y(t))dz+¢(T,y(T))=¢(0,y(0)).

This would be sufficient to prove the desired inequality if we had enough regularity.
The same inequality in the case of the optimal relaxed function ¢ together with
h = V + p can be obtained if we regularize by space-time convolution. Let us
consider a convolution kernel n supported in [0, 1] x Bj, and use convolutions with
rescaled versions of this kernel ns(z, x) = §~“@*+Dn(t/8, x/8), so that we do not
need to look at times # < 0. On the other hand, this requires first to extend ¢ for
t > T, and it can be done by taking ¢ (¢, x) = W(x) + P(x) foreveryt > T. As a
consequence, one should also extend /# := V + p, and in this case we use i (¢, x) :=
§|V(\If + P)|?, which belongs to L' thanks to Theorem 2.5.7 (this explains why
we prefer to do an asymmetric convolution looking at the future and not at the past,
since we do not know whether ¢g € H' or not). It is then necessary to extend ¢ and
h outside Q2 as well, for space convolution. As we assumed that the boundary of 2
is smooth, there exists a C! map R, defined on a neighborhood of 2 and valued into
€2, such that its jacobian DR(x) has a determinant bounded from below and from
above close to 92 and its operator norm ||[DR(x)|| tends to 1 as d(x,9Q2) — 0
(a typical example is the reflection map when Q2 = {x; > 0}, possibly composed
with a diffeomorphism which rectifies the boundary). Then, It is enough to define
q~5€(t, x) = ¢((1 4+ &)t, R(x)) and ﬁg(t,x) = (1 4+ e)h((1 4 &)t, R(x)) and take

e 1= 1N *cfﬁg and A, := n; *ﬁg, for a suitable choice § = &, provided &, is such that
[IDR(x)|| < +/1+ & for x such that d(x, 3Q2) < 8. In this way we obtain smooth
functions (¢, i) such that —d¢, + %chgﬁgl2 < h. This allows to write

Joe (1)1, (Q) = / ¢:(0) dpy.

We then need to pass to the limit as ¢ — 0. We have i, — h in L! which, together
with the L® bound on (e;)#Q, allows to deal with the h-term. The kinetic term
does not depend on 4, and we are only left to consider the terms with ¢.(7) and
¢(0): since ¢ is a BV function, these functions converge in LY(Q) to ¢(01) and
¢(TT) = W + P, respectively, which provides the desired inequality.

We are now left to prove that we have equality if we choose Q = Q, the optimal
measure on curves. For this, we use the equality between the primal and the dual
problem (knowing that the value of the primal can be expressed either in its Eulerian
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formulation or in its Lagrangian one). We then have

Jo

Ky dQ=/¢£(O) d,Oo—/ dr =/¢s(0)dpo—/ P—/ p.
0,T]xQ 0,7]xQ Q

We then use the fact that we have, by primal-dual optimality conditions (which
can also be_seen in System (2.19)), p;(1 — p;) = 0 and P(1 — pr) = 0, where
pr = (e;)#Q. Then we obtain

f Ky,v d0 =/¢e(0) dPO/ Pd(ez)#Q—/ P d(er)40,
C [0,T1x Q

which can be re-written in terms of Jy4 p, v+, and gives the claim. O
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Chapter 3 )
Master Equation for Finite State Mean Shethie

Field Games with Additive Common
Noise

Francois Delarue

Abstract The goal of these notes is to address the solvability of the master equation
for mean field games with a common noise. Whilst the methodology is mostly
inspired from earlier works in the field on continuous state mean field games, see
in particular the monograph (P. Cardaliaguet et al., The Master Equation and the
Convergence Problem in Mean Field Games. Annals of Mathematics Studies, vol.
201. Princeton University Press, Princeton, NJ, 2019), the text focuses on a specific
type of finite state mean field games subjected to a common noise. Although the
rationale for switching from continuous to discrete state spaces is mostly dictated
by pedagogical reasons, it turns out that not only the results in their own but also the
structure of the underpinning common noise are new in the literature on mean field
games.

3.1 Introduction

3.1.1 Mean Field Games with a Common Noise

In the theory of Mean Field Games (MFGs), the master equation was first introduced
by Lions in his seminal lectures at College de France on MFGs. Although we are
here at an early stage of the notes, we feel fair to refer the reader to [35] for the
whole collection of videos and also to [36] for a more specific seminar that Lions
gave on the solvability of this equation.

One of Lions’ motivation for reformulating MFGs through the master equation
was precisely to address games subjected to a common noise. This may be
easily understood: The usual characterization of MFGs comes through a forward-
backward system of two Partial Differential Equations (PDEs), one forward Fokker—
Planck (FP) equation describing the evolution of the statistical state of the popula-
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tion at equilibrium and one backward Hamilton—Jacobi—Bellman (HJB) equation
describing the evolution of the cost to one tagged player in the population when
all the others follow the equilibrium policy given by the forward equation. Without
any common noise, this system has been widely studied in the literature and in
various settings: For deterministic or stochastic games, for a finite or an infinite
time horizon, for a continuous or a finite state space. .. However, the story becomes
somewhat different whenever the game is subjected to a common (or systemic)
noise.

From a modelling prospect, MFGs with a common noise are designed to handle
large stochastic games in which all the players are subjected to a common source of
randomness. Obviously, such games with hence correlated noises come in contrast
to most of the stochastic models that have been treated in the MFG literature. Most
of the time, players, whenever there are finitely many of them, are indeed subjected
to idiosyncratic noises only—i.e., to noises that are independent—. However, as
demonstrated in earlier texts on MFGs, see for instance [9, 12, 24, 26, 30] for a tiny
example, MFGs with a common noise are of a great interest from the practical point
of view: Should we have to give one illustration, say that, in economics or in finance,
incorporating common sources of randomness might be especially important in
systemic risk analysis (see again [12]). On a more elaborated level, which we
however do not discuss in the rest of the paper, MFGs with major and minor players
form also an important class of examples where all the players are correlated, see
for instance [31, 39-41] for pioneering results in this direction together with the
more recent contributions [7, 10, 11]. One key fact with all the models featuring
some correlation is that equilibria—i.e., solutions of the corresponding MFG—
become random themselves under the action of the common noise. This feature
comes in fact as a by-product of earlier results on the asymptotic behavior of
large (but uncontrolled) systems of particles with mean field interaction that are
subjected to a common noise, see among others [17, 33, 34, 47]. Roughly speaking,
the standard property of propagation of chaos, which is at the roots of the mean field
formulation, then remains true, but at the price of conditioning upon the realization
of the common noise. Equivalently, propagation of chaos becomes conditional and,
accordingly, the mean field limit is random and reads (at least in simpler cases) as
a measurable function of the common noise. Recast in the framework of MFGs,
this says that equilibria can no longer be described by a standard FP equation.
Because of the common noise, the latter becomes stochastic and, in turn, the HIB
equation also becomes stochastic. At the end of the day, the whole MFG system
is stochastic, which makes it of a more intricate nature than in the standard case
without common noise. To wit, because it is set backwards in time, the stochastic
HIB equation popping up in the MFG system cannot be a mere randomization
of the standard deterministic HIB equation addressed in MFGs without common
noise. As we explain later on in the text, it must be understood as a Backward
Stochastic Differential Equation (BSDE) using the terminology from the seminal
work of Pardoux and Peng [43], see also on this subject the two recent monographs
[44, 48] together with Sect. 3.3 for the application to our framework.
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To the best of our knowledge, the first description of the MFG system for games
with a common noise is due to [6]. The framework therein is quite general and
addresses games with a continuous state space. Accordingly, both the FP and HIB
equations read in the form of two Stochastic Partial Differential Equations (SPDEs),
the HJB equation being in fact a Backward SPDE, namely a BSDE set on a space
of infinite dimension. Subsequently, the fact that the MFG system is both stochastic
and infinite dimensional makes the overall analysis rather difficult. Our aim below
is mostly to revisit the arguments developed in [6] but in the simpler case when
the MFG system is finite dimensional. To do so, we just work here on state spaces
that are finite. Similar to the content of [6], our first result in this framework is
to prove existence and uniqueness of a solution to the MFG system under the so-
called Lasry—Lions monotonicity condition. Although it is of course of a somewhat
limited scope from a practical point of view, the monotonous setting is in fact pretty
convenient for addressing the solvability of the related master equation (importantly,
this remark also applies when there is no common noise, see [6, 9, 16] together
with [2, 14] for finite state MFGs). Moreover, the reader must be also aware of
the fact that, as demonstrated in [13] and [9, Chapter 3], solutions to MFGs with
a common noise may be of a rather subtle nature: Similar to weak solutions of
Stochastic Differential Equations (SDEs), they may not be adapted to the filtration
generated by the common noise. Fortunately, there exists a version of the Yamada—
Watanabe theorem states that, whenever a strong form of uniqueness holds true, the
hence unique solution is necessarily strong, namely it must be an adapted function
of the common noise. In short, this is exactly what happens under the monotonicity
condition and this makes the overall analysis much simpler, which is another strong
case for restricting the entire analysis here to the monotonous setting. Even more, it
is fair to say that the monotonous setting is actually so robust that, in the end, there
is no need to invoke any Yamada—Watanabe argument in order to guarantee that the
solutions are indeed strong. Indeed, as we explain later on, existence and uniqueness
are shown to hold true by means of a continuation argument, which is the same as
the one used in [6] and which is in fact quite standard in the literature on forward-
backward SDEs (at least whenever the latter are in finite-dimension), see among
others [45]. Again, part of our objective here is to explain how this continuation
argument works in the presence of a common noise but in a simpler setting than the
one addressed in [6].

3.1.2 Master Equation

We already alluded to the master equation in the previous paragraph. Generally
speaking, the master equation is a nonlinear PDE set on an enlarged state space,
the latter being obtained by tensorizing the physical state space carrying a tagged
player with the probability space carrying the distributions of all the other players.
In particular, whenever the MFG is over a continuous state space, the master
equation is a PDE set on an infinite dimensional space. Obviously, the latter fact
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makes it rather difficult to study. This is all the more true that the underlying
infinite dimensional space is not flat, which requires some care when defining a
relevant form of derivatives. In this respect, several approaches are conceivable:
We may think of embedding the space of probability measures into the space of
(signed) measures, in which case the derivative is said to be flat; We may also
follow earlier works from optimal transportation theory and equip the so-called
Wasserstein space of probability measures with a finite second moment with a kind
of Riemannian structure (see for instance [1, 37, 42]); Lastly, we may also lift the
space of probability measures onto an L? space of random variables and then use
Fréchet derivatives on this Hilbert space (see [5, 35] together with [8, Chapter 5]).
At the end of the day, all these notions of derivatives lead to the same form of master
equation: Compare for instance [6], in which the flat derivative is used, with [16] and
[9, Chapter 5], in which the L? approach is preferred. In contrast, we just focus here
on a finite dimensional version of the master equation, which is consistent with the
fact that we restrict ourselves to a finite state space. Fortunately, there is no need in
this framework to introduce derivatives on the Wasserstein space, since probability
measures on the state space are then identified with elements of a finite-dimensional
simplex.

Whether the state space is finite or continuous, a common possible approach
to the master equation is to regard the underpinning MFG system as a system of
characteristics. This fits exactly the approach used in [6]. Unfortunately, the latter
remains rather complicated due to the fact that the state space therein is continuous,
hence our choice here to switch to a finite state space. Anyway, such an approach—
as it based upon characteristics—requires the MFG system to be uniquely solvable,
which is indeed the case whenever the Lasry—Lions monotonicity condition is in
force. In this regard, it is worth saying that, in the MFG folklore, very few is known
about the master equation when the MFG system is not uniquely solvable: We refer
to [15, 20] for two very specific instances when the master equation reduces to a
scalar conservation law and can hence be studied even though the characteristics are
not unique. Actually, one the main result of [6] is to show that, in the monotonous
setting and under sufficiently strong regularity assumptions on the coefficients, the
master equation has a unique classical solution. For sure, this requires much more
than proving that the MFG system is uniquely solvable. In a shell, the idea developed
in [6] (see also [25] but in short time and without common noise) is to prove that the
MEFG system defines a flow that is differentiable with respect to the initial condition,
the latter being understood as the initial state of the population. The derivative of the
flow is then shown to solve a linearized version of the MFG system, which turns out
to be uniquely solvable in the monotonous setting. In this respect, it is fair to say
that the monotonous setting actually permits to kill two birds with one stone: Not
only this allows us to solve for the MFG system and for the linearized version of
it, but it also supplies us with sufficiently strong stability estimates to prove that the
linearized version is indeed the derivative of the flow and that it is itself regular with
respect to the underlying initial condition. A probabilistic variant of this approach
is used in [16] and [9, Chapter 5]: Therein, the point is to directly differentiate the
L?-valued flow generated by the (random) state of a tagged player in the population
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whenever the latter is at equilibrium (this is obviously different from the approach
used [6] which consists in differentiating the measure-valued flow generated by the
state of the population.) We here reproduce the approach used in [6], but again
we hope that the finite state framework makes it easier for the reader. For another
approach to the solvability of the master equation, we refer to the recent contribution
[7].

Generally speaking, one of the interest of the master equation is that it permits
to address the convergence of the equilibria of the corresponding N-player game
towards the solution of the MFG. This point was proved first in [6] and then extended
in different ways in other contributions: See [2, 14] for the analogue for finite state
MEFGs, including as well the analysis of the fluctuations and of the large deviations;
See [21, 22] for the fluctuations and the large deviations for continuous state MFGs;
See [9] for MFGs with Hamiltonians of different growths. Our feeling is that this
aspect of the theory of MFGs has been well understood (to wit, the increasing
number of publications). Also, since the argument is pretty much the same whether
there is or not a common noise, we feel useless to address it in these notes, even
though this is certainly an important piece of the field. Instead, we feel better to
focus here on the construction of a classical solution to the master equation with a
common noise, which remains, to our point of view, relatively little addressed in the
literature (except in the aforementioned references).

Lastly, it is worth mentioning that there is a subtle difference between the master
equation for MFGs without common noise and the master equation for MFGs with
a common noise. In short, the master equation for MFGs with a common noise
features additional second-order terms in the direction of the measure. This is
exemplified in [6] for continuous state MFGs, but at the price of a relevant notion of
second-order derivatives for functions defined on the space of probability measures.
In the discrete setting addressed below, things are simpler since the common noise is
shown to manifest in the master equation through an additional Laplace operator, see
Eq. (3.25). However, we feel important to stress that, most of the time and whatever
the cardinality of the state space, the second-order structure induced by the common
noise is degenerate. This is the case in [6]: Therein, the common noise is finite-
dimensional only whilst the space of probability measures is of infinite dimension.
This is also the case in these notes: The additional Laplace operator that is here
generated by our choice of common noise just acts on the elements of the state space
and not on the weights of those elements under the distribution of the equilibrium.
To make the latter point clear, it might be welcome to give a flavor of the form of the
common noise used below. In a shell, we let the common noise act additively onto
the state space, namely the elements of the state space are shifted, with time, along
the realization of some Brownian motion. Our choice for an additive common noise
is hence completely consistent with the framework addressed in [6], which is also
additive. On a more prospective level, investigating more complex types of common
noise for which the master equation may be non-degenerate turns out to be a very
interesting question: We refer to [46] for a first example for linear-quadratic MFGs,
to [19] for a more general example with an infinite dimensional common noise, and
finally to [3] for another example but over a finite state space.
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3.1.3 Finite State MFGs with a Common Noise

MFGs with a finite state space were introduced in [27-29]. We also refer to [8,
Chapter 7] and to the references therein for more examples.

Generally speaking, and at least when there is no common noise, MFGs with a
finite state space are easier to handle than MFGs with a continuous state space. To
wit, the MFG system in that case becomes a mere forward-backward system of two
ODEs. Accordingly, the shape of the master equation becomes simpler since, as we
already alluded to, there is then no real need for a differential calculus on the infinite
dimensional space of probability measures. In short, it is indeed sufficient to use
mere derivatives on the finite dimensional simplex in order to formulate the master
equation, the latter reading in the end as a nonlinear system of first-order PDEs.
Existence of a classical solution to the finite state variant of the master equation is
addressed in the aforementioned two references [2, 14] provided that a convenient
form of monotonicity holds true.

Finite state MFGs with a common noise are more subtle. In [4], the authors
addressed a first systematic method to generate a common noise on a finite
state space: Back to the finite player approximation of MFGs, the idea is to
force a macroscopic fraction of the players to jump simultaneously from time to
time. For instance, all the players may switch, according to some deterministic
transformation, from one state to another whenever a common exponential clock
rings. This approach was revisited in the more recent contribution [3]. Therein, the
shape of the common noise is inspired from the so-called Wright-Fischer model
used in population genetics: When the common noise rings, all the players sample
their new state according to the current empirical distribution of the system.! One
of the thrust of [3] is that the common noise forces the master equation to be non-
degenerate and hence to admit a classical solution even though the coefficients do
not satisfy the standard Lasry—Lions monotonicity conditions.

In the sequel of the notes, we do not address similar smoothing properties of
common noises. Instead, we provide a new form of common noise for finite state
MFGs. The main advantage of this new model is that it accommodates quite well
the method developed in [6] (as we already explained, things become even easier,
which is one of the reasons why we focus on this example below). The downside
(or, at least, the limitation) is that the common noise does not leave the state space
invariant. To make it clear, the state space has to be thought of as a collection of
d reals gl, cee, gd, but those reals are allowed to depend on time, which means
that the state space evolves with time and hence has to be written in the form
gtl, cee, gtd , for ¢t denoting the time variable. We then postulate that the common
noise acts additively, meaning that gti expands in the form g(i) +nW;, where (W;);>0
is a standard Brownian motion and 1 accounts for the intensity of the common
noise. Besides the pedagogical interest of this model, we feel that it might be useful

1 Actually, this picture is only true at equilibrium. For deviating players, it is no longer true and
another interpretation is needed. We refer to [3] for the details.
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in practice: Obviously, we may think of applications with a time-dependent state
space. To wit, this model is consistent with the model used in [6], where the common
noise also manifests in the form of a mere additive white noise.

We give a more detailed presentation of the model in Sect.3.2. The stochastic
MEFG system is formulated and then studied in Sect. 3.3 under a suitable version of
the Lasry—Lions monotonicity condition. In Sect. 3.4, we define the notion of master
field and then derive, at least informally, the shape of the master equation. The
existence of a classical solution is addressed in Sect.3.5. As we already explained,
we feel better not to discuss the convergence problem in these notes. This would
increase the length significantly but the interest would remain rather limited. Indeed,
the approach developed in [6] and based upon the master equation has been revisited
in several articles, including two for finite state MFGs, see [2, 14]. Even though the
latter two contributions do not include a common noise, they make clear how the
underlying machinery works in the discrete setting. We refer the interested reader to
both of them.

3.2 Formulation of the Finite State MFG with a Common
Noise

Throughout the notes, we consider a state space indexed by the elements of
E = {1,---,d}, for an integer d > 1. Accordingly, we write S; for the simplex
{(p1,---, pa) €10, l]d 1 p1+ -+ + pa = 1}; obviously, S, identifies with the set
of probability measures on E. The space of probability measures on R is denoted
by P(R). Also, we denote by T the finite time horizon on which the MFG is defined
and by Leb; the Lebesgue measure on R.

3.2.1 Finite State MFG Without Common Noise

Without common noise, the MFG addressed in the notes has a pretty simple form,
which is directly taken from [28] and [8, Chapter 7].

3.2.1.1 Optimal Control Problem

In words, a player may control the instantaneous rates o« = ((oz;’] )i,jeE)o<t<T at
which she may jump from one state to another. Obviously, « is required to take
values in the set A defined as
o ;>0, j#i, i,jekE
A= {(ai,j)i,jeE N . .
Ui == jepjsi%ij. 1E€EE
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Below, we ask any control & to be a square-integrable (measurable) mapping from
[0, T'] to A, in which case « is said to be admissible. For such an admissible control
and for a given initial statistical state pirlit € Sy, the marginal laws ((qrt"),-e E)0<t<T
of the player then obey the following discrete FP equation, which is nothing but an
Ordinary Differential Equation (ODE):

g =Y aladt = Y alal = Y g’ 1€l0,T] ;q0=p™
jeE jEE:j#i JEE:j#i
3.1)

Whilst we may use (3.1) to describe the statistical state of the given tagged player
playing her own control &, we need another continuous path from [0, T'] into Sy,
say p = (pr)o<i<T, to account for the statistical state of the population within
which the tagged player evolves. With a control & taking values in A and the related
solution ¢ = (g:)o<:<r to (3.1), we hence associate the following cost functional in
environment p:

T ..
J@;p) =) arG'(pr)+ ) /0 qf(F"(r, P+ Y e - y|2)dt,

icE icE JEE:j#i
(3.2)

where y is a non-negative constant (the role of which is detailed later on) and where
the coefficients

F:Ex[0,T]xR—-R, G:ExR—>R,

are respectively called running and terminal costs of (3.2), both being obviously
required to be Borel measurable. Below, we take as typical instance for F' and G
(the rationale for choosing such a form is justified in the sequel of the text):

Fl(p) = f(t. si,n[pl), G'(p) =g(si,n°[pl), t€l0, T, i€E, peSa,
(3.3)

where (s1,---, ¢q) are d fixed elements of R (we could replace R by R™, for
some integer m > 1, in the analysis below), u5[p] denotes the finitely supported
probability measure

pelpl =Y pids, (3.4)

icE
and f and g are two Borel-measurable functions

f:0,TIxRxPR) >R, g:RxPR)—>R, 3.5)
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the space P(R) being here equipped with the vague topology. From a practical point
of view, (3.3) should be understood as follows: Under (3.3), the elements of E are
regarded as mere labels while the true values that really make sense for computing
the costs are not those labels but the reals ¢i, - - - , ¢4; equivalently, the true finite
state space is S = {¢;, i € E}.

Remark 3.1 The role of the coefficient y in (3.2) is to mollify the Hamiltonian
associated with the cost functional J(-; p). Even though we have said nothing so
far on the methodology that may be used to minimize J( -; p), it should not come
as a surprise for the reader that, in the end, part of the analysis relies on the structure
of the following Hamiltonian:

YweR, Hw)= ing (aw + Ja* —ay) + Ly*. (3.6)

a>
The minimizer in the definition of H is given by a*(w) = (y — w); and,
accordingly, H(w) = —é(y — w)?|r + éy2. In particular, a* is smooth (and in fact

affine) on (—oo0, y]: Later on in the text, we choose y large enough with respect to
the coefficients F and G so that, in all our computations, the variable w is restricted
to this interval. Obviously, this is a way to force the Hamiltonian H to be smooth,
which plays a key role in the subsequent analysis.

3.2.1.2 Definition of an MFG Equilibrium and Monotonicity Condition
for Uniqueness

In this framework, the definition of an MFG equilibrium is given by:

Definition 3.1 For a given initial condition p™ € Sy as before, we call an MEG
equilibrium a continuous function p = (p)o<:<r from [0, T'] to Sy satisfying the
following two features:

* There exists an admissible control  such that p solves the FP equation (3.1)
with p'™ as initial condition;
¢ For any other admissible control 8, it holds that

Jlo; p) < J(B; p).

This definition is absolutely standard. We refer to the aforementioned references on
MFGs without common noise for more details if needed.

Before we introduce a common noise, we feel useful to recall the definition of
the Lasry—Lions monotonicity condition, which is the standard assumption to ensure
uniqueness (see for instance [8, Chapter 7]):
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Definition 3.2 The two running and terminal costs F and G are said to be
monotonous if, for any ¢ € [0, T] and p, g € Sy,

S (pi—a)(Fiat.p) = Fe.)20: > (pi —a:)(G'(p) - G'(9) = 0.
ieE ieE
3.7

In this respect, it is useful to reformulate (3.7) whenever F and G are given by (3.3).
For instance, under (3.3), F is monotonous if, for any ¢t € [0, T] and p, g € Sq,

Y (pi—ai)(f . si, 1o [pD) = [, si n€TgD) = 0.

ieE

The monotonicity condition for F rewrites

/R (02 15101) = £ (0.2, 1510) ) (15101 = 1 LaN)@x) 20, (B8)

and similarly for G. Above, we felt better to write (uS[p] — u¢[q])(dx) instead of
d(us[pl — nslgq])(x) to denote the measure underpinning the integration.

We thus understand that F' and G are monotonous if f and g are monotonous
in the following sense, which fits in fact the definition of the standard Lasry—Lions
monotonicity condition for MFGs with a continuous state space:

Definition 3.3 The coefficients f and g lying above F and G are said to satisfy the
Lasry—Lions monotonicity condition if, for any # € [0, T] and , v € P(R),

/R(f(t,x,u) — ft,x,v))d(u—v)(x) = 0; /R(g(x,m —g(x,v))d(n —v)(x) >0,
(3.9)

at least whenever the above integrals make sense.

Obviously, the two integrals right above always make sense whenever p and v have
a finite support, which is the case of uS[p] and us[g] in (3.8). We refer to [8,
Chapter 3] for various instances of coefficients f and g that satisfy (3.9).

3.2.2 Common Noise

As we explained in introduction, there might be several ways to produce a common
noise in a finite state MFG. In [3] and [4], part of the difficulty in the construction of
the common noise is that the state space is required to be fixed, independently of the
choice of the common noise. We here proceed differently. Inspired by the additive
form of the common noise used in [6], we indeed design a common noise that
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directly acts on the state space itself. Assuming that the common noise manifests
(up to a multiplicative constant) in the form of a one-dimensional Brownian motion
W = (W;)o<:<r and recalling that E, as introduced in the previous section, denotes

the labels of the elements ¢1, -- -, ¢4 that show up in the cost coefficients (3.3),
we postulate that W acts additively on those elements ¢y, - - - , 4. Equivalently,
for some initial reals gi““, e 5011““, we call true state space at initial time the set

S ={ 5}““, i € E}; atany time ¢ € [0, T], we then define the true state space at

time ¢ as being the set
S = (" + W, i € E} = S+ W,
where n > 0 denotes the intensity of the common noise. Below, we often use the
notation ¢; = gl.m“ + nW;, fori € E and t € [0, T]. Moreover, we merely write
(617w ga) for (g™, -+, g™).
With these definitions in hand, we may revisit the definitions of the state
dynamics (3.1) and of the cost functional (3.2). In this respect, the first point to

clarify is the notion of admissible controls. Indeed, in order to accommodate the
stochasticity of W, we must allow controls to be random, which leads us to set:

Definition 3.4 Denoting by (2, F, P) the probability space carrying W and by
F = (F1)o<:<r the completion of the natural filtration generated by W, we call
an admissible control an F-progressively measurable process o with values in A
such that

T
> E/ loy [dt < oo.
0

i, jeEi+]

The state equation associated with e« is still (3.1), but the latter is now an ODE with
random coefficients. In particular, for a given (deterministic) initial condition p'™t
as before, the solution ¢ is a continuous F-adapted process.

Accordingly, for a continuous and F-adapted process p with values in Sy, we
may define the following variant of  in (3.2):

J@: p) = E[ > dre(sh 1 lprl)

ieE

T . . ..
+Z[ qt’(f(t, shouflpl)+5 Y. Ia;’/—ylz)dt:|,
ieg 70 jeE:j#i
(3.10)

where f and g are exactly as in (3.5). Of course, it must be clear for the reader
that the above cost functional depends on the common noise through the process

(s1)o<r<T-
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We then have the analogue of Definition 3.1:

Definition 3.5 For a given initial condition pi“it € S, as before, we call an MFG
equilibrium (of the MFG with common noise associated with (3.1) and (3.10)) a
continuous F-adapted process p = (pr)o<i<r With values in S, satisfying the
following two features:

¢ There exists an admissjble control « such that p solves, almost surely, the FP
equation (3.1) with p™! as initial condition;
* For any other admissible control 8, it holds that

Je; p) < J"(B; p).

3.2.3 Assumption

Throughout the paper, we assume that f and g satisfy the Lasry—Lions monotonicity
condition, as given by Definition 3.3. Also, we require them to be smooth enough
in the x and p variables (x standing for the space variable and p for the measure
argument) as specified below.

3.2.3.1 Differentiability in u

While smoothness with respect to x may be defined in a pretty standard fashion,
regularity in the variable p is more subtle. We here borrow the following material
from [6] and [8, Chapter 5].

Definition 3.6 A function 4 from P(R) to R is said to be flat continuously
differentiable if there exists a continuous function (the first factor being equipped
with the vague topology)

Sh
PR) xR > (u,v) —
m

Sh
5 m () (v)

8

such that:
* There exists A > 0 such that, for any u € P(R),
3h
| W@ <A, veR;
ém

e Forall u,v € P(R), forany ¢ € [0, 1],

' sh
h(p+1(v— ) —h(w) =f (/ 5 (M—l—S(V—M))(U)d(V—M)(U))dS-
0 R OmM
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Since the second condition remains true if we add a constant to the flat derivative,
we require the latter to satisfy

Sh
/ s W) =0.
R OM

Importantly, by choosing t = 1 in the second equation of Definition 3.6, we get:

|h(v) = h(w)| < A sup /av)d(v—u)(v), (3.11)
Lo <1 /R

the supremum in the right-hand side being taken over all the Borel functions £ from
R into itself with a supremum norm less than 1. In fact, the former supremum is
nothing but (up to a constant 2) the total variation distance between p and v, which
is defined by

drv(n,v) = sup |(u—v)(A)
AeBR)

s

where B(R) denotes the Borel o-field on R. In others words, requiring i /5m to be
bounded implies that % is Lipschitz continuous with respect to dty. Unfortunately,
assuming the various functions in hand to be Lipschitz continuous with respect to
dty is not enough for our purpose. Instead, we will focus on functions / for which
6h/ém is not only bounded but is also (say A) Lipschitz continuous with respect to
the variable v, in which case the bound (3.11) becomes

|h(v) = h(w)| < A sup fav)d(v—u)(w, (3.12)
o<1 /R

the supremum in the right-hand side being taken over all the Borel function ¢ from
R into itself with a supremum norm less than 1 and with a Lipschitz constant that is
also less than 1. This prompts us to introduce the following distance on P(R):

dpL(it,v) =  sup f L)d(v — 1) w).
Ello<1 /R

The interested reader will observe that dgy. is not only bounded by dtvy but also by
the 1-Wasserstein metric. In fact, it is show in [23] that dp, metricizes the vague
topology on P(R). As far as we are concerned, we will make use of the following
lemma:

Lemma 3.1 Let p = (p;)icg and p' = (P,/')ieE be two elements of Sg and x =
(xi)ieg and x' = (x,{)ieE be two elements of R. Then, using the same notation as in

(3.4),

dpL (1 [p). ¥ 1p']) = D (Ixi — 1+ |pi — pf1).
ieE
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Proof Take a function ¢ that is bounded by 1 and that is 1-Lipschitz continuous on
R. Then,

[ el o= 1)) = 3 it =piecs < 3 (1= pil+ b=l

ieE ieE

which is the claim. O

3.2.3.2 Detailed Regularity Assumptions

Throughout the notes, the space of probability measures P(R) is equipped with the
distance dp, and we require:

1. The function f is bounded; it is Lipschitz continuous in (x, @), uniformly in
time; it is Holder continuous in time, uniformly in (x, u), for some given Holder
exponent in (0, 1].

2. For any (t,x) € [0,T] x RY, the function P(R) > m > f@t,x,m) is
flat continuously differentiable. The function § f/§m is bounded; it is Lipschitz
continuous in (x, v, i), uniformly in time.

3. The function g is twice differentiable with respect to x. The functions g, dx g and
8)% g are bounded and Lipschitz continuous in (x, p).

4. The function g is flat continuously differentiable with respect to m. The function
8g/dm is bounded; it is Lipschitz continuous in (x, v, ).

3.3 Stochastic MFG System

The purpose of this section is to characterize the equilibria of the MFG with
common noise through a suitable version of the MFG system and then to address
the unique solvability of the latter.

3.3.1 Stochastic HJB Equation

Our first step towards a convenient formulation of the MFG system is to characterize
the minimizers of the cost functional J"(-; p) for a continuous F-adapted process
p with values in S;. Recalling the definition of H from (3.6), we have the following
statement:

Proposition 3.1 For a given continuous F-adapted process p with values in Sy, the
cost functional J" (- ; p) has a unique minimizer a. It is given by

o) =(ul—ul +y),. ijeEti#j 10T, (3.13)
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where ((Mi)ieE)OSng is the unique solution of the BSDE:

duf == 3" H(ul = ul) + £ (1 6l n¥1pi)) [de + viaw,, 10,7,
JjeE

uhy = g(sh, wIprl), i€E.
(3.14)

Moreover, uf) coincides with the optimal cost infg J"(B; p) when q in (3.1) is
required to start from the Dirac mass at point i at time 0.

Remark 3.2 In the absence of common noise, the term v§ in (3.14) should be
understood as 0. We then recover the standard MFG system for games without
common noise.

In this regard, the statement of Proposition 3.1 may look rather sloppy as we
said nothing about the process ((v!);cg)o<s<7- In fact, (v})icg)o<<7 is part of the
solution itself, which means in particular that there are two unknowns in Eq. (3.14).
This might seem rather strange at first sight but this feature is actually at the basic
roots of the theory of BSDEs. Indeed, the reader must remember that solutions to
(3.14) must be non-anticipative, as otherwise our candidate (3.13) for solving the
optimization problem J"(-; p) would not be progressively-measurable. As a result,
(3.14) should not be read as a single equation, but as an equation plus a constraint
on the measurability properties of ((ui),-e E)o<t<T. This makes two conditions for
two unknowns, which sounds fair in the end.

To make the case even stronger, we feel useful to emphasize that the process
((ui),'E E)o<t<T 1s required to be a continuous F-adapted process satisfying the
integrability condition®

supE[ sup |u}l?] < oo,
icE  1€[0.T]

and that the process ((vf )ieE)o<t<r is required to be an F-progressively measurable
process satisfying

T
sup]E/ |v;|2dt < 00.
ieE 0

Taking conditional expectation in the first line of (3.14), we then get that

ui=E[g(g;, "lpr)) /(ZH uy) + £ (s, swugé[p]))dsm}

JjeE
(3.15)

2In fact, we will see in the next Remark 3.3 that solutions must be bounded.
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or equivalently, the process

(vt [ (X ol =)+ 00 )

jeE 0<t<T

is, for each i € E, an F-martingale. Then, the construction of the stochastic integral
in (3.14) follows from the representation theorem for martingales with respect to
Brownian filtrations, see [32, Chapter 3, Theorem 4.15 and Problem 4.16].

Remark 3.3 As a corollary of the proof, we get that the process ((ui),-e E)O<t<T 1S
bounded by M = ||glloc + T'|| f lloo- The latter constant plays a crucial role in the
sequel of the paper. In particular, we notice that the positive part in H and a*, see
(3.6), can be hence removed if y > 2M. This observation is consistent with the
discussion in Remark 3.1.

Remark 3.4 Imitating (3.3), we use the convenient notation:

Fi(p)= f(t. ¢ 1uS1p1),
G (p)=g(ch, uT[pl), t€l0,T), i €E, peSa

It must be paid attention that both F and G are hence random.

Remark 3.5 BSDE (3.14) should be regarded as a discrete Stochastic Hamilton-
Jacobi-Bellman (SHJB) equation. It is the discrete analogue of the SHJB equation
addressed in [6, Chapter 4].

Remark 3.6 In the literature on BSDEs, the term } . p H(u{ — ul) +

f(t, 5}, uS[p¢]) in (3.14) (which is nothing but the dt term, up to the sign minus
in front of the whole) is called the driver of the equation. We use quite often this
terminology in the sequel of the text.

Proof of Proposition 3.1 Our first step is to replace the Hamiltonian H in the driver
of the BSDE by the following truncated version:

He(w) = inf (aw + éa2 —ay)+ éj/z

0<a<c
= _é(y - w)?i-l{l/—wfc} - (C(V —w) — écz)l{y—w>c} + é)/z, w e R,

where c is a positive constant, the value of which is fixed later on. It is clear that
H_ is Lipschitz continuous and coincides with H on [y — ¢, +00). Importantly,
the minimizer in the definition of H.(w) is aX(w) = min((y — w)4,c). By
[43], (3.14) with H replaced by H. therein is uniquely solvable. We denote by
((ui, vf),-eE)oftST its solution.

We then observe that, for any admissible control § whose off-diagonal coeffi-
cients are bounded by ¢ and for ¢ = (g/)o<:<r the solution to (3.1) with 8 as
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control therein, we have

t PR
S dui+ [ Ta(Foo+s ¥ 6 -vP)as]

icE icE JEE:j#i
= Zqz[ > (B (d =)+ 1B — ) - He(u! - ug)]dt + Y aividw;.
ieE JEE:j#i ieE

Recalling the definition of H,, integrating between O and 7 and then taking
expectation, we deduce that

T .. .o

E[Zq’rG’(pT)Jr / Zq;(F;(psH; > Iﬁé”—ylz)ds}zZqéué)-
icE icE JEE:j#i icE

(3.16)

Equality is achieved by choosing B as (8, = a’(u] — u})); jeE:ij)o<i<r, from
which we deduce that, whenever H is replaced by H, in (3.14), ué) is in fact the
minimum of J7(-; p) over admissible processes with off-diagonal entries that are
bounded by ¢ and over processes ¢ that start from the Dirac mass at point i at time 0.
Using the non-negativity of the Lagrangian, we get as trivial bound ué) > —M, see
Remark 3.3 for the definition of M. Choosing 8 = 0 as control, we get the opposite
bound, namely u6 < M. In fact, by initializing the process g from the Dirac mass
at point i at any time ¢ € [0, 7] and then by working with conditional expectation
given F; in (3.16), we get in a similar way that

B(Vi € E, V1 € [0, T], |ul] < M) = 1. (3.17)

Since M is independent of ¢, we can choose ¢ large enough so that H,(u] — ul) =
H(u] —ul) in the BSDE satisfied by ((u);cE)o<:<7. This shows the existence of a
solution to (3.14).

By similar computations, we deduce that the hence constructed solution to (3.14)
satisfies (3.16) for any admissible control 8 (no need to assume the latter to be
bounded), with equality when f is chosen as in (3.13). In fact, this holds true for
any other solution to (3.14), hence proving that all the solutions to (3.14) satisfy
(3.17). As a result, there exists ¢ > 0 such that all the solutions to (3.14) satisfy
(3.14) but with respect to the Hamiltonian H,.. We deduce that (3.14) is uniquely
solvable. |

3.3.2 Formulation of the MFG System

We now have all the ingredients to characterize the equilibria of the MFG under
study through a suitable form of the MFG system.



220 E. Delarue

As a direct application of Proposition 3.1, we get:
Proposition 3.2 For a given initial condition p™' € Sy, a continuous adapted
process p = (pt)o<i<T With values in the simplex is an equilibrium, as defined in
Definition 3.5, if and only if there exists a pair ((u})icg)o<i<t, ((V})icE)o<i<T)
satisfying

T
Vi € E, E[ sup |u’,|2+/ |v;|2dz] < o0, (3.18)
t€l0,T] 0

together with the forward-backward system:

dp§=[ Mo by +ul —ul), —pb > (7/+u§—uj)+]dh

JeE:j#i JeE:j#i
duf == Y H(ul = ul) + F(p) |dr + viaw,, 1 €10,7], (3.19)
jeE

uiT = 5i(pr), iekE.

Remark 3.7 In probability literature, the system (3.19) is referred to as a forward-
backward SDE.

In comparison with [6], (3.19) is the analogue of (4.7) therein: Using the fact that
the common noise acts in an additive manner, we are indeed able to write the forward
equation as a random ODE and not as an SDE (which would be more complicated).
This observation is at the roots of the analysis provided in [6] and we here duplicate
it in the discrete setting.

Here is now our first main result:

Theorem 3.1 Under the assumption of Sect. 3.2.3 and under the conditiony > 2M
(see Remark 3.3), for any initial condition p™ € Sy, there exists a unique solution
to the MFG system (3.19).

In particular, the MFG with common noise has a unique equilibrium for any
given initial condition.

We prove Theorem 3.1 in the next section by means of a continuation argument.
This argument is similar to the one used in [6, Chapter 4], but, in fact, continuation
method for forward-backward SDEs goes back to the paper [45].

Remark 3.8 In the proofs below, we often remove, for simplicity, the superscript
init in the initial condition p™.

3.3.3 Proof of the Solvability Result

This section is devoted to the proof of Theorem 3.1.
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In order to proceed, we introduce the following nptation.~ 'For any A € [0, 1],
for any bounded F-progressively measurable process f = ((fi)icg)o<i<r and any

bounded F7-measurable random variable g = (g;)ie E, we denote by E(A, ]", 2)
the forward-backward system:

dp§=[ S bl ul —ul), —pi > (V+u§—uf)+]dt,

JEE:j#i jEeE:j#i
dul = — [ZH ) + AF (pt)~|-f,]dt+v,th, refo,7], (320
jeE

uy =G (pr)+ g, i €E,
with po = p™ as initial condition, for a fixed pi"it € Sy. Whenever E(, f, ) has
a solution, we often denote it in the shorten forms (p, u, v) or (p, u).

With those notations in hand, we formulate the following lemma, which makes
clear the basic mechanism of the continuation method:

Lemma 3.2 There exists € > 0 with the following property: If, for a given % €
[0, 1) and for any ((f})icE)o<i<T and (&7 )icE as above with

P@Leby ({(@.0) 1 1f @] > (1=l /le}) =0,

Vi € E, »
P(fo 18 @] > (1 = Wligle}) =0,

(3.21)

the system &E(A, f, &) has a unique solution (satisfying the integrability conditions
(3.'18)), then, for any ' € [A, min(1, 1 + €)] and for any ((f})ieg)o<i<r and
(&7)ick as above with

P® Lebl({(a), 0 fiw) > (1 - )J)||f||oo}) =0,

Vi € E, h
P({o: 8@ > (1= 1)lgle}) =0,

(3.22)

the system E(\, f, g) is also uniquely solvable.

Remark 3.9 Condition (3.21) is really important. It says that the process
((AF’ (pr) + ft )ieE)o<:<T 1s bounded by || f|loc and that the variable (AG’ (pr) +
fT),E E 1s bounded by || g||oc- Duplicating the proof of Proposition 3.1, this implies
that any solution (p, u, v) to E(A, f, 2) satisfies the bound

Vie E, P(V¥tel0,T], |ul] <M)=1

In particular, since y > 2M, the effective values that are inserted in the Hamiltonian
H in (3.20) are restricted to the interval where H (w) is equal to — é (y— w)?+ éyz.
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Take Lemma 3.2 for granted. Then, observing that, whenever A = 0 in (3.20),
the system &(0, f.8)is decoupled, meaning that the backward equation may be
solved first and then the forward equation may be solved next by inserting therein the
solution of the backward equation, we deduce that the solvability of (0, f, g) can
be treated on the same model as the solvability of (3.14). Existence and uniqueness
of a solution to (0, f, g) easily follows. By iterating in Lemma 3.2 on the value
of A (choosing A = €, and then A = 2¢, ..., upto A = ne forn = |1/€] and then
A = 1), we deduce that (1, 0, 0) is uniquely solvable, which is Theorem 3.1.

In fact, the proof of Lemma 3.2 is based upon the following stability lemma:

Lemma 3.3 For any . € [0, 1), consider } = ((f;i)iEE)OSIST and }/

(( ﬁ/’i)ie E)o<t<T two F-progressively measurable processes that are bounded by
A =M flloo and g = (g/fi);eE and g = (g;)ieE two Fr-measurable random
variables that are bounded by (1 — 1)||g|lco, See (3.21). Assume that (p, u) and
(p', u') solve respectively E(X., ]”, g) and E(A, ]”/, 2)). Then, there exists a constant
C only depending on the underlying constants in the assumption stated in Sect. 3.2.3
(in particular, C is independent of A) such that

E[Z sup (Ipi—l’;’ilz-i-lui—u;’il +Z[ Ivi—v;’ilzdt:|
1

iek 1€[0.T icE
SCE[Z@"T ””|2+Zf f/’zdt}
ieE ieE

Remark 3.10 Interestingly enough, the reader may double-check that the proof
easily extends to the case when the two processes p and p’ start from different
initial conditions at time 0, in which case we need to include ) ;| pf) - pz)" | in
the right-hand side.

Proof of Lemma 3.3 We call (p, u, v) and (p’, u’, v') the two solutions considered
in the statement. The proof is then qu1te classical in MFG theory and consists in
expanding (ZleE(pt pr )(ut — u;"))o<i<r by Itd’s formula. We get

d( Yol - P — )

icE
== 3 = o (H G )~ H T i) )ae
i,jeE
= > = oY (RF e = 2 F o) + F = 77 )de+ Y0k = Do) = vphaws
icE icE

+ Z (Pt] (V + ”{ - ”;)Jr - P;’j (V + ”;’j - ”;l)+)(”; - ”t (”t ”;’j))dt
i,jeE
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By monotonicity of f, the first term on the penultimate line is non-positive. As for
the first and last terms on the right-hand side, we have

_ Z [p;' (H(u{ —ul) — H(u;d' - u;.,i)) _ ptj(y +ul — u;')+(u —ul = - u;’f))}

i,jeE

= Z Dy (H( i u;') — H(u{ — u;) — 8wH(u{ - ui)(u;’j - u;’i - (u{ - ui))).

ijeE
Since y > 2M, we are here on the part where H is strictly concave, see Remark 3.9.
We deduce that the last term right above is upper bounded by - jep piluy! —
up' — (u] — ui)]%. Exchanging the primes and the non-primes in the above identity

and then taking expectation in the expansion of (Y, (p! — py") i — u)"))o<i<r,
we deduce that

B[ Y0 — Pl — iy + 3 Y (k4 o)y —uy = ] — P

ieE i,jeE

<E/ S Upi— I -

ieE

Replacing uiT and u’T’i by their expressions in the left-hand side and then using the
monotonicity of g, we finally obtain:

IEZ p,—i—pt =y (”z_”z)]

i,jeE
(3.23)
SEZIP’T—p’T”||§T—é’T’I+E/ S b= P -
ieE i<E

Back to the forward equation, we write, forany i € E and t € [0, T,
pi — |<(2M+7/)Z/ bl - f|+Z[ |y =t — @l — ud)|ds.
jeE jeE

Summing over i € E, applying Gronwall’s lemma and then taking the square, we
deduce that there exists a constant C, only depending on d, M and y, such that

o
S sup 1o - ol <c2/ phluld — i — @l — ul)ds.
icg 1€10.T] i.jeE

Inserting the above bound in (3.23), we get the announced estimate for the term
ED e SUpcio.r 1Pr — pr'12. In order to complete the proof, we inject in turn
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this estimate in the backward equation. Using the fact that the argument in the
Hamiltonian H is bounded, we can easily apply standard estimates for BSDEs with
Lipschitz continuous coefficients, see [48, Chapter 3]. m]

Proof of Lemma 3.2 We prove Lemma 3.2 by a contraction argument. For A €
0,11, € (A, 11and ((ﬁi)ieE)OS,ST and (g;),-eE asin (3.22), we create a mapping
® that maps the set of continuous F-adapted and S;-valued processes into itself. For
p a continuous and adapted process v with values in Sy, we define ®(p) as follows:
We solve for E(2, f +8F(p) g —l—(SG(p)) with § = A/ — A, where F(p) isa shorten
notation for ((F’ (p))ieE)o<i<T and G(p) is a shorten notation for (G (p1))icE-
We call the solution ((®; (P))teE W))icr, W)ieE)o<i=T-

Now, for two inputs p and p’, Lemma 3.3 yields (for C independent of A and §)

E[Z sup (12](p) — @}(p)P)]

o p 1€0.7]

<Cs E[DG (pr) = G (pp)I? +Z[ \Fl (pr) — F'(pt>|2dr}

ieE ieE

Since G and F are Lipschitz continuous in the variable p, see the assumption in
Sect. 3.2.3 together with Lemma 3.1 therein, we easily deduce that @ is a contraction
for 6 small enough, independently of the value of A. The proof ends up by Banach
fixed point theorem. O

3.4 Master Equation

We now address the form and the solvability of the master equation. In the whole
section, we assume that y > 2M.

3.4.1 Master Field

Our first step towards the master equation is to introduce the notion of master field.
In comparison with [6], it is here tailored-made to our choice of common noise.
In this regard, it is worth recalling that, in the MFG literature, the construction
of the master field has been almost exclusively addressed when equilibria are
unique (as quoted in introduction, see [15, 20] for a few examples when uniqueness
does not hold). Even more, the standard approach to the master field is in fact
intrinsically connected with a Markov property that the equilibria should satisfy
whenever uniqueness indeed holds true. Obviously, this Markov property especially
makes sense when the game is subjected to a common noise, since, as we already
mentioned several times, equilibria are then random.



3 Master Equation for Mean Field Games with Common Noise 225

However, it is pretty easy to see that, in our case, equilibria, as defined by the
sole process p solving the forward equation in the MFG system (3.19), cannot be
Markovian on their own. This is here a subtlety that is due to the way the common
noise is assumed to act on the game. To make it clear, assume that the state of
the population at a given time ¢ € [0, T] is given by some ¥;-measurable random
variable with values in S;. Obviously, this information is not enough to recompute
the future evolution of the equilibrium since the latter also depends on the new form
that the state space takes at time ¢. Recall indeed that the effective state space at
time ¢ is given by S; = S 4 nW;. So, here, the right candidate for being a Markov
process is the pair (nW, p). For sure, the reader might find it rather strange, but in
fact it is completely consistent with the approach taken in [6]: Therein the process
(m:)o<t<T that solves the forward equation in [6, (4.7)] is not a Markov process with
values in P(R?) (d being the dimension in [6]); the Markov process therein is made
of the image of 77, by the (random) translation R 3 x +> x + nW,. The situation is
absolutely similar here: Our frue Markov process is in fact the (R)-valued process:

St — i
(/’L [pt] - ; ptagi_H’Wt)OStST.
However, to keep the whole discussion at a reasonable level, we feel better not to
consider general £ (R)-valued processes (as otherwise we would face the same kind
of complexity as in [6]). Instead, we only focus on the locations of the Dirac masses
in us[p;] through the position of nW; and on the weights of each of those Dirac
masses through the element p; of S;. As a by-product, we are able to write below
the master equation as a finite-dimensional PDE.

Clearly, our willingness to regard the pair (nW, p) as a Markov process (with
values in R x Sy) should prompt us to allow, as initial condition for the game, any
triplet (¢, x, p) € [0, T] x R x 84, meaning that n W is then required to start from
x at time ¢ and p to start from p at the same time ¢. It is absolutely obvious that
Theorem 3.1 extends to this new case. This allows us to let:

Definition 3.7 We call master field the function U : [0,T] x R x S; — RY
that associates, with any (¢, x, p) € [0,T] x R x Sy, the d-tuple U(t, x, p) =
(U'(t, x, p))ick, where U'(t, x, p) is equal to u! in the SHIB equation in (3.19)
when (ps);<s<r therein starts from p (at time ¢) and (¢5);<s<7 from (g; + x) jeE

(in which case we have 5{ =gj+x+nWy—Wy),fors e[t,T]and j € E).

Remark 3.11 1t is absolutely crucial to understand that, whenever the MFG system
(3.19) and the common noise are initialized at time ¢ as in the statement, the random
variable ui is almost-surely constant. This is the cornerstone of the construction
of the master field for MFGs with common noise (and the additional substantial
difficulty in comparison with MFGs without common noise). To wit, the reader can
take t = 0. Then, uf) is required to be Fp-measurable, but the latter is nothing but
(recall that F is the completion of the filtration generated by W) the completion of
the trivial o -field, whence the fact that ué is almost-surely a constant.
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When ¢ > 0, the same argument holds true, but then the common noise has to
be understood as (x + n(Ws — W;)):<s<T, as suggested by the Markov property for
the Brownian motion. And, again, it makes sense to assume that the o -field at time
t is almost-surely trivial. In other words, we then forget the past before ¢, which is
again consistent with the practical meaning of the Markov property.

Remark 3.12 The reader should not confuse the role of x here with the role of x
in [6]. In [6], the argument x in the master field is used to denote the state of the
tagged player in the population. Here, x is used to denote the initial location of the
common noise.

As a by-product of the stability estimate proven in Lemma 3.3, we get

Proposition 3.3 There exists a constant C, only depending on the underlying
constants in the assumption stated in Sect.3.2.3, such that, for any (t,x,p) €
[0,T] x R x Sgand (x', p') € [0, T] x R x Sy,

sup |U'(t,x, p) = U'(t,x', p)| < C(Ix = x'| + |p — P']).
icE

Proof Whenever x = x/, the result is a mere consequence of Lemma 3.3 and
Remark 3.10. When x # x', it is a formal application of Lemma 3.3 by choosing
f =0and

~ 10 i
Fo= (s i 2 W = Wo, 32 piT 8 varenan—w)
jeE

- f(sv i +-x + n(WS‘ - Wt)a Z p;’j8§j+x+r)(W;7W;)>ﬂ
jeE

which is to say that we handle the fact that x” is not equal to x by choosing a
convenient form for the additional term f/, and similarly for g and g’. However,
this is ot correct because this violates the condition in the statement of Lemma 3.3
that f must be bounded by (1—A)|| f || oo, and similarly for g’. Fortunately, the latter
is just needed to ensure that everything in the proof works as if the Hamiltonian were
strictly concave, see Remark 3.9. Here, there is no need to have this extra guarantee
since we already know that u and u’ (the respective solutions of the backward
equation) take indeed values in the domain where H is strictly concave. The proof
of Lemma 3.3 is hence easily adapted. O
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3.4.2 Representation of the Value Function Through the
Master Field

The following property makes clear the role of the master field:
Proposition 3.4 For an initial condition p™ € S, call (p,u,v) the unique
solution to the MFG system (3.19) (say to simplify with Wy = 0), as given by

Theorem 3.1. Then, for alli € E and t € [0, T], with probability 1,
b =U'(t, n Wy, py). (3.24)

Proof Foragiven§ > 0, we consider a countable partition (A, crr of R x Sy, the
diameter of each A being less than 8. For each n € N, we then choose an element
(x™, g™y € A™ and we denote by ((p{™"", ul", v )icp)i<s<r the solution
to the MFG system (3.19) with p,(n) =¢™ and nW, = x™ as initialization.

By a generalization of Lemma 3.3 (the proof of which is absolutely similar), we
could get, for eachn € N,

Y Elluf —ui " PIF] < Clpe — a1 + InWe = x).
ieE

The conditional expectation in the left-hand side is in fact purely useless. It is
here for pedagogical reasons only. Indeed, we know that u} — uE”)” is F;-adapted.
In fact, the rationale for adding the conditional expectation is just to emphasize
that, in the analogue of Lemma 3.3, we should replace expectations by conditional
expectations. Multiplying both sides by 1;(,w, ,,)e4) and then taking expectation,

we get

ZE[W; - ”;n)”zl{(wt,p,)emn)}] =< CSZP((’?Wt, p1) € A(n))-

icE
Observe that u}")’i writes, by definition, as U’ (¢, x™, ¢™). Therefore, by modify-
ing the value of the constant C in Proposition 3.3, we finally obtain

> E[lu) — Ul oW pOPLiyw, ppeao] < CEB(Wr, pr) € A™).
ieE
Summing over n € N and letting é tend to 0, we complete the proof. O
As a corollary, we obtain:

Corollary 3.1 The master field U is 1/2-Hdélder continuous in time, uniformly in
the other variables. In particular, it is (jointly) continuous on [0, T] X R x S, and,
in the statement of Proposition 3.4, almost surely, for alli € E and t € [0, T], the
representation property (3.24) holds true.



228 E. Delarue

Proof For a given (¢,x, p) € [0,T] x R x Sy, we call (p, u, v) the solution to
(3.19) whenever (nW, p) starts from (x, p) at time ¢.

By taking expectation in (u§ - ”;')tgssT’ foranyi € E, we get, fora givenh > 0
suchthatt +h < T,

. . t+h ; . ~
E[”;Jrh - u’t] = —]E/ (Z H(uﬁ — ui) + F; (ps))ds.
! jeE
Since the driver of the backward equation in (3.19) is bounded, there exists a
constant C, only depending on the underlying constants in the assumption stated
in Sect. 3.2.3, such that
Vie E, |E[ul,, —ul]| < Ch.
By Proposition 3.4, the above inequality reads

VieE, [B[U'(t+hnWirn, pran) = U'(t, %, p)]| < Ch.

Using the Lipschitz property stated in Proposition 3.3 and then using the fact that
the time derivative of p is bounded, we finally obtain:

VieE, |U'(t+h,x,p)—Utx p)]| <cCh'/?

which, together with Proposition 3.3, permits to conclude. O

3.4.3 Form of the Master Equation

We now have all the ingredients to derive, at least intuitively, the form of the master
equation.

3.4.3.1 Informal Derivation of the Equation
Assuming for a while that the master field U is smooth enough, we may expand

((Ui(t, nW;, pr))ice)o<i<r by means of Itd’s formula, for a solution (p, u) to
(3.19), and then compare the resulting expansion with the formula for (du})o</<r.
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We then get the following version the master equation:

U (t.x, p)+ yn*0fU (t.x, p)+ Y H((WU = U x, p)) + f(t. si +x. nT[p])

jeE
+ 3 ey + W = U@ x, ) (3p,U" = 95, U") (2. x, p) =0, (3.25)
j.keE
UNT, x, p) = g(s; +x, uST[pl).
for (¢, x, p) € [0, T] xR xSy, with the obvious notation ¢ +x = (¢;+x, -+, ca+

X).

In fact, it should be clear for the reader that (3.25) can only be a preliminary
unrigorous form of the master equation. Indeed, strictly speaking, it does not make
any sense to speak about the derivatives of U with respect to p1, --- , pg , since the
variable p in U only belongs to the simplex Sy, which has empty interior in RY.
Instead, we must see Sy as a (d — 1)-dimensional manifold or, equivalently, identify
any d-tuple (py, -+, pg) of Sz with the (d — 1)-tuple (py, - -+, ps—1), the latter
being regarded as an element of the subset of R¢~! with a non-empty interior made
of vectors (g1, - - - , g4—1) with non-negative entries and with sum Zflz_ll gi less than
1. Instead of introducing a notation for the collection of such (g1, - - - , g4—1)’s, we
feel easier to use the same notation, whether we see the simplex as a collection
of d-tuples or as a collection of (d — 1)-tuples. This prompts us to let, for such a

(d - 1)'tuple (C]h Tt C]dfl)i
l}i(tv-xv (C]h tee sqdfl)) = Ui<t1xs (QL s dqdd—1, 11— (611 + - +Qd71)))-

It then makes sense to speak about the derivatives of U’ with respect to
(g1, ,qd—1). If U in the right-hand side were defined on [0,T] x R x O,
for O an open subset of RY containing S, we would get

3, U (t,x,q) = (8p,U" — 8p,U") (1, x, p),

for g = (g1)i=1,.- .a—1 and p = (p;)i=1.... 4 denoting the same element of Sy. This
is absolutely enough to give a rigorous meaning to the derivatives with respect to p
in (3.25), provided that we understand them as

(3iji - 3pkUi)(t,x, p)= (a""'gl - aqul)(t.’x’q)’ ple e d=tl J 2k
0, Ut x.q). je{l.--.d=1}, k=d.
Observe that it makes sense to assume j # k, as otherwise the difference in the
left-hand side is obviously taken as 0.
We let the reader reformulate (3.25) in coordinates (7, x, g) instead of (¢, x, p).
The key point here is that, whenever we invoke Itd’s formula as we did to derive
(3.25) and as we do quite often below, it is absolutely the same to expand (U it x+
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nWe, pi))o<i<t if U is defined on the same [0, T'] x R x O as before or to expand
(Uit x + Wy, q))ozi<t. for (g = (pl.-+ . p!"")o<i<r. Obviously, the first
expansion leads exactly to Eq.(3.25), whilst the second one leads to the version
in coordinates (¢, x, g), which is in fact the right-one when U is just defined on
[0,T] x R x S;. Anyway, we feel easier to stick to the version (3.25) and not to
rewrite the master equation in coordinates (¢, x, g).

3.4.3.2 Solvability Result

Here is now the second main statement of this chapter:

Theorem 3.2 Under the standing assumption (including the condition y > 2M),
the master equation has a unique bounded classical solution with bounded deriva-
tives of order one in t, x and p and of order two in x.

The proof of Theorem 3.2 is mostly based on a linearization argument that is
taken from [6], except that it suffices here to linearize once (namely to get the
existence of (81,‘,. U"),', jek) instead of twice as done in [6]. The reason is that,
while the master equation in [6] is directly formulated in terms of the second order
derivatives with respect to the measure argument, we here avoid any second order
derivatives in the variable p as we handle separately the influence of the common
noise through the additional variable x. As we already explained in introduction of
Sect. 3.4.1, the latter x does not show up in [6] (or, at least, x has a different meaning
therein).

Actually, it must be implicitly understood from the previous paragraph that the
most difficult part in the proof of Theorem 3.2 is to show that the master field,
as given by Definition 3.7, is smooth. In this regard, the main difficulty is to get
the existence of the first-order derivatives (9, i U i)i, jekE- As for the existence of the
derivatives in t and x, we give below a tailored-made argument (that is specific to
our form of MFQG) based on the fact that the equation features a Laplace operator in
the direction x.

As for uniqueness of the solution to the master equation, this follows from
a standard argument in the theory of forward-backward SDEs. Once the master
field (which is called decoupling field in the theory of forward-backward SDEs)
is known to be smooth, it must be the unique classical solution of the nonlinear
PDE associated (through the method of stochastic characteristics) with the forward-
backward SDE. We here give a sketch of the proof. More details may be found in
[18,38]. Assume indeed that V = (V);<f is another solution of the master equation
and say that we want to identify V (0, 0, p) with U (0,0, p) for a given p € Sy
(obviously, the argument would be similar if we replaced (0, 0, p) by (¢, x, p) for
t € [0, T] and x € R, the choice of (0, 0) being here for convenience only). We then
consider the solution (p, u, v) to the MFG system (3.19), whenever p starts from p
at time 0 and nW starts from O at time O.
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For a given i € E, we then apply Itd’s formula to ((Vi(t, nWs, pr))icE)o<t<T-
We simply denote the latter by ((V})icg)o<:<r. By using the PDE (3.25) satisfied
by V (replace U by V in (3.25)), we get

thi = Z pk[(J/ + ”‘]tC - ”{)Jr - (7/ + Vtk - th)+] (an Vti - aPk Vti)dt
j.keE

[ZH V) + £ (t. si + Wi, ug’[pt])]dﬂraxvjdw,,
jeE

for t € [0, T'], with the simpler notation Bpj Vti = a,,j Vi(t, nWs, p;) and 0y V,i =
3, Vi(t, W, pr). We then subtract (u!)o<;<r to both sides. We obtain

d[vi =] =3 el +ub —ud), = (- VE= V), ] @5, Vi = 05V e

+ 30 [H el =) = BV = V)i + 0V = v])aws.

Observe now that V} — u’T = 0. Integrate from ¢ to T, take conditional expectation
given ¥; and deduce from the fact that V and its gradient in (x, p) are bounded that,
for some constant C > 0, and foralli € E and ¢t € [0, T],

E[|V) —ul|] <C/ > E[|V —ul|]d

JjeE

Summingoveri € E and then by applying Gronwall’s lemma, we get the announced
equality: Vjj = ug, thatis V*(0,0, p) = U'(0,0, p), forany i € E.

3.5 Proof of the Smoothness of the Master Field

We now address the main part of the proof of Theorem 3.2, namely the proof of the
smoothness of the master field U. We proceed in two steps:

1. The first one is to show the differentiability of U with respect to p and then the
continuity of the derivative; to do so, we mostly follow the linearization approach
developed in [6], but, fortunately, it is easier to implement in our setting.

2. The second is to prove the differentiability of U with respect to ¢ (at order 1) and
to x (at order 2); the argument is here tailored made to the form of the master
equation in our setting and relies on standard Schauder estimates for the heat
equation.
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3.5.1 Linearized System

Generally speaking, the strategy to prove the continuous differentiability of U with
respect to p is to linearize the system (3.19) with respect to the initial condition.
Equivalently, the system (3.19) is here regarded as the system of characteristics
of the master equation (3.25); in order to establish the regularity of the solution
to (3.25), we hence prove that the flow generated by (3.19) is differentiable with
respect to the parameter p (which stands for the initial condition of the forward
component).

3.5.1.1 Form of the Linearized System

Before we provide the form of the linearized system, we feel useful to emphasize
the following subtlety: In (3.19), the drift coefficient in the forward equation is not
differentiable because of the positive part therein; However, recalling that y > 2M
and that ' and u/ therein are bounded by M, see Remark 3.3, we may easily remove
the positive part and hence reduce to the case when the drift is smooth. In fact, a
similar remark applies to the Hamiltonian in the backward equation: We may reduce
it to a mere quadratic function. As result, we get the following formal expression
for the linearized system:

dqf:[ Z qf(y+u{—u§)—qf Z (y+u§—uj)]dt

JeE:j#i JeE:j#i
DI AR B A S )
JEE:j#i JeE:j#i

dyi = [Z (v +uy =) of = ¥) =22 (P&l |ar + ziaw,,
JEE JEE
: 3G N,
DY 5y POEDAT,
JEE

(3.26)

fort € [0,T] and i € E. Above, (p, u) denotes the solution to (3.19) for some
initial condition. Also, we have used the notation (compare with Remark 3.4):

SF! b . el Se .
Sn; (P) = 8’{1 (t. g/, u[pl)(v), (Sm’ (p)(v) = &i (57, 1T [p1) (),

for p e Sgjand v € R.
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In order to study the solvability of (3.26) and then make the connection with
(3.19), we are to use the same method of continuation as in Sect.3.3.3, which
prompts us to introduce similar notation. For any 2 € [0, 1], any bounded F-
progressively measurable processes b= ((b )icE)o<t<T and f = ((ft )icE)0o<i<T>
with

P ® Leby ((a), 0 bi# o) -0, (3.27)
ieE

and any bounded Fr-measurable random variable g = (g;),'E E, we hence denote
by D(A, l~7, ]", g), the forward-backward system:

dgi =] Y ally+ul —u) =gl D (v+ul—ul)]ar

JEE:j#i JEE:j#i

+[ PN A B A (yi—yf)]dt+l3§dt

JEE:j#i JEE:j#i
dyf:[Z(y+ut—u) R D D (p,xg,)q[ fi e+ ziaw,,
jEE /eE

=1 Z Or (pT)(gT)qT + &7,

jeE
(3.28)
fort € [0, T]andi € E. Solutions are required to satisfy:
. . T .
ZE[ sup (lg/1* + Iy!1%) +/ |z;|2dt] < 0. (3.29)
0<t<T 0

icE
They are denoted in the form (g, y, z) or (¢, y).

Remark 3.13 In [6], the condition (3.27) manifests in the form of an additional
divergence in the dynamics, see for instance (4.37) therein. Since very few is said
about it in [6], we feel that it is worth saying more about its role here. Obviously,
the key point is that, whenever g solves the forward equation in (3.28), it satisfies,
P-almost surely,

Viel0.T], Y qf =) q5 (3.30)

ieE ieE
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We make use of the above equality in (3.31), when invoking the Lasry—Lions
monotonicity condition.

3.5.1.2 Stability Lemma

Similar to the analysis of the MFG system (3.19) performed in Sect.3.3.3, the
analysis of the linearized systems (3.26) and (3.28) goes through a stability lemma
of the same type as Lemma 3.3. This stability lemma is the main ingredient for
proving existence and uniqueness of a solution to (3.26) by a continuation method
very much like Lemma 3.2 and also for proving that (3.26) provides indeed the
derivative of the master field U with respect to the variable p. As for the latter
point, we refer to the next section for the details.

For the time being, we focus on the formulation and the proof of the stability
lemma. In our framework, we indeed have the following analogue of Lemma 3.3:

Lemma 3.4 For any » € [0,1), consider b = ((5;);65)05,57, f =

(Fiep)ozi=r. B = (B icpozi=r and ' = ((fDicr)ozi<r four bounded
F-progressively measurable processes, with ) ;. I;; =) icE l;;’ = 0P ® Leb;
almost everywhere, and g = (g'"T),-eE and g = (g;i)ieE two bounded Fr-
measurable random variables. Assume that (q,y) and (q’, y') solve respectively
DA, l~7, }, g) and D(X, I;/, }/, &) (with possibly two different initial conditions
but for the same pair (p, w)). Then, there exists a constant C only depending on the
assumption in Sect. 3.2.3 such that

4 S o
E[Z sup (Iq,’ — a1+ 1y — y§”|2) + Zfo |z — Z§"|2dt]

icg 1€l0.T] icE
. . . T ~e ~ . ~ ~y
< CE[ Solah—ag P+ Y15 - g+ Z[ (18 =P+ 17 = |2)dr].
icE icE ice V0

Remark 3.14 The reader should notice that, in comparison with the statement of
Lemma 3.3, there is here no constraint on the bounds of (( fti )ieE)o<i<T and of
(giT),-e g. This is due to the fact that, here, we directly work on the domain where
the Hamiltonian H is quadratic. Indeed, we already know that u' is bounded by M,
foreach i € E. In particular, differently from Lemma 3.3, there is no need to prove
any a priori bound on the solution (q, y, ).

Proof We consider two solutions (¢, y, z) and (¢’, y', z) as in the statement.
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First Step Following the proof of Lemma 3.3, we compute d[Y; .z (¢! — g7 ) (yi —
¥, We get

d(> (i —a) i = wh)

ieE
= > (¢ 0+l =) =l (v +d =) (51 = 30" = O = ¥i)) Jae
i,jeE
+ Y [(pt v+ =) =l v+’ - yz”i)>(yf =0l - y;”))]dt
i,jeE
+Y (ai—a)> [(V +uf —ul )b = y]) = (v +ul —uf) (" - y,"j)]dt
ieE JjeE
P i SF! [N Y, i niNgF A
=2y (gl —a)) s PO —ar')di - > ah—a)(fi = fi)dt
icE jeE mn icE
—i—Z(l;; —l;;')(y,’ -y dl—}—z —q, i —Z;’i)dW,.
ieE ieE

Itis easy to see that the first and third terms in the right-hand side cancel. Integrating
from O to 7 and taking expectation (by (3.29), observe that the stochastic integral is
a true martingale), we get

. Ny SFi oo .
EY (ar — a7’ ) F — v +AE/ Dol —a) Y el — g )dr

ieE icE JjeE

+Ef > pl (5= = ol =) ar

i,jeE
i IAATIN 1, T i niy Fi 21,0 i 1T =1
<EY |lgy—aq'llyo—5'l + [ (lar = a7 = F 4 e =y = By |
ieE

Now, the monotonicity of f together with identity (3.30) yield (see for instance [6,
Subsection 2.3], paying attention that the measure p therein must be centred, which
is here the rationale for subtracting the initial conditions of ¢ and q")

/l Sﬁi j j j 1] 1]
/ > (gl —ah =@ =agh) Y o (el —ag — (@ —g5))dr = 0.

ieE jeE
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which can be reformulated as>

SF o
f Yo (ai—a) D o) (al —ar')dr

ieE jeE

. ) T .
> —CE(Z|q3—qg’|2+ > |q5—q3’|/0 la/ —q,’”|dr),

ieE i,jeE

(3.31)

for a constant C that only depends on the details of the assumption in Sect. 3.2.3.
Similarly, we have

EY (ar —a7') 0% — ¥7')

iekE
i 1,0 85[]" j j
:AEZ(qT_Qf)Z 5 (Pz)(S'T)(l]T—l]T —HEZ Mg - &)
ieE jeE m icE
>E) (¢ —a7') (37 — &) - CE(Z b —ag' >+ > lah — a5 llah — q'r’j|>.
ieE ieE i,jeE

So, we end up this first step with

/ > pl (= - ol - ))

i,jeE

<EY [|q5 — a5 P+ lag —ag 1y = ¥6' + laf — a7 1187 — &1 + 1ab — a5'1)
ieE

T . ) . - o ) T
- /0 L1} = a1 (1ab — @51+ 177 = 771) + 1yi = vy 118} — b;"|]dt].

Second Step Returning to the forward equation in (3.28) and allowing the value of
the constant C to vary from line to line below, we now observe that

EY. sup. Iqt—qt’”|2
lEEtE

5CZ["16—48’|2+E/0 [ZP;’(%’-%”-@%—%”)) + 1B} — by ]dt]

ieE JEE

3The reader who is willing to compare with [6] may observe that, in pages 119 and 120 therein,
the square of the norm of the difference of the two initial conditions of the forward equation is
missing; obviously, this does not change the final result of the proof of [6, Proposition 4.4.5] since
this square is injected in the computations that come next.
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In fact, we can proceed in a similar way with the backward equation in (3.28).
Forming the difference (y; — y;"Yo<i<r, applying Itd’s formula to the square of it
and then taking expectation, we get

E(ly; — y/'1) < c(ZE(m% — a7’ P) +E(18; - &'17)

JEE

T . . .
48 [ [ (d -t P ] =3 R) +1 - s|]ds).
t

JjEE

By Gronwall’s lemma, we get

sup ZE |yt _YI |

O<t<TleE

. T ~ ~ .
5@52( sup |g! — g 1P+ 185 — &7 17 + /O If,’—f/”lzdt)

tel0,T]

Conclusion By collecting the last inequality in the first step and the first and third
inequalities in the second step and then by using Young’s inequality 2ab < ga® +
e~ 1b2, for ¢ > 0 small enough, we derive the announced bound.

0

3.5.1.3 Existence and Uniqueness

By arguing as in Lemma 3.2, we can increase step by step the value of A in (3.28)
and then prove existence and uniqueness for any value of A € [0, 1]. We end up with
the following statement:

Proposition 3.5 Consider an initial condition p € S for the forward component
p at time 0 in (3.19), namely py = p, and call (p, u) the corresponding solution.
Then, for any initial condition q € R, for any bounded F-progressively measurable
processes b = ((b icE)o<i<T and f = ((ft )icE)o<t<T, With b satisfying (3.27),
and any bounded Fr-measurable random variable g = (gT),EE, the system
D, b, ], g) with qo = q as initial condition at time 0 is uniquely solvable among
the class of triples (q, y, 2) satisfying the integrability constraint (3.29).

Remark 3.15 Implicitly, the initial condition of the common noise is understood
as 0 in the above proposition, namely Wy = 0. In fact, this choice is for
convenience only, as it permits to make the statement consistent with the framework
of Proposition 3.2.

However, it must be clear for the reader that, on the model of Definition 3.7,
we could allow the system (3.19) to be initialized at any time ¢ € [0, T'] and,
accordingly, the common noise to start from any x € R (which means that n W
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has to be replaced by (x + n(W; — W;));<s<r. Obviously, both Lemma 3.4 and
Proposition 3.5 remain true in this more general setting.

3.5.2 Differentiability in p

We now come back to our original objective, which is to prove that the master field
is continuously differentiable with respect to p. In this respect, the reader could
object that, so far, we have not made clear the connection between the linearized
system (3.26) and the original MFG system (3.19). This is precisely the purpose of
the following statement to clarify the latter fact:

Proposition 3.6 For given x € R and p, p' € Sy and for any ¢ € [0, 1], denote
by (p©, u®) the solution to (3.19) whenever the forward component therein starts
from (1 — &)p + ep’ at time 0 and the common noise nW starts from x (also at
time 0). Merely writing (p, u) for (p©, u®), call then (g, y) the solution to the
linearized system (3.26) when q therein starts from p’ — p at time 0 and again the
common noise nW starts from x (also at time 0). Then,

P(E) — Pt 2 M(E) — Uz 2
limE[ sup (| ! —q 4+ — | )i|:0.
&e\0 +€[0,T] &€ &

Remark 3.16 We could also address the asymptotic behaviour of the martingale
representation term v(® (with obvious notation) as & tends to 0. We would have

T ()
lim E f |
e\0 0

but there would not be any specific interest for us to do so.

U alfar=o,

Proof First Step We introduce the following useful notation:

»® — p, u® _y,
g =" (e = T , te[0,T],

&

9

for & € [0, 1]. The key point in the proof is to write (¢, y©) = (g%, y)o</<r
as a solution to D(1, l~7(8), }(8), 2®) for well chosen I;(a), }(8) and 2. To this
end, it is worth recalling that, in (3.19), we can remove the positive parts in the

forward equation and restrict H in the backward equation to the domain where it is
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quadratic. It is plain to see that a natural choice for I;(S), f(e) and g(” 1s

Efs)’izs[ D () B (yfs)’—yfg)‘j)],

JEE:j#i JEE:j#i
7O = e i 0
JjeE
. 5 4 .
+Y q “”f (t, ¢!, uS[opl® + (1 —o)p]) — Sf (. §rl’ll§t[l7t])>(§r])d0,
JjeE n
g)(a),z
) : i
= [ (et Tonk? + (= 0rpr]) = 2 (b pr)) ()
jeE

where ¢; is here equal to (¢; +x + nW;);cg. Since §f/5m and 6g/6m are Lipschitz
continuous with respect to dpr, we deduce that there exists a constant C, only
depending on the details of the assumption in Sect. 3.2.3, such that

> (B [£) = ce o (0P +1a ). v e 0.
i€k

icE
> < ce Y laf P
ieE ieE

Observing that q(s) = qo and recalling that (g, y) is here a solution of D(1, 0, 0, 0)
(for the prescribed choice of initial conditions), we deduce from Lemma 3.4 that

S8 sup (Jai g + [ - i)

i€E 1€10.7]
T , ,
< e Sl [ (1 ar |
ieE

Second Step The difficulty here is to sort out the fourth moment in the above
inequality. Obviously, we could think of making use of Lemma 3.3, but the problem
is precisely that the estimate therein is just for the second moment.

In order to bypass this difficulty, we use the definition of the master field and
its regularity properties. Indeed, we know that p solves the following ODE (with
random coefficients):

pi= Dbl (v + @ = UD(x Wi pr))
jeE

=S Ay + W = UDEx W)
jeE +
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fort € [0, T]andi € E, with pg = p as initial condition and similarly for p® but
with p(()a) = (1 — &)p + ¢p’ as initial condition. Since we know from Proposition
3.3 that U is Lipschitz continuous in the last argument, we get

sup Y |pt = pll < Ce Y Ipj - pil, (3.32)
1€l0.T];cp i€k

with probability 1, for a new value of the constant C, which is allowed to vary from
line to line below. In turn, by composing by U (¢, x + nW;, -) on both sides and by
using Proposition 3.3, we obtain, P almost-surely,

sup > u —uil < Ce Y Ip) - pil- (3.33)
tel0.T] e icE

Hence, by dividing by ¢ in both (3.32) and (3.33), we finally have

IP( sup 3 (1gf” 1+ 1v1)) = c) — 1. (3.34)

tel0.T] o

Inserting the above bound in the conclusion of the first step, we complete the proof.
O

The following corollary is a key step in the proof of Theorem 3.2.

Corollary 3.2 The master U field is continuously differentiable in p (when p is
regarded as an element of the (d — 1)-dimensional simplex) and the (d — 1)-
dimensional gradient is Lipschitz continuous with respect to (x, p) and 1/2-Holder
continuous in time.

Proof First Step We first prove differentiability of U at t = 0, the more general
case t € [0, T'] being treated in the same way. To do so, it is worth pointing out, see
Remark 3.11, that yé in (3.26) is almost surely constant. Therefore, we deduce from
Proposition 3.6 that, for any i € E,

Ul s Ay 1- ") — Ul s Ay 1
111% (0,x,( 8)174;817) (0,x,p) _ 0, (3.35)
£—

which proves the existence of a directional derivative. The fact that the direction is
given by p’ — p, the coordinates of which have a sum equal to 0 (namely ) ;. (p; —
pi) = 0), is consistent with the fact the above derivative has to be regarded in
dimension d — 1. Also, it is worth emphasizing that yé in the right-hand side depends
on x, p and the difference p’ — p, but, since (3.26) is a linear, it should be in fact
a linear function of p’ — p. To make it clear, we may call (¢[J, x, pl, ¥[j, x, p]),
for j € E \ {d}, the solution to (3.26) when q(’)‘ = 0k,j — Ok,a (with §; ; being the
standard Kronecker symbol) and when, as before, the forward component in (3.19)
starts from p and the common noise starts from x at time 0. Then, observing that
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p—p= ZjeE:j;td(p;' — pj)qolj, x, pl, (3.35) may be written in the form

_ Ulo,x,(1 —e)p+ep)—Ui(o,x, p)
lim —
&e\0 &

JEE: j#d
(3.36)

Second Step We now prove that the mapping (x,p) +— ylj.x,p] =
(yé[j, x, p)iek is Lipschitz continuous in (x, p) € R x S, forany j € E \ {d}.
In order to proceed, we consider two points (x, p) and (x/, p’) in R x S;. We
then denote by (p, u) and (p’, u’) the two solutions of (3.19), the first one being
initialized from p at time O and the common noise therein being initialized from x,
and the second one being initialized from p’ at time 0 and the common noise therein
being initialized from x’. With (p, ) (and with the same initial condition x for the
common noise), we associate (¢, y) the solution to (3.26) with q(])‘ = 8k,j — Ok,a, for
k € E. Similarly, we call (¢’, y") the solution to (3.26) that is associated to (p’, u’)
(and with the initial condition x’ for the common noise and with q(’)’k =0k, j — Ok,d>
for k € E). We then make use of Lemma 3.4 to compare the two of them, it being
understood that we write both systems with respect to (p, #) and then with some

remainders (5, f, g2) and (l;/, f/, a). Obviously, it is plain to see that (5, f, g)is
in fact equal to (0, 0, 0). As for (l~7/, f/, 2", we here follow the same argument as in
the proof of Proposition 3.6 and then choose it as

byl = Z (5ut — 8u' ) h Z (5%; — 8uf)

ke E:k+i keE:k+i
D D A AR B A S A §
keE:k+i keE:k+i
fif== 20 (bup—suf) (v = ¥f)
ke E:k+#i

K Of y
+k§Eq’ o (r gi+x’+nWt,£§Ep§ Sevretnm, ) (S5 + X'+ W)
€ €

k8f .
a 6];/ dm (t’ si +x+nW”Zpt5§e+x+nWr)(5k +X+7]WI)7

keE LeE

- © 08
g =>"4q7 (51’ +x' W, ) p’T‘ZngfMWT)(;k +x"+ nWr)
keE LeE

k08
—Z P (gi +x‘|'77WT,ZPZT8§@+x+nWT>(§k+X+77WT),
keE LeE
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where
8 i _ 1,0 i 8 i _ 1,0 i
Uy = Uy — Uy, Pt =Pt — Pt
We deduce that, foranyi € E andt € [0, T],

B+ 1A= (g 1+ 130 ) Y (1 — xel + 18pF 1 + 18uf]).

leE keE
~i NG
1871 < Y la5 1Y (1% — xel + 185 1)
LeE keE

Following the proofs of (3.32) and (3.33), we have

sup > (I6p;" 1+ 18uy ") < C(Ix — x| + 1p — P'l).
tel0.T) ;g

with probability 1, for a constant C only depending on the details of the assumption
in Sect. 3.2.3. Also, returning to (3.34) and letting ¢ tend to O therein (with p’ — p
in the statement of Proposition 3.6 being given by go, which is licit since the sum
of the latter is 0), it clear that ¢’ and y’ are bounded by C, for a possibly new
value of C. By invoking Lemma 3.4, this shows that, for j € E \ {d}, the mapping
(x, p) = yolJj, x, p]is Lipschitz continuous in (x, p) € R x S,.

Returning to the conclusion of the first step, we deduce that U is differentiable
with respect to p in Sy in the sense explained in Sect.3.4.3 and that 9,U (0, -, -)
(with the same meaning as therein) is Lipschitz continuous in (x, p). To make it
clear, if, for some i € E, j € E\ {d}, p € S; such that p;, ps € (0,1) and
¢ € R such that [o| < min(p;, ps), we choose p;. —pj=0P)—pPi=—0
and p; — py = 0if k € E \ {j,d}, we getin (3.36), using the same notation as in
Sect.3.4.3,

10, x, (p1, - JPj+e e, pac1)) — Uit x, (p1, -+ » pa-1))

li =yl .
Jim . yolj, x, pl
This permits to identify yé[j,x, p] with 8%. Ui(O, x,(p1, -+, pi—1)) whenever

pj.pa € (0,1). By continuity of yé[j, x, p] with respect to p, we deduce that
U (0, x, -) is differentiable on the interior of the (d — 1)-dimensional simplex; since
the derivative is Lipschitz continuous up to the boundary of the simplex, differentia-
bility holds on the entire (d — 1)-dimensional simplex (obviously, differentiability
at the boundary holds true along admissible directions only).

We let the reader verify that we can proceed similarly at any time ¢ € [0, 7] and
then check that the Lipschitz constant of d,U (¢, -, -) is uniform in time.

Third Step It then remains to show that 9, U is 1/2-Hdolder continuous in time. The
proof is very much in the spirit of Corollary 3.1. Indeed, as we explained in the
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second step, we have deterministic bounds for ¢ and p when qg = 08k, j — Ok,q for
any k € E and for some j € E \ {d}. Then, it is easy to see that, forany i € E,

B[yiLJ, x, p1] — ¥ilj. x, p1|* < Ch,

for a constant C only depending on the various parameters in the assumption in
Sect. 3.2.3. Now, by arguing as in the construction of the master field, y;,[ j,x, pl

must be equal to 8%. Ui (h,x + nWp, (p,ll, ,pZil)), where p is the forward
component of (3.19) when starting from p at time O (and when the common noise
starts from x). By the second step, we then have, for any i € E,

|E[y;1[J’ Xy [7]] - aqj[ji (h,x, ([71, Tt Pd—l))|2 < Ch,
which proves that

|8‘1.f l}i(hv-xv (pls Tt Pdfl)) - a‘l.f 0i (O,X, (pls Tt Pdfl))| < Ch1/2~

The argument holds in fact at any starting time ¢ € [0, T'] instead of 0, which suffices
to conclude.
O

3.5.3 Heat Kernel and Differentiability in x

It now remains to address the regularity in x. Whilst we could perform a similar
analysis as before by means of the characteristics, we feel better to use here the
finite-dimensional character of the PDE. In comparison with the approach used
in [6], this permits to simplify the argument. In this respect, the key point is the
following proposition:

Proposition 3.7 Denote by T'(t,x) = Qun?t)~1/2 exp(—xz/(ant)) the n-
rescaled Gaussian kernel. Then, for any (t,x, p) € [0, T] x R x Sy,

Ui, x, p)

T .
= / D(T —t,x —y)g(si +y, p)dy +/ f Vs, y, p)T'(s —t,x — y)dsdy,
R t R
(3.37)
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where
Wit x, p) =Y H((U/ = Ut x, p)+ f(t, si +x, uS[pl)
jeE

+ 3 iy + W= U x, ), (3p,U" — 3, U") (2. x, p).
Jj.keE

Proof First Step By combining the representation formula (3.24) with the back-
ward equation in (3.19) and by initializing the latter from (¢, x, p) as in the
statement, we get, for any time S € [¢, T'],

Ui(tv-xv p) :E[Ui(sv-x +77(WS - Wl‘)v pS)

+ Z[ (U/ U (s, x + n(Wy — W), ps))ds
jeE
S
+ f £ (s i +n(Ws = W), W”“WS‘W”[ps])ds},
t
(3.38)

where p = (ps):<s<T here solves the forward equation in (3.19) when the latter is
initialized from (z, x, p). In words, p solves the SDE

=Y pl(y + @ = UD(sox W = W) )
jeE

=Yy + W = U W = W) )
jeE

We now expand the first term in the right-hand side in (3.38), but with respect to
the last component only, by taking benefit of the regularity result established in the
previous section. We get

Ui([,x,p):]E[ (S x+n(Ws — W), p +Z/ \I/O S x +n(Ws — Wp), pv) s
JjeE

+ Z/ (Uf U (s, x +n(Ws — W), ps)>ds

jeE

S
+ f F(s.si+x+n(Wy — W), uﬁ”’ﬂwfwf)[ps])ds],
t
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where, for simplicity, we have let

Wi, x, p) = Z pe(y + (U —UH@, x, ) (9, U' -3, U, x, p).
j.keE

We then observe that, there exists a constant C > 0, only depending on the various
parameters in the assumption in Sect. 3.2.3, such that all the three terms below

|

HH((U/ — U (s, x + n(Wy — W), ps)) - H((U/ — U (s, x + n(Ws — W,),p))

Gl

B[|Wh(S. ¥ + n(Ws = Wo), ps) = Wh(s. x +n(Ws = Wo), p)

)

£ (5 5 x4+ n(Wy = Wy, s HxEO=W0 g )

= £ (5. 6i 2+ nWy=Wo), uS WD) ]

are bounded by C(S — 1) 172 from which we obtain that

. . S .
Ul(t,_x, p) = EI:UZ(S,.X + 7,](VVS - Wl‘)v p) +/ \Ill(s’x + n(WS‘ - Wt)a p)dsi|
t
+0((s —*?), (3.39)

where |0 ((S — 1)3/?)] < C(S —1)3/%.

Second Step We now choose a subdivisionm = {t = 1) <t < --- <ty = T}
of the interval [¢, T] with || as step size. We then consider a given (¢, x, p) as in
the first step, but we are to apply (3.39) for several possible values of the first two
arguments in U’ .

To make it clear, for any k € {0,--- , N — 1}, we apply (3.39) to Ui(tk, x +
n(Wy, — W;), p) on the interval [#, #x41]. Obviously, this requires some care since
the starting point is then random. We may get a similar conclusion to (3.39) by
replacing the expectation in the right-hand side by a conditional expectation given
;. Another way is to take an additional expectation in left-hand side, namely

E[U' (. x + n(Wy, — W), p)]
. k1,
= E|:Ul (tk+1,.x + n(Wtk+1 - Wl‘)a I’) +/ \Ill(s’_x + U(WY - Wt)a p)ds}
173
o (I P’3).

By summing over k and then by letting |7 | tend to 0, we complete the proof.



246 E. Delarue

Corollary 3.3 The function U is twice differentiable in x and once in t and the
functions 0;U and 8§U are continuous on [0, T] x R x S.

Proof We recall that, for any i € E, the functions [0,7] x R > (t,x) —
Wi, x,p)Ro x> g(i+x,p),R3x > dg(ci +x,p).R>x > dZg(si +
x, p) are bounded and Holder continuous (for some Holder exponent which we do
not specify here), uniformly in p € S;. It is then a standard fact from Schauder’s
theory for the heat equation that the left-hand side in (3.37) is once differentiable in
t and twice in space and that the derivatives [0, T] x R 5 (¢, x) — 0, U i(t, X, p),
[0,T]1 xR 3 (t,x) > 32U(t,x, p) and [0, T] x R 3 (¢, x) > ;U (¢, x, p) are
bounded and Holder continuous (for some Holder exponent), uniformly in p.

Take now a sequence (p,)nen With values in Sd converging to some p € Sy.
Then, the functions ([0, 7] x R > (¢t,x) — 0,U'(t, x, pn))neN, ([0, T] xR >
(t,x) —> 82U’(t X, pu)neny and ([0, T] x R 2 (¢, x) — 0:U' (¢, X, pn))nen are
uniformly bounded and uniformly continuous. Up to a subsequence, they have a
limit, but passing to the limit in (3.37) (replacing p by p, therein, taking the first
and second-order derivatives in x, removing the singularity of the second-order
derivative of I" by using the regularity of W/ and then letting n tend to 00), we
deduce there should be only one possible limit for each of the two first sequences
and that those limits should be the functions [0, T]xR > (¢, x) — 9, U i (t, x, p) and
[0, TIxR > (¢, x) — 83Ui(t, x, p). In turn, noticing from the representation (3.37)
that Eq. (3.25) must hold true, we get that ([0, T]xR 3 (t, x) = 3, U’ (t, X, pp))nen
convergesto [0, 7] x R > (¢,x) — B,Ui(t, x, p). We deduce that 0, U, BEU and
0;U are continuouson [0, T] x R x Sy . |
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Chapter 4 )
Mean Field Games and Applications: Shethie
Numerical Aspects

Yves Achdou and Mathieu Lauriére

Abstract The theory of mean field games aims at studying deterministic or
stochastic differential games (Nash equilibria) as the number of agents tends to
infinity. Since very few mean field games have explicit or semi-explicit solutions,
numerical simulations play a crucial role in obtaining quantitative information from
this class of models. They may lead to systems of evolutive partial differential
equations coupling a backward Bellman equation and a forward Fokker—Planck
equation. In the present survey, we focus on such systems. The forward-backward
structure is an important feature of this system, which makes it necessary to
design unusual strategies for mathematical analysis and numerical approximation.
In this survey, several aspects of a finite difference method used to approximate
the previously mentioned system of PDEs are discussed, including convergence,
variational aspects and algorithms for solving the resulting systems of nonlinear
equations. Finally, we discuss in details two applications of mean field games to the
study of crowd motion and to macroeconomics, a comparison with mean field type
control, and present numerical simulations.

4.1 Introduction

The theory of mean field games (MFGs for short), has been introduced in the
pioneering works of J.-M. Lasry and P.-L. Lions [1-3], and aims at studying
deterministic or stochastic differential games (Nash equilibria) as the number of
agents tends to infinity. It supposes that the rational agents are indistinguishable
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and individually have a negligible influence on the game, and that each individual
strategy is influenced by some averages of quantities depending on the states (or
the controls) of the other agents. The applications of MFGs are numerous, from
economics to the study of crowd motion. On the other hand, very few MFG
problems have explicit or semi-explicit solutions. Therefore, numerical simulations
of MFGs play a crucial role in obtaining quantitative information from this class of
models.

The paper is organized as follows: in Sect.4.2, we discuss finite difference
schemes for the system of forward-backward PDEs. In Sect. 4.3, we focus on the
case when the latter system can be interpreted as the system of optimality of a
convex control problem driven by a linear PDE (in this case, the terminology
variational MFG is often used), and put the stress on primal-dual optimization
methods that may be used in this case. Section 4.4 is devoted to multigrid
preconditioners that prove to be very important in particular as ingredients of the
latter primal-dual methods for stochastic variational MFGs (when the volatility
is positive). In Sect. 4.5, we address numerical algorithms that may be used also
for non-variational MFGs. Sections 4.6, 4.7, and 4.8 are devoted to examples of
applications of mean field games and their numerical simulations. Successively, we
consider a model for a pedestrian flow with two populations, a comparison between
mean field games and mean field control still for a model of pedestrian flow, and
applications of MFGs to the field of macroeconomics.

In what follows, we suppose for simplicity that the state space is the d-
dimensional torus T¢, and we fix a finite time horizon 7" > 0. The periodic setting
makes it possible to avoid the discussion on non periodic boundary conditions which
always bring additional difficulties. The results stated below may be generalized to
other boundary conditions, but this would lead us too far. Yet, Sects. 4.6,4.7, and 4.8
below, which are devoted to some applications of MFGs and to numerical simula-
tions, deal with realistic boundary conditions. In particular, boundary conditions
linked to state constraints play a key role in Sect. 4.8.

We will use the notation Q7 = [0, T] x T9, and (-, -) for the inner product of
two vectors (of compatible sizes).

Let f : T xR xR - R, (x,m,y) — f(x,m,y)and ¢ : T x R —
R, (x, m) — ¢(x, m) be respectively a running cost and a terminal cost, on which
assumptions will be made later on. Let v > 0 be a constant parameter linked to the
volatility. Let b : T x R x RY — RY, (x,m, y) — b(x,m, y) be adrift function.

We consider the following MFG: find a flow of probability densities m : Q7 —
R and a feedback control ¥ : Q7 — R? satisfying the following two conditions:

1. ¥ minimizes

T
Ji v Ji() =E U FOXY A, XD, v, XP))dt + ¢(XY, (T, x;))}
0
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under the constraint that the process X' = (X/);>0 solves the stochastic
differential equation (SDE)

dXP =b(XV, m(t, X), v(t, XV))dt + V2vdW;, >0, 4.1)
and X 8 has distribution with density m;

2. Forallt € [0, T, m(t, -) is the law of X;)

It is useful to note that for a given feedback control v, the density m; of the law
of X} following (4.1) solves the Kolmogorov—Fokker—Planck (KFP) equation:

v
agi (t, x) = vAm® (1, x) + div (m" (¢, )b, i(t, ), v(t, ) (x) =0, in (0, T] x T¢,

m® (0, x) = mo(x), in T4,
4.2)

Let H:TY xR xRY > (x,m, p) = H(x,m, p) € R be the Hamiltonian of
the control problem faced by an infinitesimal agent in the first point above, which is
defined by

H:T¢xRxR?> (x,m, p) — H(x,m,p):maytg—L(x,m,y,p) e R,
y€eR

where L is the Lagrangian, defined by
L:TxRxRIxRY 5 (x,m,y, p) = L(x,m,y,p) = f(x,m,y)+(b(x,m,y), p) € R.

In the sequel, we will assume that the running cost f and the drift b are such that H
is well-defined, C! with respect to (x, p), and strictly convex with respect to p.

From standard optimal control theory, one can characterize the best strategy
through the value function u of the above optimal control problem for a typical
agent, which satisfies a Hamilton—Jacobi—-Bellman (HJB) equation. Together with
the equilibrium condition on the distribution, we obtain that the equilibrium best
response o is characterized by

0(t, x) = argmax { — f(x,m(t,x),a) — (b(x,m(t, x), a), Vu(t, x))},

acR4

where (1, m) solves the following forward-backward PDE system:

- aal: (t,x) —vAu(t,x) + H(x, m(t, x), Vu(t, x)) =0, inp,7)x1¢, (4.32)
aa't” (t, x) — vAm(t, x) — div (m(t, Y H, (-, m(t, ), Vu(t, -)) (x) =0, in©,71x1¢,  (4.3b)

u(T, x) = ¢ (x, m(T, x)), m(0, x) = mo(x), in T¢. (4.3¢)
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Example 1 (f Depends Separately on y and m) Consider the case where the
drift is the control, i.e. b(x,m,y) = y, and the running cost is of the form
fGe,m,y) = Lo(x, ) + fo(x,m) where Lo(x, ) : RY 3 y > Lo(x,y) € Ris
strictly convex and such that lim,, | oo min, ca LO‘(;‘"V) = +o00. We set Hy(x, p) =
max,, cgd (—p, ) — Lo(x, y), which is convex with respect to p. Then

H(x,m, P) = maX{—L()(X, 7/) - <y1 P>} - f()(x,m) = HO(-xv p) - fo(x,m).

yeRd
In particular, if Ho(x, ) = Hg‘ (x,)) = é| . |2, then the maximizer in the above
expression is Y (p) = —p, the Hamiltonian reads H (x, m, p) = é|p|2 — fo(x,m)
and the equilibrium best response is v(¢, x) = —Vu(¢, x) where (u, m) solves the

PDE system

1
- aaL; (6, x) —vAult, x) +  [Vult, 0> = folx,m(t,x)), in[0,T) x T,

am . . d
9 (t,x) —vAm(t, x) — div (m(z, -)Vu(t, -)) (x) = 0, in (0, T] x T¢,
(T, x) = ¢(x,m(T, x)), m(0, x) = mo(x), in T?.

Remark 1 The setting presented above is somewhat restrictive and does not cover
the case when the Hamiltonian depends non locally on m. Nevertheless, the latter
situation makes a lot of sense from the modeling viewpoint. The case when the
Hamiltonian depends in a separate manner on Vu and m and when the coupling
cost continuously maps probability measures on T¢ to smooth functions plays an
important role in the theory of mean field games, because it permits to obtain the
most elementary existence results of strong solutions of the system of PDEs, see [3].
Concerning the numerical aspects, all what follows may be easily adapted to the
latter case, see the numerical simulations at the end of Sect.4.2. Similarly, the case
when the volatility +/2v is a function of the state variable x can also be dealt with
by finite difference schemes.

Remark 2 Deterministic mean field games (i.e. for v = 0) are also quite meaning-
ful. One may also consider volatilities as functions of the state variable that may
vanish. When the Hamiltonian depends separately on Vu and m and the coupling
cost is a smoothing map, see Remark 1, the Hamilton—Jacobi equation (respectively
the Fokker—Planck equation) should be understood in viscosity sense (respectively
in the sense of distributions), see the notes of P. Cardaliaguet [4]. When the coupling
costs depends locally on m, then under some assumptions on the growth at infinity
of the coupling cost as a function of m, it is possible to propose a notion of weak
solutions to the system of PDEs, see [3, 5, 6]. The numerical schemes discussed
below can also be applied to these situations, even if the convergence results in
the available literature are obtained under the hypothesis that v is bounded from
below by a positive constant. The results and methods presented in Sect. 4.3 below
for variational MFGs, i.e. when the system of PDEs can be seen as the optimality
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conditions of an optimal control problem driven by a PDE, hold if v vanishes. In
Sect. 4.8 below, we present some applications and numerical simulations for which
the viscosity is zero.

Remark 3 The study of the so-called master equation plays a key role in the theory
of MFGs, see [7, 8]: the mean field game is described by a single first or second
order time dependent partial differential equation in the set of probability measures,
thus in an infinite dimensional space in general. When the state space is finite (with
say N admissible states), the distribution of states is a linear combination of N
Dirac masses, and the master equation is posed in RN numerical simulations are
then possible, at least if N is not too large. We will not discuss this aspect in the
present notes.

4.2 Finite Difference Schemes

In this section, we present a finite-difference scheme first introduced in [9]. We
consider the special case described in Example 1, with H (x, m, p) = Hp(x, p) —
fo(x,m), although similar methods have been proposed, applied and at least
partially analyzed in situations when the Hamiltonian does not depend separately
on m and p, for example models addressing congestion, see for example [10].

To alleviate the notation, we present the scheme in the one-dimensional setting,
i.e. d = 1 and the domain is T.

Remark 4 Although we focus on the time dependent problem, a similar scheme has
also been studied for the ergodic MFG system, see [9].

Discretization

Let N7 and N, be two positive integers. We consider (N7 +1) and (N, +1) points in
time and space respectively. Let At = T/Nr and h = 1/Np, and t, = n x At, x; =
i x hfor(n,i) € {0,..., N7t} x{0,..., Np}.

We approximate u and m respectively by vectors U and M € RINT+HDxNitD)|
that is, u(t,,x;) ~ U] and m(t,,x;) ~ M for each (n,i) € {0,..., N7} x
{0, ..., Ni}. We use a superscript and a subscript respectively for the time and space
indices. Since we consider periodic boundary conditions, we slightly abuse notation
and for W € RVit1 we identify Wy, +1 with W, and W_; with Wy, _1.

We introduce the finite difference operators

1

(DW)" = At(W"H—W"), nefo,...Np—1}, W e RNTHL,
! i Np+1
(DW); = h(Wi+1—Wi), i €{0,...Np}, WeR ,
1
QWi == 5 (Wi = Wit = Wie1). i€{0,...Ny),  WeRMTL

(Vi Wi = (DW);, (DW);_1) T, ief0,...Ny), W eRMTL
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Disc[ete Hamiltonian ~
Let H:TxR xR — R, (x, p1, p2) = H(x, p1, p2) be a discrete Hamiltonian,
assumed to satisfy the following properties:

1. (Hy) Monotonicity: for every x € T, H is nonincreasing in p; and nondecreasing
in p>.

2. (Hz) Consistency: forevery x € T, p € R, H(x p, p) = Ho(x, p).

3. (H3) Differentiability: for every x € T, H is of class C! in P1, P2

4. (H4) Convexity: for every x € T, (p1, p2) — H (x, p1, p2) is convex.

Example 2 For instance, if Ho(x, p) = , |p|2, then one can take H (x, P1,P2) =
;|PK (p1, p2)|? where Pg denotes the projectionon K = R_ x R;.

Remark 5 Similarly, for d-dimensional problems, the discrete Hamiltonians that we
consider are real valued functions defined on T¢ x (Rz)d.

Discrete HJB Equation
We consider the following discrete version of the HIB equation (4.3a):

— (DU = (AR UMY + B (xp [VRU™) = folg. MPTL), i€{0,...,Ny}t,nef0,...,Np — 1}, (4.4a)
v =UR, - nefo,...,Np —1j, (4.4b)
UI.NT :zp(MiNT), ie{0,..., Ny} (4.4¢)

Note that it is an implicit scheme since the equation is backward in time.

Discrete KFP Equation

To define an appropriate discretization of the KFP equation (4.3b), we consider the
weak form. For a smooth test function w € C*°([0, T] x T), it involves, among
other terms, the expression

—/ ax(Hp(x,axu(t,x))m(t,x))w(t,x)dx =/ Hp(x, dxu(t, x))m(t, x) oy w(t, x)dx ,
T T
4.5)

where we used an integration by parts and the periodic boundary conditions. In view
of what precedes, it is quite natural to propose the following discrete version of the
right hand side of (4.5):

Np—1 _

1 W wy "
h Z MnJr (le(xu [ViU"1) Wi h L+ Hp, (x;, [V U"1)) ' h " >,
i=0

and performing a discrete integration by parts, we obtain the discrete counterpart of
Np—1

the left hand side of (4.5) as follows: —h Z T;(U", M" YW, where 75 is the
i=0
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following discrete transport operator:
Ti(U. M) = ; (M,»Flpl(x,-, [ViU1i) = Mi—1 Hp, (xi—1, [VaUli-1)
+ Mot A (e, (93U L) = My By (i, [V4U1) )

Then, for the discrete version of (4.3b), we consider

(D M) — oAy M"Y, — T, My =0, i€{0,....Nyhnel0,...,Np =1}, (4.6a)
M} = Mxlh , nefl,..., Nr}, (4~6b)
MO = i) i €0, Ny}, (4.6¢)

where, for example,
mo(x;) =/ mo(x)dx. “@.7
[x—x;i|<h/2

Here again, the scheme is implicit since the equation is forward in time.

Remark 6 (Structure of the Discrete System) The finite difference system (4.4)—
(4.6) preserves the structure of the PDE system (4.3) in the following sense: The
operator M +— —v(A,M); — 7;(U, M) is the adjoint of the linearization of the
operator U — —v(A,U); + I:I(x,-, [VLU];) since

ST MW = =32 M (i, [V3U1), [V W)

1

Convergence Results

Existence and uniqueness for the discrete system has been proved in [9, Theorems 6
and 7]. The monotonicity properties ensure that the grid function M is nonnegative.
By construction of 7, the scheme preserves the total mass & Z,N:h(; ! M. Note that
there is no restriction on the time step since the scheme is implicit. Thus, this method
may be used for long horizons and the scheme can be very naturally adapted to
ergodic MFGs, see [9].

Furthermore, convergence results are available. A first type of convergence
theorems see [9, 11, 12] (in particular [9, Theorem 8] for finite horizon problems)
make the assumption that the MFG system of PDEs has a unique classical solution
and strong versions of Lasry-Lions monotonicity assumptions, see [1-3]. Under
such assumptions, the solution to the discrete system converges towards the classical
solution as the grid parameters tend to zero.

In what follows, we discuss a second type of results that were obtained in [13],
namely, the convergence of the solution of the discrete problem to weak solutions
of the system of forward-backward PDEs.
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Theorem 1 ([13, Theorem 3.1]) We make the following assumptions:

e >0

* ¢(x,m) = ur(x) where ut is a continuous function on T,

* mg is a nonnegative function in L°°(T¢) such that de mo(x)dx = 1;

e fo is a continuous function on T¢ x R, which is bounded from below;

* The Hamiltonian (x, p) +— Hy(x, p) is assumed to be continuous, convex and
C' regularw.rt. p;

e The discrete Hamiltonian H satisfies (I:Il)—(I:I4) and the following further
assumption:

( ﬁs ) growth conditions: there exist positive constants c1, ¢z, ¢3, c4 such that

(Hy(x,q),q) — H(x,q) > c1|Hy(x, 9)I* — c2, (4.8)
|H,(x, )| < c3lql + ca. (4.9)

Let (U™), (M") be a solution of the discrete system (4.6a)—(4.6c) (more precisely of
its d-dimensional counterpart). Let up_a;, mp, a; be the piecewise constant functions
which take the values U;"H and M?, respectively, in (t,, t,4+1) X w1, where wj is the
d-dimensional cube centered at x of side h and I is any multi-indexin {0, ..., N, —
1}4.

Under the assumptions above, there exists a subsequence of h and At (not
relabeled) and functions u, m, which belong to L*(0, T wlhe(Td)y) for any a €
[1, 912, such that up a; — it and my ar — 1 in LP(Q7) for all B € [1, 97%),

Al
and (u, m) is a weak solution to the system

- aaLt’ (1, X) — vAIi(t, x) + Ho (x, Vii(t, x)) = fo(x, m(t, x)), in[o,T) x T, (4.10a)
aa':’ (t, x) — vA(t, x) — div (i (1, ) D, HyVii(t, ) (x) = 0, in 0, T] x T%, (4.10b)
(T, x) = ur(x), (0, x) = mo(x), inT?, (4.10c¢)

in the following sense:

(i) Ho(-. Vi) € L'Qr), mfo(-.m) € L'Qr), mDpHo(, Vi) - Vit —
Ho(-, Vi)l € L'(Qr)
(ii) (i, m) satisfies (4.10a)—(4.10b) in the sense of distributions
(iii) it € C([0, TT; L' (T)) and it = ur, ili—o = mo .
Remark 7
e Theorem 1 does not suppose the existence of a (weak) solution to (4.10a)—
(4.10c), nor Lasry-Lions monotonicity assumptions, see [1-3]. It can thus be

seen as an alternative proof of existence of weak solutions of (4.10a)—(4.10c).
* The assumption made on the coupling cost fj is very general.



4 Mean Field Games and Applications: Numerical Aspects 257

 If uniqueness holds for the weak solutions of (4.10a)—(4.10c), which is the case if
Lasry-Lions monotonicity assumptions hold, then the whole sequence of discrete
solutions converges.

* It would not be difficult to generalize Theorem 1 to the case when the terminal
condition at T is of the form (4.3c).

 Similarly, non-local coupling cost of the type F[m](x) could be addressed, where
for instance, F' maps bounded measures on T to functions in C%(T9).

An Example Illustrating the Robustness of the Scheme in the Deterministic
Limit

To illustrate the robustness of the finite difference scheme described above, let us
consider the following ergodic problem

p —vAu+ H(x,Vu) = Flm](x), inT?,
[ OH -
—vAm — div m8 x,Vu) ) =0, inT=,
p

where the ergodic constant p € R is also an unknown of the problem, and

v = 0.001, H(x, p) = sin(2mx3) + sin(27wx) + cos(4mwxy) + | p|>/2,
Flml(x) = (1 — )71 = A)~m) (x).

Note the very small value of the viscosity parameter v. Since the coupling term is
a smoothing nonlocal operator, nothing prevents m from becoming singular in the
deterministic limit when v — 0. In Fig. 4.1, we display the solution. We see that the
value function tends to be singular (only Lipschitz continuous) and that the density
of the distribution of states tends to be the sum of two Dirac masses located at the
minima of the value function. The monotonicity of the scheme has made it possible
to capture the singularities of the solution.

"a.gpt —— "m.gp" ——

A\
AN
«//7’/'/'/':’1.”’.\"‘
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7 \ DO

S

2
3

Fig. 4.1 Left: the value function. Right: the distribution of states
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4.3 Variational Aspects of Some MFGs and Numerical
Applications

In this section, we restrict our attention to the setting described in the Example 1.
We assume that L is smooth, strictly convex in the variable y and such that there
exists positive constants ¢ and C, and r > 1 such that

1
—ct LIS Lo, y) e+ Clyl, Vx e T, y e RY, (4.11)

and that Hy is smooth and has a superlinear growth in the gradient variable. We also
assume that the function fy is smooth and non-decreasing with respect to m. We
make the same assumption on ¢.

4.3.1 An Optimal Control Problem Driven by a PDE
Let us consider the functions

m
/ fo(x,s)ds, ifm >0,
0

+o00, ifm <0,
(4.12)

F:T"xR—>R, (x,m)— F(x,m)=

and

m
d / ¢(x,s)ds, ifm >0,
O T"xR—->R, (x,m)r—> d(x,m)= 0
+OO,

ifm < 0.
(4.13)
Let us also introduce
mLg (x, w) s ifm> 0,
m
L:TYxRxR! > RU{+o0}, (x,m,w) > Lx,mw)=1{ g ifm=0 and w=0,
+00, otherwise.
(4.14)

Note that since fy(x, -) is non-decreasing, F (x, -) is convex and L.s.c. with respect to
m. Likewise, since ¢ (x, -) is non-decreasing, then ®(x, -) is convex and Ls.c. with
respect to m. Moreover, it can be checked that the assumptions made on Ly imply
that L(x, -, -) is convex and l.s.c. with respect to (m, w).



4 Mean Field Games and Applications: Numerical Aspects 259

We now consider the following minimization problem expressed in a formal way:
Minimize, when it is possible, J defined by

T
(m, w) = J(m, w) = / / . [L(x,m(t, x), w(t, x)) + F(x,m(t, x))]dxdt + / , O (x,m(T, x))dx
0 T T
(4.15)

on pairs (m, w) such that m > 0 and

3
an; —vAm +divyiw =0, in (0, T] x T¢, (4.16)

mli=0 = mo,

holds in the sense of distributions.

Note that, thanks to our assumptions and to the structure in terms of the variables
(m, w), this problem is the minimization of a convex functional under a linear
constraint. The key insight is that the optimality conditions of this minimization
problem yield a weak version of the MFG system of PDEs (4.3).

Remark 8 If (m,w) € LY(Q7) x L'(Or;R?) is such that fOT Ja L(x, m(t, x),
w(t,x))dxdt < +oo, then it is possible to write that w = my with
fOT Jram(t, x)|y(t,x)|"dxdt < +oo thanks to the assumptions on Lo. From
this piece of information and (4.16), we deduce that t — m(¢) for t < 0 is Holder
continuous a.e. for the weakx topology of P(T¢), see [5, Lemma 3.1]. This gives a
meaning to de ®(x,m(T, x))dx in the case when ® (x, m(T, x)) = ur(x)m(T, x)
for a smooth function u7(x). Therefore, at least in this case, the minimization
problem is defined rigorously in LY(O7) x LY(Q7: RY).

Remark 9 Although we consider here the case of a non-degenerate diffusion,
similar problems have been considered in the first-order case or with degenerate
diffusion in [5, 14].

Remark 10 Note that, in general, the system of forward-backward PDEs cannot be
seen as the optimality conditions of a minimization problem. This is never the case
if the Hamiltonian does not depend separately on m and Vu.

4.3.2 Discrete Version of the PDE Driven Optimal Control
Problem

We turn our attention to a discrete version of the minimization problem introduced
above. To alleviate notation, we restrict our attention to the one dimensional case,
ie., d = 1. Let us introduce the following spaces, respectively for the discrete
counterpart of m, w, and u:

M= R(NT+1)XN;,, W = (Rz)NT ><Nh, U = RNT XNh.
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Note that at each space-time grid point, we will have two variables for the value of
w, which will be useful to define an upwind scheme.

We consider a discrete Hamiltonian H satisfying the assumptions (ﬁl)—(ﬁ4),
and introduce its convex conjugate w.r.t. the p variable:

AT 5 ) > RU (400}, (x, y) > B (x,y) = max { (v, p) — A, p)].
peR
4.17)
Example 3 1f I:I(x, P1, p2) = é|PK(p1, p2)|2 with K = R_ x Ry, then
Myl? ify ek,

1:1*(36,)/1,)/2)={ ]
+o00, otherwise.

A discrete counterpart ® to the functional J introduced in (4.15) can be defined as

Ny Njp—1 Nj—1
Q - 7iv. n n—1 X n X Nt
O: MxWR, (M, W) > 21 X(:) [L(xl,Mi,Wi )+ F(xj, M] )]+A[ X(:) oG, M),
n= 1=l 1=l

(4.18)
where L is a discrete version of L introduced in (4.14) defined as

ml-?*(x,—w), ifm>OandweK,
m

ZZTXRXRZHRU{JrOO}, (x,m,w)HZ(x,m,w): 0, ifsz, andw:O,

+o00, otherwise.
(4.19)

Furthermore, a discrete version of the linear constraint (4.16) can be written as
(M, W) = (0qz M°) (4.20)

where Oqy € U is the vector with 0 on all coordinates, M® = (mo(xg), ..., mg
(xn,—1)) € RN, see (4.7) for the definition of 7, and

TMxW > Ux R, (M, W) > (M, W) = (AM, W), M°),
(4.21)

with A(M, W) = AM 4+ BW, A and B being discrete versions of respectively the
heat operator and the divergence operator, defined as follows:

n+1 i

A:M—U, (AM)I ="t A LA M"Yy, 0<n<Np,0<i<0Ny,
(4.22)
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and

n n n n
Wi+l,2 - Wi.2 + Wi,l - Wi—l,l

B: W \ BW)! =
-u (BW); h h

0<n<N7p,0<i <Ny

(4.23)
We define the transposed operators A* : U — M and B* : U — W, i.e. such that

(M, A*U) = (AM,U), (W, B*U) = (BW, U).

This yields
U .
A n=0,0<i <Ny,
urt —un
(A*U)} =1 71 N LA U™ N, 0<n<Nr—1,0<i < N,
UN]‘*I
i Nr—1 .
At —v(ARUYT Y, n=Nr—1, 0<i < Ny,
(4.24)
and
vt —-ur yr-ur
(B*U)?z—[VhUn]iz—( H_lh oot I l_l), 0<n<N7,0<i<Ny.
(4.25)
This implies that
Im(B) = Ker(B*)* = !UG‘LI : V0§n<NT,ZUi”=O}. (4.26)
i

The discrete counterpart of the variational problem (4.15)—(4.16) is therefore

inf OWM,W). 4.27)
M W)YyeMxW,
E(M,W):(O(H,MO)

The following results provide a constraint qualification property and the exis-
tence of a minimizer. See e.g. [15, Theorem 3.1] for more details on a special case
(see also [16, Section 6] and [17, Theorem 2.1] for similar results respectively in the
context of the planning problem and in the context of an ergodic MFG).
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Proposition 1 (Constraint Qualification) There exists a pair (M, W) e MxW
such that

O(M, W) < oo, and (M, W)= (0q, M").

Theorem 2 There exists a minimizer (M, W) € M x W of (4.27). Moreover, if
v>0, M'>O0foralli €f{0,..., Ny}andalln > 0.

4.3.3 Recovery of the Finite Difference Scheme by Convex
Duality

We will now show that the finite difference scheme introduced in the previous
section corresponds to the optimality conditions of the discrete minimization
problem (4.27) introduced above. To this end, we first rewrite the discrete problem
by embedding the constraint in the cost functional as follows:

min (@M, W) + xo(Z(M, W)}, (4.28)
M W)yeMxW

where xo : U x RM — R U {400} is the characteristic function (in the convex
analytical sense) of the singleton {(Oq, MO)}, i.e., xo(U, ¢) vanishes if (U, ¢) =
(Oqy M"Y) and otherwise it takes the value +o0.

By Fenchel-Rockafellar duality theorem, see [18], we obtain that

min {OM, W) + xo(EM, W)} = — min OF(Z*(U, ¢)) + x5 (U, —p)},
(M W)eMxW (U,9)eUxRNh { 0 }

(4.29)

where X* is the adjoint operator of X, and x; and ®* are the convex conjugates of
xo and ® respectively, to wit,

Np—1
(2*(U, ), (M, W)> — (AU, M)+ (B*U, W) + Y oM (4.30)
i=0

and

Np—1
X (U, =) ==Y M. (4.31)
i=0
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Therefore
O (Z* (U, p)
Nj—1 Ny Njp—1 1 Nj—1
= : A*U, M) + (B*U, W) + MO — Lo, M, W'Y + Fx, M) | — @ (x;, MNT
(M,W'Q‘)QXWO )+ ) gw , ;;[u W+ P, M| m;; (i, M)
We use the fact that
Ny Nj—1
Nr Ni=1 M A (x,—B*uy "), if M >o0forall n > 1,
mk(l‘)';/((B*U, W>7Z Z L()C,',M;Z,Wi”l)) — ; ; i ( i )
n=1 =0 —o0, otherwise.
We deduce the following:
O (2" (U, 9))
Np—1 N7 Np—1 1 Ny—1
= max (A" U M) = 3 oM+ Y [MPA (i —B* D) = o, M) | - NDIECN T ))
MeM i=0 n=1 i=0 i=0
Nr—1N,—1 Np—1 1 %
_ * . * n 7 . n—1y. . * Nt (7 ) Nr—17.
= ;‘ ; F* (i, (A" + (i, IV U1 )) + ; <F+ At<1>) (5. N + A (3. (901

0 *7710 )
+ max M, (@0 +a).

(4.32)

*
where for every x € T, F*(x, -) and (F + Alt <I>) (x, -) are the convex conjugate of
F(x,-)and F(x, ) + Al , @(x, -) respectively. Note that from the definition of F, it
has not been not necessary to impose the constraint M" > 0 for all n > 1 in (4.32).
Note also that the last term in (4.32) can be written max,, . A( Mlo (— Alt UI.O + (pi).

Using (4.32), in the dual minimization problem given in the right hand side of (4.29),
we see that the minimization with respect to ¢ yields that MIQ = Mlo . Therefore, the
the dual problem can be rewritten as

1 * U'NT*l B
—yig,{Z(HAtcb) xio = UNT T A UM
€

i

Nt -2 ur — U?’l+l
(xi’ At

T 2;) ZF* i i —U(AhUn)i"‘I:I(xi’[vhUn]i))_ AltZMontO}’
(4.33)

which is the discrete version of

,
7min{/ /F*(x,fa/u(t,x)quu(t,x)+H0(x, Vu(t,x)))dxdt+/ @*(X,M(T,X))dx7/m0(x)u(0,x)dx}.
0 T T T

u

The arguments above lead to the following:
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Theorem 3 The solutions (M, W) € M x W and U € U of the primal/dual
problems are such that:

* ifv>0M!>O0forall0<i <N —1and0 <n < Nr;

o W' =M™ Pg([V4U";) forall0 <i < Ny —1and0 < n < Nr;

* (U, M) satisfies the discrete MFG system (4.4)—(4.6) obtained by the finite
difference scheme.

Furthermore, the solution is unique if fy and ¢ are strictly increasing.

Proof The proof follows naturally for the arguments given above. See e.g. [11]
in the case of planning problems, [15, Theorem 3.1], or [17, Theorem 2.1] in the
stationary case. O

In the rest of this section, we describe two numerical methods to solve the
discrete optimization problem.

4.3.4 Alternating Direction Method of Multipliers

Here we describe the Alternating Direction Method of Multipliers (ADMM) based
on an Augmented Lagrangian approach for the dual problem. The interested reader
is referred to e.g. the monograph [19] by Fortin and Glowinski and the references
therein for more details. This idea was made popular by Benamou and Brenier for
optimal transport, see [20], and first used in the context of MFGs by Benamou and
Carlier in [21]; see also [22] for an application to second order MFG using multilevel
preconditioners and [23] for an application to mean field type control.
The dual problem (4.33) can be rewritten as

mi%{lIJ(A*U) + ()}

Ue
where
A U—> Mx W, A*U = (A*U, B*U),
1 « Np—2
VW) =3 <F+ Ar ¢) (v MY A WYTH) 4 30 Y F (v MY+ A WD)
i n=0 i
and

1 _
r) =-— A Z MmUY,
i

Note that W is convex and l.s.c., and I" is linear. Moreover, W depend in a separate
manner on the pairs (M l.", Wl."fl)n, i, and a similar observation can be made for A.
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We can artificially introduce an extra variable Q € M x ‘W playing the role of
A*U. Introducing a Lagrange multiplier o = (M, W) for the constraint Q = A*U,
we obtain the following equivalent problem:

min sup LU, Q,0), (4.34)
UeU,0e MxW ;e MxW

where the Lagrangian £ : U x M x W x M x W — R is defined as
LU, Q,0)=¥(Q)+T'U) — (0, 0 — A™U).

Given a parameter r > 0, it is convenient to introduce an equivalent problem
involving the augmented Lagrangian £, obtained by adding to £ a quadratic penalty
term in order to obtain strong convexity:

LU, Q,0) = LW, Q.0) + ;HQ — A*UJ3

Since the saddle-points of £ and L, coincide, equivalently to (4.34), we will seek
to solve

min sup LU, Q,0).
Ue(Ll,QeMx(W ceMxW

In this context, the Alternating Direction Method of Multipliers (see e.g. the method
called ALG2 in [19]) is described in Algorithm 1 below. We use dI" and 9V to
denote the subgradients of I' and W respectively.

Algorithm 1 Alternating Direction Method of Multipliers

function ADMM(U, Q, o)
Initialize (U@, 0@, 6 ©@) « (U, 0, 0)
fork=0,..., K —1do

Find U%+D ¢ argming qq L, (U, 0® 5®): the first order optimality condition
yields:
—rA (AU — o) — p0® e gr (UED).

Find Q%*V ¢ argminy p W Lr (U D, 0,0 *+D); the first order optimality
condition yields:

o® 1y (A*U(k“) _ Q(k+1)> caw (Q“‘*”).

Perform a gradient step: o 1) = ¢® 4 (A*U*+D — g+,
return (UK 9K oK)y
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Remark 11 (Preservation of the Sign) An important consequence of this method
is that, thanks to the second and third steps above, the non-negativity of the
discrete approximations to the density is preserved. Indeed, o *™1) € 9w (Q*+1)
and W (Q(k+l)) < +o00, hence W* (o(k+l)) — (o(k‘H), Q(k-i-l)) — (Q(k+l)),
which yields W* (0 **D) < +o0. In particular, denoting (M*+D, wk+D) =
o® D e M x W, this implies that we have (M(kH))? > Oforevery0 < i <
N,,0 < n < Nr, and (W(k“))? € K vanishes if (M("‘“))?‘Irl = 0 for every
0<i<Nj,0<n<Nr.

Let us provide more details on the numerical solution of the first and second
steps in the above method. For the first step, since I" only acts on U, the first order
optimality condition amounts to solving the discrete version of a boundary value
problemon (0, T') x T or more generally (0, T') x T¢ when the state is in dimension
d, with a degenerate fourth order linear elliptic operator (of order four in the state
variable if v is positive and two in time), and with a Dirichlet conditionatt = T
and a Neumann like condition at + = 0. If 4 > 1, it is generally not possible to
use direct solvers; instead, one has to use iterative methods such as the conjugate
gradient algorithm. An important difficulty is that, since the equation is fourth order
with respect to the state variable if v > 0, the condition number grows like &%,
and a careful preconditionning is mandatory (we will come back to this point in
the next section). In the deterministic case, i.e. if v = 0, the first step consists of
solving the discrete version of a second order d 4+ 1 dimensional elliptic equation
and preconditioning is also useful for reducing the computational complexity.

As for the second step, the first order optimality condition amounts to solving,
at each space-time grid node (i, n), a non-linear minimization problem in R!*24 of
the form

~ r _ -
min__ F*(x;,a + H(x;, b)) — (o, (a, b)) + _ll(a, b) — (@, b)|I3,
a€cR,beR2 2

where (a, b) plays the role of (M, Wl."fl), whereas (@, b) plays the role of (A*U )7

Note that the quadratic term, which comes from the fact that we consider the
augmented Lagrangian £, instead of the original Lagrangian £, provides coercivity
and strict convexity. The two main difficulties in this step are the following. First,
in general, F* does not admit an explicit formula and is itself obtained by solving
a maximization problem. Second, for general F' and H, computing the minimizer
explicitly may be impossible. In the latter case, Newton iterations may be used, see
e.g. [23].

The following result ensures convergence of the numerical method; see [24,
Theorem 8] for more details.

Theorem 4 (Eckstein and Bertsekas [24]) Assume that r > 0, that AA* is
symmetric and positive definite and that there exists a solution to the primal-dual
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extremality. Then the sequence (U®, Q® o ®) converges as k — oo and

lim (U®, oW, oWy = (U, A*U, 5),

k——+00

where U solves the dual problem and & solves the primal problem.

4.3.5 Chambolle and Pock’s Algorithm

We now consider a primal-dual algorithm introduced by Chambolle and Pock
in [25]. The application to stationary MFGs was first investigated by Bricefio-Arias,
Kalise and Silva in [17]; see also [15] for an extension to the dynamic setting.

Introducing the notation IT = ypo X : M x W > (M, W) = xo(X2(M, W)) €
R U {+o00}, the primal problem (4.28) can be written as

min  {O(0) + I1(0)},
w

[AS X

and the dual problem can be written as

,min {67(-0)+ (@)},

For r,s > 0, the first order optimality conditions at 6 and Q can be equivalently
written as

—0  €00@) . l 6—r0 €6 +ra0(6) . 6 cargming {@(J) G 7rQ)“2}

& € AT*(0) O+s6 €0 +sa*(0) ) eargminQ{l'l*(Q)+21S HQ*(Qer&)HZ}_
Given some parameters r > 0, s > 0, 7 € [0, 1], the Chambolle-Pock method is

described in Algorithm 2. The algorithm has been proved to converge if rs < 1.
Note that the first step is similar to the first step in the ADMM method described

in Sect. 4.3.4 and amounts to solving a linear fourth order PDE. The second step is

easier than in ADMM because ® admits an explicit formula.

4.4 Multigrid Preconditioners

4.4.1 General Considerations on Multigrid Methods

Before explaining how multigrid methods can be applied in the context of numerical
solutions for MFG, let us recall the main ideas. We refer to [26] for an introduction
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Algorithm 2 Chambolle-Pock Method
function CuaMBOoLLEPOCK(0, 0, Q)
Initialize (¢ @, 5©, 0O « (0,6, Q)
fork=0,...,K —1do

Find

Q"D e arg min !H*(Q) + ZIS o —® +sa<k>)||2} (4.35)
Find

ok+D) ¢ arg min {@«:) + zlr lo — (@® — rQ(k“))llz} (4.36)
Set

GO _ GG+ | o (O(k+l) _ U(k)).

return (oK), &) Q(K))

to multigrid methods and more details. In order to solve a linear system which
corresponds to the discretisation of an equation on a given grid, we can use coarser
grids in order to get approximate solutions. Intuitively, a multigrid scheme should be
efficient because solving the system on a coarser grid is computationally easier and
the solution on this coarser grid should provide a good approximation of the solution
on the original grid. Indeed, using a coarser grid should help capturing quickly the
low frequency modes (i.e., the modes corresponding to the smallest eigenvalues of
the differential operator from which the linear system comes), which takes more
iterations on a finer grid.

When the linear system stems from a well behaved second order elliptic operator
for example, one can find simple iterative methods (e.g. Jacobi or Gauss—Seidel
algorithms) such that a few iterations of these methods are enough to damp
the higher frequency components of the residual, i.e. to make the error smooth.
Typically, these iterative methods have bad convergence properties, but they have
good smoothing properties and are hence called smoothers. The produced residual
is smooth on the grid under consideration (i.e., it has small fast Fourier components
on the given grid), so it is well represented on the next coarser grid. This suggests to
transfer the residual to the next coarser grid (in doing so, half of the low frequency
components on the finer grid become high frequency components on the coarser
one, so they will be damped by the smoother on the coarser grid). These principles
are the basis for a recursive algorithm. Note that in such an algorithm, using a direct
method for solving systems of linear equations is required only on the coarsest grid,
which contains much fewer nodes than the initial grid. On the grids of intermediate
sizes, one only needs to perform matrix multiplications.
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To be more precise, let us consider a sequence of nested grids (G¢)¢=o,...L, 1.€.
suchthatG, € Gy, £ =0, ..., L —1. Denote the corresponding number of points
by Ny = N24¢, ¢ =0, ..., L, where N is a positive integer representing the number
of points in the coarsest grid. Assume that the linear system to be solved is

ML)CL = bL (4.37)

where the unknown is x; € RV. and with b, € RV, M € RVN.XNL n order to
perform intergrid communications, we introduce

* Prolongation operators, which represent a grid function on the next finer grid:
£+1
P Gy — Geyr-
* Restriction operators, which interpolate a grid function on the next coarser grid:
-1
R, :Gi— Gi1-

Using these operators, we can define on each grid G, a matrix corresponding to an
approximate version of the linear system to be solved:

_ pt £+1
M, _RZ+1MZ+1PZ .

Then, in order to solve Myx; = by, the method is decomposed into three main
steps. First, a pre-smoothing step is performed: starting from an initial guess X EO)’ a
few smoothing iterations, say 71, i.e. Jacobi or Gauss—Seidel iterations for example.
This produces an estimate X; = )Eé'“). Second, an (approximate) solution xy_j on
the next coarser grid is computed for the equation My_1x¢—1 = Rf_l (bg — MyXy).
This is performed either by calling recursively the same function, or by means of a
direct solver (using Gaussian elimination) if it is on the coarsest grid. Third, a post-
smoothing step is performed: x; + Pfflxg_l is used as an initial guess, from which
2 iterations of the smoother are applied, for the problem with right-hand side b,.
To understand the rationale behind this method, it is important to note that

RfflMe (5613 + Pﬁmq) = RfflMlzfz + My_1x01
~ REUIMXe + Ry (be — MeXe)

= Rﬁ_lbg.

In words, the initial guess (namely, x, + Pfflxg_l) for the third step above is a
good candidate for a solution to the equation Myxy = by, at least on the coarser grid
Ge1-

Algorithm 3 provides a pseudo-code for the method described above. Here,
Se(x, b, n) can be implemented by performing 7 steps of Gauss—Seidel algorithm
starting with x and with b as right-hand side. The method as presented uses once the
multigrid scheme on the coarser grid, which is called a V-cycle. Other approaches
are possible, such as W-cycle (in which the multigrid scheme is called twice) or
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F-cycle (which is intermediate between the V-cycle and the W-cycle). See e.g. [26]
for more details.

Algorithm 3 Multigrid Method for My x; = by with V-cycle

function MULTIGRIDSOLVER(L, )Eéo) ,by)

if £ = O then

X0 < My 1bo /! exact solver at level 0
else

Xp <S¢ (220), by, m) /I pre-smoothing with ny steps of smoothing

’Eﬁ)l ~0

Xp_1 <« MultigridSolver(Z -1, )?[((1)1, qu (by — M@)?g)) I/l coarser grid

correction

x¢ < Selxe + Pfilxg_l, by, T)z) /] post-smoothing with n; steps of smoothing

return x,

4.4.2 Applications in the Context of Mean Field Games

Multigrid methods can be used for a linearized version of the MFG PDE system,
see [27], or as a key ingredient of the ADDM or the primal-dual algorithms,
see [17, 22]. In the latter case, it corresponds to taking M; = AA™* in (4.37).
A straightforward application of the multigrid scheme described above leads to
coarsening the space-time grid which does not distinguish between the space and
time dimensions. This is called full coarsening. However, in the context of second-
order MFG, this approach leads to poor performance. See e.g. [27]. We reproduce
here one table contained in [27]: the multigrid method is used as a preconditioner
in a preconditioned BiCGStab iterative method, see [28], in order to solve a
linearized version of the MFG system of PDEs. In Table 4.1, we display the number
of iterations of the preconditioned BiCGStab method: we see that the number of
iterations grows significantly as the number of nodes is increased.

The reason for this poor behavior can be explained by the fact that the usual
smoothers actually make the error smooth in the hyperplanes t = nAt, i.e. with
respect to the variable x, but not with respect to the variable 7. Indeed, the unknowns

Table 4.1 Full coarsening multigrid preconditioner with 4 levels and several values of the
viscosity v: average number of preconditioned BiCGStab iterations to decrease the residual
by a factor 0.01

v\ grid 32 x32x 32 64 x 64 x 64 128 x 128 x 64
0.6 40 92 Fail
0.36 24 61 Fail

0.2 21 45 Fail
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are more strongly coupled in the hyperplanes {(¢,x) : t = nAt},n = 0,...,Nr
(fourth order operator w.r.t. x) than on the lines {(f,x) : x = ih},i =0,..., N,
(second order operator w.r.t. t). This leads to the idea of using semi-coarsening:
the hierarchy of nested grids should be obtained by coarsening the grids in the x
directions only, but not in the ¢ direction. We refer the reader to [26] for semi-
coarsening multigrid methods in the context of anisotropic operators.

In the context of the primal-dual method discussed in Sect.4.3.5, the first
step (4.35) amounts to solving a discrete version of the PDE with operator —8,2, +
v2A% — A where A? denotes the bi-Laplacian operator. In other words, one needs
to solve a system of the form (4.37) where M} corresponds to the discretization of
this operator on the (finest) grid under consideration. One can thus use one cycle of
the multigrid algorithm, which is a linear operator as a function of the residual on
the finest grid, as a preconditioner for solving (4.37) with the B1CGStab method.

We now give details on the restriction and prolongation operators when d = 1.
Using the notations introduced above, we consider that N, is of the form N, =
no2L for some integer ng. Remember that At = T/Nr and h = 1/Ny, since we
are using the one-dimensional torus as the spatial domain. The number of points
on the coarsest grid Gy is N = (Nt + 1) x no while on the ¢-th grid Gy, it is
Ne = (N7 4+ 1) x ng x 2¢.

For the restriction operator Rffl 1 G¢ = Go_1, following [27], we can use the
second-order full-weighting operator defined by

. 1
(RE™00f o= (25 + X3+ X5y).

forn=0,...,Nr,i=1,...,2 In,.

As for the prolongation operator Pf“ : G¢ — Gyy1, one can take the standard
linear interpolation which is second order accurate. An important aspect in the
analysis of multigrid methods is that the sum of the accuracy orders of the two
intergrid transfer operators should be not smaller than the order of the partial
differential operator. Here, both are 4. In this case, multigrid theory states that
convergence holds even with a single smoothing step, i.e. it suffices to take 11, 72
such that n; + 12 = 1.

4.4.3 Numerical Illustration

In this paragraph, we borrow a numerical example from [15]. We assume thatd = 2
and that given ¢ > 1, with conjugate exponent denoted by ¢' = ¢/(q — 1), the
Hamiltonian Hp : T2 x R? — R has the form

1 /
Ho(x,p)= Ipl?, VxeT?, peR’
q
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In this case the function L defined in (4.14) takes the form

it ifm >0,
gm
L(x5ma w) = O, lf(m, w) = (O, O),
+o00, otherwise.

Furthermore, recalling the notation (4.12)—(4.13), we consider ¢ = 0 and
fx,m)= m? — H(x), H(x) = sin(2mrxp) + sin(2mw x1) 4+ cos(2Qmxy),

forall x = (x1,x2) € T2 andm € R4. This means that in the underlying differential
game, a typical agent aims to get closer to the maxima of H and, at the same time,
she is adverse to crowded regions (because of the presence of the m? term in f).
Figure 4.2 shows the evolution of the mass at four different time steps. Starting
from a constant initial density, the mass converges to a steady state, and then, when
t gets close to the final time 7', the mass is influenced by the final cost and converges
to a final state. This behavior is referred to as turnpike phenomenon in the literature

a)t=10 b)t=0.1

1.5

=y

0.5
0.5

c)t=0.5 djt=1

0.5

05 05 05 -05

Fig. 4.2 Evolution of the density m obtained with the multi-grid preconditioner for v = 0.5, T =
1, Nr = 200 and N, = 128. At ¢t = 0.12 the solution is close to the solution of the associated
stationary MFG. (a)t = 0. (b)t =0.1. (¢)t =0.5. (d)r = 1
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1.5 1

distance

0.5 1

o0 0.5 1 1.5 2

time t

Fig. 4.3 Distance to the stationary solution at each time ¢ € [0, T'], forv = 0.5, T =2, Ny =
200 and N;, = 128. The distance is computed using the £2 norm as explained in the text. The
turnpike phenomenon is observed as for a long time frame the time-dependent mass approaches
the solution of the stationary MFG

on optimal control [29]. Theoretical results on the long time behavior of MFGs can
be found in [30, 31]. Itis illustrated by Fig. 4.3, which displays as a function of time ¢
the distance of the mass at time 7 to the stationary state computed as in [17]. In other
words, denoting by M> € RV»*Ni the solution to the discrete stationary problem
and by M € M the solution to the discrete evolutive problem, Fig. 4.3 displays the
graph of n > [|[M> — M"||;, = (h2 > (M3~ M;fj)Z)l/z, nel0,...,Nr).

For the multigrid preconditioner, Table 4.2 shows the computation times for
different discretizations (i.e. different values of N, and Nt in the coarsest grid).
It has been observed in [15, 17] that finer meshes with 1283 degrees of freedom
are solvable within CPU times which outperfom several other methods such
as Conjugate Gradient or BiCGStab unpreconditioned or preconditioned with
modified incomplete Cholesky factorization. Furthermore, the method is robust with
respect to different viscosities.

From Table 4.2 we observe that most of the computational time is used for
solving (4.36), which does not use a multigrid strategy but which is a pointwise
operator (see [17, Proposition 3.1]) and thus could be fully parallelizable.

Table 4.3 shows that the method is robust with respect to the viscosity since the
average number of iterations of B1CGStab does not increase much as the viscosity
decreases. For instance, as shown in Table 4.3b for a grid of size 128 x 128 x 128,
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Table 4.2 Time (in seconds) for the convergence of the Chambolle-Pock algorithm, cumulative
time of the first proximal operator with the multigrid preconditioner, and number of iterations in
the Chambolle-Pock algorithm, for different viscosity values v and two types of grids

(a) Grid with 64 x 64 x 64 points (b) Grid with 128 x 128 x 128 points

v Total time Time first prox Iterations v Total time Time first prox Iterations
0.6 116.3 [s] 11.50 [s] 20 0.6 921.1 [s] 107.2[s] 20

0.36 1204 [s] 11.40[s] 21 0.36 9523 [s] 118.0[s] 21

0.2 119.0 [s] 11.26 [s] 22 0.2 1028.8 [s] 127.6 [s] 22

0.12  129.1[s] 14.11[s] 22 0.12  1036.4 [s] 135.5[s] 23

0.046 225.0 [s] 23.28 [s] 39 0.046  1982.2 [s] 260.0 [s] 42

Here we used n; = 1 = 2 in the multigrid methods, 7 = 1. Instead of using a number of

iterations K fixed a priori, the iterations have been stopped when the quantity || M *+D — pr0))) 6=

-~ 12
(Ath2 ZN’ -,j(Ml.(’];“)’” — Mi(’k/.)’")2> became smaller than 107°, where M® denotes the

n=0 i

approximation of M at iteration k, which is given by the first component of o ®) in the notation
used in Algorithm 2

the average number of iterations increases from 3.38 to 4.67 when v is decreased
from 0.6 to 0.046. On the other hand, Table 4.2 shows that the average number of
Chambolle-Pock iterations depends on the viscosity parameter, but this is not related
to the use of the multigrid preconditioner.

4.5 Algorithms for Solving the System of Non-Linear
Equations

4.5.1 Combining Continuation Methods with Newton
Iterations

Following previous works of the first author, see e.g. [16], one may use a
continuation method (for example with respect to the viscosity parameter v) in
which every system of nonlinear equations (given the parameter of the continuation
method) is solved by means of Newton iterations. With Newton algorithm, it is
important to have a good initial guess of the solution; for that, it is possible to take
advantage of the continuation method by choosing the initial guess as the solution
obtained with the previous value of the parameter. Alternatively, the initial guess
can be obtained from the simulation of the same problem on a coarser grid, using
interpolation. It is also important to implement the Newton algorithm on a “well
conditioned” system. Consider for example the system (4.4)—(4.6): in this case, it

proves more convenient to introduce auxiliary unknowns, namely (( fl.", ins (CID)i),
and see (4.4)—(4.6) as a fixed point problem for the map E : ((fl.", ins (CID)i) >

((gf, ins (lI/)i) defined as follows: one solves first the discrete Bellman equation
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with data ((f,.", Yins (q>),~):

— (DU = v(ARUMY; + Hxi, VAU ) = 1 i €{0,..., Ny}, ne {0,..., Ny — 1},
U = UR  nel0,. Np— 1),

UM — o, ie0,....Ny)

1

then the discrete Fokker—Planck equation

(DM — (A M"Y — T (U™, MY = 0, i€{0,....Nphon€{0,.... Ny — 1},
My =My, . nefl,....Nr},
MY = ing(x;), i €{0..... Ny},

and finally sets

g = folx, M!'"), ief0,....,Ny}, nef0,...,Nr — 1},
v =M, i€{0,...,Ny).

The Newton iterations are applied to the fixed point problem (I; — E)(( fi", ins

(<I>),-) = 0. Solving the discrete Fokker—Planck guarantees that at each Newton

iteration, the grid functions M" are non negative and have the same mass, which
is not be the case if the Newton iterations are applied directly to (4.4)—(4.6).
Note also that Newton iterations consist of solving systems of linear equations
involving the Jacobian of E: for that, we use a nested iterative method (BiCGStab
for example), which only requires a function that returns the matrix-vector product
by the Jacobian, and not the construction of the Jacobian, which is a huge and dense
matrix.

The strategy consisting in combining the continuation method with Newton
iterations has the advantage to be very general: it requires neither a variational
structure nor monotonicity: it has been successfully applied in many simulations,
for example for MFGs including congestion models, MFGs with two populations,
see paragraph Sect. 4.6 or MFGs in which the coupling is through the control. It is
generally much faster than the methods presented in paragraph Sect. 4.3, when the
latter can be used.

On the other hand, to the best of our knowledge, there is no general proof of
convergence. Having these methods work efficiently is part of the know-how of the
numerical analyst.

Since the strategy has been described in several articles of the first author, and
since it is discussed thoroughly in the paragraph Sect.4.6 devoted to pedestrian
flows, we shall not give any further detail here.
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4.5.2 A Recursive Algorithm Based on Elementary Solvers
on Small Time Intervals

In this paragraph, we consider a recursive method introduced by Chassagneux,
Crisan and Delarue in [32] and further studied in [33]. It is based on the following
idea. When the time horizon is small enough, mild assumptions allow one to
apply Banach fixed point theorem and give a constructive proof of existence
and uniqueness for system (4.3). The unique solution can be obtained by Picard
iterations, i.e., by updating iteratively the flow of distributions and the value
function. Then, when the time horizon T is large, one can partition the time interval
into intervals of duration 7, with T small enough. Let us consider the two adjacent
intervals [0, T — 7] and [T — 7, T]. The solutions in [0,7 — 7] x T¢ and in
[T — 7, T] x T¢ are coupled through their initial or terminal conditions: for the
former interval [0, T — 7], the initial condition for the distribution of states is given,
but the terminal condition on the value function will come from the solution in
[T — t, T]. The principle of the global solver is to use the elementary solver on
[T — t, T] (because 7 is small enough) and recursive calls of the global solver on
[0, T — 7], (which will in turn call the elementary solver on [T — 27, T — 7] and
recursively the global solver on [0, T — 27], and so on so forth).

We present a version of this algorithm based on PDEs (the original version in [32]
is based on forward-backward stochastic differential equations (FBSDEs for short)
but the principle is the same). Recall that T > 0 is the time horizon, m is the initial
density, ¢ is the terminal condition, and that we want to solve system (4.3).

Let K be a positive integer such that 7 = T/K is small enough. Let

ESolver : (t, i, ) — (m, u)

be an elementary solver which, given 7, an initial probability density /n defined on
T and a terminal condition ¢ T4 — R, returns the solution (u(t), m(t))ieo,7] to
the MFG system of forward-backward PDEs corresponding to these data, i.e.,

9 .
— al; (t,x) —vAu(t,x) = H(x,m(t, x), Vu(t, x)), [0, 7) x Td,

om . . d
Py (t,x) —vAm(t, x) —div (m(t, JHp (-, m(t, ), Vu(t, ~))) (x) =0, n (0, t] x T¢,

u(t, x) = ¢(x), m(0, x) = m(x), inT9.

The solver ESolver may for instance consist of Picard or Newton iterations.

We then define the following recursive function, which takes as inputs the level of
recursion k, the maximum recursion depth K, and an initial distribution m : T —
R, and returns an approximate solution of the system of PDEs in [kT /K, T] x
T with initial condition m(z,x) = s(x) and terminal condition u(T,x) =
¢(m(T, x), x). Calling RSolver(0, K, mg) then returns an approximate solution
(u(t), m(t))refo,1] to system (4.3) in [0, T] x T4, as desired.
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To compute the approximate solution on [kT/K,T] x T¢, the following is
repeated J times, say from j = 0 to J — 1, after some initialization step (see
Algorithm 4 for a pseudo code):

1. Compute the approximate solution on [(k 4+ 1)T/K, T] x T¢ by a recursive call
of the algorithm, given the current approximation of m((k + 1)T/K, -) (it will
come from the next point if j > 0).

2. Call the elementary solveron [kT /K, (k+ 1)T /K] x T givenu((k+ 1)T/K, -)
coming from the previous point.

Algorithm 4 Recursive Solver for the system of forward-backward PDEs

function RSornvEeRr(k, K, m)

if K = K then

u(t, ), mt, )= = (p@m(), ), m(-)) /1 last level of recursion
else

u(t, ), mt, et/ k+1T/K) < (0, m(-)) // initialization

(u(t, ), mt, Nie[k+D)T/K.T] < RSolver(k +1,K,m((k+1)T/K, ~))

/l'interval [(k + 1)T /K, T]

(u(t, ), m(t, iewr/k. +17/K] < ESolver(T/K, mkT/K,"),

u((k + DT/K,-)) /l interval kT /K, (k + )T/K]
return (u(t, ), m(t, -))re(kT/K.T)

In [32], Chassagneux et al. introduced a version based on FBSDEs and proved,
under suitable regularity assumptions on the decoupling field, the convergence of
the algorithm, with a complexity that is exponential in K. The method has been
further tested in [33] with implementations relying on trees and grids to discretize
the evolution of the state process.

4.6 An Application to Pedestrian Flows

4.6.1 An Example with Two Populations, Congestion Effects
and Various Boundary Conditions

The numerical simulations discussed in this paragraphs somehow stand at the state
of the art because they combine the following difficulties:

e The MFG models includes congestion effects. Hence the Hamiltonian does
not depend separately on Du and m. In such cases, the MFG can never be
interpreted as an optimal control problem driven by a PDE; in other words, there
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is no variational interpretation, which makes it impossible to apply the methods
discussed in Sect. 4.3.

* There are two populations of agents which interact with each other, which adds
a further layer of complexity. The now well known arguments due to Lasry and
Lions and leading to uniqueness do not apply

* The model will include different kinds of boundary conditions corresponding to
walls, entrances and exits, which need careful discretizations.

e We are going to look for stationary equilibria, despite the fact that there is no
underlying ergodicity: there should be a balance between exit and entry fluxes. A
special numerical algorithm is necessary in order to capture such situations

We consider a two-population mean field game in a complex geometry. It models
situations in which two crowds of pedestrians have to share a confined area. In this
case, the state space is a domain of R2. The agents belonging to a given population
are all identical, and differ from the agents belonging to the other population because
they have for instance different objectives, and also because they feel uncomfortable
in the regions where their own population is in minority (xenophobia). In the present
example, there are several exit doors and the agents aim at reaching some of these
doors, depending on which population they belong to. To reach their targets, the
agents may have to cross regions in which their own population is in minority. More
precisely, the running cost of each individual is made of different terms:

 afirst term only depends of the state variable: it models the fact that a given agent
more or less wishes to reach one or several exit doors. There is an exit cost or
reward at each doors, which depends on which population the agents belong to.
This translates the fact that the agents belonging to different populations have
different objectives

» the second term is a cost of motion. In order to model congestion effects, it
depends on the velocity and on the distributions of states for both populations

* the third term models xenophobia and aversion to highly crowded regions.

4.6.1.1 The System of Partial Differential Equations

Labelling the two populations with the indexes 0 and 1, the model leads to a system
of four forward-backward partial differential equations as follows:

ou

ato + vAug — Ho(Vug; mo, mp) = —Do(x, mo, my), (4.38)
d JH,
o _ vAmgy — div | mg 0 (Vug; mg,mq) | =0, (4.39)
at ap

ouy

ot +vAuy — Hi(Vuy; my, mg) = —®1(x, my, mo), (4.40)
d oH
i —vAmq —div | m 1(Vul;ml,mo) =0. 4.41)
ot ap
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In the numerical simulations discussed below, we have chosen

|pI?
Hi(x, p;mi,mj) = , 4.42
i(x, p;m; m/) 1+mi+5mj ( )
and
m;
®;(x,mj,m;) = 0.5+0.5 —05 mi—d),. (443
i(x,mj,mj) + (mi+mj+€ )_-i—(ml—i-m, )+, (4.43)

where € is a small parameter and j = 1 — i. Note that we may replace (4.43) by
a smooth function obtained by a regularization involving another small parameter
€.

* The choice of H; aims at modelling the fact that motion gets costly in the highly
populated regions of the state space. The different factors in front of m; and m
in (4.42) aim at modelling the fact that the cost of motion of an agent of a given
type, say i, is more sensitive to the density of agents of the different type, say j;
indeed, since the agents of different types have different objectives, their optimal
controls are unlikely to be aligned, which makes motion even more difficult.

* The coupling cost in (4.43) is made of three terms: the first term, namely 0.5, is

the instantaneous cost for staying in the domain; the term 0.5 ( - 0.5)
mj—+mj+e€ _

translates the fact that an agent in population i feels uncomfortable if its

population is locally in minority. The last term, namely (m; +m; — 4) 1, models

aversion to highly crowded regions.

4.6.1.2 The Domain and the Boundary Conditions

The domain €2 is displayed in Fig. 4.4. The solid lines stand for walls, i.e. parts of the
boundaries that cannot be crossed by the agents. The colored arrows indicate entries
or exits depending if they are pointing inward or outward. The two different colors
correspond to the two different populations, green for population O and orange for
population 1. The length of the northern wall is 5, and the north-south diameter is
2.5. The width of the southern exit is 1. The widths of the other exits and entrances
are 0.33. The width of the outward arrows stands for the reward for exiting.

* The boundary conditions at walls are as follows:

om;
(x) =0. (4.44)
on

OUi () =0, and
on
The first condition in (4.44) comes from the fact that the stochastic process
describing the state of a given agent in population i is reflected on walls. The
second condition in (4.44) is in fact —vaarfl" —m; n- 881;1- (Vuj;mi,mj) = 0,
where we have taken into account the Neumann condition on ;.
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— -
&= ——

Fig. 4.4 The domain Q2. The colored arrows indicate entries or exits depending if they are pointing
inward or outward. The two different colors correspond to the two different populations. The width
of the outward arrows stands for the reward for exiting

» At an exit door for population i, the boundary conditions are as follow
u; = exitcost, and m; =0. (4.45)

A negative exit cost means that the agents are rewarded for exiting the domain
through this door. The homogeneous Dirichlet condition on m; in (4.45) can be
explained by saying that the agents stop taking part to the game as soon as they
reach the exit.

* At an entrance for population i, the boundary conditions are as follows:

. om; 0H;
u; = exitcost, and v +m;n- 5 (Vui;mi,m;) = entry flux.
14

on
(4.46)

Setting a high exit cost prevents the agents from exiting though the entrance
doors.

In our simulations, the exit costs of population O are as follows:

1. North-West entrance : 0
2. South-West exit : —8.5
3. North-East exit : —4

4. South-East exit : 0

5. South exit : —7

and the exit costs of population 1 are

1. North-West exit : 0
2. South-West exit : —7
3. North-East exit : —4
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4. South-East entrance : 0
5. South exit: —4.

The entry fluxes are as follows:

1. Population O: at the North-West entrance, the entry flux is 1
2. Population 1: at the South-East entrance, the entry flux is 1.

For equilibria in finite horizon 7', the system should be supplemented with an
initial Dirichlet condition for m, m; since the laws of the initial distributions are
known, and a terminal Dirichlet-like condition for uq, u1 accounting for the terminal
costs.

4.6.2 Stationary Equilibria

We look for a stationary equilibrium. For that, we solve numerically (4.38)—
(4.41) with a finite horizon T, and with the boundary conditions described in
paragraph Sect. 4.6.1.2, see paragraph Sect. 4.6.5 below and use an iterative method
in order to progressively diminish the effects of the initial and terminal conditions:
starting from (u?, m?),'zo,l, the numerical solution of the finite horizon problem
described above, we construct a sequence of approximate solutions (uf, mf) ¢>1 by
the following induction: (uf“, mf“) is the solution of the finite horizon problem
with the same system of PDEs in (0, 7)) x €2, the same boundary conditions on
(0, T) x 0€2, and the new initial and terminal conditions as follows:

T
uf“(T,x):uf(z,x), xeQ, i=0,1, (4.47)
i

T
mf“(o,x)zm‘(z,x), xeQ, i=0,1. (4.48)

As ¢ tends to +o0o, we observe that (uf,mf) converge to time-independent
functions. At the limit, we obtain a steady solution of

vAug — Hy(Vug; mg, mp) = —®o(x, mg, my), (4.49)
. 0H

—vAmg —div | mg 5 (Vug; mg,mp) | =0, (4.50)
P

vAuy — Hi(Vuy; my, mg) = —®1(x, my, mo), (4.51)
. 0H,

—vAmy —div | m 5 (Vur;mi,mg) | =0, (4.52)
P

with the boundary conditions on €2 described in paragraph Sect. 4.6.1.2.
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4.6.3 A Stationary Equilibrium with v = 0.30

We first take a relatively large viscosity coefficient namely v = 0.30. In Fig. 4.5, we
display the distributions of states for the two populations, see Fig.4.5a, the value
functions for both populations, see Fig.4.5b, and the optimal feedback controls
of population O (respectively 1) in Fig.4.5¢ (respectively Fig.4.5d). We see that
population O enters the domain via the north-west entrance, and most probably
exits by the south-west exit door. Population 1 enters the domain via the south-east
entrance, and exits by two doors, the south-west and the southern ones. The effect
of viscosity is large enough to prevent complete segregation of the two populations.

4.6.4 A Stationary Equilibrium with v = 0.16

We decrease the viscosity coefficient to the value v = 0.16. We are going to see
that the solution is quite different from the one obtained for v = 0.3, because the

“popd)_sol_nu0 307062

“poplsol_nu0 307063

070000
060000
050000
040000
030000
020000
010000
000000

(a) Distributions of the two populations

pop)_sol_nu0 3070621luxes 200 gp"using 1:2:(53*Tacton($4*facton) — =

(c) Optimal feedback forpopulation 0 (d) Optimal feedback for population]

Fig. 4.5 Numerical Solution to Stationary Equilibrium with v ~ 0.3. (a) Distributions of the two
populations. (b) Value functions of the two populations. (¢) Optimal feedback for population 0. (d)
Optimal feedback for population 1
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*“pop0_sol_nu0.160285n
“pop_sol_nu. 160289

050000
050000
070000
060000
050000
040000
030000
020000
010000
000000

(a) Distributions of the two populations (b) Value functions of the two populations

*pop0_sol_nu0.160289Muxes 200.gp" using 1:2:(53*actor):($4*Tactor) — -

0 0s 1 i 2 25 3 35 4 0 05 s 2 25 3 35 B

(c) Optimal feedback for population0 (d) Optimal feedback for population 1

Fig. 4.6 Numerical Solution to Stationary Equilibrium with v ~ 0.16. (a) Distributions of the two
populations. (b) Value functions of the two populations. (¢) Optimal feedback for population 0. (d)
Optimal feedback for population 1

populations now occupy separate regions. In Fig. 4.6, we display the distributions of
states for the two populations, see Fig. 4.6a, the value functions for both populations,
see Fig. 4.6b, and the optimal feedback controls of population O (respectively 1) in
Fig. 4.6c (respectively Fig. 4.6d). We see that population O enters the domain via the
north-west entrance, and most probably exits by the south-west exit door. Population
1 enters the domain via the south-east entrance, and most probably exits the domain
by the southern door. The populations occupy almost separate regions. We have
made simulations with smaller viscosities, up to v = 1073, and we have observed
that the results are qualitatively similar to the ones displayed on Fig.4.6, i.e. the
distribution of the populations overlap less and less and the optimal strategies are
similar. As v is decreased, the gradients of the distributions of states increase in the
transition regions between the two populations.
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4.6.5 Algorithm for Solving the System of Nonlinear
Equations

We briefly describe the iterative method used in order to solve the system of non-
linear equations arising from the discretization of the finite horizon problem. Since
the latter system couples forward and backward (nonlinear) equations, it cannot be
solved by merely marching in time. Assuming that the discrete Hamiltonians are
C? and the coupling functions are C! (this is true after a regularization procedure
involving a small regularization parameter) allows us to use a Newton—Raphson
method for the whole system of nonlinear equations (which can be huge if d > 2).

Disregarding the boundary conditions for simplicity, the discrete version of the
MFG system reads

Uk,n+l_ k,n
iJ iJ k1 kol kan+1) _ ykantl
N @ U g (U ZE ) = Y (4.53)
ML gk
b N v MR T (Uk’”“,Mk’”“,Zk’"“) =0, (454)
lef,jn+1 —_d, (xim Mf’]f’“, Mi{;k,n+1)7 (4.55)
-1
Zhrt = (1 +ME 5Mi{jfkv"+‘) . (4.56)
for k = 0, 1. The system above is satisfied for internal points of the grid, i.e.

2 <i,j < Njp — 1, and is supplemented with suitable boundary conditions. The
ingredients in (4.53)—(4.56) are as follows:

[VaUli.j = (D U)ij. (DY U)io1,j. (DS U); . (DS Ui j—1) € RY,
and the Godunov discrete Hamiltonian is

A(q1.q2. 3. q4.2) = ([(qo*]2 +lg3) P+ g TP+ [(q4)+12) .

The transport operator in the discrete Fokker—Planck equation is given by

M; j0g, HIVyUY; j. Zi ) — M1, j0q, HIVRUYi—1,j. Zi1,})
+Mit1, 0y HIVRU i1, jo Zig1,j) — Mi jog, HIVRUY; j, Zi )
+M; jogy HIVRUY . Zi,j) — Mi j 103 Hx, [V4UY; j—1. Zi j—1)
+M; j110g, HIVR U j11. Zij41) — My jog, HIVRUY j. Zi )

1
TijU.M.2) =,

We define the map O :

. 0,n 1,n 0,n 1,n 0,n n
®: (Yi,j’Yi,j’Zi,j’Zi,j>i e (Mi,j’Mi,j) i

Jn

LJ.n
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by solving first the discrete HIB equation (4.53) (supplemented with boundary
conditions) then the discrete Fokker—Planck equation (4.54) (supplemented with
boundary conditions). We then summarize (4.55) and (4.56) by writing

0,n 1,n 0,n 1,n _ 0,n 1,n
(Yi,j Y2y 2 )i,j,n =¥ ((Mi,j M, ),-,j,,,) : (4.57)

Here n takes its values in {1..., N} and i, j take their values in {1..., N,}. We
then see the full system (4.53)—(4.56) (supplemented with boundary conditions) as
a fixed point problem for the map E = W o ©.

Note that in (4.53) the two discrete Bellman equations are decoupled and do not
involve M*"*+1 Therefore, one can first obtain U 0 < n < N, k = 0,1 by
marching backward in time (i.e. performing a backward loop with respect to the
index n). For every time index , the two systems of nonlinear equations for U*",
k = 0,1 are themselves solved by means of a nested Newton—Raphson method.
Once an approximate solution of (4.53) has been found, one can solve the (linear)
Fokker-Planck equations (4.54) for Mk 0 < n < N,k = 0,1, by marching
forward in time (i.e. performing a forward loop with respect to the index n). The
solutions of (4.53)—(4.54) are such that M*" are nonnegative.

The fixed point equation for E is solved numerically by using a Newton—Raphson
method. This requires the differentiation of both the Bellman and Kolmogorov
equations in (4.53)—(4.54), which may be done either analytically (as in the present
simulations) or via automatic differentiation of computer codes (to the best of
our knowledge, no computer code for MFGs based on automatic differentiation is
available yet, but developing such codes seems doable and interesting).

A good choice of an initial guess is important, as always for Newton methods.
To address this matter, we first observe that the above mentioned iterative method
generally quickly converges to a solution when the value of v is large. This leads us
to use a continuation method in the variable v: we start solving (4.53)—(4.56) with
a rather high value of the parameter v (of the order of 1), then gradually decrease v
down to the desired value, the solution found for a value of v being used as an initial
guess for the iterative solution with the next and smaller value of v.

4.7 Mean Field Type Control

As mentioned in the introduction, the theory of mean field games allows one to
study Nash equilibria in games with a number of players tending to infinity. In
such models, the players are selfish and try to minimize their own individual cost.
Another kind of asymptotic regime is obtained by assuming that all the agents use
the same distributed feedback strategy and by passing to the limit as N — oo
before optimizing the common feedback. For a fixed common feedback strategy, the
asymptotic behavior is given by the McKean-Vlasov theory, [34, 35]: the dynamics
of a representative agent is found by solving a stochastic differential equation with
coefficients depending on a mean field, namely the statistical distribution of the
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states, which may also affect the objective function. Since the feedback strategy
is common to all agents, perturbations of the latter affect the mean field (whereas
in a mean field game, the other players’ strategies are fixed when a given player
optimizes). Then, having each agent optimize her objective function amounts to
solving a control problem driven by the McKean-Vlasov dynamics. The latter is
named control of McKean-Vlasov dynamics by R. Carmona and F. Delarue [36—
38] and mean field type control by A. Bensoussan et al. [39, 40]. Besides the
aforementioned interpretation as a social optima in collaborative games with a
number of agents growing to infinity, mean field type control problems have also
found applications in finance and risk management for problems in which the
distribution of states is naturally involved in the dynamics or the cost function.
Mean field type control problems lead to a system of forward-backward PDEs
which has some features similar to the MFG system, but which can always be seen
as the optimality conditions of a minimization problem. These problems can be
tackled using the methods presented in this survey, see e.g. [23, 41]. For the sake
of comparison with mean field games, we provide in this section an example of
crowd motion (with a single population) taking into account congestion effects. The
material of this section is taken from [42].

4.7.1 Definition of the Problem

Before focusing a specific example, let us present the generic form of a mean field
type control problem. To be consistent with the notation used in the MFG setting,
we consider the same form of dynamics and the same running and terminal costs
functions f and ¢. However, we focus on a different notion of solution: Instead
of looking for a fixed point, we look for a minimizer when the control directly
influences the evolution of the population distribution. More precisely, the goal is to
find a feedback control v* : Q7 — R? minimizing the following functional:

T
J:vis J) =E [/ FOXP,m¥(t, XY), v(t, XP)dt + ¢ (X%, m"(T, x;))}
0

under the constraint that the process X” = (X} );>0 solves the stochastic differential
equation (SDE)

dX' =b(X?, m"(t, X"), v(t, X"))dt + ~2vdW,, 1 >0, (4.58)

and X has distribution with density mq. Here m; is the probability density of the
law of X7, so the dynamics of the stochastic process is of McKean-Vlasov type.

For a given feedback control v, m} solves the same Kolmogorov—Fokker-Planck
(KFP) equation (4.2) as in the MFG, but the key difference between the two
problems lies in the optimality condition. For the mean field type control problem,
one cannot rely on standard optimal control theory because the distribution of the
controlled process is involved in a potentially non-linear way.
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In [40], A. Bensoussan, J. Frehse and P. Yam have proved that a necessary
condition for the existence of a smooth feedback function v* achieving J(v*) =
min J (v) is that

v (¢, x) = argmax { — f(x,m(t,x),a) — (b(x,m(t, x),a), Vu(t, x))},
acRd

where (m, u) solve the following system of partial differential equations

- (;l: (t,x) —vAu(t,x) + H(x,m(t, x), Vu(t, x)) +f BZ &, m(T,&),Vu(t,&))m(T,&)ds =0, in [0, T) x T‘l,

Td 0,
‘2’;’ (t,x) —vAm(t,x) —div (m(t, ) Hp (-, m(t, ), Vu(t, ) (x) = 0, in 0,T] x T¢,
a .
u(T,x) = ¢(x,m(T, x)) + fpl afl (& m(T, &)m(T, §)ds, m(0, x) = mo(x), n 1.

Here, 3‘2” denotes a derivative with respect to the argument m, which is a real number
because the dependence on the distribution is purely local in the setting considered
here. When the Hamiltonian depends on the distribution 7 in a non-local way, one
needs to use a suitable notion of derivative with respect to a probability density or a
probability measure, see e.g. [4, 38, 40] for detailed explanations.

4.7.2 Numerical Simulations

Here we model a situation in which a crowd of pedestrians is driven to leave a
given square hall (whose side is 50 m long) containing rectangular obstacles: one
can imagine for example a situation of panic in a closed building, in which the
population tries to reach the exit doors. The chosen geometry is represented on
Fig.4.7.

o N W B U

50

I | 50 0

exit exit

Fig. 4.7 Left: the geometry (obstacles are in red). Right: the density att =0
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The aim is to compare the evolution of the density in two models:

1. Mean field games: we choose v = 0.05 and the Hamiltonian takes congestion
effects into account and depends locally on m; more precisely:

8pl? 1

H(x,m,p) =— .
a —i—m)?t 3200

The MFG system of PDEs (4.3) becomes

005 A Vul? ! (4.59a)
. u— ulc=— , .59a
at a —l—m)i 3200
am . mVu

—0.05 Am — 16div . =o0. (4.59b)
ot (14 m)

The horizon T is T = 50 min. There is no terminal cost, i.e. ¢ = 0.

There are two exit doors, see Fig. 4.7. The part of the boundary corresponding
to the doors is called I'p. The boundary conditions at the exit doors are chosen
as follows: there is a Dirichlet condition for # on I'p, corresponding to an exit
cost; in our simulations, we have chosen u = 0 on I'p. For m, we may assume
that m = 0 outside the domain, so we also get the Dirichlet condition m = 0 on
I'p.

The boundary I'y corresponds to the solid walls of the hall and of the
obstacles. A natural boundary condition for u on Iy is a homogeneous Neumann
boundary condition, i.e. gz = 0 which says that the velocity of the pedestrians
is tangential to the walls. The natural condition for the density m is that

v%’jf + m%il (-,m, Vu) - n = 0, therefore %’:: =0onTly.
2. Mean field type control: this is the situation where pedestrians or robots use the
same feedback law (we may imagine that they follow the strategy decided by a

leader); we keep the same Hamiltonian, and the HJB equation becomes

0

2 6
Y 0.05 Au— (
ot

+ |Vul> = — . (4.60)
(1 +m)s (1+m)1) 3200

while (4.59b) and the boundary conditions are unchanged.

The initial density m is piecewise constant and takes two values 0 and 4 people/m?,
see Fig.4.7. At = 0, there are 3300 people in the hall.

We use the method described in Sect.4.5.1, i.e., Newton iterations with the
finite difference scheme originally proposed in [9], see [16] for some details on
the implementation.

On Fig. 4.8, we plot the density m obtained by the simulations for the two models,
att = 1, 2, 5, and 15 min. With both models, we see that the pedestrians rush
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Fig. 4.8 The density computed with the two models at different dates, t = 1, 5 and 15 min. (from
top to bottom). Left: Mean field game. Right: Mean field type control

towards the narrow corridors leading to the exits, at the left and right sides of the
hall, and that the density reaches high values at the intersections of corridors; then
congestion effects explain why the velocity is low (the gradient of «) in the regions
where the density is high, see Fig.4.9. We see on Fig. 4.8 that the mean field type
control leads to lower peaks of density, and on Fig. 4.10 that it leads to a faster exit
of the room. We can hence infer that the mean field type control performs better
than the mean field game, leading to a positive price of anarchy.

4.8 MFGs in Macroeconomics

The material of this section is taken from a work of the first author with Jiequn Han,
Jean-Michel Lasry, Pierre-Louis Lions, and Benjamin Moll, see [43], see also [44].
In economics, the ideas underlying MFGs have been investigated in the so-called
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Fig. 4.10 Evolution of the total remaining number of people in the room for the mean field game

(red line) and the mean field type control (dashed blue line)
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heterogeneous agents models, see for example [45-48], for a long time before the
mathematical formalization of Lasry and Lions. The latter models mostly involve
discrete in time optimal control problems, because the economists who proposed
them felt more comfortable with the related mathematics. The connection between
heterogeneous agents models and MFGs is discussed in [44].

We will first describe the simple yet prototypical Huggett model, see [45, 46], in
which the constraints on the state variable play a key role. We will then discuss the
finite difference scheme for the related system of differential equations, putting the
stress on the boundary conditions. Finally, we will present numerical simulations of
the richer Aiyagari model, see [47].

Concerning HJB equations, state constraints and related numerical schemes have
been much studied in the literature since the pioneering works of Soner and Capuzzo
Dolcetta-Lions, see [49-51]. On the contrary, the boundary conditions for the related
invariant measure had not been addressed before [43, 44]. The recent references [52,
53] contain a rigorous study of MFGs with state constraints in a different setting
from the economic models considered below.

4.8.1 A Prototypical Model with Heterogeneous Agents:
The Huggett Model

4.8.1.1 The Optimal Control Problem Solved by an Agent

We consider households which are heterogeneous in wealth x and income y. The
dynamics of the wealth of a household is given by

dx; = (rx; — ¢ + yp)dt,

where r is an interest rate and c; is the consumption (the control variable). The
income y; is a two-state Poisson process with intensities A1 and A2, i.e. y; € {y1, y2}
with y; < y, and

P(yrrar =yil yr =y =1 = MAt +0(AD),  POrrar = y2l yr = y1) = M At +0(AD),

Prrar =21y =y2) =1 =M At +0(At), Prrar =1l ¥ = y2) = AaAt +o(Ab).

Recall that a negative wealth means debts; there is a borrowing constraint: the
wealth of a given household cannot be less than a given borrowing limit x. In the
terminology of control theory, x; > x is a constraint on the state variable.

A household solves the optimal control problem

dx; = (y; + rx; — ¢;)drt,
X = X,

o0
11{1a}xE/ e P u(cy)dt subjectto{
cr 0
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where

* pis a positive discount factor
e yu is a utility function, strictly increasing and strictly concave, e.g. the CRRA
(constant relative risk aversion) utility:

ue)=c"r/1-y), y>0.

Fori = 1,2, let v;(x) be the value of the optimal control problem solved by an
agent when her wealth is x and her income y;. The value functions (v (x), v2(x))
satisfy the system of differential equations:

—pvy + H(x, y1,0xv1) + Ajva(x) — Av1(x) =0, x> x, (4.61)

—pvy + H(x, y2, 0y v2) + Aov1 (x) — Aovp(x) =0, x > x, (4.62)

where the Hamiltonian H is given by
H(x.y, p) = max((y +rx = )p + ().
[G=

The system of differential equations (4.61)—(4.62) must be supplemented with
boundary conditions connected to the state constraints x > x. Viscosity solutions
of Hamilton—Jacobi equations with such boundary conditions have been studied
in [49-51]. It is convenient to introduce the non-decreasing and non-increasing
envelopes H' and HY of H:

HT(x,y,p) =0 max ((y—l—rx —c)p+u(c)),

<c<ytrx

Hl(x,y,p)z max ((y~|—rx—c)p~|—u(c)).

max(0,y+rx)<c

It can be seen that
H(x.y.p)=H'(x.y. p) + H'(x.y, p) —min H(x. y. p).
The boundary conditions associated to the state constraint can be written

— pv1(x) + H'(x, y1, 3xv1) + A2 (x) — Ajv1 (x) = 0, (4.63)
—pva(x) + HT(x, y2, 9:v2) + A1 (x) — Aava(x) = 0. (4.64)
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H(x,y,p)

positive optimal drift
i.e. positive optimal savings

Pmin = (v +7rx)7 /
P

-----

negative optimal drift

i.e. negative optimal savings

Fig. 4.11 The bold line is the graph of the function p — H(x, y, p). The dashed and bold blue
lines form the graph of p +— HYV(x,y, p). The dashed and bold red lines form the graph of

p— H'(x,y,p)

Consider for example the prototypical case when u(c) = lly 77 with y > 0.
Then

_1
14 -

1
Hery p=max(G+rx—op+ ) =0+rmp+ 7 p
’ -

< 4 I—y

In Fig. 4.11, we plot the graphs of the functions p — H(x, y, p), p > HT(x, v, p)
and p — HV(x,y, p) fory = 2.

4.8.1.2 The Ergodic Measure and the Coupling Condition

In Huggett model, the interest rate r is an unknown which is found from the fact that
the considered economy neither creates nor destroys wealth: the aggregate wealth !
can be fixed to 0.

On the other hand, the latter quantity can be deduced from the ergodic measure of
the process, i.e. m| and m», the wealth distributions of households with respective
income y; and y», defined by

Jim B(p(x)lye = yi) = (mi. ¢), V¢ € Cp([x, +00)).

The measures mj and my are defined on [x,+00) and obviously satisfy the
following property:

/ dmi(x) +/ dmo(x) = 1. (4.65)

xX>x
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Prescribing the aggregate wealth amounts to writing that

/ xdmi(x) + / xdmo(x) = 0. (4.66)

X>Xx

In fact (4.66) plays the role of the coupling condition in MFGs. We will discuss this
point after having characterized the measures m| and m»: it is well known that they
satisfy the Fokker—Planck equations

=3 (m1Hp(, y1,0xv1)) + Aymy — Aama =0,
—0x (m2Hp (-, y2, 0xv2)) + Aomy — Aymy =0,

in the sense of distributions in (x, +00).

Note that even if m and my are regular in the open interval (x, +00), it may
happen that the optimal strategy of a representative agent (with income y; or y;)
consists of reaching the borrowing limit x = x in finite time and staying there; in
such a case, the ergodic measure has a singular part supported on {x = x}, and its
absolutely continuous part (with respect to Lebesgue measure) may blow up near
the boundary.

For this reason, we decompose m; as the sum of a measure absolutely continuous
with respect to Lebesgue measure on (x, +o0) with density g; and possibly of a
Dirac mass at x = x: for each Borel set A C [x, +00),

mi(A) = / gi(x)dx + pnidx(A), =12 (4.67)
A

Here, g; is a measurable and nonnegative function.
Assuming that 9, v; (x) have limits when x — x, (this can be justified rigorously
for suitable choices of u), we see by definition of the ergodic measure, that for all

test-functions (@1, ¢2) € (Cl([x, —l—OO)))z,

0= [ 100(k1200) = 1) + Hy(r 1. 01 ()1 (0 )
b [ a0 (ka0 = haga) + HpCx, 328,020,020 )

1 (19200 = M1 () + H (e, y1. 001 (2)):61 ()

+ M2<)»2¢1(X) — hago(x) + H] (x, y2, 8xv2(x+))3x¢2(X)>~
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It is also possible to use ¢; = 1 and ¢» = 0 as test-functions in the equation above.
This yields

)\1/ dm(x) =)\.2/ dmy(x).

Hence

%) / Al
dmi(x) = , dmy(x) = . 4.68
/PX 1(x) A - 2(x) ot (4.68)

4.8.1.3 Summary
To summarize, finding an equilibrium in the Huggett model given that the aggregate
wealth is O consists in looking for (7, vy, vy, m1, m2) such that

* the functions v and v; are viscosity solutions to (4.61), (4.62), (4.63), and (4.64)

e the measures mj and my satisfy (4.68), m; = gL + w;dx=x, where L is
the Lebesgue measure on (x, +00), g; iS a measurable nonnegative function
(x, 400) and for all i = 1, 2, for all test function ¢:

f ()\jgj(x)_)»igi(x))¢(x)dx+/ Hp(x, yi, 0xvi (x))0xp (x)dx

i (=Rid () + H (e, 31, 0201 (6,009 () + 126 ()

’

(4.69)

where j =2ifi =1land j =1ifi = 2.

» the aggregate wealth is fixed, i.e. (4.66). By contrast with the previously
considered MFG models, the coupling in the Bellman equation does not come
from a coupling cost, but from the implicit relation (4.66) which can be seen as
an equation for r. Since the latter coupling is only through the constant value r,
it can be said to be weak.

4.8.1.4 Theoretical Results
The following theorem, proved in [43], gives quite accurate information on the
equilibria for which r < p:

Theorem 5 Let ¢ (x) be the optimal consumption of an agent with income y; and
wealth x.
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1. If r < p, then the optimal drift (whose economical interpretation is the optimal
saving policy) corresponding to income y\, namely rx + y; — ¢} (x), is negative
forall x > x.

"
2. Ifr < pand — ';, ((yy I'j:rr;)) < 400, then there exists a positive number vy (that can

be written explicitly) such that for x close to x,

Vx+Y1—CT(X)~—\/2v1\/x—x<O,

so the agents for which the income stays at the lower value y; hit the borrowing
limit in finite time, and

Y1

Jx=x’

for some positive value y| (that can be written explicitly).

w1 >0, g1(x) ~

3. If r < p and sup, (— C":,/;E‘)')) < +00, then there exists x < x < +00 such that

rx +y» —c5(x) <0, forall x > x,

rx +y» —c5(x) > 0, forallx < x < x.

Moreover iy = 0 and if x > x, then for some positive constant {3, rx + y» —
c§ (x) ~ & (x — x) for x close to x.

From Theorem 5, we see in particular that agents whose income remains at the lower
value are drifted toward the borrowing limit and get stuck there, while agents whose
income remains at the higher value get richer if their wealth is small enough. In
other words, the only way for an agent in the low income state to avoid being drifted
to the borrowing limit is to draw the high income state. Reference [43] also contains
existence and uniqueness results.

4.8.2 A Finite Difference Method for the Huggett Model
4.8.2.1 The numerical scheme

We wish to simulate the Huggett model in the interval [x, X]. Consider a uniform

grid on [x, X] with step & = xlghx: wesetx; = x +ih,i =0,..., Ny. The discrete
approximation of v;(x;) is named v; ;. The discrete version of the Hamiltonian H

involves the function H : R* — R,

Hx, y, &, 6) = HY(x,y,6) + HY (x, y, &) — min H(x, y. p).

We do not discuss the boundary conditions at x = X in order to focus on the
difficulties coming from the state constraint x; > x. In fact, if X is large enough,
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state constraint boundary conditions can also be chosen at x = X. The numerical
monotone scheme for (4.61), (4.62), (4.63), and (4.64) is

Vitli— Vi Vii—Ui_l.i

= pvjj +'H(xl-, Vs I+I'Jh no hl 1 ) + A (vig — Ui,j) =0, foro<i< Ny, (470)
vl — v

—pv, j + HT (x, Vi 1. /’l 0.J ) + A (UO.k - UO.j) =0, fOI' i=0, (4.71)

where k = 2if j = 1 and k = 1 if j = 2. In order to find the discrete version of the
Fokker—Planck equation, we start by writing (4.70)—(4.71) in the following compact
form:

—pV4+F(V) =0, (4.72)

with self-explanatory notations. The differential of # at V maps W to the grid
functions whose (i, j)-th components is:

e if0<i < Np:
H; (xi, Vi vi“"jh_ o ) wiﬂ'jh_ Yig Hlf (xi, Vi i _hvifl'j ) i _hwifl‘j + i (wig —wi ),
4.73)
e Ifi =0:
Vi,j —vo,j | Wi,j — Wo,j
H[I <x,yj, n ) " + A (w(),k —w(),j). 4.74)

We get the discrete Fokker—Planck equation by requiring that (DF(V)W, M) = 0
for all W, where M = (m; j)o<i<n,, j=1,2; more explicitly, we obtain:

Ak — )\jmi,j
Vi,j — Viel,j

Vidl,j — Vi, j
b )—mi+1,jH,f (xi+1,yj, jh />>

1 Vitl,j ~Vi,j Vi,j —Vi-1,j
~ (mi,jH[T<xi,)’j, Jh ! _mi—l,jH[T Xic1.yj. ! A 7).

(4.75)

+, mi,jH,f Xis Yjs
O:

forO < i < Nj, and

1 vy, j — 0, vy, — Vo,
0=)»km0,k—)»jm0,j—h(mO,jH;I<X~Yjv Ih J>+m1,jH[f(x17Yj, jh I>>

(4.76)

Assuming for simplicity that in (4.67), (g;)j=1,2 are absolutely continuous with
respect to the Lebesgue measure, equations (4.75) and (4.76) provide a consistent
discrete scheme for (4.69) if hmy ; is seen as the discrete version of w ; and if m; ; is
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the discrete version of g;(x;). If we do not suppose that g; is absolutely continuous
with respect to the Lebesgue measure, then m; ; may be seen as a discrete version

of | [Eith/2 4 ()
h Jxi—hj2 48j\X)-
The consistency of (4.75) for i > 0 is obtained as usual. Let us focus on (4.76):

assume that the following convergence holds:

=0.

lim max |v; j — v(x;, y;)| =0 and lim max
h—0 i,j h—0

V1. — Vo,
! ! _axvj(x)
J h

Assume that H,(x, 9xv;j(x)) > & for a fixed positive number ¢ > 0. Then for A
small enough,

V1i.i — V0. i V1 i — Vo i
Hlf(x,-,yj, l’jh 0’/>>O and Hlf<x,»,yj, Ljh 0”):0,

fori = 0, 1. Plugging this information in (4.76) yields that my_; is of the same order
as hmg y, in agreement with the fact that since the optimal drift is positive, there is
no Dirac mass at x = x. In the opposite case, we see that (4.76) is consistent with
the asymptotic expansions found in Theorem 5.

4.8.2.2 Numerical Simulations

On Fig.4.12, we plot the densities g; and g» and the cumulative distributions
[ dm and [* dm>, computed by two methods: the first one is the finite difference
descrived above. The second one consists of coupling the finite difference scheme
described above for the HIB equation and a closed formula for the Fokker—Planck
equation. Two different grids are used with N, = 500 and N, = 30. We see that for
Ny = 500, it is not possible to distinguish the graphs obtained by the two methods.
The density g; blows up at x = x while g> remains bounded. From the graphs of
the cumulative distributions, we also see that ;; > 0 while uy = 0.

4.8.3 The Model of Aiyagari

There is a continuum of agents which are heterogeneous in wealth x and productiv-
ity y. The dynamics of the wealth of a household is given by

dx; = (wyr + rx; — cp)dt,

where r is the interest rate, w is the level of wages, and ¢; is the consumption (the
control variable). The dynamics of the productivity y; is given by the stochastic
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Fig. 4.12 Huggett model: Left: the measures g; obtained by an explicit formula and by the finite
difference method for two grid resolutions with 500 nodes (Top) and 30 nodes (Bottom). Right:
the cumulative distributions fx “dm;. Top: (a) Densities. (b) Cumulative Distribution. Bottom: (a)
Densities. (b) Cumulative Distribution

differential equation in R :

dy, = p(y)dt + o (y;)d Wy,

where W; is a standard one dimensional Brownian motion. Note that this models
situations in which the noises in the productivity of the agents are all independent
(idiosyncratic noise). Common noise will be briefly discussed below.

As for the Huggett model, there is a borrowing constraint x; > x, a household
tries to maximize the utility E fooo e P"u(c,)dt. To determine the interest rate r and
the level of wages w, Aiyagari considers that the production of the economy is given
by the following Cobb-Douglas law:

F(X,Y) = AX*y'™,
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for some @ € (0, 1), where, if m(-, -) is the ergodic measure,

* A is a productivity factor
c X=/[_, fy€R+ xdm(x, y) is the aggregate capital
s Y=/[_. fyeR+ ydm(x, y) is the aggregate labor.

The level of wages w and interest rate r are obtained by the equilibrium relation
(X,Y) = argmax(F(X, Y)— (r+8)X — wY),
where § is the rate of depreciation of the capital. This implies that
r=oxF(X,Y) -4, w=0dyF(X,Y).

Remark 12 Tackling a common noise is possible in the non-stationary version of the
model, by letting the productivity factor become a random process A, (for example
A; may be a piecewise constant process with random shocks): this leads to a more
complex setting which is the continuous-time version of the famous Krusell-Smith
model, see [48]. Numerical simulations of Krusell-Smith models have been carried
out by the authors of [43], but, in order to keep the survey reasonnably short, we
will not discuss this topic.

The Hamiltonian of the problem is H (x, y, p) = max, (u () + pwy +rx — c))

and the mean field equilibrium is found by solving the system of partial differential
equations:

o%(y)
0= ) dyyv + w(y)dyv + H(x, y, 9xv) — pv, @.77)

0= —;ayy (az(y)m) + (,u(y)m) + 0, (mH,,(x, y, 8xv)), (4.78)

in (x, +00) x Ry with suitable boundary conditions on the line {x = x} linked to

the state constraints, [ _ |, VeR, dm(x,y) = 1, and the equilibrium condition

r=dxF(X,Y) -, w=09dyF(X,Y),
X =/ / xdm(x,y) Y =/ / ydm(x,y). (4.79)
x>x JyeRy x>x JyeRy

The boundary condition for the value function can be written
2
0= M, v Bt ; 480
= 5 U+ 1(y)dyv + H' (x,y, yv) — pv, (4.80)

where p — H'(x, y, p) is the non-decreasing envelope of p — H(x, y, p).
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We are going to look for m as the sum of a measure which is absolutely
continuous with respect to the two dimensional Lebesgue measure on (x, +00) x R
with density g and of a measure 1 supported in the line {x = x}:

dm(x,y) = g(x, y)dxdy + dn(y), (4.81)

and for all test function ¢:

2
/ / . g(x,y) (U 2(y) Oyy (x, ) + Hp(x, y, 0xv(x, y))x @ (x, y) + u(y)dy¢ (x, y)) dxdy
x>x JyeRy -0

2(y
+/ . (U 2(})3yy¢(x,y)+HpT(x,y,3xv(x+,y))3x¢(x,y)+M(y)3y¢(x,y)) dn(y)
yeR4

(4.82)

Note that it is not possible to find a partial differential equation for n on the line
x = x, nor a local boundary condition for g, because it is not possible to express

the term HII (x, y, 0xv(x,, ¥))3x¢(x, y)dn(x, y) as a distribution acting on

YER4
¢(x,-).

The finite difference scheme for (4.77), (4.80), (4.81), (4.82), and (4.79) is found
exactly in the same spirit as for Huggett model and we omit the details. In Fig. 4.13,
we display the optimal saving policy (x, y) — wy + rx — ¢*(x, y) and the ergodic
measure obtained by the above-mentioned finite difference scheme for Aiyagari
model with u(c) = —c~!. We see that the ergodic measure m (right part of Fig. 4.13)
has a singularity on the line x = x for small values of the productivity y, and for
the same values of y, the density of the absolutely continuous part of m with respect
to the two-dimensional Lebesgue measure blows up when x — x. The economic
interpretation is that the agents with low productivity are drifted to the borrowing
limit. The singular part of the ergodic measure is of the same nature as the Dirac
mass that was obtained for y = y; in the Huggett model. It corresponds to the
zone where the optimal drift is negative near the borrowing limit (see the left part of
Fig.4.13).

4.9 Conclusion

In this survey, we have put stress on finite difference schemes for the systems
of forward-backward PDEs that may stem from the theory of mean field games,
and have discussed in particular some variational aspects and numerical algorithms
that may be used for solving the related systems of nonlinear equations. We
have also addressed in details two applications of MFGs to crowd motion and
macroeconomics, and a comparison of MFGs with mean field control: we hope
that these examples show well on the one hand, that the theory of MFGs is quite
relevant for modeling the behavior of a large number of rational agents, and on the
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Fig. 4.13 Numerical simulations of Aiyagari model with u(c) = —c~!. Left: the optimal drift
(optimal saving policy) wy + rx — ¢*(x, y). Right: the part of the ergodic measure which is
absolutely continuous with respect to Lebesgue measure

other hand, that several difficulties must be addressed in order to tackle realistic
problems.
To keep the survey short, we have not addressed the following interesting aspects:

* Semi-Lagrangian schemes for the system of forward-backward PDEs. While
semi-Lagrangian schemes for optimal control problems have been extensively
studied, much less has been done regarding the Fokker—Planck equation. In the
context of MFGs, semi-Lagrangian schemes have been investigated by F. Camilli
and F. Silva, E. Carlini and F. Silva, see the references [54-57]. Arguably, the
advantage of such methods is their direct connection to the underlying optimal
control problems, and a possible drawback may be the difficulty to address
realistic boundary conditions.

* An efficient algorithm for ergodic MFGs has been proposed by in [58, 59]. The
approach relies on a finite difference scheme and a least squares formulation,
which is then solved using Gauss-Newton iterations.

* D. Gomes and his coauthors have proposed gradient flow methods for solving
deterministic mean field games in infinite horizon, see [60, 61], under a
monotonicity assumption. Their main idea is that the solution to the system of
PDEs can be recast as a zero of a monotone operator, an can thus be found by
following the related gradient flow. They focus on the following example:

A+ Ho(-, Vu) —log(m) = 0, in T, (4.83a)
—div (ma,,Ho(-, m, Vu)) =0, inT, (4.83b)

/m:l, /u:O, m>0inT, (4.83c¢)
T T
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where the ergodic constant A is an unknown. They consider the following
monotone map :

A (u) _ <—div (m(-)dpHo(-, m(-), W(.))))
m) —Hy(-, Vu) + log(m) ’

Thanks to the special choice of the coupling cost log(m), a gradient flow method

applied to A, i.e.
( r ) < r ) ( ) ’
dr my me )\r

preserves the positivity of m (this may not be true with other coupling costs, in
which case additional projections may be needed). The real number A; is used to
enforce the constraint [ m, = 1.

This idea has been studied on the aforementioned example and some variants
but needs to be tested in the stochastic case (i.e., second order MFGs) and with
general boundary conditions. The generalization to finite horizon is not obvious.

e Mean field games related to impulse control and optimal exit time have been
studied by C. Bertucci, both from a theoretical and a numerical viewpoint,
see [62]. In particular for MFGs related to impulse control problems, there
remains a lot of difficult open issues.

* High dimensional problems. Finite difference schemes can only be used if the
dimension d of the state space is not too large, say d < 4. Very recently, there
have been attempts to use machine learning methods in order to solve problems in
higher dimension or with common noise, see e.g. [63—66]. The main difference
with the methods discussed in the present survey is that these methods do not
rely on a finite-difference scheme but instead use neural networks to approximate
functions with a relatively small number of parameters. Further studies remain
necessary before it is possible to really evaluate these methods.

* Numerical methods for the master equation when the state space is finite, see
works in progress by the first author and co-workers.

To conclude, acknowledging the fact that the theory of mean field games have
attracted a lot of interest in the past decade, the authors think that some of the most
interesting open problems arise in the actual applications of this theory. Amongst
the most fascinating aspects of mean field games are their interactions with social
sciences and economics. A few examples of such interactions have been discussed
in the present survey, and many more applications remain to be investigated.
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