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Abstract. We present a new method for end-to-end automatic volumetric segmen-
tation of fetal structures in MRI scans with deep learning networks trained with
very few annotated scans. It consists of three main stages: 1) two-step automatic
structure segmentation with custom 3D U-Nets; 2) segmentation error estimation,
and; 3) segmentation error correction. The automatic structure segmentation stage
first computes a region of interest (ROI) on a downscaled scan and then computes
a final segmentation on the cropped ROI. The segmentation error estimation stage
uses prediction-time augmentations of the input scan to compute multiple segmen-
tations and estimate the segmentation uncertainty for individual slices and for the
entire scan. The segmentation error correction stage then uses these estimations to
locate the most error-prone slices and to correct the segmentations in those slices
based on validated adjacent slices. Experimental results of our methods on fetal
body (63 cases, 9 for training, 55 for testing) and fetal brain MRI scans (35 cases,
6 for training, 29 for testing) yield a mean Dice coefficient of 0.96 for both, and a
mean Average Symmetric Surface Distance of 0.74 mm and 0.19 mm, respectively,
below the observer delineation variability.
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1 Introduction

Accurate segmentation of complex structures and pathologies in volumetric images
presents a great challenge in medical image processing. Recent deep learning image
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classification methods have been shown to be effective for the segmentation of a variety
of structures and pathologies in CT and MRI scans [1]. State-of-the-art segmentation
methods for medical images are mostly based on Convolutional Neural Networks (CNN)
and their variants. These include the 2D U-Net autoencoder convolution/ deconvolution
architecture with skip connections [2] and its extensions to 3D [3-5]. These networks
have been demonstrated in the segmentation of complex structures, e.g. adult brain and
prostate in MRI scans [5, 6] and fetal structures in MRI scans [7]. The NiftyNet platform
has recently been developed for deep learning segmentation [8]. Other works rely on a
developing fetal brain atlas for segmentation [9]. Its drawback is that it requires a large
set of fetal brain scans to create the atlas. Fetit et al. [10] uses an algorithm for the
initialization of the fetal brain segmentation, which limits its generality.

The networks performance critically depend on large, high-quality annotated data,
which is seldom available, if at all. Research groups must generate their own datasets for
each anatomical structure, pathology and scanning protocol. This is an expensive and
time-consuming task that requires significant effort and radiological expertise. This has
motivated the development of interactive machine learning [11, 12] and deep learning
segmentation methods [13, 14], whose aim is to reduce the amount and complexity of
the user interactions required for the necessary manual error corrections. While these
methods may help to reduce user interactions, they do not yet significantly reduce the
user effort and the required number of annotated training datasets.

Three key and closely related issues to the automatic segmentation of structures and
their subsequent validation and correction are segmentation variability, robustness, and
uncertainty. Segmentation variability and robustness estimation has been researched for
deep learning classification [15, 16]. For example, Monte Carlo Dropout is a regular-
ization technique in which random selections of active neurons is used for approximate
Bayesian inference. Segmentation uncertainty estimation has been performed with an
ensemble of multiple models [15]. However, this method requires a large annotated
datasets to train the models. Very recently, segmentation uncertainty estimation methods
based on test-time augmentation have been proposed [17, 18]. However, segmentation
uncertainty estimates have not been used to prioritize manual segmentation correction
and to optimize the selection of scans for manual annotation to increase the model
accuracy and robustness with a small training set.

In this paper, we present an end-to-end method for volumetric segmentation of fetal
structures in MRI scans with deep learning networks trained with very few annotated
scans. The method relies on segmentation error estimation and correction using seg-
mentation uncertainty measures. It increases the segmentation accuracy and robustness
and optimizes the total radiologists’ annotation time required for creating a dataset with
validated annotations, thereby bootstrapping the automatic segmentation task with very
few annotated datasets.

2 Method

Our end-to-end method consists of 3 stages: 1) automatic structure segmentation; 2)
segmentation error estimation; 3) segmentation error correction. The automatic structure
segmentation stage computes first a region of interest (ROI) and then computes the
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structure segmentation inside the ROI. The segmentation error estimation stage uses
prediction-time augmentations of the input scan to compute multiple segmentations and
to estimate segmentation uncertainty and error margins for individual slices and for the
entire scan. The identified estimated segmentation errors are then used to prioritize the
slices that require inspection and manual correction of the faulty segmentations.

The segmentation error correction stage uses individual slices corrections to
automatically correct the segmentations in adjacent slices.

Custom 3D U-Net Architecture. We have developed a custom 3D U-Net architecture
based on [3] and [5] for ROI localization and structure segmentation. The U-Net is an
encoder/decoder architecture with residual connections whose encoding/decoding path-
ways classify voxels based on image patches features at different levels of abstraction.
Our modifications to the standard 3D U-Net are (Fig. 1):
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Fig. 1. Top: Architecture of our custom 3D segmentation network based on [3, 5]. The number
of output channels of each unit is indicated next to it. Bottom: (a—f) network modules details.

1. Each 3D convolution layer is preceded by a leaky ReLU non-linearity activation
followed by an instance normalization layer [19] (Fig. 1a). It replaces standard batch
normalization and ensures classification stability for small batch sizes.

2. Each encoder layer is replaced by a residual module [20] with two 3D convolutional
layers and a spatial dropout layer between them (Fig. 1b). Spatial dropout layers
have been reported to yield superior results in fully convolutional networks [21].

3. Encoder modules are connected by downsampling modules (Fig. 1c) built from 3 x
3 x 3 convolutions with an input stride of 2 to reduce the feature map resolution and
to incorporate additional features in the encoding pathway.
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4. Up-sample modules in the decoder pathway (Fig. le) up-sample the low resolution
feature maps with a direct upscale that repeats the feature voxels twice in each spatial
dimension, followed by a 3 x 3 x 3 convolution that halves the number of feature
maps.

5. The up-sampled features are then recombined by concatenation with the features
from the corresponding level of the encoding pathway.

6. Decoder modules (Fig. 1b) recombine the features after concatenation and reduce
by half the number of features maps.

A key modification of the network is anisotropic downsampling and upsampling
(Fig. 1d, 1f) [22]. Scans are usually anisotropic, e.g., the slices spacing is greater than
the slice pixel resolution, resulting in a mismatch between the receptive field and the scan
dimensions. Anisotropic sampling enforces this match and thus increases accuracy. The
anisotropic downsampling layer performs downsampling on the slices xy plane without
downsampling along the z axis. This is implemented by setting the convolution stride
to 2 in the xy plane and to 1 along the z axis. The downsampling reduction proceeds
anisotopically until the spatial layer dimensions are equal; it then proceeds to the next
layers isotropically. The decoder pathway has matching upsampling layers.

Automatic Structure Segmentation. The two-stage segmentation method consists of
ROI localization followed by structure segmentation inside the ROI. Both are performed
with the custom 3D U-Net described above. Each network is trained as a supervised
deep learning model with ground-truth segmentations of target structure.

The ROI localization network inputs a downscaled scan and outputs a coarse seg-
mentation with which the ROI bounding box is computed. The structure segmentation
network inputs the full resolution cropped ROI scan and outputs the structure segmen-
tations. The networks are trained with the Dice loss function from [4]. The resulting
segmentation is post-processed with Gaussian filter smoothing, connected component
analysis, and binarization with a preset intensity threshold.

Spatial and intensity augmentations are used to increase the data size and variety for
segmentation network training, for prediction-time augmentation, and for segmentation
uncertainty estimation (Fig. 2, left). Intensity augmentations include contrast, blur by
Gaussian filtering, addition of Poisson noise and additive and multiplicative Gaussian
noise, and coarse dropout. Spatial augmentations include slice-wise affine and elastic
deformations with a smoothed displacement field. Prediction-time augmentations yield
multiple segmentations that are aligned and combined by averaging or majority voting.

Segmentation Uncertainty and Error Estimation. Neural networks trained with few
annotated datasets inevitably produce segmentation errors and perform poorly on out-
of-distribution inputs. In these cases, the segmentation errors should be identified and
manually corrected by an expert. Currently, the manual segmentation corrections are per-
formed by examining scans and scan slices in sequential order, which is not necessarily
optimal. By estimating segmentation uncertainty and detecting possible segmentation
errors, the manual segmentation correction process can be optimized to reduce radi-
ologist time and effort. We propose to use prediction-time augmentations to estimate
slice-wise and scan-wise segmentation uncertainty and errors.
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Fig. 2. Left: Prediction-time augmentations yield multiple segmentations (red). The segmenta-
tion uncertainty (blue) is then computed per voxel with the entropy of the multiple predictions
(top). The final segmentation (bottom) is computed by averaging the aligned predictions. Right:
slice segmentation error correction 2D U-Net architecture. The inputs are a slice, two adjacent
slices above/below it, and a validated previous slice segmentation; it outputs the corrected slice
segmentation. Subsequent slices can be iteratively corrected (top arrow). (Color figure online)

Slice-wise segmentation uncertainty is estimated by computing the sum of the seg-
mentation uncertainty of each voxel v in the slice defined by the predictions binary
entropy: uncertainty(v) = P(v)log(P(v)) + (1 — P(v))log(1 — P(v)) where P(v) is
the predicted probability of voxel v to belong to the target structure as computed by
the prediction-time augmentations. The larger the voxel entropy, the higher the uncer-
tainty value for the voxel segmentation prediction (Fig. 2 left). We use the segmentation
uncertainty to distinguish between segmentation variability and segmentation error [25].
Segmentation variability is the acceptable deviation from the ground-truth: it should be
removed from the segmentation uncertainty to obtain the segmentation error. We use
the morphological opening operator to remove the segmentation variability around the
mean segmentation contour. The estimated error value of a slice is computed by the sum
of the voxels’ uncertainty after filtering out the segmentation variability.

Scan-wise segmentation uncertainty measures the deviation of the individual
prediction-time augmentation segmentations S; from the mean segmentation S with an
uncertainty function u(S;, S) that measures the distance of the predicted segmentation to
the mean segmentation in the entire scan. Given N segmentations from the augmented
scans, the mean segmentation S = 1%, Zﬁv S; is computed first. Then, the uncertainty
measure u(S;, ) of every segmentation S; from the mean segmentation S is computed.
Finally, the overall median uncertainty value u = median; ({u(S i, S) }) is computed. The
uncertainty function is computed with standard measures, e.g., Intersection-over-Union
(IoU), Dice coefficient and Average Symmetric Surface Distance (ASSD).

We use the resulting value as an estimation of the network uncertainty about its
segmentation and to detect possible segmentation errors. The intuition is that the confi-
dence of a network prediction is high when it yields small variations on the segmentations
resulting from the perturbations induced by the augmentation, and small otherwise. Note
that the goal is compute a measure that is well correlated with the actual segmentation
error and not to accurately estimate the actual segmentation error value.

Segmentation Error Correction. Slice-wise segmentation errors are corrected by
using the previous slice radiologist’ validated/corrected segmentation to automatically
correct segmentation errors in a slice. Our method uses a 2D U-Net (Fig. 2, right) [2];
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it inputs a slice, a validated previous slice segmentation, and four adjacent scan slices
(two below and two above the slice); it outputs the slice’s corrected structure segmenta-
tion. The corrected segmentation can then be used to correct the subsequent slices in an
iterative automatic segmentation error correction process. The order in which slices are
corrected can be prioritized by the estimated slice-wise segmentation error value with
the largest values shown first.

3 Experimental Results

For the experimental studies, we collected two datasets of fetal brain and fetal body MRI
scans from the Sourasky Medical Center acquired as part of the routine clinical fetal
assessment. The fetal body dataset consists of 64 fetal body MRI coronal scans acquired
on a 1.5T GE Signa Horizon Echo speed LX MRI scanner using a torso coil with the
volumetric FIESTA protocol. Each scan has 50100 slices, 256 x 256 pixels per slice,
with resolution of 1.56 x 1.56 x 3.0 mm?>. The fetal brain dataset consists of 42 fetal
brain MRI coronal scans acquired on a 3T Siemens Skyra MRI scanner using a torso
coil with the 3D fast imaging TrueFISP sequence. Each scan consists of 20—40 slices,
512 x 512 pixels per slice, with resolution of 0.74 x 0.74 x 3.0-5.0 mm?>.

Expert-validated ground-truth fetal body and fetal brain segmentations were created
for all scans as follows. Manual segmentations of the fetal body and the fetal brain were
created by two expert radiologists for 13 and 8 scans (each scan requires on average
74 and 55 min to annotate). Validated segmentations for the remaining 46 and 34 scans
were created by an expert radiologist by correcting the segmentations produced by the
automatic segmentation method. The original and the corrected segmentations are used
in Study 2 below. To quantify the manual segmentation variability, two annotators with
expertise in fetal MRI performed manual segmentations: for the fetal body, 21 scans
(1,741 slices) were segmented by one annotator and 10 scans were each segmented
twice by both annotators; for the fetal brain, 3 scans (97 slices) were delineated twice
by both annotators. Table 1 (rows 1, 2) lists the delineation observer variability results.

We conducted two studies to evaluate our methods. The results are reported for the
fetal body and fetal brain on training sets of 9 and 6 scans and test sets of 55 and 29
scans, respectively. The segmentations quality is evaluated with the Dice and ASSD.

For the fetal structures segmentation networks, the 3D patch size is set to 128 x
128 x 32 to ensure that the receptive field contains most of the scan. The first two
encoder and the last two decoder layers perform anisotropic sampling to reach patches
of size 32 x 32 x 32. The remaining layers perform isotropic sampling.

Study 1: Fetal Structures Segmentation. This study compares the accuracy of vari-
ous segmentation architectures and quantifies the effectiveness of the automatic fetal
body and fetal brain segmentation. We performed four experiments by comparing our
segmentation method to: 1) an L-Net classifier [14]; 2) a standard 2D U-Net [2]; 3)
our method without and 4) with prediction-time augmentations. In all cases, the seg-
mentation results are refined with standard post-processing techniques. Table 1 (rows
3—-6) shows the results. Note that prediction-time augmentation method improves the
fetal body (brain) Dice score from 0.95 to 0.96 (0.95 to 0.96) and the ASSD from 1.52
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Table 1. Segmentation accuracy results for the fetal body and fetal brain. The first two rows list the
inter- and intra-observer manual segmentation variability; they serve as the reference for comparing
the results of the segmentation methods. The next six rows list the networks architectures and
methods; the columns indicate the segmentation metric scores (mean and std).

Method Fetal body Fetal brain
Dice ASSD (mm) | Dice ASSD (mm)
1 | Intra-observer variability 0.94+£0.01 [0.90+0.85 |0.96+0.01 0.26 £0.15
2 | Inter-observer variability 093+0.02 |0.84£0.78 |0.96+0.01 0.22+0.12
3 | L-Net 0.79 £0.08 | 631751 |0.84+0.07 1.23£0.62
4 | 2D U-Net 093+£0.07 | 1.35£1.70 |0.94+0.06 0.75+1.22
5 | 3D U-Net 093+0.06 [1.62+1.41 |0.94+0.05 0.64=£0.48
6 | Two-step segmentation 095+0.03 |142+132 |0.95+0.03 0.21 £0.13
7 | Two-step segmentation + 0.96 +0.02 | 0.74 £0.51 |0.96 £ 0.02 | 0.19 £ 0.09
prediction-time augmentation
8 | Previous-slice correction 097+£0.02 {038 £0.31 |0.97+0.02 |0.13£0.05

to 0.74 mm (0.21 to 0.19), both below the observer variability measures. anisotropic
sampling reduces the errors of Dice and ASSD by ~5% over isotropic sampling.

Study 2: Segmentation Error Estimation and Correction Prioritization. This

study evaluates the segmentation error estimation and correction methods. First, note
that the relatively high std with respect to the mean (Table 1, row 6) indicates that the
method fails to produce accurate segmentations for a number of slices and scans, which
should be identified for correction. The correlation coefficients between the estimated
and the actual segmentation Dice errors computed by linear regression are 0.94 and
0.95 for the fetal brain and body, respectively. This indicates that the segmentation error
estimations are reliable and can be used to identify segmentations requiring corrections.

We investigate the use of the estimated segmentation error measure to prioritize the
manual segmentation errors correction process. The goal is to optimize the radiologist
time and effort by correcting first the most significant segmentation errors instead of
in random or sequential order, as in the current practice. We measure the test set mean
segmentation error as a function of the % of the segmentations in the individual slices
and scans that were corrected by the radiologist. We evaluate scan-wise and slice-wise
prioritization as follows. In scan-wise prioritization, scans are ordered and corrected in
descending order of their estimated scan segmentation error value. In slice-wise prior-
itization, the slices are partitioned into groups of five successive slices; the slice-wise
segmentation error estimations of each group is averaged, and the slices are sorted by
this value. This prioritization policies are compared to random and optimal scan prioriti-
zation, in which the scan segmentations are corrected in descending order of their actual
segmentation error values.
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Figure 3 (left) shows the results of the prioritization on the fetal body dataset. Note
that observer variability accuracy is achieved by slice-wise ordered correction of 12%
of the segmentations, vs. 20% and 33% in scan-wise and random order prioritization.
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Fig. 3. Fetal body segmentation results. Left: mean IoU error (vertical axis) as a function of
the # of slices corrected by the radiologist (horizontal axis). The plots show four prioritization
policies: scan-wise random order (orange), scan-wise (blue) and slice-wise (red) descending order
of estimated segmentation error value, and scan-wise optimal order by descending order of actual
segmentation error value (green). The horizontal dotted line shows the manual segmentation
observer variability. Right: mean Dice (vertical axis) as a function of the training set size (horizontal
axis). Each red dot is a test result of a random training set of predefined size; blue lines show the
mean test set score per training set size.

Table 1 (row 7) shows the effectiveness of using our automatic slice segmentation
error correction method (Fig. 2, right), that achieves an ASSD lower by 49% and 32%
from our best segmentation method for total body and brain datasets, respectively.

Study 3: Active Learning with Segmentation Error Estimation. We explore the use
of segmentation error estimation for active learning [11]. The goal is to use the segmen-
tation error estimation to select scans to augment the training set, thereby enhancing the
performance of the automatic structures segmentation network.

We quantify the effect of random training sets sampling to establish a comparison
baseline for training scans selection policies and to quantify the segmentation results
variability of a fixed training set size. We train the fetal body segmentation networks on
training sets of various sizes — 5, 10, 15, 20, 25, 30 — randomly chosen from a pool of 30
scans and tested on 30 scans. Figure 3 (right) shows the results. Note that small training
sets can achieve results comparable to larger training sets when the training samples are
selected differently: the best Dice (0.94) of a training set of size five is better than the
worst Dice (0.93) of a training set of size 15. This suggests a potential savings in expert
annotation time by judicious selection of scans added to the training set.

Finally, we quantify the addition of corrected, ground-truth annotated scans to the
training dataset based on the segmentation error estimation. We test three policies for
augmenting a training dataset of size 5 with 5 additional training scans based on the
estimated segmentation error using the mean Dice measure of a test set of size 30. The
Dice (ASSD) of the networks trained with 5 training scans is 0.92 £ 0.05 (2.1 & 2.2).
Adding 5 more scans based on their estimated segmentation errors and re-training the
networks with the augmented training dataset of 10 annotated scans yields the following
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Dice (ASSD) results: 0.92 + 0.03 (2.1 £ 2.1) for the lowest estimated segmentation
error, 0.93 £ 0.03 (1.7 & 1.8) for randomly selected scans, and 0.95 £ 0.02 (1.2 & 1.5)
for the highest estimated segmentation error. These results suggest that scans with the
highest estimated segmentation error should be prioritized for augmenting the training
set.

4 Conclusion

We have presented a method for the end-to-end volumetric segmentation of fetal struc-
tures in MRI scan that optimizes radiologist validation and annotation time. Our method
uses custom anisotropic 3D U-Net networks in a two-step process that extracts the struc-
ture ROI and computes its segmentation; the networks are trained with very few annotated
scans. The segmentation error estimation stage leverages prediction-time augmentations
of the input scan to compute multiple segmentations and to estimate the segmentation
error for individual slices and for the entire scan based on the segmentation uncertainty
estimations. These estimations are used to locate the most error prone slices and to itera-
tively correct the segmentations in those slices based on validated adjacent slices with a
2D U-Net slice correction network. Our method achieves state-of-the-art fetal structures
segmentation results and provides effective segmentation error estimation and correction
methods that enable the prioritization of the radiologist time and the effective creation
of large validated datasets.

Our experimental results indicate that segmentation uncertainty and error estimation
are useful for active learning and for training dataset selection and annotation optimiza-
tion, thereby saving costly annotation time by utilizing the expert annotators’ efforts
efficiently on fewer scans. Our methods can be used to create a dataset of radiologist-
validated segmentations for the accurate and robust automatic segmentation of complex
structures in volumetric scans with very few annotated scans.
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