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Abstract. Organizations are investing in Big Data and Machine Learn-
ing (ML) projects, but most of these projects are predicted to fail. A
study shows that one of the biggest obstacles is the lack of understand-
ing of how to use data analytics to improve business value. This paper
presents Metis, a method for ensuring that business goals and the corre-
sponding business problems are explicitly traceable to ML projects and
where potential (i.e., hypothesized) complex problems can be properly
validated before investing in costly solutions. Using this method, business
goals are captured to provide context for hypothesizing business prob-
lems, which can be further refined into more detailed problems to identify
features of data that are suitable for ML. A Supervised ML algorithm is
then used to generate a prediction model that captures the underlying
patterns and insights about the business problems in the data. An ML
Explainability model is used to extract from the prediction model the
individual features and their degree of contribution to each problem. The
extracted weighted data feature are then fed back to the goal-oriented
problem model to validate the most important business problems. Our
experiment results show that Metis can detect the most influential prob-
lem when it was not apparent through data analysis. Metis is illustrated
using a real-world customer churn (customer attrition) problem for a
bank and a publicly available customer churn dataset.

1 Introduction

Data Analytics and Machine Learning (ML) technologies benefit from a con-
tinuous improvement cycle where large amounts of data are constantly being
created. Organizations are investing in Big Data and ML projects, but most of
these projects are predicted to fail [1]. A study may have suggested a possible
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reason which is the lack of understanding of how to use data analytics to improve
business value [2]. This finding is a clear sign that stakeholders do not see the
end-to-end relationship between important business goals and the emerging Big
Data and ML technologies [3,4].

Additionally, some business problems can only be hypothesized as they are
difficult to validate using the traditional data analysis techniques. For example,
applying data analysis on the customer churn dataset [5] during our experiment
showed that there is no evidence to suggest that the customers who left the
bank had a higher degree of dissatisfaction with many of the service qualities
than those loyal customers.

Building on our previous approach, GOMA [6], this paper proposes Metis1

to support goal-oriented hypothesis and validation of business problems. Three
technical contributions are made in this paper, including 1) an ML-based app-
roach to extracting an actual root cause hidden in the data to validate hypoth-
esized business problems, 2) an ontology that more explicitly and formally
describes the relevant modeling concepts related to business goals, problems
and ML, and 3) a set of formalized validation rules for reasoning about problem
hypothesis validation in a goal-oriented problem model.

The proposed approach is illustrated using a real-world banking customer
churn problem, which was adapted from the example used in [6]. In the adopted
case-study, a retail bank hired a company, specializing in data mining, to help
address the churning problem by using insights from detailed transaction data
in a newly installed powerful data warehouse [7]. The company hypothesized
potential reasons to why the customers were canceling their accounts, and vali-
dated them with descriptive insights mined using a data classification technique.
Since the actual dataset used by the consulting company was not available, we
use a publicly available bank customer churn dataset [5] and reversed engineer
to update the business problem hypotheses so that they are consistent with the
dataset used. We use this example to demonstrate that Metis could be used to
provide traceability between business problems and an ML solution, which can
also reveal the insights about a root cause to a problem that may be difficult to
discover using data analysis.

The rest of this paper is structured as follows. Section 2 presents the Metis
method. Section 3 describes the experiment conducted and their results. Section 4
discusses related work along with our observed threats to validity and limitations.
Finally, Sect. 5 summarizes the paper and future work.

2 Metis: A Goal-Oriented Problem Hypothesis Validation
Method Using Machine Learning

To be able to hypothesize business problems and subsequently data features
needed for developing an ML model, a good understanding of concepts in the
domain in question is needed. In this section, we first present an example banking

1 A Greek goddess that has been associated with prudence, wisdom, or wise counsel.
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domain-specific ontology that underlies the customer churn problem that we use
as a running example to illustrate Metis; we then describe the Metis domain-
independent ontology used to support the modeling and validation of problem
hypotheses in Metis; finally, we describe and illustrate the Metis process.

2.1 Domain-Specific Banking Ontology

This section describes an example of domain-specific ontology for the bank-
ing example, which can vary significantly depending on different organizations,
processes, and so on. Figure 1 shows a typical set of banking concepts and their
relationships. It is worth mentioning that this domain-specific ontology supports
the understanding of the banking domain, and it does not represent a schema
or model related to database design.

Fig. 1. Banking domain-specific ontology diagram

Some of the ontological concepts are briefly described here as examples.
Banks provide numerous services, e.g., financial advising, cash withdrawal, and
so on. It is important to study the qualitative aspect of these services in order
to have a clear understanding of customer satisfaction. For example, customers
may feel that there is not enough parking space, a lack of pleasant ambiance,
no comfortable seating arrangements, lack of immediate attention, and so on.
For the customer churn problem in the running example in this paper, the qual-
ity aspect of both facility and service related concepts are essential to generate
hypotheses about problems.

2.2 The Metis Ontology

While modeling the mapping between a Goal-Oriented ontology and an
ML-based ontology, completeness and soundness are two major concerns.
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To completely and formally address these concerns for the Metis method, the
following subsections describe the modeling concepts and the semantic reasoning
formalization for the Metis ontology.

Modeling Concepts. A complete set of concepts and their relationships can
be found in Fig. 2. To avoid omissions while mapping Goal-Orientation and ML,
important concepts such as Problem, Hypothesis, and Machine Learning Model
were explicitly represented. In addition, the ontology also comprehends concepts
related to Big Data and Big Queries, and Features are derived from modeling
concepts from a domain-dependant ontology. Metis is a domain-independent
ontology that can be applied to a variety of domains. Section 2.1 describes a
banking domain-specific ontology example.

Fig. 2. Metis domain-independent ontology diagram

In a Goal-Oriented approach, problems represent undesirable situations, vul-
nerabilities, or threats to achieving stakeholders’ goals. For the banking customer
churn example in Fig. 4, Customer Churn is a problem that negatively impacts
the goal Retain existing customers. Goals and problems can be further decom-
posed, and we can hypothesize what might contribute to their realization based
on domain knowledge, statistics, and so on.

An acceptable representation of hypotheses and problems can be generated,
but ultimately, we want to determine whether we can validate these hypotheses
with respect to the problems in consideration. In this context, ML is used to
build models to identify the importance of features such as Immediate Atten-
tion. By using the relevant features, it is possible to establish how to validate or
invalidate hypotheses. For instance, in Fig. 4 we hypothesize that Lack of imme-
diate attention has a S+/S− contribution to the problem Poor Service, which
in turn contributes to Customer Churn.
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Semantic Reasoning Formalization. An important aspect of contributions
in the hypothesis validation process is the propagation of validations throughout
the connected hypotheses, since a hypothesis might contribute to multiple other
hypotheses. This validation process starts in the lowermost level of the hypothe-
ses and propagates until we validate or invalidate problems. A formal definition
may be described as follows:

Let validated(Pn) be the proposition that the problem hypothesis Pn is val-
idated, for n ∈ Z

+. Let i be an arbitrary integer, where i > 1. For all j ∈ Z
+,

let Pi−1,j be the jth problem hypothesis directly decomposed from Pi. Assum-
ing this decomposition is of type OR/AND, the validation propagation can be
represented by the following:

(∨
j

validated(Pi−1,j)
)

→ validated(Pi) (1)

(∧
j

validated(Pi−1,j)
)

→ validated(Pi) (2)

Alternatively, hypotheses and problems can be connected using a positive
(S+) or negative (S−) contribution. We want to determine which hypothesis in
the source set (i.e., hypotheses that originate the contributions) is more relevant
to the target set (i.e., hypotheses that receive the contributions) in order to
maximize the validation insights generated by the application of ML models. In
this case, validating a hypothesis Pi will now depend on the validation of the
selection for Pi.

validated(selection(Pi)) → validated(Pi) (3)

By following the Metis proposed approach, feature importance values (I) are
obtained from the results of running ML algorithms and they are associated with
their respective contributions, i.e., a contribution from problem hypothesis Ps

to Pt has an importance value Is,t and its weight and type may be determined
by the following:

weight(Ps, Pt) = Is,t (4)

ctr type
(
Is,t

)
=

{
S+ if Is,t ≥ 0
S− if Is,t < 0

(5)

A source hypothesis has a score based on the weight of the targeted hypothe-
ses and their respective contributions. The function weight(Pt) describes the
importance weight of a target hypothesis. Hence, the overall score for a source
hypothesis Ps can be given by the utility function as follows:

score(Ps) =
(#targets∑

t=1

weight(Pt) × weight(Ps, Pt)
)

(6)
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After computing the scores for all source hypotheses using a utility function,
the selection process may be carried out in a bottom-up approach [8]. We need to
select the maximum value in the lowermost source hypothesis set to propagate
that validation to the target hypothesis set. In other words, the selection process
for a target is represented by choosing the source with highest score:

selection(Pt) = max
(
score(Ps)

)#sources

s=1
(7)

After the lowermost source hypothesis set is evaluated, we proceed to the
next one until the selection process covers the entire set of hypotheses.

2.3 The Metis Process

The Metis process consists of four steps: 1) Model business goals and problems, 2)
Acquire data, 3) Detect feature importance, and 4) Validate hypotheses of business
problems. As shown in Fig. 3, Step 1: Model business goals and problems explic-
itly captures stakeholders’ needs and obstacles as goals and problems using a
goal-oriented modeling approach [9,10], where potential problems are posed as
problem hypotheses to be validated. The outputs from this step are problem
hypotheses in the context of business goals. Step 2: Acquire data derives data
features from the business problems hypotheses to acquire the necessary data
from external and/or internal sources, for instance using a customer survey or
Big Data Spark SQL if the data are already available on-line. Step 3: Detect fea-
ture importance uses ML to learn patterns in the data to identify how problems
are associated with the data features collectively. In addition, the output from
this step includes Feature Importance that identifies the degree of each feature
contributing to a problem. The final step, Step 4: Validate hypotheses of busi-
ness problems uses the Feature Importance to validate the problem hypotheses
modeled during Step 1.

Fig. 3. The Metis process for validating goal-oriented hypotheses of business problems

Step 1: Model Business Goals and Problems. In this step, important
business or stakeholders’ needs are explicitly captured as Softgoals that can be
further refined using AND or OR decomposition [11]. Using Fig. 4 as an exam-
ple, at the highest organizational level, Increased profitability is a Softgoal to
be achieved, which is refined using an AND decomposition to Increased revenue
and Increased profit margin sub-goals, where the former is to be operational-
ized by Increase customer base strategic level goal. Increase customer base is
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then further AND-decomposed to more specific operationalizing goals of Retain
existing customers and Acquire new customers.

Fig. 4. Step 1: Model business goals and problems

Each lowest level goal is used as the context to identify potential problems
that could hinder the goal achievement. The validity of each problem may be
unknown at this point. Therefore, each problem is considered a target problem
hypothesis to be validated by data. Similar to the goal refinement, each problem
hypothesis may be further refined or realized by more specific problem hypothe-
ses until they are low-level enough to identify the data features needed for data
analysis or ML.

In this example, Customer Churn is a problem hypothesis that could BREAK
(–) the Retain existing customers goal. Customer Churn is further refined using
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an OR-decomposition to Poor Facility or Poor Service sub-problem hypotheses,
which are used to identify potential causing problem hypotheses. Poor Facility
is hypothesized to be caused by Long distance to residence, Lack of pleasant
ambiance, or other causes. Since each potential cause has not been validated
whether it is indeed a contributing cause to the problem, the contribution link
is labeled as unknown (depicted by a question mark).

Step 2: Acquire Data. This step examines the lowest level problem hypothe-
ses to identify data features needed for data analysis or ML. Using Fig. 4 as an
example, Long distance to residence and Lack of pleasant ambience may be used
to identify Distance to residence and Pleasant ambience as the corresponding
data features. The identified features are then used to build database queries or
Big Data queries if the corresponding data are already available on-line. Other-
wise, the required data features need to be acquired through other means, such
as purchasing from a data provider, using a customer survey or generation from
on-line sources [12].

An example of the acquired dataset is given in Fig. 5a, where F1–F5 represent
all features and L corresponds to the Churner or Non-churner indicator asso-
ciated with the satisfaction scores for F1–F5, provided by individual customers
C1–C5. For example, customer C1 expressed dissatisfaction with feature F1 and
F3 with scores of 2 and 3 accordingly. On the other hand, he/she expressed sat-
isfaction with F2, F4 and F5 with scores of 8, 7, 8 accordingly. C1 is noted by
label 1 as a Churner customer in correlation with the given scores.

Step 3: Detect Feature Importance. The intuition for using ML is to encode
the knowledge about the features hidden in the customer survey data, and then
decode the knowledge representation to identify which feature is the true cause
for the customer churn problem. To encode the feature knowledge, we use a
Supervised ML algorithm with an assumption that an accurate prediction model
represents the knowledge about features. To decode the influential features, we
use a Model Explainability library [13] that was designed to explain how features
contribute to the prediction outcomes.

Referring to Fig. 5b, this step splits the dataset into training and testing
datasets. All features F1–F5 and label L are processed by one or more Supervised
ML algorithm to obtain the most desirable prediction model Mp. To determine
whether Mp has been sufficiently trained to recognize the general patterns in the
training dataset, it is measured on how accurate it can predict label L in the
testing dataset. The accuracy is represented by an accuracy metric A1, which is
based on the differences between predicted label L′ and actual label L, where L′

is generated from F1–F5 in the testing dataset.
Once an accurate model Mp is obtained, it is processed by an ML Explain-

ability algorithm to produce an Explainability model Me, which is in turn used
to detect feature importance I1–I5, where I1 contains two pieces of information:
sign and weight of the contribution F1 makes towards the label L′ as predicted
Mp. The sign of the value indicates whether the corresponding feature helps or
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hurts towards the predicted label, while the weight represents the amount of
influence the feature has. Similarly, I2 and I3 represent the feature importance
of F2 and F3 respectively. By having the highest value among all feature impor-
tance values, F1 is considered the most influential feature, followed by F2 and
F3 in the context of testing dataset.

Fig. 5. Step 2, 3, 4 of the Metis process

Step 4: Validate Hypotheses of Business Problems. Referring to Fig. 5c,
this step uses the feature importance values produced by the Explainability
model Me to validate problem hypotheses in the goal-problem model created in
step 1, one parent-child problem set at a time in a bottom-up approach, using
the quantitative and qualitative semantic reasoning formalization, as described
in Sect. 2.2.

Using Pb - (P1, P2, P3) parent-child set as an example, the contribution
link between each parent-child pair is updated by applying Formula 4 and 5
against the corresponding feature importance value where (P1, P2, P3) and Pb
are considered sources and target in the formulas respectively. In this example,
the contribution type ctr type(P1, Pb) is assigned with S+ by Formula 5 with
feature importance I1 with value +1.95 as a function parameter. I1 is used since
the corresponding F1 was defined based on problem P1 in step 2. To complete
the contribution update, the weight of contribution is assigned with 1.95 by
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Formula 4. Other contribution links with the same parent are updated in a similar
fashion. Then, P1 is selected among P1, P2 and P3 by Formula 7 to be a validated
problem hypothesis since it is the most influential cause for problem Pb. After
P1 is quantitatively selected based on scores, Pb is qualitatively validated by
Formula 3. Then, Pa can be qualitatively validated by Formula 1.

3 Experiment and Results

The analysis of customer feedback information may be beneficial to discerning
customer satisfaction for the quality of important services. To this end, a publicly
available dataset [5] acquired by Step 2 in the Metis process is analyzed in this
section. This dataset contains typical customer information such as age and
occupation. In addition, the dataset contains feedback information regarding
certain banking service-related features (e.g., Immediate Attention) and facility-
related features (e.g., Pleasant Ambiance). A customer can score each of these
features from 0 to 10 (least to most satisfied). In this context, scores of 4 or
less are used to describe some degree of dissatisfaction, an assumption that
something might go wrong in a business operation, i.e, problem hypotheses. The
next section describes an analysis of these problem hypotheses.

3.1 Dataset Analysis

Some examples of problem hypotheses are shown in Fig. 4, which includes
Long distance to residence, Lack of immediate attention, and Lack of pleasant
ambiance. Figure 6 shows the customer dissatisfaction with respect to these 3 fea-
tures out of the 20 available features. From the total of customers that believe
there is a long distance to their residence, 35% deserted the bank (churner) and
65% remained loyal (non-churner). Assessing this feature by occupation, notice
that most unsatisfied customers are from the professional occupation, followed
by private service and government service. Together, these three occupations
represent 75% of customers unsatisfied with distance from residence.

From the customers that identified a lack of immediate attention, more than
half are young customers (40 years old or younger). Analyzing pleasant ambiance
by occupation, we can see that customers from the business occupation and
the private service complained the most. In an overall assessment for customer
dissatisfaction by loyalty, it is possible to notice that most customers remained
loyal regardless of the problem hypotheses under consideration. Even though we
are able to extract insights from the dataset, ultimately, there is no evidence of
why customer deserted. For this purpose, Sect. 3.2 demonstrates results of using
ML that can potential provide some evidence.

3.2 Prediction Models

To encode and represent knowledge about feature contributions using Supervised
ML, we experimented with several ML algorithms, including Linear Regression,
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Fig. 6. Analysis of customer dissatisfaction (score less than 5 in a 0 to 10 scale) for
the features distance from residence, immediate attention, and pleasant ambiance

Support Vector Machine, Decision Tree, Random Forest, and XGBoost Classifier,
among which XGBoost showed the highest accuracy rate in our experiment. Due
to space limitation, only the results from XGBoost are discussed in this section.

The ML segments of the experiment were conducted using Python language
and scikit-learn open-source ML libraries [14]. The dataset used for the exper-
iment was a public banking customer churn dataset [5]. After data cleansing,
67% of the data (164 records) were used for model training and the 33% (81
records) for testing. Data features used included the customer responses to the
survey questions, such as Pleasant Ambiance, Comfortable Seating, Immediate
Attention, Good Response On Phone and others, in the scale of 0–10, excluding
customer information, such as age and occupation, that were used separately
for data analysis as reported in Sect. 3.1. The resulting prediction model showed
an accuracy of 84% (F1 score) on the test dataset, which was better than other
ML algorithms in our experiments. The modest accuracy rate was probably due
to the small and highly unbalanced dataset that required a data pre-processing
step that further reduced the dataset size.

3.3 Explainability Model

To extract feature contribution information from the resulting prediction model,
we used SHAP (SHapley Additive exPlanations) [13], an Explainability library
that uses a game theoretic approach to explain the output of many ML models.
It connects optimal credit allocation with local explanations using the classic
Shapley values from game theory and their related extensions.

Figure 7 is a Force Plot produced from a SHAP model (Mp in Fig. 5b) created
from the most accurate XGBoost prediction model (Me in Fig. 5b). It gives a
visual representation of the influence each feature has towards the final output
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Fig. 7. Features importance for one churner’s responses

value of 0.96. In this plot, the base value 0.18 is the average prediction value
without any influences from the features, while output value of 0.96 is the output
from the prediction model where 1 represents a churner customer. The influences
of features are represented by the direction towards the output value and width
of the corresponding arrow blocks. Here, DistanceToResidence feature has the
most influence in increasing the output value away from the base value towards
the final output value, which is consistent with the score of 0 (least satisfaction)
given by the customer. On the other hand, EnoughParkingSpace has the most
influence in the opposite direction, decreasing the value away from the final
output value, which seems consistent with the satisfaction score of 5 (neutral
satisfaction) given by the customer. It is interesting to note that ImmediateAttn
with the value of 10 (most satisfaction) was seen as an influence towards the
customer’s churner decision. SHAP does explain this counter intuitive result.

Figure 8a plots individual SHAP values for all features and all churner cus-
tomers. Each dot represents a SHAP value that a feature has in support of
increasing the output value towards 1 (Churner label in Fig. 5a). Visually, it
is clear that DistanceToResidence has higher positive SHAP values than other
features. For this experiment, the more positive SHAP values a feature has,
the more influence it has towards the prediction outcome. This is supported by
Fig. 8b where DistanceToResidence has the highest total(sum) SHAP value.

3.4 Validating Problem Hypotheses

By following Step 4 of the Metis process (Sect. 2.3), we applied Formula 4 and 5
against the sum SHAP value for the respective feature (see Fig. 8b), which led to
the validation of Long distance to residence problem hypothesis against other fea-
tures having Poor Facility as the common parent problem hypothesis. Then, For-
mula 3 was applied to validate Poor Service problem hypothesis. Subsequently,
Formula 1 was applied to validate Customer Churn problem hypothesis. The
resulting goal-problem model is shown in Fig. 9, with check marks to reflect the
validation status.
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Fig. 8. Features importance for all churners’ responses

Fig. 9. Validated customer churn problems

4 Related Work and Discussion

We believe this paper is one of the first to propose an end-to-end, explicit and
formal approach that provides traceability between business goals and ML. Most
data mining and ML projects in practice are often based on informal identifica-
tion of low-level problems [7] that may not have clear relationships with higher
level goals. Metis allows ML solutions to be traceable to business at the high-
est level of business goals and corresponding problems. Using data to validate
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goal-oriented models have been proposed in [15] using questionnaire and the
statistical hypothesis testing to validate different model elements (e.g, actors,
goals, resources) and their relationships (e.g, depends, make, hurt). The statis-
tical method is widely accepted but has been criticized to be difficult to under-
stand [16] and impractical to find evidence in the real-world for some hypothesis
to test the null hypothesis [17]. This is especially true in the data-rich Big Data
environment, where it is difficult to find evidence for both hypothesis and null
hypothesis in the available business data. ML allows organizations to utilize the
existing data for hypothesis validation that is grounded by the model accuracy.

Threats to Validity and Limitations. Regarding threats to internal validity,
the dataset used in the experiment was highly relevant to the customer churn
problem, but it was a small dataset (i.e., 245 records), which could lead to biased
results. To reduce this bias, training and testing data were randomly selected
and tested with stratification. We also ran several ML algorithms but got similar
results. For threats to external validity, as we only applied our approach to a
customer churn case, the approach may be too early to be generalized. More
experimentation for different domains and datasets is needed.

This paper has presented a promising initial result with some limitations,
including 1) inter-feature AND and OR relationships are not currently sup-
ported, 2) it is currently unclear whether the result would be consistent across
other ML algorithms and model explainability libraries.

5 Conclusions

This paper presents, Metis, a novel approach that uses ML to validating hypothe-
ses of business problems that are captured in the context of business goals.
Metis uses Supervised ML and Model Explainability algorithms to detect feature
importance information from the data. Our initial experiment results showed
that Metis was able to detect the most influential problem root cause when it
was not apparent through data analysis. The most influential root cause was
then used to validate higher level problem hypotheses using the provided for-
malization.

Future work to address the identified threats to validity and limitations
include 1) conducting additional experiments with larger datasets, 2) testing
with additional ML algorithms and explainability libraries, 3) investigating solu-
tions for encoding AND/OR relationships in the datasets for model training or
exploring ML algorithms internally for an ability to extract the relationships if
captured by the algorithms.
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