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Preface

The World Congress on Services (SERVICES 2020) aims to provide an international
forum to attract researchers, practitioners, and industry business leaders in all the
following services sectors to help define and shape the modernization strategy and
directions of the services industry.

This volume presents the accepted papers of SERVICES 2020, held as a fully virtual
conference during September 18–20, 2020. All topics regard software engineering
foundations and applications, with a focus on novel approaches for engineering
requirements, design and architectures, testing, maintenance and evolution,
model-driven development, software processes, metrics, quality assurance and new
software economics models, search-based software engineering, benefiting day-to-day
services sectors and derived through experiences, with appreciation to scale, pragma-
tism, transparency, compliance, and/or dependability.

We accepted nine papers, including five full papers and four short papers. Each was
reviewed and selected by at least three independent members of the SERVICES 2020
International Program Committee. We are pleased to thank the authors whose sub-
missions and participation made this conference possible. We also want to express our
thanks to the Program Committee members, for their dedication in helping to organize
the conference and reviewing the submissions. We owe special thanks to the keynote
speakers for their impressive speeches.

July 2020 Joao Eduardo Ferreira
Balaji Palanisamy

Kejiang Ye
Siva Kantamneni
Liang-Jie Zhang
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Conference Sponsor – Services Society

Services Society (S2) is a nonprofit professional organization that has been created to
promote worldwide research and technical collaboration in services innovation among
academia and industrial professionals. Its members are volunteers from industry and
academia with common interests. S2 is registered in the USA as a “501(c)
organization,” which means that it is an American tax-exempt nonprofit organization.
S2 collaborates with other professional organizations to sponsor or co-sponsor
conferences and to promote an effective services curriculum in colleges and
universities. The S2 initiates and promotes a “Services University” program worldwide
to bridge the gap between industrial needs and university instruction.

The services sector accounted for 79.5% of the USA’s GDP in 2016. The world’s
most service-oriented economy, with service sectors accounting for more than 90%
of the GDP. S2 has formed 10 Special Interest Groups (SIGs) to support technology
and domain specific professional activities:

• Special Interest Group on Web Services (SIG-WS)
• Special Interest Group on Services Computing (SIG-SC)
• Special Interest Group on Services Industry (SIG-SI)
• Special Interest Group on Big Data (SIG-BD)
• Special Interest Group on Cloud Computing (SIG-CLOUD)
• Special Interest Group on Artificial Intelligence (SIG-AI)
• Special Interest Group on Edge Computing (SIG-EC)
• Special Interest Group on Cognitive Computing (SIG-CC)
• Special Interest Group on Blockchain (SIG-BC)
• Special Interest Group on Internet of Things (SIG-IOT)



About the Services Conference Federation (SCF)

As the founding member of the Services Conference Federation (SCF), the First
International Conference on Web Services (ICWS 2003) was held in June 2003 in Las
Vegas, USA. Meanwhile, the First International Conference on Web Services - Europe
2003 (ICWS-Europe 2003) was held in Germany in October 2003. ICWS-Europe 2003
was is an extended event of ICWS 2003, and held in Europe. In 2004, ICWS-Europe
was changed to the European Conference on Web Services (ECOWS), which was held
in Erfurt, Germany. SCF 2019 was held successfully in San Diego, USA. To celebrate
its 18th birthday, SCF 2020 was held virtually during September 18–20, 2020.

In the past 17 years, the ICWS community has expanded from Web engineering
innovations to scientific research for the whole services industry. The service delivery
platforms have been expanded to mobile platforms, Internet of Things (IoT), cloud
computing, and edge computing. The services ecosystem is gradually enabled, value
added, and intelligence embedded through enabling technologies such as big data,
artificial intelligence (AI), and cognitive computing. In the coming years, all the
transactions with multiple parties involved will be transformed to blockchain.

Based on the technology trends and best practices in the field, SCF will continue
serving as the conference umbrella’s code name for all service-related conferences.
SCF 2020 defines the future of New ABCDE (AI, Blockchain, Cloud, big Data,
Everything is connected), which enable IoT and enter the 5G for the Services Era. SCF
2020’s 10 collocated theme topic conferences all center around “services,” while each
focusing on exploring different themes (web-based services, cloud-based services, big
data-based services, services innovation lifecycle, AI-driven ubiquitous services,
blockchain driven trust service-ecosystems, industry-specific services and applications,
and emerging service-oriented technologies). SCF includes 10 service-oriented
conferences: ICWS, CLOUD, SCC, BigData Congress, AIMS, SERVICES, ICIOT,
EDGE, ICCC, and ICBC. The SCF 2020 members are listed as follows:

[1] The International Conference on Web Services (ICWS 2020, http://icws.org/) is
the flagship theme-topic conference for Web-based services, featuring Web ser-
vices modeling, development, publishing, discovery, composition, testing,
adaptation, delivery, as well as the latest API standards.

[2] The International Conference on Cloud Computing (CLOUD 2020, http://
thecloudcomputing.org/) is the flagship theme-topic conference for modeling,
developing, publishing, monitoring, managing, delivering XaaS (Everything as a
Service) in the context of various types of cloud environments.

[3] The International Conference on Big Data (BigData 2020, http://bigdatacongress.
org/) is the emerging theme-topic conference for the scientific and engineering
innovations of big data.

[4] The International Conference on Services Computing (SCC 2020, http://thescc.
org/) is the flagship theme-topic conference for services innovation lifecycle that
includes enterprise modeling, business consulting, solution creation, services

http://icws.org/
http://thecloudcomputing.org/
http://thecloudcomputing.org/
http://bigdatacongress.org/
http://bigdatacongress.org/
http://thescc.org/
http://thescc.org/


orchestration, services optimization, services management, services marketing,
and business process integration and management.

[5] The International Conference on AI & Mobile Services (AIMS 2020, http://
ai1000.org/) is the emerging theme-topic conference for the science and tech-
nology of AI, and the development, publication, discovery, orchestration,
invocation, testing, delivery, and certification of AI-enabled services and mobile
applications.

[6] The World Congress on Services (SERVICES 2020, http://servicescongress.
org/) focuses on emerging service-oriented technologies and the
industry-specific services and solutions.

[7] The International Conference on Cognitive Computing (ICCC 2020, http://
thecognitivecomputing.org/) focuses on the Sensing Intelligence (SI) as a Ser-
vice (SIaaS) which makes systems listen, speak, see, smell, taste, understand,
interact, and walk in the context of scientific research and engineering solutions.

[8] The International Conference on Internet of Things (ICIOT 2020, http://iciot.
org/) focuses on the creation of IoT technologies and development of IOT
services.

[9] The International Conference on Edge Computing (EDGE 2020, http://
theedgecomputing.org/) focuses on the state of the art and practice of edge
computing including but not limited to localized resource sharing, connections
with the cloud, and 5G devices and applications.

[10] The International Conference on Blockchain (ICBC 2020, http://blockchain1000.
org/) concentrates on blockchain-based services and enabling technologies.

Some highlights of SCF 2020 are shown below:

– Bigger Platform: The 10 collocated conferences (SCF 2020) are sponsored by the
Services Society (S2) which is the world-leading nonprofit organization (501 c(3))
dedicated to serving more than 30,000 worldwide services computing researchers
and practitioners. Bigger platform means bigger opportunities to all volunteers,
authors, and participants. Meanwhile, Springer sponsors the Best Paper Awards and
other professional activities. All the 10 conference proceedings of SCF 2020 have
been published by Springer and indexed in ISI Conference Proceedings Citation
Index (included in Web of Science), Engineering Index EI (Compendex and Inspec
databases), DBLP, Google Scholar, IO-Port, MathSciNet, Scopus, and ZBlMath.

– Brighter Future: While celebrating the 2020 version of ICWS, SCF 2020 high-
lights the Third International Conference on Blockchain (ICBC 2020) to build the
fundamental infrastructure for enabling secure and trusted service ecosystems. It
will also lead our community members to create their own brighter future.

– Better Model: SCF 2020 continues to leverage the invented Conference Block-
chain Model (CBM) to innovate the organizing practices for all the 10 theme
conferences.

xii About the Services Conference Federation (SCF)
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Case Study on Key Influencing Factors
of Modern Service Industry Development

Zhu Xiangbo1,2(B), Ou Guoliang1, Li Yi3, and Zhou Zhigang1

1 Shenzhen Polytechnic, Shenzhen 518055, Guangdong, People’s Republic of China
zxb@szpt.edu.cn

2 China Three Gorges University, Yichang 443002, Hubei, People’s Republic of China
3 Shenzhen Institute of Information Technology, Shenzhen 518172, Guangdong,

People’s Republic of China

Abstract. In the process of industrial structure adjustment and economic develop-
ment model innovation, the role and status of modern service industry are becom-
ing increasingly important. Shenzhen Municipal People’s Government had paid
great attention on the development of modern service industry. On one hand, mod-
ern service industry has been quite large and mature, and on the other hand, there
are problems of insufficient in total volume, relatively narrow industry field and
somehow inadequate industry structure. Based on rational choosing and building
an influencing indicator system, this paper tries to analysis the development of
modern service industry in Shenzhen. Through using methods such as cointegra-
tion analysis, Granger causality test and multiple linear regression, combined with
the relevant data collected, we found that the foreign direct investment and the
investment level of modern service industry are the key factors. Therefore, this
paper suggested that the development of modern service industry in Shenzhen
might improve on expanding foreign investment, strengthening the investment
level of modern service industry, and upgrading professional talents.

Keywords: Modern service industry · Influencing factors ·Multi-Regression
analysis

1 Introduction

The modern service industry is a service industry that maintains the continuity of the
industrial production process, promotes industrial technological progress and industrial
upgrading, and improves production efficiency to provide guarantee services. It is the
result of heightened industrial structure and economic service.

In the background of the continuous deepening of the industrial structure adjust-
ment and economic development model innovation in Shenzhen, the role and status of
the modern service industry are becoming increasingly important. Shenzhen Municipal
People’s Government had formulate policies to strengthen the development of mod-
ern service industry. As early as 2007, “Several opinions on accelerating the develop-
ment of our city’s high-end service industry” had been put forward. In 2012 and 2017,

© Springer Nature Switzerland AG 2020
J. E. Ferreira et al. (Eds.): SERVICES 2020, LNCS 12411, pp. 1–10, 2020.
https://doi.org/10.1007/978-3-030-59595-1_1
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“The 12th Five-Year Plan for the Development of Modern Service Industry in Shen-
zhen” and “The 13th Five-Year Plan for the Development of Modern Service Industry
in Shenzhen” came out. In 2018, “Shenzhen Strategic Emerging Industries Develop-
ment Special Fund Support Policy” was carried out to support the Strategic Emerging
Industries. In 2019, the added value of modern service industry was 1,210.147 billion
yuan, an increase of 12% with last year. Among them, the operating income of infor-
mation transmission, software and information technology services increased by 16.5%,
transportation, warehousing and postal services increased by 9.1%, leasing and business
services increased by 11.2%, and scientific research and technical services increased by
11.9%.

From the perspective of development direction, the application of technologies and
concepts in Shenzhen, such as cross-border finance, factor markets, wealth manage-
ment, supply chain management, e-commerce logistics, and the internet of things have
transformed the modern service industry into a high-tech and high-value-added high-
end direction. However, the modern service industry in Shenzhen has problems such as
insufficient in total volume, relatively narrow industry field, and insufficient employment
potential. It also faces many difficulties such as insufficient internal structure optimiza-
tion, severe factor constraints, and high competitive pressure. It is the primary issues
if Shenzhen Municipal People’s Government wants to effectively improve the modern
service industry system, achieve the optimization and upgrading of industrial structure
and clarify the key factors affecting.

2 Literature Review

2.1 Concepts and Characteristics of Modern Service Industry

Modern service industry appears with the concepts of “knowledge-intensive service
industry”, “emerging service industry” and “production service industry”. It is charac-
terized by knowledge-based, highly R & D-intensive and high value-added knowledge.
Wang X Q et al. (2011) analyzed the modern service industry in the United States, Japan
and Singapore and divided the modern service industry into three types, such as a native
type, an embedded type and an exogenous type [1]. Wu X B et al. (2014) used the
data from China’s GEM modern service industry and cluster analysis method, and then
found that the modern service industry had six typical business models [2]. According to
the National Development and Reform Commission’s “Industrial Structure Adjustment
Guidance Catalogue”(2019, Exposure Draft), the modern service industry includes fol-
lowing nine major industries: (1) information transmission, computer services and soft-
ware industry; (2) financial industry (3) real estate; (4) leasing and business services; (5)
scientific research, technical services and geological exploration; (6) water conservancy,
environment and public facilities management; (7) education; (8) Health, social security
and social services; (9) culture, sports and entertainment.

2.2 Influencing Factors of Modern Service Industry

For the interaction between modern service industry and other industries, some scholars
put forward their opinions. Based on the review of the development of modern service
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industry in Wuhan, Kuang Y F (2015) found that the development of modern service
industry could effectively promote the transformation and upgrading of industrial struc-
ture, and then promote regional economic growth [3]. Li J M et al. (2013) believed that
the development of modern service industry was a necessary condition for economic
structure optimization and adjustment [4].

For the influencing factors, different scholars used different methods and found dif-
ferentiated indicators. Hou S G (2014) comprehensively analyzed the nine influencing
factors of modern service industry and found that the impact of industrial structure was
the most significant [5]. Liu T (2010) used multiple regression model to examine the
influencing factors of the development and changes of modern service industry in Hunan
Province, and found that the output value of modern service industry were related to
per capita GDP and disposable income of urban residents, and the latter two variables
had negative impact on the former one [6]. Through combined with the data of modern
service industry development in some provinces and used multi-factor analysis model,
Ma F H (2016) pointed out that economic growth and urbanization process, residents’
consumption and government expenditure all significantly affected the development of
modern service industry [7].With using multiple linear regression method and data from
China’s modern service industry in 2010, Li D M (2011) verified that per capita dispos-
able income was a decisive factor affecting the development of modern service industry
[8].MaoYY (2010) divided the factors that affecting the development of modern service
industry into tangible and intangible aspects. The tangible factors included infrastruc-
ture conditions, urbanization level, consumption demand, government related policies
and secondary industry development status, while the intangible factors were mainly
including external economic influence, labor cost and marketization degree [9]. Taking
into account the knowledge of the modern service industry, Li J (2010) summarized the
factors as residents’ consumption status, overall economic development level, informa-
tion level, industrialization level, urbanization level and internationalization level [10].
Zeng X F et al. (2013) studied the influencing factors of the regional service industry,
and concluded that the basic knowledge structure, technological environment, social
environment and technological support were the main factors affecting the development
of modern service industry [11]. Through empirical analysis, Bai J (2018) found that
foreign investment, urbanization, and government spending had a positive impact on
the competitiveness of modern service industries [12]. Wang M K (2017) used principal
component regression analysis and found that factors such as industrialization rate, GDP
per capita, number of employees in the service industry, and actual use of foreign capital
affected the improvement of the competitiveness of the service industry [13]. Using par-
tial least squares regression analysis and data collected from Henan Province, Tian ZZ
(2019) found that the level of urbanization, information, government role, innovation
capability and economic development had a significant impact on the development of
producer services [14]. Based on the perspective of “added value-participation-division
of labor”, Zheng G J et al. (2018) studied the competitiveness of the service industry,
research results showed that the division of labor in the global value chain of the service
industry and the international division of labor participation were the most important
and the most Significant factors [15]. By selecting explanatory variables such as manu-
facturing agglomeration, government protection, urbanization level, human capital, and
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information level, and used spatial constant coefficient models, Zheng C J et al. (2017)
analyzed the influencing factors of knowledge-intensive service industry development
in Zhejiang Province [16]. Through an empirical analysis, Hong W Y (2015) found that
the factors affecting the international competitiveness of the high-tech service indus-
try in China and the United States included the number of high-tech service industry
employees, the level of residents ‘consumption, the level of residents’ consumption, and
the amount of investment in fixed assets in the high-tech service industry [17].

2.3 Evaluation and Empirical Research on the Development of Modern Service
Industry

Shen X P (2012) comprehensively introduced the composition and characteristics,
development environment and basic conditions of Shenzhen’s modern service indus-
try. Through the application of modern service industry added value as a percentage
of GDP, growth contribution rate, economic growth driving force and other factors,
the contribution of modern service industry to Shenzhen’s economic growth was dis-
cussed, and its future development in terms of development goals and key areas were
prospected [18]. Zhang H M et al. (2018) measured service industry development level
in the Guangdong-Hong Kong-Macao Greater Bay Area. By using indicators such as
rationalization of service industry structure, industry efficiency level and service indus-
try structure heightening, and GMM model, the causality between the service industry
development level in the Bay Area and the coordination level of cities [19]. Wu J X
(2019) proposed relevant evaluation indicators based on the Porter Diamond Model and
analyzed the competitiveness of China’s science and technology service industry using
an analytic hierarchy process [20]. Kang J et al. (2015) used principal component anal-
ysis to compare the competitiveness of the service industry in three different stages of
cities in the Yangtze River Delta [21]. Zhang S J et al. (2016) used the annual data of the
“BRICS” from 2009 to 2013, and factor analysis method to compare the international
competitiveness of service industries [22]. Wang Y et al. (2018) explored the service
industry development level of provinces and regions along the “Belt and Road” in China
using factor analysis [23].

2.4 Comments

In general, the study on modern service industry is quiet mature, and the empirical
researches using various data and methods are abundant. For example, in the influenc-
ing factors and evaluation research of modern service industry development, various
indicators such as residents’ consumption status, overall economic development level,
information level, industrialization level, per capitaGDP and disposable income of urban
residents, etc., had constructed for analysis from different angles. However, the model
setting and indicator system construction have not unified yet. At the same time, there
is relatively little research focused on Shenzhen. Based on this, in order to promote
Shenzhen’s modern service industry development and put forward corresponding coun-
termeasures and suggestions, this article intends to take Shenzhen’s modern service
industry as the object, select the latest and detailed data, and discuss its development
status and key influencing factors.
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3 Influencing Factor Model and Index of Modern Service Industry
Development

3.1 Construction of Influencing Factor Index

From the “Diamond Model” put forward by Michael Porter, the international compet-
itiveness of an industry mainly depends on four key factors and two auxiliary factors.
Four key factors include demand conditions (driving force), factor conditions (human
resources, knowledge resources, capital and other factors), related and supporting indus-
tries (strongly supported), corporate strategy, institutions, and competitors. While two
auxiliary factors are the government and opportunities. Four key factors and two auxiliary
factors jointly affect the industrial development and competitiveness. Together with the
results ofMaoYY(2010) andWang J (2018), the factors that influencing the development
of modern service industry can be subdivided into tangible factors and intangible factors
[9, 12]. Tangible factors mainly refer to factors with material form, including capital
investment, technological improvement, and infrastructure construction. Intangible fac-
tors are mainly factors with no specific form, including personnel literacy, consumption
level, and government philosophy and so on. According to the attributes of modern ser-
vice industry, and by summarizing the aforementioned research, the following indicator
system is constructed. The value added of modern service industry (MSVA) represents
the development level of modern service industry Table 1.

3.2 Descriptive Statistics

The original data is collected from the Shenzhen Statistical Yearbook and related statis-
tical bulletins (2001-2020), and some scattered ones are compiled from the website of
the Statistics Bureau. For all variables, value are collected from 2000 to 2019, which last
twenty years. The value added of modern service industry (MSVA) acted as the depen-
dent variable of the evaluation model. Other influencing factors treated as independent
variables. Through logarithmic processing all variables, we use the logarithmic value of
them Table 2.

3.3 Stationarity Test, Cointegration Test and Granger Causality Test

For time series data, the stationarity test is an indispensable link. The co-integration test is
to verify whether there is a co-integration relationship between those influencing factors
as independent variables and modern service industry development level as dependent
variables, before performing multiple regression analysis. While granger causality test
is to verify whether each factor has a correlation with the dependent variable, and it can
clearly verify which variable caused the change of which variable.

Stationarity Test. Using ADF method to check the stationarity of time series. Result
showed the difference in the dimensions get the significant result, which means that
these variables are all second-order single integers. Result of the unit root test can found
in the following table:
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Table 1. Indicator system of modern service industry development

Type Name Content Calculation method

Tangible factors Modern Service
Industry Investment
Level (MSII)

Modern service
industry investment
status indicator

The proportion of service
industry fixed asset
investment in total
investment

Population density
(PD)

Urbanization rate
indicator

Urban population density

Foreign direct
investment (FDI)

Opening up indicator Actual use of foreign
capital

Employees in modern
service industry
(PEMS)

Labor indicator Number of employees in
modern service industry

Intangible factor Total retail sales of
consumer goods per
capita (PTRS)

Spending power
indicator

Total retail sales of
consumer goods per
capita

Per capita general
public budget income
(CPBI)

Government fiscal
level indicator

Per capita general public
budget income

Per capita disposable
income (PDGI)

Income level
indicator

Per capita disposable
income

GDP per capita
(CGDP)

City development
level indicator

GDP per capita

From the table above, it can easily find that Lncgdp is stable in the level, while the
Lnptrs and Lncpbi are not stable in the level and in the difference. After the difference,
other variables are stable and are second-order single integers Table 3.

Cointegration Test. Results of unit root test show that Lnmsva and Lnpdgi, Lnmsii,
Lnpd, Lncgdp, Lnfdi and Lnpems are all second-order single integers, and there may be
a long-term equilibrium relationship between variables. Since it is a multivariate cointe-
gration adjustment, we applied the Johansen test to inspect the cointegration relationship
among them. Co-integration results proved that the co-integration rank of the stationary
variable (Lnpdgi, Lnmsii, Lnpd, Lncgdp, Lnfdi and Lnpems) are all 1. That is, these six
variable and Lnmsva exist separately and there is only one cointegration relationship. In
addition, from the value of each cointegration parameter vector, Lnpdgi, Lnmsii, Lnpd,
Lncgdp, Lnfdi and Lnpems have a long-term equilibrium relationship with the vector
Lnmsva.

Granger Causality Test. The results of the cointegration test prove that there is a
correlation between the selected variables and dependent variable. It is not clear who
caused the specific variables and the dependent variable. Then, use the Granger causality
test method to check the influencing relationship between variables. After selecting the
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Table 2. Descriptive statistics of indicators (logarithmic value, from 2000 to 2019)

Variable name (unit) Average value Standard
deviation

Minimum value Maximum value

Value Added of Modern
Service Industry
(MSVA)(100 million
yuan)

4353.59 3532.24 607.84 12101.47

Per capita disposable
income (PDGI)(10
thousand yuan)

35520.2 12753.68 21494.00 62252.00

Modern Service Industry
Investment Level
(MSII)(%)

77.14 5.7979 62.65 85.99

Population density
(PD)(10 thousand people
per square kilometers)

4953.03 986.82 3348.04 6727.91

GDP per capita
(CGDP)(10 thousand
yuan)

106446.5 55078.69 33276 193211

Foreign Direct
Investment (FDI)(100
million yuan)

893.13 453.66 121.67 3653.48

Number of employees in
modern service industry
(PEMS)

145.49 72.31 52.56 299.1

Total retail sales of
consumer goods per
capita (PTRS)

30162.7 14235.42 11021 50013

Per capita disposable
income (PDGI)

13178.25 9384.49 3328 9965

granger causality test with second-order lag, all the results begins to get the significance.
Results showed that Lnpdgi, Lnmsii, Lnpd, Lncgdp, Lnfdi, Lnpems are the reason that
affects the vector Lnmsva.

3.4 Multiple Linear Regression

Co-integration and Granger causality test that confirmed these important factors had sig-
nificant influence on the development level of modern service industry, and showed the
causal relationship between them, while the affecting size was not yet determined. Con-
struct a multiple regression model and analyze each influencing factor and the develop-
ment level of modern service industry. Choose the development level of modern service
industry (Lnmsva) as the dependent variable, and other factors as independent variables
Table 4.
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Table 3. Results of unit root test

Test variable ADF Test(P-Value) Stationary

Lnmsva Dlnmsva −0.990541(0.7346) −3.133171(0.0411*) unstable stable

Lnpdgi Dlnpdgi 0.535625(0.9833) −4.043027(0.0069**) unstable stable

Lnmsii Dlnmsii −1.597686(0.4643) −5.126838(0.0008***) unstable stable

Lnpd Dlnpd −1.703873(0.4095) −3.564762(0.0180**) unstable stable

Lncgdp Dlncgdp −3.185447(0.037*) −1.802981(0.3671) stable unstable

Lnfdi Dlnfdi −1.225460(0.6408) −3.692236(0.0147**) unstable stable

Lnpems Dlnpems −0.600491(0.8486) −4.454073(0.0030**) unstable stable

Lnptrs Dlnptrs −2.336485(0.1721) −1.788217(0.3737) unstable unstable

Lncpbi Dlncpbi −0.396755(0.8912) −2.557374(0.1196) unstable unstable

Note: *, **, *** means significant at the confidence level of 10%, 5% and 1%

Table 4. Results of the multiple linear regression

Variable C Lnpdgi Lnmsii Lnpd Lncgdp Lnfdi Lnpems

Coefficient −13.91283**

(0.0224)
0.2949**

(0.02258)
0.52758**
(0.0319)

0.9183
(0.2675)

1.0709***
(0.0003)

1.4206**
(0.0443)

0.3078
(0.3948)

Note: *, **, *** means significant at the confidence level of 10%, 5% and 1%

From the results of the regression equation, the regression-fitting coefficient R2 is
0.9955, the F value is 485.59, the equation passes the significance test, and the multiple
regression equation is valid. Factors such as the per capita disposable income of urban
residents (Lnpdgi), the level of investment inmodern services (Lnmsii), the level of GDP
per capita (Lncgdp), and foreign direct investment (Lnfdi) have significantly affected
the development of modern services (Lnmsva). Among them, the level of significance
brought by GDP per capita is the best.

From the perspective of influence, all factors have a positive impact on the develop-
ment level of modern service industry. In terms of impact level, foreign direct investment
(Lnfdi) has the highest impact level. When foreign direct investment increases by 1 per-
centage point, the value added of the modern service industry increases by 1.42 percent-
age points. This followed by level of GDP per capita (Lncgdp), level of investment in
modern services (Lnmsii), and level of per capita disposable income of urban residents
(Lnpdgi), with coefficients of 1.0709, 0.5275, and 0.2949, respectively. When each vari-
able increases by 1 percentage point, the level of modern service industry increases by
1.07, 0.52, and 0.29 percentage points, respectively.

4 Conclusion and Suggestion

The vigorous development of modern service industry in Shenzhen has promoted devel-
opment and transformation of the social economy, and thenbecome the engine of regional
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economic growth. However, it still faces related problems, such as weak growth and
excessive dependence on a certain industry. At the same time, the impact of the new
crown epidemic (NCP,COVID-19) this year has also challenged the pace of development
in Shenzhen. Combining the above research, this article believes that:

Optimize the level and structure of foreign direct investment to better support the
development of modern service industries. Use foreign direct investment to increase
the investment level of modern service industry, thereby optimizing the development
structure of modern service industry and upgrading the level and level of modern service
industry in Shenzhen.

Promote the investment level and structure of government investment on service
industry, and then support the high-quality development of modern service industry.
Strengthen the leading role of government on the investment, then guide more and better
capital invest into the modern service industry. Try to expand its fields and to optimize
its structure, thus to build a more innovative and dynamic development pattern of the
modern service industry.

Increase policy support for finance, taxation, capital and talents. From the aspect
of talents, pay attention to improve the number and quality of employees in the mod-
ern service industry. In terms of finance and land, strengthen the expenditure of fiscal
expenditure in the modern service industry.
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Abstract. Due to the recent advancements in digital commerce, consumers expect
real-time digital payment convenient and available across channels as more con-
nected devices become payment devices. It offers consumers to pay in-store or
online purchases in many diversified ways. The three domains secure protocol
evolved to version 2.x (3DS2) supporting the development in digital payment
domain and its rapid adaptation. The specification includes the provisioning of
the application-based purchases enabling risk-based decisions to authenticate the
consumer transactions. 3DS2 enhances consumers’ checkout experiences through
out-of-band authentication. It eliminates the need for enrollment process and static
password supporting non-payment activities and native mobile. The primary chal-
lenges to implement 3DS2 are dimensioning the risks, real-time variability in the
risk factors, and precision to compute the accumulative risk associated with the
individuals. Financial services, merchants, and consumers are enabled to connect
into the blockchain network using application programming interfaces (APIs). It
alleviates participants of Blockchain network from having to build out their own
distributed transactions’ server nodes. This paper proposes a blockchain-driven
3DS2 service architecture framework that integrates the risk-based decisions and
provides a secure communication platform in digital commerce. We illustrate the
increased level of authenticity, maintainability, extendibility, and flexibility in the
digital payment ecosystem with the industry case study of membership-based
in-store or online charitable contribution campaigns during point-of-sale.

Keywords: Application programming interface (API) · Blockchain (BC) ·
Digital activity (DA) · Frictionless flow · Risk factor (RF) · Three domain secure
2.x (3DS2)

1 Introduction

In 2019, the online fraudulent transactions increased to 27% and 42% consumers experi-
enced the unauthorized payment activities [1]. The results impacted entire supply-chain,
including delays in shipments, consumer traffic, and in-store purchases. Survey of 166
United States’ merchant conducted by Federal Reserve Bank of Minneapolis indicates
that the Card Not Present (CNP) is the top payment threat to retailers [2]. The Nilson
Report announced the losses from worldwide fraud on credit cards, debit cards and pre-
paid cards hit $27.85 billion last year on a total card sales volume of $40.582 trillion [3].
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The Merchants pay up to 3.5% in the transaction fees. Besides, merchants are subject to
flat fees for point-of-sale terminal usage, network charges, and incidental expenses such
as chargebacks in case of fraud or disputes. Every dollar of fraud now costs banks and
credit unions about $2.92, a 9.3% increase over 2017. The payment industry has seen
enough data breaches to affect at least a few billion people across the globe.

The merchants, retailers, consumers, and issuers are always in the exploration of
approaches to reduce payments fraud in the digital business ecosystem effectively.
According to statistics presented in [4], the average active connections per day across the
globe exceeded 8.3 billon. The connected ecosystem and increasing reach of Internet-
of-Thing (IoT) enabled devices to facilitate consumer to pay from diversified geo-
graphic locations and currencies. Half of the digital business transactions declined due
to suspected fraud.

Three domain server protocol prevents fraudulent activities in card-based payment
transactions through multiple channels and devices. It is widely adapted and utilized to
secure the payment. The specification of advancement in 3DS2 is already formulated
and available by Europay, MasterCard, Visa Contactless (EMVCo) [5]. Many organiza-
tions have already started offering the 3DS2 services and capabilities to the connected
ecosystems of payment. 3DS2 uses token-based and biometric authentication. It uses
risk-based decisions for authentication using additional data during the transactions. The
consumer checkout experience is anticipated to be seamless and secures irrespective of
the devices, applications, and methods payment. The challenge for 3DS2 is the accuracy
in identifying the risk factors and computing the risks in real-time. Due to the increased
number of options introduced for real-time payment transactions, the evolution in risk
factors, assessment, and corresponding computations are imminent.

Blockchain can modernize a payment and capture the evolving risks in real-time.
It offers tokenization and authenticity of transactions between multiple parties with
minimal operational and technical frictions [6]. However, Blockchain protocols and
governance are immature to content the compliances associated with the eCommerce
payments. Its ability to support the challenging non-functional requirements of payment
services has yet to be proven [7]. We identified the Blockchain driven 3DS2 Service
Fabric Architecture framework (BC2SF) formulation 3DS2 Application Programming
Interfaces (APIs). The APIs can be classified and governed based on evolving char-
acteristics of payment ecosystems. Additionally, the BC2SF supports the new way of
digital payments introduced in the future by means of evolving digital technologies and
payment industry including digital currencies.

The core component of the BC2SF is 3D Secure 2.0 Service Fabric (3DS2SF). The
3DS2 specification emphasizes on the real-time evaluation ofmodeling and analyzing the
risk factors associated with the payment transactions. The BC provides detail history of
the transaction in context of the digital payment to identify the risk factors and their rela-
tionships with the ongoing transaction(s). The risks factors can have multiple or nested
levels of dimensions. The examples of the dimensions for risk factors includes geoloca-
tion, devices, applications, currency (or amount), internet connectivity paradigms, and
products (or services). For instance, if the payment has been initiated from the unautho-
rized or unrecognized device over the previous transactions pertaining to the related BC
transactions of the specific person or eCommerce website then it requires computing
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risk on the specific digital payment transaction to identify the amount can be allowed
for purchasing.

We investigated issues and challenges of digital payment due to advancements in
digitalization of business and introduction of 3DS2 in existing payment ecosystem in
Sect. 2. Section 3 outlines the requirements of 3DS2 and indictive coordination alongside
Blockchain technology. Section 4 presents the BC2SF framework components and their
responsibilities. It provides methodology to specify and evaluate risk factors to iden-
tify real-time authentication decision for payment ecosystem. Section 5 illustrates the
empirical use case of charitable contribution during point-of-sale (PoS) using BC2SF.
Eventually, Sect. 6 concludes our findings and future direction to advance the risk
governance.

2 Challenges of Digital Payment Methods and 3DS2

Three Domain Secure (3DS) specification is primarily composed of acquirer domain,
interoperability domain, and issuer domain, as indicated in Fig. 1. Acquirer establishes
a relationship with a merchant to accept payment card transactions [8]. The acquirer
domain has a requester client, server environment, integrator, and payment authorization
mechanisms. The client can either be application-based or browser-based. The server
collects necessary data elements for 3DS messages [5]. It authenticates, validates, and
ensures the messages between the requester of the payment and cardholders.

Fig. 1. Communication between three domains of 3DS2 specification.

The integrator provides the functional interface between the 3DS requestor environ-
ment and the 3D securemessages between client and server. The interoperability domain
consists of Directory Server (DS), Directory Server Certificate Authority (DSCA), and
Authorization System. The issuer domain manifests cardholder, consumer device, issuer
information, and access control server (ACS).

3DS2 defines three types of client and server flows for the checkout process during
any purchase irrespective of the digital payment channel or method, that is, frictionless
flow, challenge flow, and transaction flow. Frictionless flow is new to 3DS2. Challenge
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flow and traditional transaction flow are associated and updated with frictionless flow
requirements [8]. Frictionless flow [9] introduces risk-based authentication to determine
whether the cardholder is required to perform challenge flow for further authentication.
The risk-based authentication primarily dependents upon two factors, that is, the addi-
tional data captured during the checkout process of purchases and transaction history
of the customer performing the payment. The data can be of multiple types, includ-
ing cardholder purchasing behavioral pattern data, device information, and merchant
authorization detail. Merchants are required to capture an extensive data set from the
customer during the checkout process. The transaction flow retrieves the browser and
mobile devices’ data.

During our analysis of various approaches to implement 3DS2, we identified com-
plexities and extendibility challenges of implying novel 3DS2 between client, acquirer,
and interoperability domains. Following are the list of identified issues for 3DS2 to be
effective.

Risk Factors: The risk factors vary for different types of businesses, geolocation, and
personal profile of the individual. The 3DS2 needs to include dynamic of defining and
configuring the risk factors depending on the different dimensions in consideration [10]
and [11]. For instance, a customer with an international travel history and travel incentive
account has a higher risk of currency level fraud and mishaps over online purchasing
activities.

Payment Methodologies: The Internet-of-Thing (IoT) enabled devices advancing to
capture new types of data to increase security and safeguard the identity of the individual.
Client domains require to extend capabilities that can accept additional types of payment
methods as well as authentication mechanisms. The MasterPass offering by the Master
Card Corp. is a classic example of the new payment types [12]. Additionally, every bank
and providers started offering the number of different ways to pay online as well as
in-store purchases.

Customer Data: If the bank doesn’t have enough information, then it can request a
challenge step-up flow to authenticate the transaction and prompt the customer to provide
additional data during 3DS2 The dependency on the quality of the data of the customers
are very high. If the customer data are not consistent and up to date, then probabilities
of the customers receiving the correct level of challenge question are lower [13]. The
acquirers receive customer information from the card-issuing bank, public network,
and government records during the card application. The data to verify the customer
are typically old or not valid during the step-up flow to authenticate the transaction.
Customer may have lived in the county for 3 to 4 weeks and may not have remembered
it. Contrarily, an old acquittance, can take advantage of this information.

Payment Gateway Types: Generally, merchants facilitating eCommerce technologies
utilize the payment gateway. The payment gateway providers implement the different
encryption mechanisms as well as approval workflow for the transactions [14]. Any
change or upgrade to the payment gateway requires either new interfaces or modifica-
tion to the existing interfaces. Besides, the testing of the newor updated payment gateway
with 3DS2 requires extensive testing before offering to the customers. Many types of
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payment gateways are available, including pro-hosted payment gateway and direct pay-
ment gateway. Pro-hosted payment gateway relies on the user data provided from the
web or mobile application, whereas direct payment gateway periodically inquires the
payment completion. Both the methods are for different purposes, and various types of
messages flow between the merchant and payment gateway.

Merchant: 3DS2 emphasized on the authenticating the customers to avoid the fraudu-
lent transaction. It has very little to no attention provided formaliciousmerchants and the
validity of the merchant-specific device applications to accept the payment [15]. 3DS2
leverages the concept of the trusted merchant within the merchant account or the cor-
responding mobile applications. However, it is susceptible to exfiltrate. If the customer
unknowingly configure browser to add trusted sites (as an add-on), then the third-party
application during browsing can add the trusted merchant to the browser.

3 Synergy of 3DS2 Requirements and Blockchain Technologies

Internally, the 3DS2 server collects the necessary data elements from any or all the
components to initiate the authentication. It has three types of information collected to
analyze, that is, device information, browser information, and merchant risk information
[5]. If a merchant has a mobile application with integration domain component of 3DS2,
then it needs to capture the necessary information directly from the device to process
the transaction. The device information consists of 12 data elements [16]. However,
iOS-specific information has 13 elements, whereas Android-specific information has
36 elements. It includes the type of platform and the specific Internet Protocol (IP)
address associated along with device name, device model, device’s operating system
information, time zone, location, and screen resolution. If transactions are conducted
on the merchant’s website through a browser, data is captured by the 3DS server. The
browser information includes the content type, IP address, Java enablement flag, screen
resolution, language, time zone, and user agent [5] information. The merchant is also
required to collect additional cardholder information to help improve the accuracy of the
risk-based authentication. The merchant risk information consists of account, purchase,
prior transaction authentication, and account authentication information.

Themerchant shares this information with the card issuer for analyses and identifica-
tion of the risk level based on the specifics of the transaction. It allows the issuer to make
an informed decision as to whether additional authentication step-up flow is required.
The 3DS2 specification indicates computing the risk. If the risk is below a certain thresh-
old, then the issuer will approve the cardholder authentication. For this specification to
handle the transaction, it must generate Payment Tokens (PTs) for risk-based authen-
tication. The PTs ranges are shared and configured on the DS. PTs routed to the DS
and consequently to the ACS. During the transaction, the authentication request needs
to detokenize PTs. The PT Indicator in the request message provides the risk associated
with the transaction.

In [17], an extensive fraud processing method provides a merchant to implement dis-
counting, acceptance, and fraud rules based on the card type. It emphasizes on the risk
with the card types over the risk levels associated with the consumers and the patterns of
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transactions. On the other hand, the method identified in [18] focuses on authentication
system. It computes the decision based on device data during a checkout process of a
current transaction on a merchant website and contextual data of the customer. The risk
scoring mechanism for payment card transaction presented in [19] is based at least in
part on the transaction data and infrastructure data associated with the transaction. It
defines the acceptable risk to the merchant against the pre-defined risk threshold. Data
mining techniques including decision tree, logistic regression, random forest and neural
networkwere constructedwith the cleaned dataset to detect risks of credit card defaulters
in [20]. It predicts risk associated with merchants with credit card defaulters with 82%
accuracy. The comparative analysis is presented in [21] with multiple machine learning
(ML) classification on the highly imbalanced datasets consisting of credit card transac-
tions. It indicates that any additional datasets linked with consumers to be considered to
identify risks and changing the threshold require merchants to undertake a hefty level
of assumptions in their risk classification. The existing approaches are incompetent to
evolve the merchant’s payment ecosystem in a way to insert or update the risk levels as
well as new paradigms to compute the risks at runtime during transaction processing.

A blockchain consists of a peer-to-peer (P2P) communication overlay network. Each
network node connects to other nodes through defined protocol and discovery processes
[22]. The research presented in [23] takes advantage of the delay-tolerant nature of
blockchains to deliver banking services to remote communities. The blockchain users can
handle regular transaction processing with the use of a base station feature capabilities
offering connectivity within the local area. The bank only joins in processing currency
exchange requests. In [24], the conceptual architecture for a blockchain-based Personal
Data and Identity Management System (BPDIMS) is illustrated using trust protocol and
off-chain repository.

The decentralized and distributed linked list built with hash pointers [25] is available
to all participants involved in the payment transactions in Blockchain-based payment
authentication. [26] establishes a new architecture called secure pub-sub (SPS) without
middleware, that is, blockchain-based fair payment with reputation. In SPS, publishers
publish a topic on the blockchain, and subscribers specify a message by depositing to the
topic. The [27] prescribes Blockchain digital certificate methodology to avoid fraudulent
transactions. It generates a digital certificate for the transaction data by blockchain-
enabled electronic ownership token. It allows transferring the electronic ownership of
the token.

The blockchain-enabled ecosystem can provide the following advantages and
resolves challenges of 3DS2 specification to be implemented for the payment networks.

• Blockchain protocol consistently connects and communicate customers, merchant,
acquirer, issuers, and payment, gateway providers. It can provision role-based
transaction information in the nodes.

• The block maintains the chain of transactions and associated risks for a specific cus-
tomer (or set of customers). It achieves the prior transaction authentication require-
ments of 3DS2 without real-time computation as a recent transaction block already
carries the authentication information with it.
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• Blockchain allows customization of tokens in consideration of many dimensions and
risk factors including device, browser, and merchant information specified by 3DS2.
It can validate merchant and cardholders (customers) in the specification of the token.

• The blocks can be extended as well as interoperable with the new transactional and
IoT device information. It can also include these factors for risk computation and
authentication.

The blockchain configuration includes consensus in the perception of validator nodes
for the issuer to validate blocks with the transactions [28]. Consequently, different types
of consensus can be implied depending on the type of participant in the transaction, that
is, public, private, and permissioned (or consortium) blockchain. Typically, 3DS2 is a
candidate of consortium blockchain where participants are pre-selected, and the issuer
has the authorization to modify the participant list.

4 Blockchain Driven 3DS2 Service Fabric Architecture Framework

To address and resolve the challenges of managing complexities of PTs of 3DS2 in the
conditions of computing risks in real-time, we have identified the Blockchain driven
3DS2 Service Fabric Architecture (BC2SF). It correlates, computes, and advances risks
associated with the specific transaction under the influence of changing characteristics of
risks factors through Blockchain-enabled services or Application Programming Inter-
faces (APIs). The blockchain nodes include a trace or period trace of the transaction
history beginning at the activation of the cards to the most recent payment in terms of
blocks. It inherits detail of the transactions for each consumer, including device, browser,
and merchant risk information required by 3DS2 specification. The transactions in the
blocks are not limited to a specific card; it has the link to the potential payments asso-
ciated with the consumers whether it is performed utilizing any device, card, or other
means of payment. The services under the Blockchain network provision shared reposi-
tories and common processes in the nodes to compute the risks based on the risk factors
in the context of the transaction. It entails an efficient and accurate specification of risks
associated with payments.

Figure 2 provides components of the BC2SF incorporating friction fewer payment
options and real-time risk computing capabilities. Theprimary components of theBC2SF
framework are 3DS2 service fabric (3DS2Sf), Blockchain API Manager (BCAPIm),
Authentication DecisionManager (ADm), Blockchain NodeManager (BNm), Acquirer
Configurator (Acon), and Digital Channel Director (DCd). 3DS2Sf is formulated with
Risk Factor Association Manager (RFAm), Risk Rater (RRt), Risk Orchestrator (ROr),
and Risk Feedback Engine (RFe).

3DS2 Service Fabric (3DS2Sf): The primary responsibility of the 3DS2Sf is to provide
the platform to integrate the acquirer domain, interoperability domain, and issuer domain
through the services (or APIs). The 3DS2Sf invokes the frictionless flow of the 3DS2
specification through service. It evaluates the risks associatedwith the transactions based
on the risk factors and risk rating techniques utilized for the specific classification of
the service for the type of transaction chain maintained within the Blockchain network
nodes. It is accountable to decide whether the transaction needs one more level of further
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Fig. 2. Blockchain driven 3DS2 service fabric architecture framework (BC2SF).

authentication. 3DS2Sf connects with the ADm with analyzed information within the
services for further action towards the payment transaction in context.

Risk Factor Association Manager (RFAm): RFAm defines RFA (Risk Factor Associ-
ation) model (RFM) to identify, place, and compute risk factors associated with the
specific transaction or set of transactions in real-time. RFM consists of risks factors for
the device, browsers, and merchant risk authentication. It can also consist of subcate-
gories of risk factors for each of the data elements associated with the device, browser,
and merchant risk authentication during the payment. Figure 3 represents the elements
of the RFM. RFM provides the contract and agreement between the issuers, merchants,
acquirers, and cardholders in adherence to avoid fraudulent digital activities during fric-
tionless flow for payment. In Fig. 3, RIC represents the risk computations, “n” presents
the number of participants’ digital activities, and “r” characterizes number of risks for
the particular digital activity in context.

Fig. 3. Risk factor association model (RFM) elements.
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Risk Rater (RRt): RRt is to define the type of risk and its rating when it occurs during
the transaction flow within the 3DS2 ecosystem. The risk rating scheme can be changed
in real-time through RRt component of the RFAm. The real-time change in the RRt
scheme (or technique) will be implied either to the specific types or set of transactions
in the proximity of the RFA model.

Risk Orchestrator (ROr): ROr provides the hierarchy of the risks across the RFM. The
ROr specifies the order of risks from high to low. The RFM can either define, adapt,
or dynamically change risk orchestration using ROr. The ROr dilutes the rating of the
specific risk in real-time by the delta specified within the RFM depending on the position
of the risk in the orchestration.

Risk Feedback Engine (RFe): RFe is the sanity check whether the computed risks are
within the range of specific threshold. It specifies and adjusts the risk threshold for RFA
model. If the transaction is supposed to be unauthorized, however, it is computed to
be authorized, then it decreases the threshold for future transactions of the same type
corresponding to the associated risk factors.

Authentication Decision Manager (ADm): ADm is the final decision provided
whether the frictionless flow must go through additional authorization, denied, or
approved. It validates the computation performed using RFAm and the risk threshold
from the RFe to provide the decision for each transaction. The runtime validation of risk
threshold for a specific type of transaction can only be performed using ADm. ADm
interacts with BCAPIm and BNm to initiate either challenge flow or transaction flow
required to proceed with the purchase or transaction. ADm is also the final authority
to decide on challenge flow upon receiving additional information of the cardholder. It
identifies the cardholder and authorized to proceed with the transaction or disapprove
the transaction. It again informs BCAPIm to initiate transaction flow.

Blockchain API Manager (BCAPIm): BCAPIm is responsible for classification,
management, and error handling of services. Each RFM is mapped to the service (or
API) to compute the risks associatedwith the payment transaction(s). The challenge flow
and transaction flow are also associated with the specific APIs within the BCAPIm. If
the ADm doesn’t approve the frictionless flow and it needs to initiate the challenge flow
API, then BCAPIm initiates the challenge flow to receive more information from the
cardholder. It connects with ADm to take further action against the information received.
If the transaction flow is initiated by ADm, then BCAPIm’s transaction flow APIs per-
forms the transaction and registers it to the block associated with the Blockchain node
through BNm.

BC API classification engine (BCAPICe), Blockchain API Role Manager
(BCAPIRm), and BC API Tokenization (BCAPITk) are the essential components of the
BCAPIm.BCAPICe specifies the classification of the services interactingwithBCnodes
and frictionless payment.Acquirer associatedwith themerchant (or set ofmerchants) can
define the classification scheme. It can be based on the type of transaction, geolocation
diversity, type of merchants, type of devices, mobile applications, type of consumers,
and other customarily defined class. The acquirer can select to place classification with
multiple dimensions.
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BCAPITk connects BCAPICe and 3DS2Sf to recognize RFM for the specific clas-
sification through ADm. It identifies the RFM to be implied for the specific transaction
based on the classification specified by the acquirer. It provides access and visibility
of the transaction chains associated with the specific transaction with the token and its
accessibility for the merchant and issuing bank. The ADm executes the specified RFM
and computes the risks in real-time. The BCAPITk generates the token and associate
computed risk to it.

BCAPIRm provides the accessibility of the token to various participants of the trans-
action. The transaction may involve multiple issuers, merchants, brokers, cardholders,
and acquirers. Each participant can have a specific role. BCAPIRm manages the role
hierarchy and rules associated with the roles during the transaction. BCAPIRm also
defines the validator role responsible for validating the Blockchain nodes.

Blockchain Node Manager (BNm): The transfer of information between Blockchain
and BCAPIm in the framework occurs using a cryptographic protocol that arrives at a
consensus among participant nodes to update the blocks. BNm defines the consensus
mechanism based on the Blockchain topologies selected within the payment ecosystem,
that is, private, public, or permissioned (or consortium) blockchain. The BNm in asso-
ciation with the BCAPIRm manages the accessibility of the Blockchain nodes and their
blocks. It also performs validation of the nodes recognizing validator assigned by the
BCAPIRm.

Blockchain Network Administrator (BNWa): The BNWa provides administrative
aspects of Blockchain to connect acquirers, merchants, issuers, and consumers in the
vicinity of the transactions through the Blockchain nodes. Multiple blockchain pro-
tocols can be utilized to achieve consensus among participant nodes for updating the
blockchain ledger. Each such protocol will have to be evaluated in the context of the
participants of payment and transaction, the use case, and requirements of an enterprise.
If the payment gateway is utilized intermediator, then it can either introduce or leverage
one or more protocols to recognize and validate the transaction. BNWa provides capabil-
ities to establish the protocol and streamline communication between the BCAPIm and
blocks of shared repository carrying the history associated with the specific transaction
in context.

Acquirer Configurator (Acon): The Acon is responsible for administering each ser-
vice under the scope of specific acquirer or type of acquirer. It is composed of four
different elements of service administration, that is, Mapper, Linker, Modifier, and Ter-
minator. It interfaces with BCAPIm and 3DS2Sf to map the services (or APIs) the
frictionless, challenge, and transaction flows. The Acon linker establishes links between
the RFM and APIs. The Acon modifier updates the mapping and linking at runtime.
It also maintains the versions of the updated mapping and linking. Acon terminator is
accountable for successfully dismiss the invalid and unauthorized transactions as rec-
ommended by the ADm. The terminated transaction is also recorded to the blockchain
node through BCAPIm.

Digital Channel Director (DCd): The DCd provides the means to connect diversified
users with the BC2SF framework. The customer, issuer, merchant, and acquirer can
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utilize many ways to perform various activities during the checkout process of the pur-
chases, as indicated in the responsibilities of each component. DCd is responsible for
validating and orchestrating these activities. It is also the first line of defense against
faulty payment activities and transactions. It consists of Digital Channel Authorizer
(DCa), Digital Activity Validator (DAv), Digital Activity Orchestrator (DAo), and Dig-
ital Channel Role Associator (DCr). DCa authorizes new or existing digital channel
for the payment. DAv validates the activities and Dao orchestrator the digital activities
in alignment with the checkout process, including receiving payment information and
biometrics of the cardholder. DCr associate the role of the specific digital activity with
the BCAPIRm to recognize the rules to be implied for the specific digital activity.

The digital activities, the roles associated with digital activities, and actions differ
significantly across the checkout process. It is eminent during in-store purchases as well.
For example, the cardholder decides to pay with the mobile payment application for the
groceries as well as the eye examination performed in the supermarket, facilitating both
the capabilities. Multiple merchants, banks, and insurance company participate during
the transaction. The risk factors with the transaction need to be analyzed at runtime as
multiple types of payments are included in the transaction. The RFAm associates the risk
factors, the orchestration of risks, and individual risk rating in the unified RFM as API.
The risk can be computed for the entire transaction (in Block Ia). The ADm registers
the transaction to block as authorized transaction upon approval. The Blockchain has
capabilities to link the transaction through blocks for merchants as well as cardholders.
For instance, if the cardholder has a secondary card issued to the family member, then
ADm immediately links and compute the risks corresponding to the inflight transaction
(in Block Ib) by the secondary card. If one of the identified risk factors is the payment
limit with the threshold of the $250, then ADm ensures the accumulative payment for
both transactions (Block Ia and Block Ib). If the amount exceeds the $250 threshold, then
it rejects the later transaction (Block Ib). However, the rejected transaction (Block Ib)
still been recorded for future reference to compute the risk for the subsequent transaction
(in Block II).

BC2SF enables to build an industry-agnostic payment ecosystem to complete the
implementation of 3DS2 specification within the dilemma increasing number of digital
channels for payment. It prohibits fraudulent digital activities and provides early indi-
cators equally to the cardholder and merchants. It brings role-based transparency and
accuracy between acquirers and issuers. 3DS2Sf and ADm recognizes and ensures the
existing, new, and updated risks of digital activities during the checkout process and
payment transactions. The BC2SF also resolves interoperability challenges and trans-
parency between participants of the payment ecosystem to recognize the risks with the
transactions.

5 In-store and Online Charitable Contribution Use Case of BC2SF

Charitable Giving Report indicates that the most common approach preferred by the
consumers for charitable donation over two years was checkout donations during point-
of-sale (PoS) purchases [26]. 2018 survey reveals that 79 charitable contribution cam-
paign initiatives brought in $486.37 million [24]. Charitable contribution campaigns are
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crucial for not-for-profit or nonprofits to achieve the target for noble causes. Individ-
ual giving makes up nearly 70% of donations around the globe [29]. According to the
National Center for Charitable Statistics, 1.56 million tax-exempt organizations exist in
the United States [30]. The organizations must enable digital channels in compelling
ways to donate and contribute to charity events. Blackbaud’s 2017 Charitable Giving
Report indicates that the most common approach preferred by the consumers for charita-
ble donation over twoyearswas checkout donations during point-of-sale (PoS) purchases
[31]. 2018 survey reveals that 79 charitable contribution campaign initiatives brought in
$486.37 million [29].

As retailers increase their digital presence and work to offer 3DS2 frictionless pay-
ment options to their consumers, they are also bringing nonprofit counterparts alongwith
the point-of-sale systems [29]. It raises a need for a system that allows the consumer
to donate to charitable trust or organization based on having observed them [32]. It is
useful for the consumer to be able to restrict how the recipient spent donation through
selecting charitable trust or a specific campaign. It is mandatory to secure delivery of the
donation to the recipient to prevent fraudulent recipients. A merchant’s PoS terminals
and online checkouts can prompt micro-donations for local and national nonprofits and
adding a donation to a specific charity campaign. The BC2SF can seamlessly handle
the scenario and dynamically update the list of nonprofits, not-for-profit, or charitable
contribution campaigns as a workflow. We identified 15 metalevel activities requires to
be performed during the checkout of purchases to accommodate charitable contribution.
Table 1 represents the RFM associated with service classification “Member Donation”.
The RFM provides the example risk rating (RR), risk level (RL), DA Threshold (DAT),
and RFM threshold (T) to define the relationship between the merchant, consumer, and
charitable trust. T provides the acceptable range to approve the transaction for purchases
and donation.

All the branches of themerchant or set ofmerchants associatedwith acquirer utilizing
BC2SF can have consistent RFM across their value-chain. The RFM can also have
diversification based on various dimensions in the Blockchain network. For instance, if
the RFM focused on the United States, then the service class needs to be “United State
Member Donation” through BCAPICe. Although each merchant can generate its way
to compute the overall risk associated with RFM and risk rating scheme for the RFM,
we created risk computation (RIC) based on Eq. 1.

RIC =
(∑n

i=1
(RLiXRRi)

)/
n (1)

“n” presents the total number of DA for the specific service classification. The RR
represents the risk rating between 1 to 5 where DA with risk rating 1 is at the lowest risk
and 5 is at the highest risk provided by the RRt. The RL specifies the risk level in the
orchestration of the risk retrieved from the ROr. The RIC considers the averaging the
product of risk level and risk rating associated with each digital activity. The formula
indicates the precedence of the risks associated with the lower-level digital activities in
the hierarchy is 10% higher than the previous level of digital activities. For example,
DA# 1, DA# 2, and DA# 5 are at the risk level 1 and RL is 1 for them in Table 1. DA#
3 (underneath DA# 2) and DA# 6 (underneath DA# 5) are at risk level 2 and RL is 1.1
for them. DA# 13 and DA# 14 are at nested level of DA# 12 as the digital activities
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Table 1. Digital activities of member donation service.

RFM: POS charitable contribution
Service classification: member donation

DA# DA Role Risk RL RR DAT

1 Enter purchase
amount

Merchant Items or number
of purchased
items

Level
1a

1

2 Enter card
number

Consumer Customer
privacy

Level
1b

5 �4-digit range�

3 Enter donation
amount (with
purchase)

Consumer In appropriate
donation amount

Level
1b.1

2 10% (of
purchases)

4 Select &
validate
charitable trust

Consumer Classification &
rating of
charitable trust

Level
1b.2

3

5 Receive &
validate card
holder

Acquirer Invalid person or
transaction

Level
1c

2

6 Verify
purchase and
donation
amount based
on card
transactions

Payment
gateway (or
acquirer)

In appropriate
amount or
exceeding
threshold value

Level
1c.1

2 $250

7 Approve &
notify card
holder

Acquirer No activities &
invalid
transaction
history

Level
1c.2

4

8 Challenge
questions (if
required)

Acquirer Invalid
challenge
questions &
answers

Level
1c.3

3 �Pre-authorized
questions�

9 Pay & deduct
amount from
card holder for
purchase

Issuer Card holder
credentials &
amount

Level
1d

2

10 Receive
amount for
purchases

Merchant Account not
available for
deposit

Level
1d.1

2

(continued)
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Table 1. (continued)

RFM: POS charitable contribution
Service classification: member donation

DA# DA Role Risk RL RR DAT

11 Pay & deduct
amount for
donation

Issuer Card holder
credentials &
amount

Level
1e

3

12 Receive
donation
amount

Charitable
trust

Account not
available for
deposit

Level
1e.1

2

13 Tax deduction
& exemption

Charitable
trust

Mismatching of
Tax codes &
amount

Level
1e.11

2 �Tax codes for
charity�

14 Tax
authorization
& notification

Charitable
trust

Unauthorized
category of
donation

Level
1e.12

3 �Donation
categories�

15 Tax
computation &
credits

Government Unregistered tax
information &
codes

Level
1f

2 �Tax exempt
organizations�

RIC = 2.78. T (for transaction to be approved) = [0 to 3]

are performed by the charitable trust in association to the government irrespective of
the consumer or type of consumer. It is the reason, the RL is 1.11 for DA# 13 and 1.12
for DA# 14 indicating the risk is only 1% incrementally higher over the primary digital
activity, that is, DA# 12.

The BC enables token to carry the RFM with its RIC. BCAPITk manages all the
issued tokens across BC network. The value of the token is consistent between all the
participants, including merchant, acquirer, issuer, charitable trust, and government. The
ADm decides based on the runtime value of the RIC against the threshold defined for
RFM to approve the transaction. ADm can facilitate the transaction for purchases, how-
ever, rejecting the donation amount through the Acon modifier using the API dedicated
to the charitable contribution campaign event defined in BCAPIm. The BNm ensures to
register the transaction irrespective of the approved or rejected by ADm. It is utilized
by acquirer during the subsequent transaction by the consumer at the same or different
merchant to identify RR for the DA, as indicated in Table 1. DA# 7. Based on the status
of the transaction, the RFe provides feedback to RFAm and adjust the RR for the specific
risk associated with DA through RRt component.

The BC2SF heavily relies on APIs to process and validate transactions as well as
to insert the risk levels and thresholds. BCAPIm is responsible to discover APIs in
correlation to transaction and risk in real-time. The BCAPIm quality-of-service (QoS)
across the payment ecosystem improves the discovery of theAPIs at runtime as indicated
in [33]. The challenge for the acquirer is to select the appropriate QoS model based
on the learnings of the number of transactions of a specific pattern and the type of
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consumers. The acquirer will not have visibility of all the transactions performed by
the specific type of consumers as consumers utilize diversified payment methods issued
by different banks. The acquirer needs to adapt QoS prediction model [34] to improve
the prediction accuracy between the APIs to compute and insert risk levels at runtime.
3DS2Sf’s API consumptions require to be based on the recognized combination of
historic and predicated transaction patterns.

The advancements in 3DS2 requiremany organizations to include different scenarios
and diversification in the payment transactions during purchases. In [35], the extensible
PoS device is identified to register a third-party application for changing transaction
on the PoS device for merchants. It provides a user interface during a purchase using
one of a registered application module and a payment module. [36] claims that the
charity collection processes are not transparent and charitable organizations struggle
to gain donors’ trust and interest. The proposed blockchain-based charity management
platform provides a seamless, secure, auditable, and efficient system. It enables charity
collection process using crypto wallets, Initial Coin Offering (ICO), economic model,
and introduces CharityCoin (CC) as a digital currency.

6 Conclusion

In this paper,we presented the blockchain services-based framework to implement 3DS2.
The primary differentiation to implement 3DS2 is the runtime risk computing for the
transaction during the payment. The BC2SF architecture framework provides APIs to
capture and utilize device data, browser (or mobile application) data, merchant risk
data to compute risks and embed the RIC with tokens in real-time for each transaction.
Blockchain enables the granular level of risks accuracy based on the DA and associ-
ated roles. It decreases the complexity and difficulty of analyzing transaction history
during the purchases and correlate them with the risk of the new transaction. The tok-
enization and RIC scheme of BC2SF introduces risk computation capabilities for all
the participants in the transaction, including the consumers, merchant, acquirers, and
issuers. BCAPIm implements core functions of frictionless payment and challenge flow
specified in3DS2 standards. It is extensible to update and generate service classifications
based on the dimensions and in advancements of digital channels. BC2SF DCd seam-
lessly integrates upcoming methods of payments to facilitate consumers and merchants,
including digital wallet capabilities.

BC2SF promotes configurable solution for the paymentmethodswith real-time deci-
sions on authentication and non-payment user authentication. It dynamically extends
services to meet specific regulatory requirements, including proprietary out-of-band
authentication solutions by card issuers. The benefits are visible for 3DS2 risk-based
authentication, tokenization, and evolving paradigms for risk assessment during friction-
less payment utilizing BC2SF. The primary research interest is to advance BC2SF gov-
ernance processes considering different types of business transactions and automation
among participants of the payment ecosystem.
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Abstract. Huge amount of data is generated each day, and big data research can
be applied in various fields to analyze and extract new knowledge from this big
amount of data, with education being one of themost important applications. How-
ever, few researchers are focused on comparative analysis of big data application
in education between China and the US. In this paper, we analyze the differences
between these two countries in their applications of big data theory to the educa-
tion field. In addition, we also discuss the ethical challenges of these applications,
such as how China and US protect privacy in the educational field when applying
big data research. Finally, this paper also discusses the lessons learned from the
development of big data applications to the education field. This includes privacy
protection, which could be used to help policy makers of countries around the
world regulate the application of big data theory in the education field.

Keywords: Big data · Education · Application · Privacy

1 Introduction

The big data White Paper “Big Data for Development: Challenges & Opportunities,”
released by the United Nations in 2012, pointed out that “Big Data is a sea change that,
like nanotechnology and quantum computing, will shape the twenty-first century” [1].
In recent years, with the development of cloud computing, big data and data intensive
science, massive data has penetrated into all walks of life and has an important impact
on social life.

Currently, the field of education is marked by the rise and application of information
technology (especially big data technology) and the non-linear growth of education
data driven by the data age. Due to this, big data is becoming a new driving force that
cannot be ignored in the field of education. Complementing this, the application of
educational data mining and learning analysis technology makes the hidden value of
education data surface day by day. The U.S. Department of Education pointed out that
mining and analysis of big data in education can promote the reform of the teaching
system in American colleges, universities, and K-12 schools in October 2012 [2]. In
August 2015, the State Council of China reported, “building big data in education and
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culture, exploring and supporting the role of big data in transforming educationmethods,
promoting education equity, and improving educationquality [3].” InMay2016, JMervis
in Science journal reported in support of big data, recommending “the development and
evaluation of innovative learning opportunities and educational pathways” as future
investments [4]. It is clear that big data in education has attracted widespread attention.

The International Data Center IDC described four significant characteristics of big
data in 2011: volumes (size and/or rate), variety (structured and unstructured), velocity
(real-time or near-real-time), and value (huge value, but low density) [5]. Big data in edu-
cation is not only the application of big data technology in the field of education, but
also an independent branch that drives the differentiation of big data technology through
the education industry. In its definition, some researchers consider big data in educa-
tion as a subset of big data, specifically referring to big data in the field of education,
which is generated during the entire educational activity process and collected accord-
ing to educational needs. It is used for educational development, and has great potential
value [6].

There are several notable aspects of a definition for big data in education. The first is
the aspect of composition. Big data in education comes from the subjects and processes
of education and teaching. This includes individuals, schools, regions and Countries,
including basic data, management data, teaching data, scientific research data, service
data, and other types of multi-dimensional, multi-dimensional, diverse sources of huge
data sets. The second aspect is the educational characteristic. The cycle of education
determines the typical periodicity of big data in education. At the same time, the com-
plexity of the education processmakes the analysis of big data in educationmore difficult,
which requires new data processing and analysis technology. The third aspect is that the
development goal of big data in education is to improve education and teaching, and to
develop education as a whole. In this sense, big data in education is not the only thing
that highlights the amount of data as “big”, but more importantly, it has a “big” effect.

Compared with traditional education data, big data in education has stronger real-
time, periodicity and continuity. Compared with the traditional statistical analysis of
education data, the analysis of big data in education ismore complex and comprehensive.
The combination of big data and education will also have an unprecedented impact on
the development of education.

2 Application of Big Data in Education

From the perspective of needs, the application of big data in education can be summarized
into four levels: teaching, management, evaluation and policy (see Fig. 1). The teaching
layer focuses on adaptive teaching and learning; themanagement layer focuses on precise
and scientific management and services; the evaluation layer focuses on discovering the
laws of education and teaching; the policy layer focuses on the continuous improvement
of education policies.

Big data in education can be used to improve teaching models and teaching quality.
The traditional teaching model is mainly teachers based, and the teaching goal is mainly
achieved by the teachers’ explanation of knowledge. The application of big data in
education technology can allow teachers to better understand the learning status of
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Fig. 1. Application of big data in education diagram.

students, and help teachers to adjust teaching plans and methods in a timely manner. For
students, students’ understanding of their own learning conditions will promote students
to better understand themselves.

Big data in education is conducive to achieving scientific management and accurate
services. The scope of traditional information acquisition in education is limited, making
the overall level of education management low. Big data technology allows us to obtain
and store massive data in a timely and fast manner. The quality of education could be
highly improved. At the same time, the analysis of various “pain points” in management
services, such as the analysis of early warning data for student management, can effec-
tively provide school teachers and students with more refined and scientific services and
improve the management level of education and teaching.

Traditional teaching evaluation forms are relatively simple, and most of them use
qualitative evaluations. A large amount of real and reliable data can help us to get rid of
“empiricism” in teaching evaluation and gradually move towards “Dadaism”. Through
the “induction” of a large amount of data, the laws of education and teaching activities
are found. These laws will help educational subjects—students and teachers to reflect
on teaching and learning, thereby promoting and optimizing educational and teaching
activities.

The traditional form of educational decision-making in China is often referred to as
“brain-head” decision-making. Policy makers often disregard the actual situation and
formulate policies based on their own ideas, experience or speculation. With the advent
of the era of big data in education, education will no longer be a social science that is
inherited by ideas and experience. Through the analysis of education data, the teaching,
learning, and evaluation are found to be in line with the actual situation of students and
teaching. Technology could help to turn data into knowledge, so that education policies
can be formulated in a targeted manner. This keeps education and teaching strategies
more in line with reality in order to promote the reform and development of education
and teaching.
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3 Comparison of Big Data in Education Between China and US

See Table 1.

Table 1. Comparison of big data in education between China and the US

Category China US

Educational resources High teacher-student ratio
Solve the dilemma of student
management and teaching

Low teacher-student ratio
Adaptive learning and
management

Education systems System-managed student affairs
management model
Reduce or optimize the teaching
and management work

Service-oriented management
model
Provide students with various
types of learning help

Data collection No standard process for the
collection of data
In-depth analysis of university
data, lack of regional and national
analysis

Relatively complete system for
the collection of data
More complete data at all levels

Significance Data analysis results for reference
Big data systems with few direct
aids in decision making

Value the results of data analysis
Formed many big data systems to
assist decision-making

3.1 Differences in Educational Resources Between China and US Put Different
Requirements on Big Data in Education

Although the student-teacher ratio of Chinese universities has basically reached or
exceeded the standard of excellent student-teacher ratios set by the Chinese Ministry
of Education (16: 1) [7], it is still far from the high-level universities in US. For exam-
ple, the student-teacher ratio of Tsinghua University and Peking University in China
is 13.99 (https://www.tsinghua.edu.cn/publish/newthu/newthu_cnt/about/about-6.html)
and 13.32 (https://xxgk.pku.edu.cn/docs/20191009100710222522.pdf), but universities
in US like Yale University, have a student-teacher ratio of approximately 6.27 (https://
www.yale.edu/about-yale/yale-facts).

A reasonable student-teacher ratio could help students through interactions, and
big data could help us to better understand learning rules through quantified learning
behavior, make accurate predictions and implement teaching interventions. For example,
the Massive Open Online Courses (MOOCs) has been widely adopted in US. Through
the collection of massive educational data and the quantification of learning behaviors,
it helps to deepen the knowledge of education rules and improve quality and efficiency
of learning [8]. The “Degree Compass” personalized course recommendation system
adopted by Austin Peay State University is a successful case of personalized education
based on learning analysis [9]. Georgia State University, based on the data of previous

https://www.tsinghua.edu.cn/publish/newthu/newthu_cnt/about/about-6.html
https://xxgk.pku.edu.cn/docs/20191009100710222522.pdf
https://www.yale.edu/about-yale/yale-facts
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graduates, identified specific high school students who may have difficulty connecting
with university studies to provide summer tuition opportunities, which is also a typical
case of implementing personalized education [10].

The current situation of a large number of students and few teachers and administra-
tors increases Chinese universities’ demands of big data to solve the dilemma of student
management. The general situation of universities is that one manager needs to manage
150 to 200 students, and each teacher has 60 to 90 students in each course, even 120
in some cases. The big data could help teachers and administrators in different aspects,
such as a list of students who need to focus by early warning system [11]. On the other
hand, with low teacher-student ratio in China, big data analysis is undoubtedly a very
effective way to improve personalized education and teaching.

3.2 Different Education Systems, Different Applications of Big Data in Education
Management

In terms of management systems, Chinese universities adopt a system-managed stu-
dent affairs management model for students, while American universities use a service-
oriented management model featuring autonomy and democracy [12]. The different
models have caused differences in the demand for big data in student management
affairs. Chinese universities achieve strong control of students in accordance with the
student management system, while American universities pay more attention to provid-
ing students with learning and living services. The application of big data in education
management will reduce or optimize the teaching and management work in China, but
provide students with various types of learning help in US.

The University of Kentucky in US introduced SAP’s big data products in 2012. This
platform provides all kinds of real-time information required by managers to help them
make fast and scientific decisions. According to an IDC study, this big data product
reduced the University of Kentucky’s infrastructure costs by $201,000 and labor costs
by $628,900 [13]. Public schools in Chicago have established an “Impact Management
and Student Communication System” (IMPACT), which covers student information
management, curriculum and teaching management, student service management, stu-
dent performance statistics, home-school cooperation and other information [14]. The
big data also supports schools in providing personalized services. In Beaverton School
District, Oregon, school designs personalized behavior training programs for students’
school life based on big data such as demographic data [15].

The application of management in Chinese colleges and universities is more flexible
and diverse. For example, a university in Beijing applies big data to the management of
college funding, which enables college fundingmanagement departments to analyze and
screen students’ big data information resources, which is more true and comprehensive.
This enables Chinese colleges and universities to understand the funding targets, identify
students in need of financial aid, and actively assist students in their lives [16]. The
dining preferences data (like popular dishes and windows) provide a more scientific and
reasonable suggestion for the improvement of related canteens [11]. In addition, some
universities analyze data for early warning of abnormal situations like students failing to
return to school at night. There are also universities that use network monitoring data to



Educational Application of Big Data Research 33

find out that those students who may be addicted to internet use provide early warning
and implement timely intervention through student counselors.

Based on the above-mentioned application practices, we find out that big data in
education in US has played an active role in regional and school education management.
However, application hotspots in China are more focused on the monitoring and man-
agement of students. Many scholars have carried out related research or discussion on
big data platforms at the school or regional level, but there are currently few systems
that have actually entered the application stage.

3.3 Different Data Foundations Highlight Differences in Data Collection

US has a relatively complete system for the collection of big data in education. In
terms of policy, the government has promoted a relevant legal system to guarantee
such collection. In technology, the government cooperates with large companies in the
computer field to provide technical support. The three-dimensional educational data
network established covering the entire US, including national, state, school district,
and school-level educational data systems at all levels. The school district or school
needs to collect multiple types of data, determine the scope of the collected data, and
determine the frequency of data collection [17].

At present, China has not formed a standard process for the collection of big data in
education. Different schools collect data according to their own conditions. The national
level collects data mainly through data reporting. The collected data is mainly basic edu-
cation data, such as the number of students enrolled and graduates, the gross enrollment
rate, the rate of advancement and the student-teacher ratio [18]. The types and scope
of data collection vary widely between schools, and there is no sharing mechanism and
platform for inter-school and inter-regional data. Data collection at the school level has
certain advantages and flexibility since school can collect all kinds of student data in
a comprehensive manner, such as student learning, life, behavior and other data, and
establish school-level education within the school.

In summary, compared to US, China’s big data in education is still in its infancy in
terms of data collection. The collection of data is still in the situation of each university’s
own affairs. There are no regional or national big data in education institutions and
platforms. However, in terms of the types of data collected internally by universities, the
types of data that Chinese universities can collect are more abundant.

3.4 Different Attitudes Towards the Results of Big Data Analysis

The US government values the role of data in educational decision-making. In 1968,
the Federal Department of Education established the “National Center for Education
Statistics” (NCES), and published materials such as the “Education Statistics Yearbook”
became an important basis for education decisions at all levels of government in US. The
Education Science Reform Act (ESRA) passed in 2002 proposed that all educational
policies must be supported by empirical data, thereby giving legislative power to data in
educational decision-making.

The US government places particular emphasis on academic assessments when for-
mulating education policies, such as the International Student Academic Assessment
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(PISA), the Trends in International Mathematics and Science Study (TIMSS), and the
NationalAssessment ofEducational Progress (NAEP).Domestic assessments likeNAEP
not only allows policy makers to understand the overall status and trends of American
education, but also analyzes the relationship between family background, education
programs, and school teaching and student academic performance. This in turn affects
federal and state education resource allocation and the funding and implementation of
projects. In November 2015, the US Congress passed the “Every Student Succeeds
Act” (ESSA), which adheres to the policy orientation of performance evaluation as an
important basis for educational decision-making [19].

Chinese colleges and universities do not pay attention to the value of big data in
education and believe that the development of big data in education costs money, time
and effort [20]. Even a few universities have built big data platforms, they are not used
for education decision-making or policy-making [21].

4 The Ethical Challenge of Big Data in Education

Bigdata technology,which is regarded as “changing science” [22], has gradually changed
the education mode and promoted the sustainable and personalized development of
teaching. However, it also produced a series of ethical issues.

4.1 Privacy Leak

In the process of analyzing massive learning data, big data in education technology has
the potential to invade the privacy of students. The school or teachers did not obtain
the consent of the students or their guardians when collecting, storing and using stu-
dent data, or did not take measures such as obfuscation and anonymization to protect
students’ sensitive information: all of these hidden privacy violations. Due to the core
demands of multiple use and cross-reuse of big data to maximize value, data miners
often integrate and reorganize different types of student data. In this way, cross-checks
of multiple data may be disclosed, the privacy of students will disappear unknowingly,
and there will even be superimposed harm. For example, Bloom established a coopera-
tive relationship with 9 states in US, and it can extract student data from different grades
and attendance databases, with more than 400 data categories, including student name,
address, assessment and attendance, disposition, and sensitive classification of family
economic status, physical disability and mental illness. Despite the fundamental goal of
the data collection is to promote personalized learning, the company finally has to close
down [23, 24].

In China, the school can widely collect personal data of students by campus card,
campus network and monitoring, and the data could be campus consumption, location
information and web browsing records. Students have lost the right to knowwhat kind of
data is collected, and assure the privacy of their information [25]. In addition, students
often exchange privacy information for convenience. For example, in order to obtain
certain network services, they are forced to download some Internet plug-ins or network
registration. In order to facilitate campus card recharging, students will associate campus
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cards with Alipay and bank cards. Unconsciously, students take the initiative to expose
their privacy to operators and schools [26].

All kinds of data can be verified and explained to each other, and finally reproduce the
individual’s learning life and panorama, which is no different than “data surveillance”
[27] that makes personal privacy impossible. Once these recorded data are leaked, it
will be a great deal of personal privacy infringement, while people will inevitably suffer
from the risk of privacy disclosure.

4.2 Data Dominance Imprisons Freedom

Data oriented decision-makingwill graduallywipe out students’ creative thinking, result-
ing in the imprisonment of individual free development. The comprehensive education
data will be used to predict students’ future academic performance, and personalized
education can be applied to improve students’ learning. This is the reason why big data
can promote revolutionary progress in the field of education [28].

In China, teachers can evaluate keywords based on dynamic data, and make accu-
rate prediction and judgment on the development trend of students’ public opinion and
ideological behavior [29]. Teachers can also use the Internet and monitoring technology
to capture and record the websites that students browse, the hot topic exchanges they
participate in, and the micro blog logs they publish, so as to infer the development trend
of individual behaviors. Based on the results of concept prediction, teachers can even
carry out education intervention activities in advance, so as to reduce students’ immoral
behavior [30]. It is undeniable that this kind of accurate prediction does enhance the
foresight and initiative of education, but its danger cannot be ignored, that is, it deprives
students of their active choice and imprisons their free will.

In US, in the practice of “E-advisors” [31] and “Degree Compass” [9] that some
schools are carrying out at present, the artificial judgment has been removed from the
decision-making process to a large extent and replaced by the operation based onmachine
algorithm. People are programmed and will follow the principle of maximizing their
benefits and minimizing their losses [32]. The system would make decision on changing
majors for students when it recognized that students have low probability of achieving
qualified results in a subject field, and students would have a difficult time to get rid of
the predefined learning routes, and finally be the victims of probability prediction. In
this sense, it causes the unfairness in education.

4.3 Historical Data Challenges Equity

The digital record based on big data is different from the memory of the human brain,
there is no forgetting and interference, sowhat people see, hear, learn and experiencewill
be completely preserved. At the same time, the permanent storage of massive learning
behavior data will also mark the students with a fixed label, which makes them suffer
from discriminatory treatment and challenges the fairness and justice of education. In
the era of big data, data collection, storage and usage is more convenient and fast. Data
may be extracted, analyzed or compared at any time, so it could be used as the basis
of evaluation when entering or applying for a job, and put some implied “Electronic
Labels” on the parties.
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Many schools have set up electronic file bags [33] for students’ moral development
at different ages, which not only records the students’ moral development and excellent
moral behaviors, but also includes some moral irregularities such as cheating in exam-
inations, bullying students and violating order. The bad digital record is like a shadow,
which makes students sink into the mire of permanent memory. In a big data application,
it is necessary to make a comprehensive record of the inappropriate behaviors made by
students when their psychology is not mature, and take them as the main evaluation basis
in the future decision-making.

5 Comparison of Privacy Protection of Big Data in Education
Between China and US

5.1 Legal and Regulatory

The U.S. government has been working to strike a balance between the use of big data
and the protection of privacy. As theWhite Paper states, “big data is changing the world.
But it is not changing Americans’ belief in the value of protecting personal privacy,
of ensuring fairness, or of preventing discrimination [34].” Through various laws and
regulations, US has basically established privacy protection legal system for a big data
environment in education. At the federal government level, the Fourth Amendment to
the US Constitution laid the legal cornerstone of privacy protection in US. In terms of
protecting the privacy of students in the education field, US has successively introduced
the “Children’s Online Privacy Protection Rule (COPPA)”, “Student Digital Privacy
and Parental Rights Act (SDP-PRA)”, and “Protection of Pupil Rights Amendment
(PPRA)”, “Children’s Internet Protection Act (CIPA)” and other laws and regulations,
as well as continuous amendments to the laws and regulations, in order to strengthen
the legal protection of student privacy [23, 35]. At the state government level, data
privacy protection has also received great attention recently. The data privacy protection
legislation and related policies of each state are mainly reflected in the definition of the
scope of protection of student data and specific measures to protect the privacy rights of
students and parents. California alone has more than 25 privacy and data security laws.
For example, the Colorado State Act 1294 (Colorado HB 1294) clearly defines the scope
of permitted use of educational data and requires providers of educational data to protect
student privacy during the use of the data [36].

In terms of legislation in China, there is currently no specific legislation on personal
data protection. The protection of personal data is mainly reflected in decentralized
legal regulations. In February 2013, the first personal information protection standard
“Guidelines for the Protection of Personal Information of Information Security Tech-
nology, Public and Business Service Information Systems” was officially launched. The
most significant feature of this standard is that before personal sensitive information is
collected and used, it must be explicitly authorized [37]. The Network Security Law,
which came into effect in 2017, is China’s first legal regulation on personal information
protection. It protects personal information as a special chapter and establishes a basic
system for personal information protection. Although it has established a basic system
for the protection of personal information, it is not a specific legislation for the protec-
tion of personal information. It is also different from the specially formulated personal
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information law. Secondly, the “Network Security Law” adopts the indirect protection
principle for the protection of privacy rights. It protects the privacy rights by strength-
ening the protection of personal information, without directly mentioning the protection
of privacy or privacy rights [38].

To sum up, we can see that there is no comprehensive personal privacy protection
law in China, but US has established a set of legal system. There are big differences
between China and US in the number and details of laws and regulations as well as in
the concept of legislation.

5.2 Industry Self-discipline

Due to the complexity and diversity of privacy infringements in the era of big data, it is
unrealistic to rely on laws and regulations for adjustment and regulation, and industry
self-discipline is particularly important. Taking advantage of the flexibility and initiative
of self-discipline organizations in the Internet industry and the education industry is
an important part of protecting student privacy in the era of big data. US is a leader
in the implementation of industry self-discipline, advocating the minimum intervention
principle of “less government intervention, industry self-discipline [39]”. Give more
data privacy protection to the industry. The main industry specifications issued in the
field of education are listed in the Table 2. The norms and initiatives of these industries
make the privacy protection of big data in education in US be effectively guaranteed at
the industry level.

China has not yet established a self-regulatory mechanism for the Internet industry,
but various industries have gradually begun to establish industry norms. For exam-
ple, the “Procedures for the Administration of Computer Information Network Interna-
tional Internet Security Protection”, “Postal Law”, “Banking Law” and other industry
laws and regulations have formulated relevant measures for the protection of personal
communications and mail data, industry-related information and data.

5.3 Protection Consciousness of Personal Privacy

National legislation and industry self-discipline are norms that rely on external forces.
It is also of great significance for users to improve their awareness of rights protec-
tion and self-protection, and to actively take measures to avoid the leakage of personal
privacy. In the sense of personal privacy protection, China has always lagged behind
western countries. For example, there are almost no successful cases of infringement of
personal information by internet enterprises in China. The reason is not only the lack
of legislation and regulation, but also the lack of awareness of rights and self-protection
of personal information. The popular WeChat social media in China exposes students’
portraits, activities, addresses and other information to the network environment, which
reflects that Chinese parents are in lack of understanding of students’ privacy rights and
awareness of privacy protection.

US regards privacy as a formal legal right and has a long history. Users, especially
student parents, have a high degree of attention to privacy data. Not only do various laws
and regulations provide studentswith special privacy protection, but also a special service
department (Family Policy Compliance Office) is responsible for providing parents,
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Table 2. Main industry specifications issued in the field of education

Issuer Prescribed name Main content

The software & information
industry association (SIIA)

Student privacy pledge “Not collect, maintain, use or
share student personal
information beyond that
needed for authorized
educational/school purposes”
“Not sell student personal
information” (https://studentpr
ivacypledge.org/)

Future of privacy forum (FPF) Policymaker’s guide to
student data privacy

Clarifies to parents the legal
provisions related to the
protection of students’ data
privacy, which institutions can
use students’ data under what
circumstances, parents’ rights
in the protection of data
privacy, and the corresponding
legal appeal methods [40]

The software & information
industry association (SIIA)

Best practices for the
safeguarding of student
in-formation privacy and
security for providers of
school services

Explains the purpose,
transparency, school
authorization, data security,
data disclosure and other
matters of education for
service providers [41]

students and schools provide legal guidance on privacy protection, and accept complaints
from parents and students, so that parents and students fully realize the importance of
privacy and understand how to protect their privacy security (https://www.ed.gov/cat
egory/keyword/family-policy-compliance-office-fpco).

6 Analysis of the Reasons for the Differences of Big Data
in Education Between China and US

Through the analysis of the above aspects, we can see that there are large differences
in the application, ethics and privacy protection of big data in education between China
and the US. The reasons could be differences in education systems, cultural concepts
and technological developments between China and the US.

1. In terms of the education system, the relative lack of education resources in China
makes the education and teaching activities focus on teachers and emphasize the
centralized management mode. The application of educational big data is mainly
used to solve the management difficulties caused by the large number of students
and student affairs management needs under the centralized management mode. The

https://studentprivacypledge.org/
https://www.ed.gov/category/keyword/family-policy-compliance-office-fpco
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highly centralized student management mode provides the school more authority
and autonomy in the data collection process, but the lack of regional or national data
collection standards makes the data collection completely depend on the technical
level of each school and the degree of emphasis on data. On the other hand, the US
is rich in educational resources, which emphasizes student-centered education and
adopts service-oriented management mode. Educational big data is mainly used in
the process of education and teaching to provide students with diversified learning
assistance. At the same time, the educational field has formed a relatively complete
data collection standard from the national/regional school, and the data collection is
more standardized.

2. The differences in historical development between China and the US have resulted
in different or even opposite cultural concepts and values. The value of American
culture is individualism, while that of China is collectivism [42]. This difference
is also reflected in the differences in big data in education. The US has a strong
understanding of individualism, which makes individuals pay more attention to the
protection of their own data assets, and makes society pay more attention to the
protection of individual data privacy. It also promotes the introduction of many
laws on data privacy protection. Data privacy protection in the field of education has
always been ahot topic of social concern.China’s collectivist valuesmake individuals
pay less attention to individuality, have few sense of ownership of personal data
assets. The whole society has a weak sense of privacy protection.

3. In terms of technology development, China’s big data field is in its infancy. The
nation and industry have begun to realize the importance of big data, but have not
yet established data standards, forming national or regional data sharing norms and
platforms. For example, some schools have begun to establish their own big data
platforms, and some big data demonstration applications have emerged, although
most of them are ephemeral. Big data in education in the US has entered a steady
development stage. The perfect norms and the simultaneous development of the
industry and legal protection system ensure the healthy development of the big data
in education in the US. At the same time, the continuous application of big data by
schools also promotes the development of big data. The training of big data talents
is also subject to the overall technological development of big data. China lacks big
data professionals, especially in the field of education, which is also an important
factor in the failure of many big data applications and platforms. The US cultivates
big data talents from universities, vigorously absorbs domestic and foreign big data
talents in the field of scientific research, and cooperateswith enterprises and scientific
research institutions to cultivate comprehensive big data talents [43].

7 Conclusion

Through the analysis of this paper, we can see that both China and US have realized
that the application of big data is an obvious advantage in promoting the development
of education and an inevitable trend in the future. China and US have carried out rel-
evant research and practical application. For China’s big data in education, the overall
development level lags behind that of US. There are many experience that can be used
for reference in the development of big data in education, as follows:
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1. At the national level, we should formulate data opening strategies and governance
principles, build national big data platform, improve national and local education
data governance institutions, and train professionals in big data field.

2. From the social level, we should promote data culture, vigorously promote big
data governance, and strive to form a cultural atmosphere and era characteristics of
“speakingwith data,managingwith data,making decisionswith data, and innovating
with data” in the whole society.

3. At all levels of educational institutions, we should build an application platform
for big data in education, give full play to the advantages of big data mining and
analysis technology, and constantly improve education and teaching, so as to promote
the development of education.

In terms of big data privacy protection,USemphasizes industry self-discipline,weak-
ens government intervention, and provides a widely accepted and constructive guidance
paradigm for network privacy protection. Although a large number of national and local
laws have been established, there is no comprehensive personal privacy protection law.
At the same time, with the rapid development of big data, the revision and establishment
of laws are facing the challenge of speed. China has a long way to go in big data privacy
protection, including:

1. At the national government level, legislation is adopted to protect the right of personal
network and data privacy.

2. Establish industry self-discipline mechanisms, and carry out special legislative pro-
tection for the financial, communication, logistics, education and other industries
where privacy information overflows. Enterprises can collect and process data within
the basic principles and framework, and provide targeted personalized services while
protecting users’ privacy information.

3. Enhance the individual’s awareness of self-protection and rights protection, while
respecting the network and data privacy of others.

In terms of the challenges faced by big data in education, China and US need to
face the challenges of technology and ethics. In order to protect the rights and interests
of data subjects, governments and multinational organizations including China and US
have been actively seeking countermeasures. In recent years, great progress has been
made in formulating relevant laws and regulations, establishing relevant ethical values
or standards, and establishing relevant ethics committees.

The differences in big data in education betweenChina and theUS are fundamentally
caused by the different educational systems, cultural concepts and technological devel-
opment levels of the two countries. When we see the differences, we should also see that
there are many similar steps in the development of big data between the two countries.
For example, in the application direction of big data in education, although China and
the US have different focuses, they are mainly applied in the four directions described
in the paper. These similarities also determine the process of developing big data. We
would recommend that both countries should learn from each other. Learning from the
successful experience and failure lessons of other countries is an important measure to
avoid detours. This is also the original intention of this research. In the future, we will
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continue to analyze and compare the big data in education ofmore countries, and provide
more references for the development of big data. In the development and construction of
big data in education, no matter what education system and basic conditions, we suggest
to pay attention to the following points:

1. Attach importance to personnel training. In the field of education, especially in col-
leges and universities, there are unique talent conditions. In the process of developing
big data, it will become an important factor for the success of education big data to
cultivate big data talents of composite specialty in the field and improve students’
data literacy.

2. Attach importance to data security. In the field of education, data mostly involves the
privacy of minors, so data security is very important. Without strong data security,
big data in education will not be able to move forward.

3. Attach importance to data openness. On the basis of protecting personal data, we
should open more group data, make full use of scientific research and academic
advantages in the field of education, encourage more educators and students to
participate in the construction of big data in education.
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Abstract. Blockchains based on Proof-of-Work can maintain a dis-
tributed ledger with a high security guarantee but also lead to severe
energy waste due to the useless hash calculation. Proof-of-Useful-Work
(PoUW) mechanisms are alternatives, but finding hard puzzles with easy
verification and useful results is challenging. Recent popular deep learn-
ing algorithms require large amount of computation resources due to the
large-scale training datasets and the complexity of the models. The work
of deep learning training is useful, and the model verification process is
much shorter than its training process. Therefore, in this paper, we pro-
pose DLchain, a PoUW-based blockchain using deep learning training as
the hard puzzle. Theoretical analysis shows that DLchain can achieve a
security level comparable to existing PoW-based cryptocurrency when
the miners’ best interest is to maximize their revenue. Notably, this
is achieved without relying on common assumptions made in existing
PoUW-based blockchain such as globally synchronized timestamps. Sim-
ulated experiments also show that the extra network delay caused by
data transfer and the full nodes’ validation is acceptable.

1 Introduction

Blockchain is one of the distributed ledger technologies through which multiple
users can reach a consensus without a trusted central authority. It also guarantees
tamper-proofness for the stored records. Bitcoin [16] is the most successful appli-
cation of blockchain and uses Proof-of-Work (PoW) as its consensus mechanism.
Miners of Bitcoin need to perform many hash calculations as their proof and the
system is secure unless the attacker has more than 50% hash power of the whole
network. However, the energy consumption of Bitcoin mining has always been a
concern of hash-calculation based blockchains. The estimated annual electricity
consumption is above 70TWh, which is close to the annul electricity cost of Aus-
tria. Various consensus mechanisms have been proposed to mitigate the energy
consumption in PoW, such as Proof-of-Stake (PoS) [12,17], Proof-of-Activity [4]
and Proof-of-Authority [20]. While energy consumption is not an issue in these
methods, their robustness is weaker than that of PoW [3,8,27]. Another approach
is to replace the original hash puzzles in the PoW-based blockchains with useful
computation tasks, which are known to be Proof-of-Useful-Work (PoUW) [32].
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In PoUW mechanisms, miners perform useful work for consensus, and the energy
is not completely wasted since the performed work is useful.

In this paper, we propose DLchain, which uses the training process of deep
learning (DL) as the hard puzzle to maintain a PoW-based blockchain. Two
features make DL training suitable to be PoUW hard puzzle: (1) DL training
needs a huge amount of calculation power and (2) the training process of DL
(usually needs multiple rounds/epochs of feedforwarding) is much longer than its
verification process (only one round/epoch). Such a PoUW mechanism may have
good applications in real life. There are many open data platforms (e.g., open
data platforms by governments and research institutions), and there are also
platforms for online machine learning competitions (e.g., Kaggle). DLchain can
be leveraged to allow miners to generate useful DL models out of such publicly
available datasets and DL tasks.

There exist similar approaches [7,13], but both works rely on globally
synchronized timestamps. This is a strong assumption in distributed systems
because the time difference among miners can be large (e.g., up to 70 min in
Bitcoin [14]). In DLchain, we remove such strong assumptions but still reach
a security guarantee comparable to that of PoW-based blockchains. To do so,
we introduce block-dependent randomness into the DL training as the seeds
for pseudorandom functions used by the training algorithms. Doing so does not
affect the training quality since we are modifying the seed of the functions instead
of their output. In regular DL, when the model’s accuracy reaches a certain
level, further improving the accuracy becomes very hard. Currently, brute-force
parameter tuning is used as a common method in reality [2,5], and it is also
common that DL algorithms are trapped in some local minima or saddle points
unless some random choices are made [15,25]. For example, stochastic jumping
to other points in the parameter space is necessary to reach a better accuracy
[21,33,34]. With more random jumps, one will have a better chance to further
improve the model beyond such points. Therefore, improving models beyond the
local minima or saddle points requires a large number of random trials [5,15,19].
Additionally, such trials are independent from each other and can be done in a
distributed manner. From this observation, we can let miners perform random
trials to keep finding DL models whose accuracy is higher than previous ones.
Then, the trained DL model will serve as the proof of useful work.

This paper has the following contributions. First, we propose a new PoUW-
based blockchain, DLchain, and the DL training process is different from existing
PoUW blockchains using DL. Second, DLchain achieves enhanced security with
weaker assumptions compared to existing approaches, which is comparable to
that of PoW-based consensus. Namely, DLchain is secure if honest miners possess
67% of the computation power of the whole blockchain network. Finally, over-
head of DLchain is acceptable even in the rare worst cases of the fork dilemma.

2 Related Works

Proof of Useful Work (PoUW): Recently, there has been attempts to
replace the work in PoW with useful work, i.e., Proof-of-Useful-Work [32].
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Primecoin [11] lets miners find prime chains for the proof. PoX [28] uses scientific
calculations, e.g., matrix calculations, to replace the original hash calculation.
Similarly, uPoW [1] also constructs their mechanism based on Orthogonal Vec-
tor problems, a problem that takes n2−o(1) time to be solved and approximately
O(n) time to be verified. However, the Cunningham chain found by miners in
Primecoin are not known to have real applications; both PoX and uPoW assumes
a central board to store the scientific/challenging problems, leading the system
exposed to a potential risk of a single point of failure (SPoF). It is desired to
a useful work who has real applications and is robust against collusion. Hybrid
Mining [6] shares a similar idea with uPoW where miners solve NP-complete
problems, aiming at a different problem compared to our system. Besides, since
the problems in Hybrid Mining are submitted as special transactions, extra data
transfer is reduced but the scalability of their problems is limited.

PoUW Combined with DL: There are two mechanisms that have been
proposed to combine the DL field and blockchain. In Proof-of-Deep-Learning
(PoDL) [7], each block’s decision is divided into two phases. In Phase 1, a model
publisher releases a desired model and a training dataset. Miners download the
task and train the model. Before Phase 1 ends, miners calculate the hash values
of their trained models and submit these as the commitments. At the beginning
of Phase 2, the publisher release a test dataset and miners submit the block con-
taining the models with the accuracy calculated from the test dataset. Submitted
models’ hash values must match the commitments in Phase 1. Full nodes select
the block with the highest-accuracy model and append it to their blockchains.
The data transmission in PoDL is too frequent, which impacts the throughput of
the system. Besides, the released test datasets may be exploited by attackers in
the future. More importantly, due to the settings of the two phases for each block
interval, PoDL needs a synchronized timestamps, which hardly exist in PoW-
based blockchains, and is therefore sensitive to the network delay. Li et al.’s work
[13] addresses the data transmission issues and the released test datasets issues,
however this is done by letting model publishers verify all submitted models.
This is a bottleneck in terms of communication at the publisher’s side, and this
also results SPoF since the security relies on the publisher (Table 1).

Table 1. Comparison with Existing PoW/PoUW based systems

PoW PoX Primecoin uPoW Hybrid Mining PoDL Li et al. [13] Ours

Useful works? ✗ ✓ ◦ ✓ ✓ ✓ ✓ ✓

No SPoF? ✓ ✗ ✓ ✗ ✓ ✗ ✓ ✓

No global clock? ✓ ✓ ✓ ✓ ✓ ✗ ✗ ✓

Low network overhead? ✓ ✗ ✓ ✓ ✓ ✗ ✗ ✗

No incentive to collude? ✓ ✗ ✓ ✓ ✓ ✗ ✗ ✓

Efficient verification? ✓ ✓ ✓ ✓ ✓ ✗ ✗ ✓

◦: the usefulness of Cunningham chain is unknown.
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3 System Model and Assumptions of DLchain

3.1 System Model of DLchain

There are three types of entities in DLchain.

Miners: Miners are the nodes in blockchains who participate in finding a new
block. Instead of performing hash calculations for PoW, miners in DLchain per-
form DL training and submit trained models as the proof of useful work.

Full Nodes: Full nodes are the nodes who verify miners’ blocks and maintain the
blockchain. Accuracy verification of DL models is part of the block validation,
and full nodes should be capable for this. Thus the minimum requirements for
being full nodes in DLchain will be higher than those in PoW-based blockchains.

Task Publishers: Task publishers are the entities who are in charge of pub-
lishing DL training tasks to the system, which are similar to the open data
platforms mentioned in Sect. 1. Different from previous works [7,13], there are
multiple publishers publishing different tasks in DLchain, and the set of publish-
ers will form a permissioned blockchain to store the order of these tasks. The
consensus of this permissioned blockchain can be ensured by some CFT algo-
rithms such as Raft [18], where a leader will be selected and other followers
will follow the order decided by the leader. During each block interval, there will
be only one task that both miners and full nodes focus on and they will move on
to the next task when the current task is completed. Publishers can benefit from
miners’ trained models and they will need to store all the tasks (including other
publishers’ tasks) in case of a SPoF happens, e.g., a publisher may be overloaded
when too many miners are downloading data from her/him. For each published
task, its corresponding publisher will provide the model to be trained and a
training dataset. Besides, the publisher will also specify a Desired Accuracy, so
that the task can be terminated upon the trained model reaching such accuracy.
Note that DLchain is a hybrid − permission blockchain, where the publishers
set maintains a permissioned blockchain and other nodes (miners and full nodes)
maintain a permissionless blockchain. The idea of combining different blockchain
types comes naturally from the real-world scenario mentioned in Sect. 1.

3.2 Assumptions

Assumption 1: We assume improving the training accuracy (i.e., the accuracy
measured from the training dataset) is meaningful work. Testing accuracy is a
better metric for evaluating a model, but it is challenging to avoid attacks by
greedy miners in the presence of test datasets unless secure globally synchronized
timestamps exist [7,13]. Therefore, we focus on improving the training accuracy,
and the test accuracy is not part of the DLchain design. Note that the models
can still be useful. If the training dataset is very large and well-represents the
real datasets, a model fitted to training dataset will have a good representation.
Otherwise, the publishers can choose to measure the test accuracy of collected
models on their own to find the best one for them.
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Assumption 2: Usually, training accuracy growth is fast up to a certain thresh-
old, after which it becomes stochastic. We will say there exists a threshold after
which increasing the training accuracy becomes challenging and stochastic [5],
and we call this threshold the Difficulty Accuracy. It is not easy to accurately
infer the Difficulty Accuracy of a model, and we assume the publisher pre-trains
the model the extent where s/he alone cannot further improve the training accu-
racy, and we treat the highest training accuracy achieved by the publisher as the
Difficulty Accuracy. Then, we assume the training process after the Difficulty
Accuracy involves stochastic/random search, without which significant improve-
ment cannot be achieved [2,5]. Due to this, significantly improving the accuracy
beyond Difficulty Accuracy has adequate hardness because it involves stochas-
tic/random guesses over different hyper-parameters, but verifying whether a
given model exceeds a certain level of accuracy is rather easy since one can
perform a series of feed-forwarding without random guesses. With this assump-
tion, the miners who can train more epochs have a better chance in finding a
model with a higher training accuracy. Since s/he can perform more searching
with more epochs. We can use the number of epochs trained per hour to charac-
terize the training power of miners (denoted as Epoch Rate), and a miner with
a higher Epoch Rate will be more likely to achieve better training accuracy.

Assumption 3: We assume the full nodes will have adequate computation
power for verifying the accuracy of the submitted models by running feed-
forwarding algorithms. This assumption is necessary in our system because of the
different mechanisms we use to validate the miners’ workload. This is a trade-off:
we allow miners to perform DL training as the useful work in the PoUW, and
the cost of this is that full nodes must be capable of calculating the accuracy of
a model.

3.3 Attack Models

Denial-of-Service (DoS): Two potential types of DoS attacks will be consid-
ered: (1) malicious miners control multiple processes to download the published
models from the miner, making the miner’s server fail, and (3) malicious miners
create multiple invalid blocks and fully occupy the full nodes to validate the fake
blocks and eventually preventing the blockchain keep growing.

Model Stealing: In DLchain, as DL models are considered as the proof of
useful work, malicious miners may try to reuse honest miners’ models as their
own proof when submitting new blocks.

Note that other common attacks in existing cryptocurrencies (e.g., double
spending, fork generation) are prevented naturally with the safety and liveness
properties described in Sect. 5.3. Besides, a potential selfish publisher attack will
be discussed in Sect. 6.3.



48 C. Chenli et al.

4 Design of DLchain

4.1 Work Flow of DLchain (Fig. 1)

According to Fig. 1, the workflow of DLchain can be described as follows. In step
1, each publisher in the publisher set creates a task including a training dataset, a
model pre-trained with the training dataset by her/himself, a Desired Accuracy,
and a finite set of Short-term Targets which are accuracy thresholds. Publishers
will broadcast their own tasks to other publishers and a list of tasks will be gener-
ated. All the publishers will maintain a permissioned blockchain where the order
of the tasks to be published to the miners and full nodes will be stored. The con-
sensus will be reached by leveraging Raft [18], where a publisher will be elected
as the leader and all the other publishers will follow her/his decision of the order.
(Note that any consensus mechanism can be used among the publishers. It is
orthogonal to this paper which focuses on the PoUW-based consensus among
full nodes and miners.) For each task, the Short-term Targets are introduced for
the tasks whose completion (i.e., reaching the Desired Accuracy) will surely take
longer time than the one block interval. These are chosen by the publisher such
that reaching to the next Short-term Target from the previous one takes approx-
imate the average time of block intervals. For instance, if the publisher provides
a pre-trained model with an accuracy of 95% and the Desired Accuracy is 99%,
s/he might set the Short-term Targets to be 97%, 98% and 98.5%. Similar to Bit-
coin, block intervals with reasonable variance do not have security implications in
DLchain. Tasks will be published by leveraging the idea of leader selection from
Raft [18]. In step 2, miners and full nodes download the task. Note that miners
can query arbitrary publishers and all the publishers can provide the access to
downloading the task which was mentioned in Sect. 3.1. Miners will start DL
training in step 3. Each miner either randomly chooses initial weights or copy
the model in the previous block (pre-trained model in case the task just started).
The miner then chooses any training algorithm on his/her own that requires
certain source of randomness during the algorithm (e.g., SGD [24], Momentum
[26], AdaGrad [9], Averaging [22] etc.,). Note that the DL training process in
DLchain is different from normal training algorithms, which has been explained
in Sect. 3.2. Usually, training algorithms involve some random choices during the
training so that they can escape from the local minima or saddle points [2,5,29].
Towards this end, we abstract the training algorithm as Trainx(M,D,S), where
x determines the type of training algorithm, M is the model to be trained, D
is the training dataset, and S is the seed for the randomness in the algorithm.
After choosing the algorithm Trainx, the miner will perform the training using
the model M , the training dataset D, and, most importantly, the root of the
Merkle tree of all the transactions in the block plus the hash value of the previ-
ous block as the seed S for the random training algorithm Trainx. The need of
this special seed will be explained further in Sect. 4.4. Once the model’s training
accuracy reaches the next Short-term Target, the miner stops the training. In
step 4, a miner will first store the trained model at a publicly accessible place
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(e.g., cloud servers), generate a public link for downloading (similar to Li et al.
[13]), and then include the link in the block header such that others can download
the model. Other training-related information is also included in the link, includ-
ing the specification of the training algorithm, initial weights, hyper-parameters,
the length of training process, and any other information needed for reproducing
the identical training process (denoted as Training Parameters hereafter). Any-
one with the Training Parameters can reproduce the training results. Because
the Merkle tree root is used as the seed S in Trainx(M,D,S), once the same
Training Parameters are used for the training, exactly identical training process
can be reproduced from the training algorithm. We assume signature schemes
are in place to guarantee the integrity of the block, but we omit the description
of signatures for simplicity. Note that the block header does not contain a nonce,
and the block header’s hash does not need to be small. In step 5, full nodes
will use the link in the header to download the model and compute the training
accuracy after receiving a block. The decision of whether the block is valid will
be made based on the block acceptance policy (to be described in Sect. 4.3) in
step 6. Besides existing validation in Pow-based blockchains, full nodes validate
whether the training accuracy of a block’s model exceeds the lowest unreached
Short-term Target. If not, the block is discarded. In other words, the Short-term
Targets determine the difficulty of block mining. As is shown in step 7 & 8,
both miners and full nodes continuously check whether any one of the Termi-
nation Conditions is met: a task is terminated when full nodes receive a model
whose training accuracy exceeds the Desired Accuracy ; or, a task is terminated
when the Deadline has passed. The Deadline is the time defined by DLchain,
which stops a task that is lengthy. If the conditions are not satisfied, the miners
continue the same task. Otherwise, the task is terminated and the next task will
be retrieved from the publishers.

PUBLISHERS MINERS

data

pre-trained model

termination condition

short-term targets

1. select
& publish 2. download

FULL NODES

2. download

4. submit

7. check

Transactions

Termination

Link

Task

Block

5. download
& verify

8. no

8. yes

6. Accept any block
that is valid

Model, Training
Parameters &

Epoch Chart Hash

3. train via
Trainx(M,D,S)

Header
Prev. Hash

Merkle Tree Root Sig.

Fig. 1. Work flow of DLchain.
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4.2 Mining via Training

After the publisher broadcasts a task to the network, both miners and full nodes
download the contents of the task. Every miner then starts to train the model by
using his/her own Trainx(M,D,S) with independently chosen x,M, S, which is
the mining process of DLchain. In other words, the miners choose the training
algorithm x, initial weights and the hyper-parameters (e.g., batch size, learning
rate decay function) that define the model M arbitrarily based on their needs,
and start the training process with the training dataset and the seed S, which
is the Merkle tree root of the transactions plus the hash value of the previous
block. Note that there are random choices during the training (e.g., data loading
in the mini-batch or adjustment of learning rate) and the randomness comes from
pseudorandom functions with the seed S. The miners will submit their blocks
when the training accuracy of their models reaches a lowest unreached Short-
term Target. The purpose of fixing the seed during the training is to achieve
exact reproducibility at the full nodes’ side, which will be part of the validation
in case forks occur. Fixing the seed in the training does not affect the quality of
training as long as the pseudorandom functions are random enough. The seed
used by the training algorithm is the Merkle tree root and the previous block’s
hash vlue, which are both the digest of a cryptographic hash that is usually 256
bits or more. Therefore, using the Merkle tree root as the seed does not decrease
the degree of randomness required by existing training algorithms.

Miners also collect the accuracy values for every epoch during the training.
We call a chart showing the value for each epoch Epoch Chart. They also calcu-
late the several hash values based on the Epoch Chart of the sequence and the
Merkle tree root of the transactions, and include these hash values, denoted as
Epoch Chart Hash hereafter, into the downloadable link in the header to achieve
security against attackers who attempt to steal the published models. To be spe-
cific, the number of hash values calculated based on the Epoch Chart is relevant
to the number of epochs that the miner trains, e.g., miners should calculate a
hash value every time they train 100 epochs. Relevant security analysis can be
found in the next section.

4.3 Block Acceptance Policy

For each block (in the order of the arrival), full nodes download the model using
the link and verify whether the training accuracy of the model exceeds any
lowest unreached Short-term Target besides all other trivial block validation
(e.g., validity of transactions and signatures). If all are verified correctly, full
nodes accept the block; otherwise, they discard the block and validate the next
one. If more than one block is valid, which means a fork has appeared, the full
nodes will keep all valid blocks at the same block height.

Since the block contains the link to the model, attackers may try to steal
others’ models to generate a new block at the same height, hoping to create a
fork and potentially gain the block reward. To thwart such attackers, if multiple
blocks appear at the same height, the full nodes further reproduce the training
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process of each model in order to check whether the corresponding miner has
conducted work correctly, for which we have defined and used the Epoch Chart
Hash as aforementioned (Sect. 4.2). First, they retrieve the Training Parameters
using the link in the corresponding block, and use the Merkle tree root and the
previous hash in the block as the seed S to rerun Trainx(M,D,S). After rerun-
ning the same training process using the same Training Parameters, full nodes
calculate the Epoch Chart Hash consecutively as described in Sect. 4.1 and make
the comparison when each hash value is calculated. Note that the Epoch Chart
Hash is deterministic and dependent only on the Training Parameters (which
includes training lengths) and the seed used to draw the pseudorandomness in
the training algorithm. Then, if the all the hash values of calculated Epoch Chart
Hash, which can be considered as the checkpoints of the Epoch Chart, are iden-
tical to the ones in the block, the block is deemed valid. Otherwise, if any of
the calculated Epoch Chart Hash is different, the block and the corresponding
fork is discarded. Note that the setting of multiple hash values indicate the idea
of checkpoint so as to eliminate the extra verification that full nodes have to
perform. There is a trivial trade-off between the interval of two checkpoints and
the granularity of the check. The interval setting of 100 epochs is just for expla-
nation and such setting can be left to users in real-world application. If multiple
blocks at the same height are all valid, they form valid forks, and consensus is
derived with our novel point system in the next section.

4.4 Fork Resolution via Novel Point System

When several blocks arrive at the same height, a fork appears, and this is com-
mon in any blockchain. Whenever a fork appears and they are all valid, DLchain
uses a point system to decide which fork is the main chain. Namely, DLchain
gives each valid block one point, and the fork with the most points is accepted
by the full nodes as the main chain. If there are multiple forks with the same
points, the longest chain with the most blocks are accepted as the main chain.
In case of a tie, the tie is broken by the miners, who are motivated to choose
the fork that appeared earlier. This seems identical to the mechanism in PoW-
based cryptocurrency that takes the longest chain as the main chain, however
the following extra rules result in an important difference.

Rule 1: Every Short-term Target grants at most one point in DLchain, and a
block earns one point only when its model exceeds multiple Short-term Targets
at once. In other words, if a block contains a model whose accuracy is extremely
high and exceeds several unreached Short-term Targets at the same time, the
block earns only one point.

Rule 2: If multiple valid blocks are submitted to compete for the point of the
same Short-term Target (e.g., multiple valid blocks are submitted for the same
Short-term Target), the block containing the Training Parameters that indicate
the longest training process (i.e., the most number of epochs) earns the point.
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Rule 1 seems counterintuitive because it seems to penalize the miner who
consumed an excessive amount of resources to achieve a much better model, but
it is exactly the opposite. We show this using the following theorem.

Theorem 1: The fork maintained by rational honest miners, whose motivation
is to maximize the block rewards they receive, gains the most points in DLchain.

Proof: The maximum points that any fork can get from this task is thus equal to
the number of the Short-term Targets defined by the task. We will show that the
fork maintained by rational honest miners will gain the maximum points from
this task. Note that DLchain grants only one point even if a model exceeds mul-
tiple unreached Short-term Targets at once. Then, suppose the next unreached
Short-term Target is 95% and an honest miner X finds his/her model’s accuracy
is 96.1%, which exceeds two unreached Short-term Targets, 95% and 96%. We
claim that the best choice for her/him will be to keep training to see whether
her/his model’s accuracy could fall a little below 96% so that her/his block can
gain the point for reaching 95%. The miner will not wait for the other miner’s
model reaching 95% because her/his model does not include that miner’s block
hash value as a part of the random seed. Also, the miner will not publish her/his
model directly. As is mentioned in Rule 1, if a model exceeds more than one
Short-term Target, its corresponding block can only get one point, Therefore,
s/he needs to take the risk of losing the competition, because a new fork that
contains two blocks for both 95% and 96% must gain an extra point when com-
peting with the existing block. All rational miners will thus choose to wait for
someone else’s block if their models exceed two Short-term Targets at the same
time. The same analysis holds for the models exceeding more than two Short-
term Targets, and all rational miners will always ensure that the chain they
work on will reach the Short-term Targets one by one without skipping any one.
Therefore, the fork maintained by rational honest miners gain the most points
in DLchain.

Thus, honest miners will always submit the block as soon as their training
accuracy exceeds the lowest unreached Short-term Target.

Rule 2 is introduced to thwart the attackers who attempt to steal an honest
miner’s model (via the public link) and perform short-period training on it. If
only short-period training is performed on the model, then no matter what seed
is used, the accuracy is not likely to change significantly, and the full nodes
are unable to tell with confidence whether the given model with an extremely
short training period is derived from a stolen model or purely by coincidence.
Therefore, we give the point only to the model whose training process has the
most number of epochs among all the competing models, making it unlikely that
the attackers can generate a valid block efficiently by stealing others’ models.

Most importantly, this point system of DLchain allows full nodes to make
decentralized decisions on submitted models without relying on globally coordi-
nated timestamps, which is a significant improvement compared to similar works
[7,13].
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4.5 Termination Conditions of Tasks

The publisher sets a Desired Accuracy for the task when creating it, and the pro-
tocols of DLchain define a Deadline for all tasks. In case the publisher’s Desired
Accuracy or Short-term Targets are too high, miners may keep performing DL
training by wasting energy. To avoid this, a task that does not reach Desired
Accuracy before Deadline is terminated by full nodes (i.e., moving on to the
next task). This deadline can be adjusted in a way similar to the way difficulty
of hash calculation is adjusted in PoW-based blockchains. Namely, we can adjust
the Deadline such that the average length of each task is a constant.

5 Mechanism Analysis

5.1 Natural Forks at the Top

When multiple blocks are submitted at the top height (e.g., several blocks sub-
mitted almost at the same time by coincidence), only the block with the most
number of epochs will be kept, and the consensus can be derived. Rational hon-
est miners will be motivated to discard the current work and continue from a
newly discovered block since trying to replace the current block does not help
them. At best they can steal the point from an existing block, but other miners
who have already started working on the next block will find the next block
faster, and the two forks now have the same points. When a tie happens, full
nodes choose the longer fork, so the fork created by other miners will become
the main chain and the rational honest miners who tried to replace the latest
block gets nothing.

5.2 Double Spending via Normal Training and 67% Security

Double spending is an attack where the attacker tries to override existing blocks
by creating a fork starting from a past block. To launch it in DLchain, an attacker
needs to generate a fork starting from several blocks behind and try to get the
same points as the main chain. One choice for the attacker is to normally train
the models, improve the model’s training accuracy, and generate the blocks by
following the rules of DLchain. In this case, the attacker can successfully double
spend when s/he catches up with the main chain in terms of the points (which
is equal to the number of valid blocks if honest miners are rational).

To do so, for every block starting from where the fork starts, s/he will need
to generate a model using his/her own seed (which affects the whole training
process) such that (1) the model’s accuracy exceeds the lowest unreached Short-
term Target as of the corresponding block height and (2) the training process
has more epochs than the other model in the main chain at the same height.
The rationale for these are obvious: the attacker needs to gain points by winning
over an already-accepted block (and thus the accepted blocks lose the points).

Note that the analysis of Bitcoin [16] shows that double spending attacks
are thwarted if honest miners grow the main chain faster than the attackers do,
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because the attackers can never catch up with the main chain. Similarly, the
following theorem explains the security guarantee of DLchain.

Theorem 2: If the group of honest miners grows the main chain at least twice
as fast as the attackers do, DLchain is robust against double spending attacks.

Proof: Suppose the point of the honest miners’ chain is Ph, the point of the
attackers’ chain is Pa and the difference of two chains is d = Ph −Pa ≥ 0. If the
attackers successfully create a valid block in the past, then Pa will be increased
by one and Ph will be decreased by one. Such change is caused by the point
system since at the same block height, full nodes will only give one point to one
chain and no point to other chains (Sect. 4.4). At this time, the difference between
two parties will become (Ph − 1) − (Pa + 1) = d − 2. However, as is supposed
that the honest group’s chain grows at a speed that is twice of the speed of the
attackers’ chain, the honest group must have appended at least two more blocks
while the attackers create one valid block. Thus, Ph will be increased by two and
the new difference between two parties will be d′ = ((Ph −1)+2)− (Pa +1) = d,
which makes the difference keep the same. Since the main chain started with
more points, the main chain will always have the maximum points in this case,
and DLchain is robust against double spending attacks.

Therefore, we claim that if the group of honest miners possess at least 67%
of the total calculation power (denote as Epoch Rate hereafter) of the entire
network, DLchain can thwart double spending attacks with a high probability.
Compared to Bitcoin’s 51% security, we need honest parties to have more than
67% of the entire network’s Epoch Rate. This means the assumption of our
system is stronger, but this is a reasonable trade-off since the proof of DLchain
is deep learning models, which is more useful than that the hash values.

Next, we estimate whether honest miners can grow the main chain at least
twice as fast as the attackers in practice. Note that a rigorous analysis is challeng-
ing because (1) it is hard to compare the quality of different training algorithms,
and (2) there is no real data showing the Epoch Rate of the hardware. We sim-
plify the case to assume everyone uses the same training algorithm and rely on
user-provided benchmark data of graphic cards to give a rough estimate. The
purpose of this is to understand whether honest miners can realistically grow
the main chain at least twice as fast as attackers rather than under what exact
circumstances honest miners can do so. To do so, we consider a conservative
setting where the attackers have the most powerful hardware and the honest
users have modest hardware.

As of December 2019, the best GPU for DL is arguably the NVIDIA TITAN
V. In contrary, NVIDIA GTX 970 can be considered as a modest GPU (released
in the market 5 years ago). The user-provided benchmark data for these two
NVIDIA video cards show that, the best performance that a TITAN V can
achieve is 4 times of the GTX 970’s worst performance [31], with which we make
a rough conjecture that the Epoch Rate of TITAN V is 4 times of that of GTX
970 when the same training algorithm is used.



DLchain: Blockchain with Deep Learning as Proof-of-Useful-Work 55

Even in such a conservative setting, one GPU card of attackers can be at
most 4 times faster than one GPU card of the honest miners. In other words,
for the attackers to be able to launch the double spending attack in this setting,
the number of the GPU cards attackers need to have should be at least 1/8 of
the GPU cards possessed by the honest group of miners. We conjecture that it
is realistic to assume honest miners possess at least 8 times as many GPU cards
as attackers do. Unfortunately, due to the lack of real data, we are unable to
give a more rigorous analysis than this rough estimate.

5.3 Safety Properties and Liveness Properties

We use the safety and liveness [10,23] to describe the security of DLchain.

Safety property 1: Publication Safety: If the publisher of the published task
is failed, miners can still download and train the task, which the DDoS attack
on publisher can be prevented.
This property is ensured by the fact that all the publishers will form a permis-
sioned blockchain and reach a consensus on the current published task. Each
publisher will also store all other publishers’ tasks and provide the access to
downloading the task (Sect. 3.1).

Safety property 2:Model Safety: Model stealing will not happen in DLchain.
This property can be ensured by referring to the Sect. 4.3 since malicious miners
cannot directly reuse other miners’ models due to the check of Epoch Chart
Hash.

Liveness property 1: Task Termination: If a task is chosen to be published,
then the task will be completed within a certain amount of time which was pre-
defined by its termination conditions.
This property can be ensured by combining the termination conditions set by
the publisher and the deadline set by the system Sect. 4.5. Such property will
help the system avoid trapping in a single task whose desired accuracy is too
high to be reached.

Liveness property 2: Consensus: Among all the publishers, if the honest
publishers are more than 2

3 and the honest miners posses more than 2
3 of the

total Epoch rate of the system, then there will be only one chain (that contains
the most calculation power) in DLchain.
The consensus can be ensured by combining the publisher selection (Sect. 3.1),
block acceptance policy (Sect. 4.3) and the fork resolution via point system
(Sect. 4.4). With these factors ensured, during the whole time of the system,
each task can be selected and published, miners can download and train the
task, model stealing can be prevented and fork can also be resolved. Such
trails can therefore lead to a carefully designed PoUW blockchain and reach a
consensus.

As for other two types of DDoS attacks, either on miner’s submission or on
full nodes’ validation, the key point of these attacks are highly relevant to the
size of the proof. In fact, Bitcoin system also faces similar situations such as
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malicious miners will randomly generate a lot of invalid blocks to let the full
nodes verify them and such DDoS attack is hard to succeed in Bitcoin system
since the verification speed on hash values is really fast. In DLchain, on the
other hand, the size of the model will take a significant role when comes to such
attacks. Namely, the smaller the size of the model, the closer security level in
defending DDoS DLchain will have compared to that of Bitcoin. In addition,
with the help of Epoch Chart Hash as the checkpoints when solving the fork
dilemma, the computation burden on full nodes will be decreased.

6 Discussions

6.1 Block Size and Block Intervals

Because DLchain requires various entities to exchange datasets and models
whose size is measured in gigabytes, the network delay when transferring the
dataset among the system is non-negligible. Therefore, the block intervals in
DLchain should also be extended so that the network delay caused by data
transferring (e.g., task downloading and model submission) is negligible com-
pared to the block intervals. We do not discuss an appropriate interval in this
paper, as that is orthogonal to the design proposed in this paper. However,
only extending the block interval without increasing the original block size will
influence the throughtput of our system. Thus, we stress that the block size
should grow linearly w.r.t. the defined block intervals to not decrease the trans-
action throughput. We ran a sample DL training [30] on two Quadro RTX 6000
GPUs to demonstrate the relationship between the network delay caused by
data transferring and the block intervals. The total time for downloading the
project (including both the model and the dataset) is less than 5s. We perform
100 epochs on the left chart, 50 epochs on the right chart and each epoch takes
about 30s to be finished. As is shown in left chart of Fig. 2, the training accuracy
starts to increase slowly after 20 to 30 epochs. Each point on the red line denotes
an acceptable model whose training accuracy exceeds the next Short-term Tar-
get and there are around 20 epochs between each two red points. Compared to
the time for downloading (equals to the data transfer overhead), the training
process (equals to the block interval) is much longer, which means the network
delay caused by data transfer is negligible compared to the block intervals. Also,
the time of accuracy validation needs one epoch, which is also much less than
that of the training process. Similar conclusion can also be made when consid-
ering the right chart where the block intervals are reduced to around 10 epochs
(approximately 5 min). Note that this sample training is just for demonstration
and in the real-world scenario. We argue that the time for both network delay
caused by the data transfer and the block interval mainly determined by the
DL training will increase proportionally since the datasets can be larger and the
models can be more complex. Besides, for those DL training whose training time
is short, we can increase the difference between Short-term Targets so that the
block intervals can still be much longer than the network delay.
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Fig. 2. Sample DL training examples.

6.2 Extra Overhead

Extra Overhead of the Publisher: The publisher needs to pre-train his/her
model before creating a task, which is an acceptable computation overhead
because, after then, s/he can leverage the distributed computation provided by
the miners for further improvements.

Extra Overhead of Full Nodes: Compared to the full nodes in PoW-based
blockchains, full nodes in DLchain need to additionally download the dataset and
the model for block validation. This incurs a non-negligible network overhead,
however the dataset downloading occurs once only for each task, and this can
happen in advance before the task starts. Also, the model can be as large as
several GBs, however the block intervals can be adjusted accordingly so that
the model transfer via network is negligible. Full nodes in DLchain also have
extra computation overhead, including (1) calculating the models’ accuracy; (2)
rerunning the training process when solving forks; (3) generating the Epoch
Chart while training; (4) some extra hash calculations such as the Epoch Chart
Hash. (1) is accepted as only one round of feedforwarding is involved. (2) does
take some time, but the load can be eliminated by applying several checkpoints
in the Epoch Chart Hash (more details in Sect. 4.2). (3) is merely the accuracy
logging, and (4) is hash calculation, which are negligible compared to (1).

Extra Overhead of Miners: Miners experience extra network overhead com-
pared to those in PoW-based blockchains, and it is almost identical to that of
full nodes. Some extra computation needs to be done by miners in DLchain,
which includes: (1) training the model; (2) generating the Epoch Chart while
training; (3) calculating the Epoch Chart Hash; (4) generating signatures. We
are using the DL training to replace the hash puzzles as the useful work in
DLchain, therefore the training process itself is a necessary workload leading to
meaningful applications rather than the extra overhead. Similar to the analysis
for the full nodes, (2) and (3) are negligible compared to the training, and (4)
is negligible as well.

6.3 Selfish Publisher Attack

A potential selfish publisher attack may happen where a malicious publisher
will pre-train her/his task to reach one or more Short-term Targets and release
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the corresponding block(s) after her/his task is selected by the set of publish-
ers, in which case the publisher can earn block rewards. Due to the nature of
Internet, we cannot prevent a publisher from being a miner at the same time.
The malicious publisher can launch such attack in two ways, either setting some
Short-term Targets which can be reached easily or training for a long time to
reach some high Short-tern Target(s). For the first way of attack, the publisher
can generate valid blocks with appropriate models in a short time. When several
continuous blocks are submitted in a short time, the blocks will be discarded.
This is because too short intervals indicate the difficulty of the task in low,
whereas DLchain considers a scenario where improving model accuracy is very
hard after the Difficulty. On the other way, the malicious publisher can train
the model on her/himself for a long time and generate the blocks. However,
as we assumed in Sect. 3.2 that the accuracy improvement after the Difficulty
Accuracy is really hard, the cost to launching such attack can be relative high
in reality. Actually, in this case, the miner is trying to compete with the whole
network’s computation power. Therefore, even though we cannot prohibit this
type of attack, the incentive for a malicious publisher to do so will be restricted
by the trade-off between the resources consumption and the benefit earned from
block rewards.

7 Conclusion

In this paper, we proposed DLchain, a PoUW-based blockchain that uses DL
training as the hard problem. DLchain provides a new environment for leverag-
ing the distributed computing resources of blockchain miners to improve better
training accuracy of a model. Our extensive analysis shows that the consensus of
DLchain is comparable to that of PoW-based consensus in terms of the robust-
ness, and it has several significant improvements compared to similar work that
attempts to build blockchain on top of DL. We also described the safety and
liveness properties and sample experiment results also show that our system is
practical. Some limitations related to selfish publisher attacks are identified, and
practical analysis is also made.
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Abstract. The Internet of Things (IoT) provides an infrastructure enabling
advanced functions based on interoperable information and communication tech-
nologies by interconnecting physical and virtual things. IoT has gained more
and more attention from both academy and industry. However, the design, main-
tenance, and governance of IoT are facing challenges because of an enormous
amount of heterogeneous devices involved. IoT requires strengthening its trustable
features. The blockchains are immutable distributed ledger systems supporting
trustable features including security, scalability, privacy, safety, and connectivity
usually without a central authority. Due to the complexity of IoT system any cur-
rent blockchain cannot satisfy all demands of heterogeneous devices, networks,
and higher level functionalities. This paper proposes a novel reference architecture
combines Blockchain Federation with IoT to make IoT capable of being trusted.
The architecture enables trustable features by integrating blockchains with differ-
ent IoT tiers and layers. Proof of concept system is implemented to demonstrate the
correctness and feasibility of the architecture. Furthermore, the future directions
of Blockchain Federation and IoT evolution are discussed.

Keywords: Blockchain Federation · Internet of Things (IoT) · Trustable

1 Introduction

The IoT is expanding in a fast track and reports predict that the number of IoT devices
will skyrocket in the range of around several billion tomore than fifty billion by 2020 and
is far more than the laptops, desktops, tablets and smartphones. IoT is applied to a broad
spectrum of scenarios like personal accessories, house appliances, healthcare, smart
homes, smart cities, supply chain management, manufacturing, identity management
and access control, electricity market systems, insurance systems, and etc. [1]. IoT
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benefits organizations including operational efficiency, better customer experiences and
enhanced business models.

With the increased adoption of IoT, the devices give new opportunities for hackers
to launch attacks of unprecedented scale and impact. There are so many devices in IoT
and owners may not even be aware that they have them. These attacks can be designed to
install ransomware, invade privacy or even take control of the device to launch secondary
attacks on organizations through distributed denial-of-services (DDoS) attacks.

Many challenges prevent the securing of IoT devices and ensuring security in an
IoT environment. Because the emerging IoT devices are relatively new, security has
not always been considered top priority during a product’s design phase. Additionally,
because IoT is a nascent and vibrant market, many product designers are function driven
and manufacturers are more interested in getting their products to market quickly, rather
than taking the necessary steps to build security in from the start. Moreover, most of
the IoT devices are low power consuming embedded devices with limited memory,
flash size, computing capacity and internetworking bandwidth. These also restrict the
integration of security related function. IoT is also a highly dynamic network due to the
IoT device join, leave or failure and consequent network topology changing or failure.
Heterogeneous internetworking technologies make IoT more complex and uncertain.
To make IoT more trustable has many challenges but it is critical for large scale IoT
deployment.

IoT is continuously collecting information about the state of the devices and circum-
stances. The data generated by IoT may be highly sensitive, mission critical and need to
be shared with other parties, machines and services. But it also means that this data is
vulnerable and open for hackers to potentiallymisuse. The blockchain enabled encrypted
distributed ledger fits for privacy or confidentiality scenarios of IoT systems. It is a verifi-
able, secure, tamperproof, and permanent method of recording data by getting down the
data generated by IoT into blockchain. And, the identification, configuration informa-
tion of IoT can be also be retrieved from blockchain. Blockchains bring higher security
level by enforcing access control, encryption that are hard to breach. Blockchain enabled
encryption and distributed immutable storage means that the information recorded can
be trusted by all parties involved, including machine-to-machine interactions. In an IoT
where there are multiple and/or heterogeneous networks owned by multiple organiza-
tions and vendors, the oversight inside the networks and across borders can be recorded
by relevant parties via blockchain. In this scenario, a permanent immutable recordmeans
custodianship, auditability, and traceability. Blockchain enables trustable IoT for both
internal and external parties.

Besides, the smart contract enables authorizing distributed heterogeneous machine-
to-machine interactions and task executions in a trustable way even without human
involvement.

Due to the diversity of IoT, any current single blockchain cannot satisfy the
demands with high efficiency and flexibility. Blockchain Federation that integrates
multi-blockchain functionalities to enable trustable IoT [2].

The main contributions of this research are as follows:

• We propose a Blockchain Federation enabled trustable IoT architecture.
• We implement a proof of concept system.
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• We analyze the main stream IoT architectures and discuss future research directions.

The rest of paper is organized as follows: Sect. 2 introduces the background. Section 3
presents the Blockchain Federation, the integration of different blockchains to satisfy the
demands of IoT. Section 4 describes the novel Blockchain Federation based trustable IoT
architecture in detail. Section 5 presents the experimental results and analysis. Section 6
summarizes the related works. Section 7 concludes the paper.

2 Background

2.1 IoT

The IoT has been defined in Recommendation ITU-T Y.20601 as an infrastructure
enabling advanced services by interconnecting physical and virtual things based on
interoperable information and communication technologies. Generally, IoT is a system
of interrelated computing devices, machines, other objects and even animals or humans
with automatic data transfer. There are also similar concepts such as IoE (Internet of
Everything), M2M (Machine to Machine), CPS (Cyber Physical Systems), WoT (Web
of Things), Wireless Sensor Network (WSN), and so on in different context. We adopt
IoT in this paper to describe the common issues in the above systems.

With the rapid development of smart devices and the increase of wireless network
bandwidth, the concept of the IoT is gradually being widely accepted and popularized.
However, the resources of IoT devices such as the power supply, computing capacity,
and storage space are limited. This makes it difficult to implement the security solutions
in IoT networks, even these can be easily applied in traditional computer systems [3].

And from a broader perspective, the IoT can be perceived as a technologically
and socially meaningful vision. IoT devices are functioning in many fields: personal
accessories, house appliances, healthcare, smart homes, smart cities, supply chain man-
agement, manufacturing, identity management and access control, electricity market
systems, insurance systems, and etc. The smart and efficient IoT systems also inspire
societal innovation. For example: real time home healthmonitoring expands the capacity
of traditional clinic/hospital, intelligent transport system reducing travel time, cost and
accidents of passengers and cargo transportation.

2.2 Trustable Issues

Despite the economic and societal benefits of IoT, the trustable issues it gives rise to are
obstructing the road of wider adoption. The trustable issues include security, scalability,
privacy, safety, connectivity, and etc. Reliability, availability, robustness, and compliance
are related with or impacted by these issues. The various types of Things in IoT incur the
exchange of sensitive information taking place automatically evenwithout the awareness
of users leads to security problems. Violations of data privacy and integrity are vital for
both IoT operation and rights of related individuals. When Industrial IoT involved in
the energy, utilities, government, healthcare and finance sectors, the seriousness of the

1 https://www.itu.int/ITU-T/recommendations/rec.aspx?rec=y.2060.

https://www.itu.int/ITU-T/recommendations/rec.aspx%3frec%3dy.2060
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situation becomes more critical. Vulnerabilities in these systems are not only privacy
violations, but also hazard of safety and availability.

According to the definition of Trusted Computing Group (TCG)2, trust is the expec-
tation that a device will behave in a particular manner for a specific purpose. In fact,
TCG also inherits the concept of trust from Trusted Computer System Evaluation Cri-
teria (TCSEC) and it is approximately equivalent security. The TCSEC was the first
major computer security evaluation methodology. It is also known as the Orange Book
because of the colorful cover, part of the Rainbow Series developed by theDepartment of
Defense in the 1980’s. It is on confidentiality and the protection of government classified
information. The trusted is delivered from the trust in similar core concept.

The TCSEC evaluation methodology had three fundamental problems3:

Criteria Creep. TCSEC evaluation classes are inevitably gradual expanded. The
criteria needed to be interpreted for new products.

Timeless of the Process. Too much time took in understanding of the depth of the
evaluation, interactions among the evaluation teams, scheduling problems and possible
misunderstandings about the evaluation practice and management.

Focused on OS. TCSEC is trying to help developers produce secure products but
security issues had expanded far beyond operating systems.

Another term trustworthy is deserving of trust4, it is from an external perspective. In
this paper, Trustable is capable of being trusted to emphasize the intrinsic characteristics
and also covers Scalability, Privacy, Safety, Connectivity alongside security. Creating
secure hardware for the IoT is not our focal point in this paper.

The major technical challenges to overcome while marching to trustable IoT
include5,6:

Security. Security vulnerabilities can be incurred by poorly designed devices, which
can expose user data without adequate protection. Potentially malicious Things being
added to IoT may provide innumerable attack vectors to carry out evil deeds that hard
to be detected.

Scalability. IoT devices often lack the computational power, storage capacity and even
proper software stack to be able to deploy trustable functionalities.

Privacy. Personally identifiable information leakage incurs challenges to privacy that
goes beyond the data privacy issues. And, there are Things deployed in our environments
without our consciousness of using.

2 https://trustedcomputinggroup.org/.
3 https://www.cs.clemson.edu/course/cpsc420/material/Evaluation/TCSEC.pdf.
4 https://wikidiff.com/trustworthy/trustable.
5 https://iot.ieee.org/newsletter/march-2017/three-major-challenges-facing-iot.
6 https://www2.eecs.berkeley.edu/Pubs/TechRpts/2017/EECS-2017-234.pdf.

https://trustedcomputinggroup.org/
https://www.cs.clemson.edu/course/cpsc420/material/Evaluation/TCSEC.pdf
https://wikidiff.com/trustworthy/trustable
https://iot.ieee.org/newsletter/march-2017/three-major-challenges-facing-iot
https://www2.eecs.berkeley.edu/Pubs/TechRpts/2017/EECS-2017-234.pdf
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Safety. The physical Things are part of IoT, which allows the virtual world to interact
with the physical world. e.g., The theft, changing, moving of unattended Things incurs
risks to the whole IoT system.

Connectivity. Innumerable and heterogeneous Things will defy the structure of current
communication models and the underlying technologies. The centralized model is suffi-
cient for IoT anymore. Edge computing takes over mission critical operations and peer
to peer communications, mesh networks take over the traffic.

2.3 Blockchain and IoT

Blockchain is built on a distributed digital ledger of transactions that is owned across
all participating entities in a peer to peer network. It is widely known as an underlying
technology of Bitcoin. But its scope beyond cryptocurrencies and found applications in a
variety of scenarios nowadays. It is an important technology for building trustable archi-
tecture. Decentralized participating entities verify and confirm the transactions using
common consensus process to reach an agreement and once verified, confirmed, and
recorded, the transaction data cannot be altered anymore. Blockchain saves data blocks
that are chained together to form a continuously growing list of data records. The infor-
mation about every transaction is shared and available to all involved parties. Blockchain
presents a decentralized solution, which does not require a third-party for achieving the
trust among mutual parties, also known as trustless. Parties do not necessarily trust each
other while performing transactions. This attribute makes the system more transparent
than centralized transactions. Furthermore, blockchain technology provides anonymity,
security, privacy, and transparency to its users. It answers the challenge of trust in a
very consistent way. However, trust in IoT ecosystems goes beyond that [4]. While the
data exchange aspect if pretty obvious it’s certainly foremost about those untrusting
constituents.

There are three major benefits of blockchain for IoT, according to IBM7:

Building Trust. Build trust between parties and devices, reduce risk of collusion and
tampering.

Cost Reduction. Reduce costs by removing overhead associated with middlemen and
intermediaries.

The Acceleration of Transactions. Reduce settlement time from days to near instan-
taneous.

The Things in IoT acquire information about the surrounding environment and them-
selves. They communicate with each other and produce large amounts of data. Further-
more, IoT suffers the constraints of such as limited energy, processing resources, and
communication capacity. The deployment, maintenance, and governance are also facing
challenges. IoT usually needs extra resource of computing, storage, network, and other
services. It means that any current blockchain cannot satisfy all the demands simultane-
ously. We adopt Blockchain Federation that consolidates several blockchains to support
IoT.
7 https://developer.ibm.com/articles/iot-governance-01/.

https://developer.ibm.com/articles/iot-governance-01/
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3 Blockchain Federation

As discussed in previous section, a current blockchain cannot satisfy all the trustable
demands of IoT. Blockchain Federation integrated two or more blockchains and nec-
essary improvements to solve the related problems of blockchains to meet the require-
ments of security, scalability, privacy, safety, and connectivity to enable trustable IoT.
The Blockchain Federation is a model for integrating multi-blockchain functionalities
with possible performance, security, acceptability and other improvements. It enables
the support of trustable IoT basing on current blockchains.

The core target of Blockchain Federation is to provide a methodology to support
distributed applications that cannot be done by a single blockchain. The major targets
of Blockchain Federation for IoT are:

Function Integration enriches the supporting toThings in IoT to provide blockchain
services for fast network connection, more flexible data storage, and computing resource
pool. Blockchain Federation enables the cooperation of independent blockchains to
maximize the automation and robust of IoT.

Performance Improvement includes throughput promotion and latency reduction.
For a given blockchain it is applicable to duplicate blockchain for parallel processing. The
latency of a blockchain can be improved by adopting low latency network connections
and more powerful computers. The side blockchain and off blockchain can improve the
performance of main blockchain significantly.

The major performance metrics of blockchain are in the following:
Transaction Rate measures how many transactions per second are added to the

memory pool of transactions awaiting confirmation. In fact, it may drastically increase
or decrease from the declared rate, this can be caused by network congestion, or a major
node experiencing downtime.

Storage Capacity is obvious much higher in blockchains comparing with appli-
cations only keep local copy of data. Each block will be duplicated as many times as
blockchain active node number even though there are lots of nodes in blockchain network
will not keep full data copy.

Consistency Delay of blockchain includes the propagation delay in the network,
consensus process delay and conflict resolving delay.

The Blockchain Federation has three characteristics. The multi-blockchain con-
nection enables the information exchanging. The inter-blockchain anchor enables the
mutual proof. And, the Elasticity enables the fast Blockchain Federation deployment
and resource allocation and release:

Multi-Blockchain Connection enables information exchange across blockchains.
Inter-Blockchain Anchor is to use other blockchain(s) for existence proof. It pro-

vides away for higher level of tamper-resistant. The anchor is a hash value of a blockchain
block data is written in another blockchain’s block. The later blockchain proofs the
existence of block data in the former one.

Elasticity means all blockchains involved in the Blockchain Federation are plug-
gable, i.e., Blockchain Federation can choose alternative blockchain and will not impact
the implementation and operation of current blockchains. Blockchain capabilities can
be elastically provisioned and released, i.e., a Blockchain Federation can be applied to a
distributed application with minimal configuration effort and can be released instantly.
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The Blockchain Federation includes permissionless, permissioned and hybrid
deployment models:

Permissionless Model is provisioned for open access by the general public and all
the blockchains involved are permissionless blockchains.

Permissioned Model is provisioned for exclusive use by an organization or
interesting group with only permissioned blockchains.

Hybrid Model is a composition of permissionless and permissioned blockchains.
Usually full access to any Blockchain Federation’s permissioned blockchain is granted.

A permissionless model is used for public used scenarios. A permissioned model
is used inside an organization. A hybrid model usually crosses the boarder of an
organization.

4 Blockchain Federation Enabled IoT Architecture

IoT is a system of connected heterogeneous devices that can communicate with other
devices, gather, share, and process information to deliver a certain service. e.g., some
IoT devices should keep connection with the back-end if existed and be able to receive
firmware upgradingwhen necessary; authentication and access control services to secure
computing resources and networks. The internal and external hardware and software
composes an ecosystem. A detailed technical reference architecture can be created to
support that ecosystem and to demonstrate IoT solutions for organizations to adopt based
on their specific needs.

Figure 1 depicts the IoT reference model defined in ITU-T Y.2060. It contains four
layers.

Fig. 1. IoT reference model (ITU-T Y.2060)
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Application layer contains IoT applications.
Service support and application support layer consists of the following two

capability groupings.
Network layer consists of the following two types of capabilities: Networking capa-

bilities provide relevant control functions of network connectivity, such as access and
transport resource control functions, mobility management or authentication, authoriza-
tion and accounting (AAA). Transport capabilities focus on providing connectivity for
the transport of IoT service and application specific data information, as well as the
transport of IoT-related control and management information.

Device layer capabilities can be logically categorized into two kinds of capabilities:
device capabilities and gateway capabilities.

Management capabilities include generic management capabilities such as device
management, local network topology management, traffic and congestion management,
and also specific management capabilities are closely coupled with application-specific
requirements.

Figure 2 depicts a simple IoT reference architecture from IBM8. It consists of four
layers:

Security capabilities include generic security capabilities such as authorization,
authentication, application data confidentiality and integrity protection, privacy protec-
tion, security audit, anti-virus, use data, signaling data confidentiality, signaling integrity
protection, device integrity validation, access control, data confidentiality and integrity
protection, and specific security capabilities are closely coupledwith application-specific
requirements, e.g., mobile payment, security requirements.

Fig. 2. A simple IoT reference architecture from IBM

Application layer manages the collection, processing, analyzing, and persisting
of the large volume of sensor data in near real time. This layer supports a high data
rate, which is much higher than general IT infrastructure. It also implements predictive

8 https://developer.ibm.com/articles/iot-governance-01/.

https://developer.ibm.com/articles/iot-governance-01/
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analytics capabilities and addresses security, such as data security, role-based data access,
and control functions.

Platform layer provides for sensor data management, application integration, and
device management. This layer supports internet-scale messaging, including data col-
lection, publish/subscribe, data mediation, data dispatching, and of course security
management.

Communication layer provides a reliable network for capturing and controlling
sensor data. It supports for reliably transporting data from devices to the IoT platform.

Physical devices layer supports the wide variety of sensors, devices, and gateways.
It supports remote monitoring and management. This layer addresses security, such as
secured booting, firmware upgrading, intrusion detection, and logging of security events.

Table 1. Classes of constrained devices (KiB = 1024 bytes).

Name Data size (e.g., RAM) Code size (e.g., Flash)

Class 0, C0 �10 KiB �100 KiB

Class 1, C1 ˜10 KiB ˜100 KiB

Class 2, C2 ˜10 KiB ˜250 KiB

However, IoT devices have heterogeneous capabilities in terms of processing power,
storage capacity, and energy supply. Therefore, there are constrained devices with limit
RAMandFlash. Table 1 gives the classes of constrained devices according toRFC72289.
And to support complex applications and business logic, more layers introduced to fit
more functionalities. Internet of ThingsWorld Forum10 gives a seven layer IoT reference
model depicted in Fig. 3.

Fig. 3. Internet of Things world forum IoT reference model

9 https://tools.ietf.org/html/rfc7228.
10 https://blogs.cisco.com/news/the-internet-of-things-moving-beyond-the-hype.

https://tools.ietf.org/html/rfc7228
https://blogs.cisco.com/news/the-internet-of-things-moving-beyond-the-hype
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Gartner IoT Reference Model11 is described in Fig. 4. It provides a more com-
plex reference model with tiers (Edge Tier, Platform Tier and Enterprise Tier), lay-
ers (Device layer, Communication layer, Information layer, function layer and Process
layer), interfaces (Layer Interfaces and Tier Interfaces) and security model. But, the
trustable modules or functionalities are absent.

Fig. 4. Architect IoT using the gartner reference model

As discussed in Sect. 2 and 3, current IoT reference models adopt security tech-
nologies to enable the so-called trusted or trustworthy IoT system. In fact, the intrinsic
trustable features are absent from all thesemodels. In Sect. 3we reviewed theBlockchain
Federation that optimizes the performance of blockchains and fit for different and com-
plex application scenarios. We simplify the hierarchy of IoT to four layers according
to the advance of devices nowadays. We also introduce AI, Big Data with Blockchain
Federation as three tiers to meet other higher level requirements. Blockchain Federation
is the core tier to build trustable IoT. Different layer may adopt different blockchain.
And, current AI technologies such as face recognition, object detection are also inte-
grated with embedded devices such as CCTV camera and so on. In each layer of IoT
data collection, storage and real time processing are also performing simultaneously.
We assign Big Data tier to host all the related components. The Blockchain Federation
enabled trustable IoT architecture we proposed is depicted in Fig. 5. It is an Artificial
Intelligence,Blockchain,Cloud, BigData,Everything, and Fog Computing (ABCDEF)
integrated IoT reference architecture.

11 www.gartner.com.

http://www.gartner.com
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Fig. 5. Blockchain Federation enabled trustable IoT architecture

5 Example Case Study

5.1 Proof of Concept IoT System

We setup an Ultra Wide Band (UWB) based location system as proof of concept IoT
following the Blockchain Federation enabled trustable IoT architecture in Fig. 5 pro-
posed in Sect. 4. The major hardware components include anchors, tags, gateways and
edge computing devices in Fig. 6. Two cloud servers provided by Aliyun12 are setup as
database server. The IoT system performs blockchain based location and position infor-
mation collection using distributed ledger. And, the firmware upgrading uses another
distributed ledger cooperated with bandwidth sharing blockchain for verification and
file transferring.

The following are the detailed configuration of the devices and applications.
Anchor/tag
Hardware: DWM1001/Bluetooth/CR123 battery
Software: eCos RTOS
Gateway
Hardware: Raspberry Pi 3B/1G RAM
Software: Linux Kernel Module, Gateway Daemon, Gateway Proxy, MQTT Broker

and Web Manager
Fog Computing Device
Hardware: Intel ATOM x5-Z8350/4G RAM/32G eMMC
Software: Ubuntu 18.04, MySQL 8.0.11
We setup NKN13 blockchain nodes as the peer to peer sensitive data transportation

on the fog computing device. Hyperledger14 is used as the data integration service on

12 www.aliyun.com.
13 www.nkn.org.
14 www.hyperledger.org.

http://www.aliyun.com
http://www.nkn.org
http://www.hyperledger.org
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cloud server and fog computing device. One NKN and two Hyperledger blockchains are
combined together as Blockchain Federation.

Fig. 6. Gateway, anchor/tag, fog computing device (from left to right)

5.2 Test Cases

The following are the detailed test cases and results.
Case 1: Location is used to verify the IoT system works well. Figure 7 is the

screenshot of Android App depicts the location result and anchor/tag status. All the data
will be verified by peers via Hyperledger.

Fig. 7. Location result and anchor/tag status
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Case 2: Firmware upgrading is used to verify the IoT system with Blockchain
Federation is trustable for unattended upgrading. Figure 8 is the screenshot of the result.
All the tags received correct firmware version through NKN blockchain and verified
through the distributed ledger.

Fig. 8. Unattended firmware upgrading

Case 3: Cloud based trustable IoT data collection is used to verify the IoT sys-
tem with Blockchain Federation is trustable with tamperproof data collection. Figure 9
shows the statistical result of record number and latest update timestamp transmitted via
Hyperledger.

Fig. 9. Cloud based trustable IoT data collection

The test cases show that our proof of concept system works well and also reflect the
correctness and feasibility of the proposed reference architecture.
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6 Related Work

The trustable issues include security, scalability, privacy, safety, connectivity and so on.
Many researches focus on specific directions. Ouaddah [5] introduced a decentralized
authorization management framework using blockchain. It uses new types of transac-
tions to grant or revoke access for users. Novo [6] proposed a fully distributed access
control scheme for IoT systems based on blockchain. Angin [7] introduces transparency
and tamperproof into data storage and retrieval in IoT networks. Sigwart [8] identified
requirements for a generic IoT data provenance framework, and conceptualise the frame-
work as a layered architecture. Ali [9] proposed a decentralized access model for IoT
data, using a amodular consortium architecture for IoT and blockchains. Buccafurri [10]
proposed protocol leverages the popular social network Twitter and works by building
a meshed chain of tweets to ensure transaction security. Fakhri [11] proofed that the
IoT system based on blockchain technology has a higher level of security than the IoT
system without blockchain technology. Sharma [12] provided a secure distributed fog
node architecture that uses SDN and blockchain techniques. Fog nodes are distributed
fog computing entities that allow the deployment of fog services at the edge of the
IoT network. Liang [13] proposed a secure Fabric blockchain-based data transmission
technique for industrial IoT. This technique uses the blockchain-based dynamic secret
sharing mechanism. Lv [14] proposed a privacy-preserving publish/subscribe model by
using the blockchain technique, which evades the centralized trustroot setting and the
problem of single point failure. Son [15] Using IPFS can ensure the integrity of the
firmware. Angin [16] proposed a blockchain-based approach for IoT systems that intro-
duces transparency and tamper-resistance into data storage and retrieval in IoT networks.
Kumar [17] elaborates the related issues considering the interaction in IoT and studies
how the distributed ledger contribute to it.

7 Conclusions

In this paper, we have analyzed the trust issues that impacts the design, maintenance, and
governance of IoT.We clarify the concept of trustable IoT as is capable to be trusted. The
trustable issues include security, scalability, privacy, safety, connectivity and so on. Due
to the complexity of IoT system any current blockchain cannot satisfy all demands of
heterogeneous devices, networks, and higher level functionalities. we proposed a novel
Blockchain Federation based trustable IoT architecture. This architecture combines sev-
eral blockchains to support heterogeneous devices and dynamic networks. The reference
architecture has four layers and three tiers that clarifies the concept confusion of other
layer only architectures. The UWB based Proof of Concept IoT system demonstrates the
correctness and feasibility of the architecture. We also addressed the possibility of the
integration of AI, Blockchain, Cloud Computing, Big Data, IoT, and Fog Computing.
The AI and Big Data could be closely connected with blockchain to construct more
intelligent and trustable IoT systems.
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Abstract. Determining the optimal time for patient discharge is a challenging
and complex task that involves multiple opposing decision perspectives. On the
one hand, patient safety and the quality of healthcare service delivery and on
the other hand, economic factors and resource availability need to be considered
by hospital personnel. By using state-of-the-art machine learning methods, this
paper presents a novel approach to determine the optimal time of patient discharge
from different viewpoints, including a cost-centered, an outcome-centered, and a
balanced perspective. The proposed approach has been developed and tested as
part of a case study in an Australian private hospital group. For this purpose,
unplanned readmissions and associated costs for episodes of admitted patient care
are analyzed with regards to the respective time of discharge. The results of the
analyses show that increasing the length of stay for certain procedure groups can
lead to reduced costs. The developed approach can aid physicians and hospital
management to make more evidence-based decisions to ensure both sufficient
healthcare quality and cost-effective resource allocation in hospitals.

Keywords: Machine learning · Length of stay · Unplanned readmissions ·
Patient discharge

1 Introduction

The increasing demand for healthcare services as well as the change from a fee-for-
service to a prospective payment system in many countries force hospitals to increase
their case rate and reduce hospital length of stay (LOS) for patients. According to these
payment systems, patients are classified into so-calledDiagnosis-RelatedGroups (DRG).
These groups provide a clinically meaningful way of relating a hospital’s casemix to its
resources, where patients with similar clinical conditions requiring comparable hospi-
tal resources are categorized into groups and priced accordingly (Fetter et al. 1980).
This means, that hospitals are reimbursed for a patient episode with a fixed amount
of money that is defined for the specific DRG independent from the duration of the
patient stay. Only if the LOS exceeds or falls below the average boundaries for this DRG
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(i.e., so-called “low outliers” or “high outliers”), hospital reimbursement is adjusted.
Thus, hospitals are motivated to shorten LOS and release patients as close to this lower
boundary as possible. Studies show, that this reduction can result in higher unplanned
readmission rates (Oh et al. 2017) that can, in turn, lead to penalty fees or reduced com-
pensation for hospitals. Several initiatives have been introduced worldwide to tackle the
issue of preventable readmissions.Most prominent are theHospital Readmission Reduc-
tion Program (HRRP) in the US (CMS 2016) and the Australian National Healthcare
Agreement for Unplanned Hospital Readmission Rates (AIHW 2018). These programs
aim at identifying, monitoring, and reducing hospital readmissions according to differ-
ent criteria. The starting point of these interventions lies in the screening of individuals
at high risk of discharge failure (Scott 2010). By identifying high-risk patients, hospital
resources can be allocated accordingly and interventions and discharge planning can be
adapted. Multiple factors associated with a higher risk of readmission have been identi-
fied in research, including health factors (e.g., co-morbidities (vanWalraven et al. 2011;
Kumar et al. 2017)), social factors (e.g., marital status (Hasan et al. 2010)), clinical
factors (e.g., hospital utilization (Shadmi et al. 2015), length of stay (Heggestad 2002)),
or effective discharge management (Ohta et al. 2016). While some of these influences
cannot be directly controlled, especially the time and management of patient discharge
is a modifiable factor. While some studies suggest a longer LOS to be beneficial (Horney
et al. 2017), others state the importance of an early release (Morris et al. 2011; Hasan
et al. 2010) to avoid hospital-related issues such as infections or bed sores. While the
impact of an increased LOS on the quality of healthcare services and thus, the readmis-
sion risk is still debated, the resulting costs for a prolonged stay are apparent. With each
additional day of hospitalization, incurred costs for accommodation, personnel, as well
as opportunity costs for the occupied hospital bed, continuously increase. These oppos-
ing views result in a complex optimization problem of finding a suitable time for patient
discharge that leads to both the maximum profit for the hospital while also reducing the
rate of unplanned readmissions. Therefore, the main goal of this paper is to investigate
the relationship between patient LOS and readmission risks and the respective costs that
need to be considered in this context and provide recommendations on determining the
optimal time for patient discharge based on these factors. For this purpose, episode data
from an Australian private hospital group is utilized to estimate the readmission risk for
individual patients across multiple DRGs. The remainder of this paper is structured as
follows: Sect. 2 gives an overview of the theoretical and conceptual foundations that are
required to calculate the respective costs and outcome measures for a patient episode.
Section 3 subsequently aggregates these findings into three different perspectives on the
optimal time of patient discharge, namely from a solely cost-centered view, an outcome-
centered view, and a balanced view. Finally, the conceptual views are tested with actual
episode data and critically reflected to identify limitations and future research potentials
of this work.
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2 Theoretical and Conceptual Foundations

2.1 Objective and Method

Since 2006, the Australian Institute of Health and Welfare has been tracking 28-day
readmission rates (AIHW 2018). Here, readmission is defined as follows:

• The second admission has to follow a separation from the same hospital where the
patient was either treated with a knee replacement (TKA), hip replacement (THA),
tonsillectomy and adenoidectomy (TONADE), hysterectomy (HYS), prostatectomy
(PRO), cataract surgery (CAT) or appendectomy (APP).

• The second admission has to occur within 28 days of the previous separation.
• The principal diagnosis of the second admission has to refer to a complication,
sequelae of complications, or post-procedural disorders from the index admission.

As readmission rates are already widely used as a measure to indicate how well
a patient is taken care of (Benbassat and Taragin 2000), the readmission risk curve is
implemented to showcase the impact of the discharge decision and LOS on the qual-
ity of care. In addition, economic factors, such as hospital costs and reimbursements
are contrasted against this measure to disclose the impact on both perspectives to the
decision-maker. Thus, doctors can determine the optimal time of patient discharge both
from an economical perspective as well as according to the patient status. From an eco-
nomical perspective, the lower boundary for patient length of stay is deemed optimal due
to the unvarying reimbursement rates (cf. Fig. 1(a)). However, considering the risk of
readmission (cf. Fig. 1(b)), a longer LOS can be preferable, depending on the underlying
strategy with regards to cost efficiency and quality of care. To be able to visualize the
risk of readmission for an individual patient over time as well as the respective costs and
reimbursements for a single episode, several measures need to be calculated beforehand.

Fig. 1. Reimbursement, costs, and readmission risk for a patient episode over time
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2.2 Readmission Risk Chart

To determine the readmission risk of a patient during his/her stay, historical patient
episode data is utilized to develop prediction models for each of the AIHW procedure
groups (Eigner et al. 2017; Eigner et al. 2018). Based on the predicted probability
of readmission, the current risk is determined for the investigated episode. Thus, by
understanding this risk inmore detail, physicians and hospital personnel canmake better-
informed, more evidence-based decisions on patient discharge and additional treatment.

To realize this in practice, the most suitable prediction model is selected according to
the presented diagnosis and the main performed procedure. This ensures that procedure-
specific risk factors are considered in the readmission risk prediction, resulting in a
higher prediction accuracy (Eigner and Cooney 2019). The model is applied to simulate
the readmission risk when discharging the patient at the current point in time (i.e., for
the current length of stay) as well as the following days with an increasing length of
stay. This results in a readmission risk curve that determines the risk progression over
time to indicate the optimal time of discharge from a quality point-of-view.

2.3 Cost Chart

To determine the cost development over time, theNational Hospital Cost Data Collection
(NHCDC) Australian Public Hospitals Cost Report is used to calculate the average
costs per DRG (IHPA 2018). Here, costs are categorized according to various cost
buckets that reflect certain cost poolswithin a hospital. Each bucket summarizes the costs
for a particular function in a hospital (e.g., the operating room). Overall, sixteen cost
buckets are differentiated. While certain buckets, for example, prosthesis and imaging,
are assumed to be independent of the actual LOS and therefore constant for a certain
procedure group, hotel costs continuously grow with an increased LOS. Following the
approachbyArefian et al. (2016), costs of accommodation,medical treatment, laboratory
procedures,materials and services, andphysician andnursing care are included in the cost
per bed day calculation. On-costs, operating room, prosthesis, depreciation and imaging
costs are aggregated as procedure-specific costs that are independent of the LOS. Table 1
provides the average costs for each procedure group, including the LOS-independent
procedure costs and the LOS-dependent costs per bed day.

Table 1. Average costs for each AIHW procedure group (in $)

APP CAT HYS PRO THA TKA TONADE

Procedure costs 4,652 2,696 8,067 4,446 16,217 16,033 2,136

Cost per bed day 1,384 1,253 1,617 1,398 1,359 1,396 1,566

2.4 Reimbursement Chart

To calculate the reimbursement rate for each episode, the Victorian Weighted Inlier
Equivalent Separation (WIES) is used. Episodes with a shorter or longer length of stay
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compared to an average range (“inliers”) for each DRG are reimbursed according to
different pre-defined weights. Each WIES is multiplied by a base price (b), namely the
Australian National Efficient Price (NEP). For 2018–19, the NEP is valued at $ 5,012
(IHPA 2018). Inlier episodes with a LOS over one day use the standard multi-day inlier
weight for that DRG. For a shorter hospital LOS, a low outlier per diem cost weight is
used as a basis for reimbursement calculation. An extended LOS uses a high outlier per
diem weight.

Additional weights are applied for one-day or same-day stays and hospital-in-the-
homedays aswell as costweights for co-payments tomoderate financial risk for hospitals
that provide special types of care (DHHS 2018). The WIES cost weight for same-day
episodes, one-day episodes, and multi-day inliers are available directly in the WIES25
weights table (DHHS 2018). As reimbursement is determined based on the episode’s
DRG, which is assigned only post-admission, the most likely DRG must be identified
in advance. To determine the DRG pre-discharge, a logistic regression model is applied.
Based on the suggested DRG, the responding WIES weights are utilized to display the
final reimbursement rate.

3 Optimal Time of Patient Discharge

To determine the optimal time of patient discharge, the presented measures are used
to develop three perspectives from a profit-centered, a quality-centered and a balanced
viewpoint. For the profit-centered perspective, only costs and reimbursements are con-
sidered to identify the most financially rewarding time for patient discharge. Figure 2
displays the recommendation for an average patient after a knee replacement with major
complexity to discharge on the second day for a maximum profit.
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Fig. 2. Profit development over time for an average patient after a knee replacement with major
complexity (DRG I04A)

The second perspective is based on the prospective readmission risk during the
hospital stay. Figure 3 displays the average proportion of patients that were readmitted
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in the past according to their time of discharge. From a healthcare quality perspective,
the ninth day is selected to be the optimal point of discharge with the lowest readmission
risk. While this visualization only considers the length of stay as the influencing factor
for readmission risk, the developed prediction models include additional risk factors
specific to each procedure group. The increasing risk depicted in Fig. 3 is mainly due
to the occurrence of complex cases with multiple complications. For episodes without
any major incidents, an increased length of stay is associated with a higher quality of
care and thus a reduced risk of readmission (cf. Fig. 1). However, as patients are usually
released once they’re sufficiently healed, this is not directly reflected in the historical
data.
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Fig. 3. Proportion of readmissions for patients after a knee replacement (DRG I04A)

To combine both perspectives into a balanced view that considers both economical
as well as quality measures, both measures are combined into one visualization (Fig. 4).

0%

2%

4%

6%

8%

10%

-10000

-5000

0

5000

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19

Risk and cost development over time

Income Readmission risk

Fig. 4. Risk and cost development for an average patient after a knee replacement (DRG I04A)
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To quantify the readmission risk to allow for better comparability, this measure can
also be transformed into a cost factor. This is done bymultiplying the current readmission
risk with the average cost for a readmission episode. However, this approach neglects
reputation damages.

4 Discussion and Conclusion

The increasing pressure on healthcare professionals to deliver high-quality patient care
with restricted time and resources is forcing hospitals to find more efficient ways of
providing healthcare services. To counter this issue, this paper presents a concept to
support hospital personnel to consider both the economical as well as the quality-driven
viewpoint in the patient discharge decision by analyzing previous patient episodes. The
implications of this study are relevant to both research and practice. Considering the
quality of care and regulatory penalties, the importance of identifying patients at high
risk of readmission is apparent. Improved post-discharge care and support for self-
care can help to abate potential readmissions of identified individuals, thereby reducing
overall costs and increasing healthcare quality (Shulan et al. 2013). Thus, by aiding
the identification of potential risk patients, hospital resources can be better allocated to
critical patients, and health interventions are already possible in an early stage of the
patient pathway.
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Abstract. Knowledge graph-based question-answering systems are widely used
in e-commerce enterprises. They can reduce the costs of customer services and
improve service capabilities. The description of questions is often ambiguous, and
the knowledge graph’s update in online personal services always has a high over-
head. To address the above issues, by augmenting domain semantics, this paper
proposes a knowledge graph-based intelligent question-answering system called
as AIServiceX. It employs a gate recurrent unit model to identify entities and
assertions, and then gets the most related semantic augmentation contents from
existing external domain knowledge via topic comparison. Then, it ranks all the
candidates to get optimal answers by discovering several heuristic rules. Periodi-
cally, it augments the global knowledge graph with minimized updating costs with
an Integer linear programming resolving model. This mechanism can recognize
question entities precisely, and map domain knowledge to the KG automatically,
which achieves a high answering precision with a low overhead. Experiments with
a production e-commerce data show that AIServiceX can improve the precision.

Keywords: Knowledge graph · Question-Answering system · Gate recurrent
unit · Personal services

1 Introduction

Knowledge graph (KG) is one of key technologies for implementing an intelligent ques-
tion and answer service (QA), which can reduce customers’ service costs and improve
their self-service capabilities. Although the current methods based on natural language
processing can well deal with the problems of context semantics and language fuzziness,
the existing QA services based onKG is still far from industrial applications. Firstly, cur-
rent methods retrieve information with neural network and dialogue model to improve
the efficiency of constructing KGs, but they cannot well utilize and merge knowledge in
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different domains. Furthermore, current methods deal with the shortage knowledge in
KG by means of context semantic association [1], web page search [2] and external text
[3], but the lack of external knowledge and the automatic integration of KGs lead to a
high cost of operating and managing online services and cannot well satisfy customers’
requirements.

To address the above issues, this paper proposes a Knowledge graph-based intel-
ligent question-answering service AIServiceX. Firstly, we propose an entity/assertion
recognitionmethod based on a gate recurrent unit (GRU)model combinedwith the atten-
tion model and the dual-phase connection to achieve the accurate recognition of natural
language’s expression. Secondly, we propose a semantic enhancement method based
on the topic comparison, which considers the loss of two squares and a topic model,
and thus the domain knowledge mapped to a local KG supports the online update of a
knowledge base. Meanwhile, we employ heuristic query rules to sort the candidate set
by combining questions’ features and KG’s status, so that we can easily select the best
candidate answers. Finally, we employ the optimization strategy based on the integer
linear programming (ILP) to update the local KG according to the users’ satisfaction and
services’ cost. The GRU model and semantic enhancement method can realize the con-
struction and expansion of KG and have the flexible online service capability. Heuristic
rules and the ILP optimization strategy can support the retrieval and update of KG in
AIServiceX and ensure its availability.

2 Methodology

We take questions expressed in Chinese language as input and the answers of matched
questions expressed in the KG as output. AIServiceX receiving requests to answer
questions includes six phases as follows.

Question input (Phase 1). AIServiceX receives users’ questions from different inter-
faces, and then transmits these questions toPhase 2with identity authentication.Different
users may have different expressions for similar questions in the input. Each user has his
own question intentions or expected answers, so the forwarded questions is uncertain
and fuzzy;

GRU identification (Phase 2). AIServiceX receives questions forwarded by Phase 1,
and then identifies the entities/assertions from the received texts via word segmentation,
which are the query condition of Phase 3. AIServiceX overcomes the fuzziness of Phase
1 through the GRU’s dual-phase connection and attention weight. Thus, AIServiceX
outputs more accurate recognition results described as a target vector reflecting users’
main attention;

Tendency analysis (Phase 3). AIServiceX takes the entity/assertion vector identified
in Phase 2 as input, queries keywords from different knowledge bases to find all relevant
texts of the questions, and then takes the text with the highest matching degree as input of
the next phase. AIServiceX takes historical data of various knowledge bases to construct
a tendency analysis model based on a topic model, and then outputs the best matched
text through combining the maximum likelihood estimation and the least square loss;

KG enhancement (Phase 4). AIServiceX enhances the original KG by adding edges
and points to construct an enhanced KG based query database. This phase integrates
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the KG and external texts to automatically update KG for online service, and thus
continuously improves the knowledge quantity and the expression ability of KG;

Heuristic query (Phase 5). AIServiceX queries KG to obtain an answer candidate
set ac-cording to the entity/assertion vectors of the updated global KG from Phase 4,
sorts the answers by the counting historical accesses, provides the answers with the
highest score, and then records the status of this questioning and answering process. The
heuristic rules consider the questions and the overall status of KG;

Periodic update (Phase 6). AIServiceX periodically pulls and normalizes the status
of all questions in Phase 5, and quantifies the response time and users’ satisfaction with
the integer linear programming model to achieve the minimum of the KG update cost.

3 Algorithm

According to the abovemethodology, Table 1 describes the algorithm of answering ques-
tions in detail as follows. AIServiceX trains the GRU model for each entity to minimize
the entity identification loss (lines 1–5); trains the GRU model for each assertion to
minimize the assertion identification loss (lines 6–10); gets entities and assertions from
the trained GRU model’s outputs according to input questions (line 11); queries knowl-
edge bases with the above output to obtain enhanced text of each knowledge base (line
12); employs the topic model and the quadratic loss to find the most similar text, and
then constructs the local KG (lines 13–17); uses heuristic rules to sort answer candidate
sets (lines 18–23); regularly updates the global KG (lines 24–33); initializes ILP’s input
(lines 25–29); performs ILP solution and merges local KGs according to the results
(lines 30–33).

Table 1. The algorithm of answering questions.

(continued)
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Table 1. (continued)

4 Design

Figure 1 shows the service architecture of AIServiceX including an entrance layer, a
resource access layer, a KG service layer and a knowledge base layer.

Entrance layer. AIServiceX and other applications share the same traffic entry with
a unified LDAP authentication for permission. Thus, AIServiceX can implement the
integrated management for multiple services to avoid confusion in resource utilization
and security issues;

KG service layer. AIServiceX implements key technologies in a microservice archi-
tecture (i.e., SpringCloud), where the GRU component is connected to a TensorFlow
cluster that scales independently; the enhanced semantic querier uses the interface of
existing applications for data exchange to avoid complicated logics and adaptation; the
local KG builder accesses a lexical processing tool Jieba [4] to implement semantic
operations such as word segmentation; the periodic update process interacts with graph
database Neo4j [5], and decouples the IIL solver through database operations;

Resource access layer. AIServiceX adopts a typical distributed service architecture
including analyzer, database and resource schedulers, and interacts with the KG model
service layer through standard Restful interfaces;

Knowledge base layer. AIServiceX interacts with multiple knowledge bases through
the unique adaptation of reflection services. All adaptation codes are not diffused to avoid
abnormal propagation caused by linking interruption and inconsistent events;
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Fig. 1. System architecture of AIServiceX

5 Evaluation

5.1 Experiment Setting

We adopt a real business dataset of an e-commerce company. We pre-process and label
the data, construct the KG, and then train the GRU model. Existing works often employ
the precision, recall and F1measure to evaluate methods, but they only count the number
of binary problems.We extend the evaluation metrics by employing the matching degree
of entities [11]. By counting queried answers, labeled correct answers, and the entities
in each answer, we can accurately get the values of precision, recall and F1, respectively.

5.2 Heuristic Rules-Based Answer Ranking

We describe the similarities as “count” and “cos”, and the random sort that returns the
first result meeting the retrieval rules as “random”. We sort the query results of entity
assertions and KG on the test dataset to validate the effects. The experiment compares
the results of QA-KG [11], CAN for QA [12] and CKB [7] We validate the performance
improvement by comparing the output answers and the labeled correct answers with
the distribution of entity assertions. Figure 2 shows that combining two heuristic rules
can achieve better results than a single neural network or a dialogue model. Compared
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with single state-of-the-art methods, our heuristic rules can significantly improve the
precision, recall and F1 indexes.

Fig. 2. Comparison with heuristic rules-based answer ranking

Fig. 3. Comparison with ILP-based answer ranking

5.3 Integer Linear Programming-Based Answer Ranking

The experiment compares the precision, recall and the average response time (seconds)
of the full update strategy and the ILP strategy. Figure 3 shows the comparison of
TAQA [1], CQA [2] and Text2KB [8]. After adopting different updating strategies, the
ILP method brings a slight decrease of precision by 17%, and the decrease of average
response time by 9%, which indicates that the space of answer retrieval is relatively
concentrated, causing a low processing cost.
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6 Related Work

Answering complex questions often involves the analysis of multiple entities and asser-
tions, and requires as a long information retrieval chain. QUINT [6] automatically gen-
erates a question template to describe the mapping between questions and answers. CKB
[7] defines a dialogue model collecting key elements to obtain accurate answers by guid-
ing users to supplement semantic information. TAQA [1] proposes an N-tuple assertion
model to deal with complex semantic constraints introduced by adjectives, verbs, and
prepositions in complex questions. Seq2seq [9] employs the overlapping method to con-
nect, duplicate and segment the questions and answers in large datasets. TEQUILA [10]
proposes the detection and transformation method of a KG model to eliminate the time
constraints of complex time-sensitive questions. Complex question-answering services
have high cost and requires in-depth customization of applications, so these methods
ought to spend much manual operations on customizing and training KG in the ini-
tialized period. AIServiceX accurately recognizes entities, automatically maps domain
knowledge to the KG, and online updates the KG.

7 Conclusion

This paper proposes a KG based intelligent QA service integrating domain knowledge.
We employ the GRU-based attention model to overcome the fuzziness of domain ques-
tions’ expression, topic comparison-based enhanced semantic to construct the local KG
and expand the knowledge of the global KG, and ILP update strategy to deal with the
dynamic update of KG. AIServiceX can achieve a high precise answering results with a
low response delay by accurately recognizing entities, automatically mapping domain
knowledge to the KG, and online updating the KG. The experimental results show that
AIServiceX improves the precision and decreases the response time.
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Abstract. In recent year, the downwardpressure on theglobal economy is increas-
ing, and the market is gradually changing. The urgent problem for entrepreneurs
is how to keep their companies growing continuously. Industry Internet is a new
direction that can help them by promoting business growth of enterprises. And the
growth should be realized by exploring innovative business scenarios. The core
of industry internet is not the internet, but the traditional industry. It forms the
industry value chain through the mutual connection of traditional industries. The
enterprises in each link of the value chain will become more powerful because of
their value-added data. This paper solves several key problems in the development
of enterprises: what economic era are they in? What is industry internet? How
does industry Internet empower enterprises? How can 5G related technologies
help traditional industries transform into industry internet?

Keywords: 5G · Industry internet · Digital economy · Business scenario

1 Introduction

Industry Internet is an industry ecology formed by remolding and transforming the indus-
trial chain and internal value chain of each vertical industry. It is a new economic form,
which makes full use of the Internet to integrate and optimize production resources,
deeply integrates the Internet and traditional industries, and ultimately improves the
productivity of the country. However, we are now in the era of consumer internet, exist-
ing many barriers in the transformation of enterprises to industry internet. Consumer
internet regards consumers as the main body [1], and improves the consumption expe-
rience of individual users through e-commerce platform, while industry internet takes
producers as the main body, with the purpose of connecting upstream and downstream
industries, connecting intelligent devices of enterprise, and empowering different enter-
prises through industrial internet platform [2]. Since their service objects are different,
enterprises need to constantly consolidate and accumulate their own industry insight,
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resource integration, platform empowerment, technology realization and operationman-
agement as well as other core capabilities to successfully realize the industry internet
transformation [3]. This fundamental difference also leads to the fact that the industry
internet not only cares about the links between people, but also needs to combine the
technology of internet of things (IoT) [4] to realize the fine business process in industries.

5G related software provides the possibility to meet these needs. It includes the 5th
generation mobile networks, internet of things, big data, artificial intelligence and other
cutting-edge technologies. It provides the necessary conditions for enterprises to solve
the fundamental technical problems faced by upgrading to the industrial internet, and
is the basic guarantee for enterprises to obtain the core capabilities mentioned above.
Therefore, analyzing and summarizing the influence of 5G related software technology
on the development of industrial internet can help enterprises to maintain good growth
in the current economic form. The rest of the article is summarized as follows. Section 2
gives an overview of digital economy ecosystem. In Sect. 3, this paper introduces 5G-
based industry internet. Finally, Sect. 4 concludes the article.

2 An Overview of Digital Economy Ecosystem

The core of industry internet is industry, and the development of industry and economy
is always inseparable. The integration of digital technology and traditional industry has
changed the production way in enterprises and commodity trading mode in society,
bringing people into the era of digital economy [5]. It refers to an economy that is
based on digital computing technologies, and it is also called the internet Economy,
the New Economy or Web Economy [6]. Web technology brings us to the era of digital
economy 1.0, mobile internet brings digital economy 2.0, and industry internet brings
digital economy 3.0 (see Table 1).

Table 1. Three stages in digital economy.

Digital economy Infrastructure Main features

1.0 Web E-business, E-commerce

2.0 Cloud Computing Business as Services, Mobile E-commerce

3.0 5G related technologies Data value chain, Industrial value chain

2.1 Digital Economy 1.0

In the context of digital economy 1.0, traditional industries have basically realized dig-
italization [7]. Three major industries, agriculture, service industry and manufacturing
industry, have established basic digital infrastructure [8]. In this era, it is mainly through
web technology to change the way of production and commodity trading, to move the
traditional offline business to the internet, to promote the sales of commodities through
e-commerce platform [9, 10], and to improve the production efficiency through digital
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equipment, just as summarized in Table 1. The best example of digital economy 1.0 is
to buy clothes and books online.

2.2 Digital Economy 2.0

We are now in the era of digital economy 2.0. Different from the former era, cloud
computing is the infrastructure. The changes it brings to the industry development are
service-oriented business and mobile e-commerce. Service-oriented business refers to
turning customer relationship management, marketing and other general processes into
repeatable digital services, and then presenting them inSaaS layer (software as a service).
SaaS is the foundation of mobile Internet, and also spawned mobile e-commerce. Now,
E-commerce based on mobile internet has become the most prominent feature of digital
economy 2.0 (see Table 1).

Mobile internet generates big data [11]. After data aggregation, we can capitalize
it and use this data asset to create new value again, which is what technology of big
data does. In the future, we will use the data generated by one industry to other different
industries, such as applying the data of intelligent manufacturing industry to the financial
industry, which is the innovation of business scenario, the era of digital economy 3.0.

3 Digital Economy 3.0

3.1 Basic Concept

The most significant feature of digital economy 3.0 is data value chain and industrial
value chain formed on 5G related technologies (see Table 1). In those chains, upstream
and downstream enterprises of the industry are linked together, data flows efficiently
across industries, and that is the vision of the industry internet.

5G related technologies include some cutting-edge technologies. 5G is the basis of
internet of everything [12], internet of things generate big data [13], big data is analyzed
by artificial intelligence to expand newbusiness scenarios for enterprises [14], and block-
chain secure those scenarios [15]. Innovative intelligent products are the product of the
comprehensive application of these new technologies, and also the product of cross
enterprise cooperation. In this ecosystem generated by the Innovation scenario, people
and things, things and things are all interrelated, data is given new value in the flow,
and the market value of related enterprises will increase. So, what problems need to be
solved to meet the new economic era?

3.2 Obstacles to the Development of Industry Internet

As mentioned in the introduction Section, the formation of industry internet makes the
digital economy upgrade. So the key problems lay in industry internet, such as how to
improve equipment connection ability, break the limitations of industrial thinking, and
integrate enterprise resources in a wide range.
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• Equipment connection ability. In the IoT environment, the number of intelligent
devices that need to be connected to the network is increasing rapidly. How to improve
the connection ability of the device and the high concurrent access ability of the system
is an urgent problem. 5G technology gives us an optimistic future.

• Barriers to industrial thinking. The industrial thinking of large-scale production has
shown its disadvantages, that is, it is not conducive to the personalized production
requirements and the digital transformation of enterprises. Industrial Internet thinking
is the inevitable trend.

• Difficulties in integrating resources across enterprises. In order to make multiple
enterprises work together efficiently, all kinds of resources in the product cycle must
be integrated together to optimize the product design, production, logistics, marketing
and other related aspects by using the industrial Internet platform.

3.3 Solutions for Developing Industry Internet

5G is the key technology to break down the barriers to the development of industry
internet, which solves the problems of interconnection of everything and efficient flow of
data (see Fig. 1). Device connecting service, radio transmission service, data storage and
processing service constitute 5G-based service flow, the key ingredient of which is data
flow. It promotes cooperation among enterprises, combination of upstream-downstream
resources, efficient production and trading.

Fig. 1. 5G-based service flow
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How can 5G improve equipment connection ability? It is a universal connector that
can connect various terminals and services. Number of connected devices in the same
area can be improved 100 times than 4G, and data transmission speed is 100 times faster
than 4G (20 GB/s). In this way, various intelligent devices and business systems can be
connected with each other through 5G message platform. 5G is like contact lenses. Its
time delay in communication is only about 0.1 ms, which shortens the distance between
users and service providers. 5G can reconstruct the value chain. With the support of
5G technology, the cooperation between enterprises is closer, the space of business
innovation is larger, and the new value chain is easier to produce.

How to break the barriers of industrial thinking? The core of industry internet is to
empower enterprises through digital transformation and provide solutions cross indus-
try guided by services. Therefore, the solution of industry internet is designed around
the service life cycle (see Fig. 2). The life cycle consists of six components: services
consulting, services design, services development, services delivery, services operations
and servicesmanagement. By designing solutions around this life cycle, different depart-
ments or organizations are linked together. Data will flow when services are conducted
between the two components, thus forming a data value chain.

Fig. 2. Service life cycle

In the era of digital economy 3.0, data is an asset. It flows between different phases
of service life cycle and will be given new value (see Fig. 3). UGC is short for used,
generated and conducted. In the process of business interactions, data are used, generated
and conducted. Value of data will continue to increase when data flow through different
organizations. The recreated data will finally flow back to the whole data system. This
value chain points out the direction of exploring newbusinessmodel in the new economic
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era. Therefore, the essence of the digital economy 3.0 is data value-added services, and
the data-driven economy.

Fig. 3. Data value chain of digital economy 3.0

How to break through the barriers of enterprise resource integration? Industrial Inter-
net is a platform to connect upstream and downstream enterprises and integrate vari-
ous resources efficiently. Producers, sellers and logistics enterprises can carry out their
own business around this platform. The industrial Internet platform will promote the
development of enterprises in the direction of digitalization and intelligence.

The industrial internet platform is an open data access platform, which can integrate
resources in various fields, promote rapid connectivity between suppliers and deman-
ders, and optimize the resource allocation of enterprises. As shown in Fig. 4, it consists
of four parts, edge layer, IaaS, PaaS and SaaS. Edge layer is to connect intelligent
devices by using 5G networks, IaaS provides cloud computing function, PaaS integrates
software developing tools or intelligent algorithm models and SaaS presents new oppor-
tunities for business design and application innovation. The platform can help enterprises
collect massive data, store and analyze the data through digital technology. It links the
resources of various industries and efficiently schedules the resources among enterprises.
For example, in the manufacturing industry, the industrial internet platform can connect
the staff, machines, workshops, enterprises and other subjects, and coordinate the design,
development, production, sales and other aspects of products [16]. This platform can
also be applied to other industry fields, such as oil and gas production, public utilities,
large-scale industrial energy management and control center, to intelligentize the whole
process of product design, production, commodity marketing, and logistics distribu-
tion. The way of internet + industrial manufacturing can enable different enterprises
to combine into an industrial internet ecosystem cross industry, and further develop the
industry ecosystem. It will form a deep integration of the new generation of information
technology andmanufacturing industry, and serve for China’s intelligent manufacturing.
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Fig. 4. Solution for industrial internet platform

4 Conclusions

This article introduces the background of industry internet and its relationship with dig-
ital economy, analyses the obstacles it encounters in the development process, presents
how 5G related technologies contribute to forming industry internet, and puts forward
solutions to overcome those obstacles. Conclusion is that, in the new economic situation,
if enterprises want to survive and becomemore powerful, theymust actively embrace the
industry internet. Leading manufacturing enterprises need to combine 5G related tech-
nologies to build industrial internet platform, and use the platform to connect upstream
and downstream enterprises. Other relevant enterprises need to actively complete digital
transformation and access the industrial internet platform. In that way, all the enterprises
associated with one specific business scenario can be linked into a value chain. However,
there are still many problems to be solved in exploring innovative scenarios and making
use of the industrial internet platform to implement those scenarios, for example, how
to combine 5G technology to automatically discover smart devices and services nearby,
how to ensure data security when exchanging data between different companies. These
aspects are needed to be further studied in the field of industry internet.
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Abstract. Multi criteria decision making (MCDM) model is proposed for deter-
mining the most suitable web service from a collection of functionally-equivalent
web services with different non-functional properties. This paper presents an eval-
uation approach that combines fuzzy analytic hierarchy process (AHP) and Tech-
nique forOrder Preference by Similarity to an Ideal Solution (TOPSIS) to solve the
MCDM selection problems with conflicting criteria. Fuzzy AHP method deter-
mines subjective weights by dealing with vagueness and uncertainty in subjec-
tive user’s judgment while, TOPSIS algorithm ranks the different alternatives.
A numerical example is based on a real-world dataset is presented to illustrate
the procedural matters of the web service selection model. The numerical results
show that the proposed approach can effectively select an appropriate web service
based on user preference.WeatherStationService performed better than other web
services under the selected QoS requirements.

Keywords: Web services · Web services selection · Quality of service ·
Multi-criteria decision making · Fuzzy AHP · TOPSIS

1 Introduction

With the growth of the number of published web services, many offer similar function-
ality but different in non-functional properties (quality of service) [1]. AWeb services is
a software components available on the Web (through a URI), communicating through
XML messages over an Internet transport protocol and whose capabilities and modus
operandi are described in XML [2, 3]. Web service can be categorized as set of actions
that are reachable with open XML standards like SOAP, UDDI andWSDL.Web service
framework is categorized in to three main components: Service provider: The service
provider develops the service and makes it accessible on the Internet for the users, Ser-
vice requester: The service requestor is any end user of theweb service [4]. The requestor
consumes the already accessible web service returned by the service provider. Service
registry is a centralized directory of web services that maintains the information about
new and existing services [5, 6] as shown in Fig. 1.

The problemof selecting a suitable candidateweb service froma pool ofweb services
offering similar functions is considered as a MCDM problem [7]. According to [8] the
only differentiating factor between similar web services may be their quality of service
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Fig. 1. Architecture for web service framework

(QoS), which are the quality aspect of a web service such as response time, availability,
throughput, reliability and success ability [9]. Unfortunately, the QoS obtained from
service descriptor (WSDL) or service providers (UDDI) do not reflect the real quality
of these web services, they differ from a user to another, from a context to another and
change dynamically in time according to several parameters [1, 4].

In view of this challenge, this study proposes a web service selection (WSS) hybrid
model based on the combination of fuzzy AHP and TOPSIS. The AHP method, initially
introduced bySaaty [34] is an effective technique for solving complex decision problems.
AHP method represents a decision problem by a hierarchical organization reflecting the
interactions between several components of the problem, then using pairwise comparison
judgments to identify and evaluate the relative importance of criteria [35].However,AHP
method has some shortcoming due to its ineffectiveness when applied to an ambiguous
problem with a high uncertainty [26]. Therefore several researchers such as [7, 24–
28, 30] introduce fuzzy logic into the pairwise comparison of the AHP to compensate
and deal with this type of fuzzy decision problem. In this paper fuzzy AHP is used to
compute the weights of criteria. TOPSIS technique is that is utilized to rank the different
alternative based on the computed weights. The basic principle of TOPSIS is that the
selected alternative should have the shortest distance from the ideal solution and the
farthest distance from the negative-ideal solution [10].

The remaining part of the article is organized as follows: Related works is presented
in Sect. 2. Next, the research methodology used in this study is explained in Sect. 3. This
is followed by results and discussion in Sect. 4, and lastly, the conclusions in Sect. 5.

2 Related Works

MCDM techniques are very beneficial in assisting decision makers in wide range of
circumstances such as a multi-criteria analysis of alternative-fuel buses for public trans-
portation in Taiwan [11], multi criteria selection for a restaurant location in Taipei [12],
performance evaluation of customer satisfaction in Turkish banking sector [13]. The
common goal is to find an optimal solution from a list of alternatives based on multiple
deciding criteria.

In the context of WSS, many MCDM methods have been employed in the selec-
tion process such as AHP which has been utilized by [7, 14, 15] as a ranking proce-
dure in select the best web service. Similarly, a web service selection approach based
on analytical network process (ANP) was proposed by [16]. In other studies [17, 18]
TOPSIS ranking algorithm is used to determine the most suitable web service. A trust
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based service selection is recommended by [19] using fuzzy modified Vlsekriterjumska
optimizacija I KOmpromisno Resenje (VIKOR) method. The Preference Ranking and
Organization METHod for Enrichment Evaluation (PROMETHEE) has been employed
by [20, 21] as a web service selection approach.

The use of mixed methods as stated by [22] allows exploiting the advantages of
every method and having better performance than using each method separately such
as a web service selection model integrating AHP and VIKOR methods which was
suggested by [33] the AHP method computed the weight of preference, while VIKOR
technique ranked the alternatives. Another hybrid approach was proposed by [23] which
combines AHP and reference ideal method (RIM). The AHPmethod is used to calculate
the weights constraints assigned to QoS criteria while, RIM is used to rank the various
alternatives. Similarly, a hybrid approached is presented by [4] for the selection of
efficient web services. In this model, the AHP technique has been applied to calculate
the individual weight value of non-functional parameters. Then, the Adaptive Ratio
Assessment (ARAS) technique is used to rank web services. Relatedly, [1] suggested
a hybrid approach to rank skyline web services, the subjective weight are computed
using Fuzzy AHP from user opinions, while PROMETHEE method is used to rank the
different alternatives.

In this paper FuzzyAHP is used to evaluate theweight of criteria andTOPSISmethod
is applied to rank the various web services. In the weighting of subjective user judg-
ment, pure AHP technique has some shortcomings. Human judgements are represented
with exact (crisp) or ordinary data and also AHP method does not take into account
the uncertainty associated with mapping of human judgment to a number by natural
language. However, human preference is uncertain and decision maker might be reluc-
tant or unable to assign exact numerical values to the comparison judgments [25, 26].
Therefore in this study, fuzzy extension of AHP is applied to overcome the shortcomings
of traditional AHP method. To best of the authors knowledge, the integration of fuzzy
AHP and TOPSIS methods have not utilized for WSS. The main contribution of this
paper is to displaying the utilization of fuzzy AHP-TOPSIS methods for the WSS. The
methodology applied in this paper explained in the next section.

3 Methodology

3.1 Fuzzy AHP Method

The AHP method with its fuzzy extension namely called Fuzzy AHP which is used to
obtain more decisive judgments by prioritizing the web service selection criteria and
weighting them in the presence of vagueness [7]. Fuzzy AHP can effectively handle
both qualitative and quantitative data in the multiple criteria decision making problems.
In this paper, triangular fuzzy numbers are utilized for the determination of one criterion
over another by applying pairwise comparisons in the judgment matrix. The judgement
matrix consists of fuzzy numbers and uses fuzzy arithmetic and fuzzy operations to
determine the important weights for each criterion [7, 24, 25].



104 S. T. Mhlanga et al.

Table 1. Linguistic variables for pairwise comparison of each criterion [26]

Number Linguistic variable Scale of fuzzy number

9 Perfect (9, 9, 9)

8 Absolute (7, 8, 9)

7 Very good (6, 7, 8)

6 Fairly good (5, 6, 7)

5 Good (4, 5, 6)

4 Preferably (3, 4, 5)

3 Not bad (2, 3, 4)

2 Weak advantage (1, 2, 3)

1 Equal (1, 1, 1)

Fuzzy AHP follows the following process [1, 24, 27–29]

Step 1: Decomposes the problem into a hierarchy.
Step 2: To determine relative weights, decision maker makes a pairwise comparison
using Saaty’s 1–9 preference scale. The pairwise data is organised in the form of fuzzy
triangular numbers. The crisp values are replaced with triangular fuzzy numbers as
shown in Table 1. If the decision maker cannot used the preference by form of fuzzy
numbers, they can give preferences by linguistic terms, and use Table 1 for values, which
can easily derive the corresponding fuzzy numbers.
Step 3: Computer the weight by using geometric mean method.
Step 4: Compute the consistency ratio (CR) to check the consistency of the decision
matrix. If CR is less than 0.1, then the pairwise comparison matrix is consistent and
acceptable. The consistency index (CI) and consistency ration (CR) of the pairwise
comparison matrix are computed using the following Eqs. (1) and (2)

CI = (λmax − n)
/

(n − 1) (1)

CR = CI
/
RI (2)

Where CI is the consistency index, n is the order of the pairwise comparison matrix A,
λmax is the maximum eigenvalue, while the random index RI is the average CI value for
random matrices.

3.2 TOPSIS Method

TOPSIS is a well-knownMCDMmethod based on the idea that the best alternative must
have the least geometric distance from the positive ideal solution, and on the other side
the farthest geometric distance of the negative ideal solution [30]. The positive ideal
solution reflects the best solution with the most beneficial and lowest cost between all



A Fuzzy AHP and TOPSIS Approach for Web Service Selection 105

the alternative, while the negative ideal solution represents the worst solution with the
lowest benefits and high cost [31]. The process of carrying out TOPSIS approach consists
of the following steps [10, 17, 30, 31]:

Step 1: Construct decision matrix. Assume there are m alternatives and n number
of criteria. Then, decision matrix is constructed with m rows and n columns as shown
below.

DM =

⎡

⎢
⎣

x11 . . . x1n
...

. . .
...

xm1 . . . xmn

⎤

⎥
⎦ (3)

Step 2: Construct a normalized decision matrix: The matrix is normalized using the
application of Eq. (4).

pij = xij√∑m
i=1 x

2
ij

(4)

Where i = 1, 2, . . . ,m; j = 1, 2, . . . , n and xij is a crisp

Value.

Step 3: Calculate the weighted normalized decision matrix. The weighted normal-
ized matrix is generated by multiplying the normalized matrix with criteria weight.
Equation (5) is applied in this stage.

vij = wj · pij (5)

i = 1, 2, . . . ,m; j = 1, 2, . . . , n

and wj represents weight of jth criteria obtained by Fuzzy AHP method.
Step 4: Determine the ideal and negative-ideal solution

A∗ = {
v∗
1, . . . , v

∗
n

}

=
{(

max
j

vij
∣∣i ∈ I ′

)
,

(
min
j

vij
∣∣i ∈ I ′′

)}
, (6)

A− = {
v−
1 , . . . , v−

n

}

=
{(

min
j

vij
∣
∣i ∈ I ′

)
,

(
max
j

vij
∣
∣i ∈ I ′′

)}
,

where I’ is associated with the benefit criteria, and I” is associated with non-benefit
criteria.

Step 5: Calculate the separation measure, using the n-dimensional Euclidean
distance. The separation of each alternative from the ideal solution is given as

D∗
j =

√√√√
n∑

i=1

(
vij − v∗

i

)2
, j = 1, . . . , J . (7)
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Similarly, the separation from the negative-ideal solution is given as

D−
j =

√√√
√

n∑

i=1

(
vij − v−

i

)2
, j = 1, . . . , J . (8)

Step 6: Calculate the relative closeness to the ideal solution. The relative closeness
of the alternative aj with respect to A* is defined as

C∗
j = D−

j

/(
D∗
j + D−

j

)
, j = 1, . . . , J . (9)

Step 7: Lastly, rank the preference order of alternatives by comparing Cj* values;
the best alternative is the one with the highest score of Cj*

4 Experimental Example

The study uses five real – world web services: Cweather, PluralsightWeather, DOTS-
FastWeather, WeatherStationService, and GlobalWeather. These web services and their
measurements were obtained from quality of web service (QWS) dataset [32]. Response
time, Availability, Throughput, Successability, and Reliability are the QoS parameters
utilized as evaluation criteria in the selection process. Fuzzy AHP computes the weights,
while TOPSIS ranks the different alternatives.

4.1 Calculation of the Criteria Weights Using Fuzzy AHP

Fuzzy AHPmethod is utilized to compute the criteria weights which are used during the
selection process.

The service consumer enters preferences. A pairwise comparisonmatrix is generated
using Saaty’s 1–9 preference scale. The pairwise comparison matrix in Table 2 shows
the user preference which have been captured.

Table 2. Pairwise comparison matrix

RT A T S R

Response Time (RT) 1.00 0.33 2.00 0.50 0.25

Availability (A) 3.00 1.00 5.00 1.00 2.00

Throughput (T) 0.50 0.50 1.00 0.50 0.33

Success-ability (S) 2.00 1.00 2.00 1.00 0.50

Reliability (R) 4.00 0.50 3.00 2.00 1.00
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The using fuzzy relative scale of importance shown in Table 1, a fuzzified pairwise
comparison matrix is created by substituting the crisp number with a triangular fuzzy
number. Table 3 illustrates a fuzzified pairwise comparison matrix where crisp numeric
values have been replaced with fuzzy numbers.

Table 3. Fuzzified pairwise comparison matrix

RT A T S R

Response Time
(RT)

(1, 1, 1) (0.25,0.33,0.5) (1, 2, 3) (0.33, 0.5, 1) (0.2,0.25, 0.33)

Availability (A) (2, 3, 4) (1, 1, 1) (4, 5, 6) (1, 1, 1) (1, 2, 3)

Throughput (T) (0.33,0.5,1) (0.16,0.2, 0.25) (1, 1, 1) (0.33,0.5, 1) (0.25,0.33, 0.5)

Success-ability
(S)

(1, 2, 3) (1, 1, 1) (1, 2, 3) (1, 1, 1) (0.33,0.5, 1)

Reliability (R) (3, 4, 5) (0.33, 0.5, 1) (2, 3, 4) (1, 2, 3) (1, 1, 1)

Once the fuzzified matrix is created, the geometric mean value and the weight for
all criterions are computed. The computed weights are in fuzzy form which can be used
in the WSS process or can be de-fuzzified to get crisp numerical values. Table 4 shows
the weights in a fuzzy form, in crisp numeric for, and the normalized weight which will
be used in the ranking process by TOPSIS technique.

Table 4. Geometric Mean values, Fuzzy weight, Crisp weight, and Normalized weights

Weight in fuzzy form Crisp weights Normalized weight

Response Time (0.06, 0.10, 0.20) 0.12 0.11

Availability (0.20, 0.34, 0.55) 0.36 0.32

Throughput (0.04, 0.08, 0.16) 0.09 0.08

Success-ability (0.10, 0.20, 0.36) 0.22 0.20

Reliability (0.15, 0.28, 0.54) 0.32 0.29

Sum 1.12 1.00

4.2 Ranking Alternative Using TOPSIS

Once the weights of the various QoS criterion have been computed, TOPSIS technique
is applied to calculate and ranking the different web services. The weights calculated
using Fuzzy AHP are shown in Table 5 and are used as input in the ranking process.

A quality of web service (QWS) dataset used in this study contains 2 507 web
services that exist on the web. Table 6 present five web services measurements that are
considered in the selection process.
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Table 5. Weights based on user preference

Response time Availability Throughput Success-ability Reliability

Weights 0.11 0.32 0.08 0.2 0.29

Table 6. Web service attributes measurements from the QWS dataset [32]

Response
time

Availability Throughput Success-ability Reliability

Cweather 49.43 42 10.6 43 73

PluralsightWeather 645 86 8 86 73

DOTSFastWeather 110.78 85 13.2 95 73

WeatherStationService 237 97 20.7 99 73

GlobalWeather 285 85 4.2 95 73

The web service attribute measurements are normalized using the application of
Eq. (4). Table 7 illustrates the different web service measurement read from the QWS
dataset after normalization.

Table 7. Normalized decision matrix

Response
time

Availability Throughput Success-ability Reliability

Cweather 0.06 0.23 0.37 0.22 0.44

Pluralsight-Weather 0.85 0.47 0.28 0.44 0.44

DOTSFastWeather 0.14 0.46 0.46 0.49 0.44

WeatherStationService 0.31 0.53 0.73 0.51 0.44

GlobalWeather 0.37 0.46 0.14 0.49 0.44

The next step involves calculating the weighted normalized decision matrix. The
weighted normalized decision matrix is computed using Eq. (5). Table 8 shows the
weighted normalized decision matrix after applying Eq. (5).

For every criterion, the positive ideal (best) solution and the negative ideal (worst)
solutions are defined. Thereafter, the Euclidean distance for each alternative from the
ideal or the negative – ideal is also determined by applying Eqs. (7) and (8).

Calculating the relative closeness to the ideal solution is determined by applying
Eq. (9). Lastly, the alternative with the highest Pi score is selected the best alternative.
Figure 2 illustrates the separation of each alternative from the ideal solution (Si +), the
separation from the negative-ideal solution (Si−) and the relative closeness to the ideal
solution (Pi). WeatherStationService is ranked best, based on the Pi score.
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Table 8. Weighted normalized decision matrix

Response
time

Availability Throughput Success-ability Reliability

Cweather 0.01 0.07 0.03 0.04 0.12

Pluralsight-Weather 0.09 0.15 0.02 0.08 0.12

DOTSFastWeather 0.01 0.14 0.03 0.09 0.12

WeatherStationService 0.03 0.17 0.05 0.10 0.12

GlobalWeather 0.04 0.14 0.01 0.09 0.12

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

Si+

Si-

Pi

Fig. 2. Separation of ideal and negative – ideal solutions, and rank of preference

5 Conclusion

In this paper, related researchers were investigated with the focus on their strengths and
shortcomings. A hybrid approach for WSS is presented. Although the data related to
the weight is gathered from users, the fuzzy AHP method is applied for computation
of criteria weights. Subsequently, the TOPSIS technique is utilized to rank the various
web services based on the computed weights. To demonstrate how the proposed hybrid
model works and how it can be applied on WSS, an example using QoS criteria and
QWS dataset for web services (alternatives) measurements is provided. The result shows
that WeatherStationService performed better than other web search services under the
selected QoS requirements. The model can effectively rank and select the best suitable
web service. For future work, the comparison of the results obtained by our proposed
model with another replicated study using other MCDMmethod, such as ELECTRE or
PROMETHEE.
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