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Preface

Welcome to the proceedings of the 18th Russian Conference on Artificial Intelligence
(RCAI 2020), held in Moscow, Russia. The conference was organized by the Russian
Association for Artificial Intelligence, Federal Research Center Computer Science and
Control of the Russian Academy of Science, Moscow Institute for Physics and
Technology, and the National Research Nuclear University (MEPhI). Being a
long-standing member of the European Association for Artificial Intelligence (EurAI,
formely – ECCAI), the Russian Association for Artificial Intelligence has a great deal
of experience in running important international AI events.

The first Soviet (Russian, from 1992) Conference on AI was held in
Pereslavl-Zalessky in 1988. Since then, it was held every other year, until 2018, and
then became an annual event. The conference gathers the leading specialists from
Russia and other countries, in the field of AI. The participants were mainly members
from the research institutes of the Russian Academy of Sciences and universities all
over Russia. Topics of the conference included data mining and knowledge discovery,
text mining, reasoning, decision making, natural language processing, vision, intelli-
gent robotics, multi-agent systems, machine learning, AI in applied systems, ontology
engineering, etc. Each submitted paper was reviewed by three reviewers, experts in the
field of AI, to whom we would like to express our gratitude. The conference received
140 submissions in total, and 35 of them were selected by the International Program
Committee for publication in this volume. The editors of the volume would like to
express their special thanks to Prof. Oleg P. Kuznetsov, co-chair of RCAI 2020, for his
support in producing the volume. We hope that the appearance of this volume will
stimulate the further research in various domains of AI.

This year, our community was struck by sudden death of our colleagues Dr. Sci.
Prof. Dmitry A. Pospelov and Dr. Sci. Prof. Gennady S. Osipov.

Dmitry Pospelov was a famous scientist and AI enthusiast, as well as the author of
more than 20 books and 300 papers on various aspects of AI, including knowledge
representation, applied semiotics, and situational control. His support of AI research in
Russia cannot be overestimated. In 1988 he started the National Conference on Arti-
ficial Intelligence (RCAI) and in 1989 he founded the Soviet (Russian, since 1992)
Association for Artificial Intelligence (RAAI). He was the first president of RAAI
during 1989–1996.

Gennady Osipov, an EurAI Fellow, was a well-known specialist in AI and his
interests spanned across a wide range of topics, including cognitive modeling, semantic
analysis, knowledge management, intelligent dynamic systems, etc. He supervised a
plethora of qualified researchers, now doctors and/or full professors, calling themselves
the descendants of the Osipov’s school of AI. He was a talented organizer and the
second president of the RAAI (1996–2020). Gennady was one of the originators of the
RCAI and we are immensely grateful to him for the contribution he made to the
advancement of AI in Russia and in the world.



We would like to dedicate this volume to our teachers, colleagues, and friends,
Dmitry A. Pospelov and Gennady S. Osipov.

July 2020 Sergei O. Kuznetsov
Aleksandr I. Panov

Konstantin S. Yakovlev

vi Preface
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Axiomatization of Classes of Domain Cases
Based on FCA

Dmitry E. Palchunov1,2(B)

1 Sobolev Institute of Mathematics, Novosibirsk, Russian Federation
palch@math.nsc.ru

2 Novosibirsk State University, Novosibirsk, Russian Federation

Abstract. The article is devoted to the application of Formal Concept Analysis
to the development of domain semantic models. The paper deals with the problem
of axiomatization of classes of cases from various domains.

The research is based on the model theoretical approach to the formalization
of domains and on Formal Concept Analysis. We consider the four-level seman-
tic model that conceptually describes the given domain. The third level of the
semantic model is the set of domain cases. To describe sets of domain cases we
use formal contexts; the objects of these formal contexts are models formalizing
domain cases. We represent classes of domain cases as classes of models having
different signatures. Theories of classes of domain cases and axiomatizable classes
of domain cases are investigated. They are defined as intents and extents of formal
concepts of the corresponding formal contexts. It is shown that the introduced
notion of theory of class of cases, i.e., theory of class containing models with
different signatures, is a generalization of the notion of theory of a class of models
in the classical sense.

Keywords: FCA · Subject domain · Domain case · Domain theory · Theory of
class · Axiomatizable class · Ontological model

1 Introduction

In the paperwe consider the problem of axiomatization of case classes for various subject
domains. The studies are based on the model-theoretical approach to formalizing subject
domains and on Formal Concept Analysis (FCA) [1, 2].

Formal Concept Analysis is a very successful tool for the representation and pro-
cessing of knowledge [3–7]. We combine FCA with a model-theoretic approach to
formalizing knowledge about subject domains [8, 9].

The article is devoted to the problem of formalization of knowledge about subject
domains. In particular, it is necessary to formalize knowledge about cases of subject
domains. In the framework of the model-theoretic approach to the formalization of
subject domains, we consider the formal representation of a case of a subject domain
in the form of an algebraic system (or model – in this paper, the terms “model” and
“algebraic system” are synonyms). Thus, a subject domain can be formally represented
as a class of algebraic systems formalizing the cases of this subject domain.

© Springer Nature Switzerland AG 2020
S. O. Kuznetsov et al. (Eds.): RCAI 2020, LNAI 12412, pp. 3–14, 2020.
https://doi.org/10.1007/978-3-030-59535-7_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-59535-7_1&domain=pdf
https://doi.org/10.1007/978-3-030-59535-7_1
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The problem is that domain cases may be described using different sets of concepts.
Therefore, in this case, the subject domain will be formalized by a class of algebraic
systems having different signatures. Such situations often occur inmedical research [10–
17], in the development of formal enterprise models for automating business processes
[18] and user support systems [19], as well as in other business applications, in particular
in the development of smart contracts [18, 20].

We continue our research started in [21–23]. Theories of classes of cases of subject
domains and axiomatizable classes of cases are investigated. They are defined as intents
and extents of formal concepts of respective formal contexts.

We solve the problem of axiomatization of classes of algebraic systems that contain
models with different signatures. To do this, it is necessary to define the theory of such
classes of algebraic systems, as well as introduce the notion of axiomatizable class of
algebraic systems having different signatures.

The definition of the theory of a class of algebraic systems containing systems having
different signatures is introduced. It is shown that the proposed notion of a theory of
a class of models having different signatures is a generalization of the notion of the
classical theory of a class of models.

The definition of axiomatizable class ofmodels with different signatures is proposed.
The problems of decidability of theories of such classes of models are investigated. It is
shown that for the case of classes of models having the same signature, the introduced
generalized definition of axiomatizable class coincides with the classical one.

2 Preliminaries

2.1 Domain Cases

In our previous research [19, 22, 23] we developed methods for identifying payment
plans and services which would be optimal for a given mobile network subscriber.
Such knowledge allows mobile operator to make really useful recommendations for
subscribers.

The ontological model [15] of the domain “Mobile Networks” was constructed by
integration of data extracted from depersonalized subscriber profiles. The signature of
this ontological model contains predicates which describe subscriber’s behavior and
features of payment plans and services [19] (see Fig. 1).

Firstly, we constructed Case Model based on the known information about behavior
patterns of mobile network subscribers. We represented the Case Model as a relatively
axiomatizable class of models. On the base of this Case Model we defined a formal
context.

To generate meaningful recommendation of alternative services and payment plans,
we consider formal contexts where objects are subscriber models, and attributes are
formulas of first-order predicate logic. We investigate concept lattices and association
rules of these formal contexts to get high-quality recommendation.

2.2 Formal Contexts of Axiomatizable Classes

Let us introduce some necessary definitions.
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Fig. 1. Four levels of knowledge representation.

Algebraic system (a model) is a tuple
A = 〈A;P1, ...,Pn, f1, ..., fm, c1, ..., ck〉, where the set |A| = A is called universe,

P1, ...,Pn are predicates defined on the set A, f1, . . . , fm are functions defined on the set
A and c1, ..., ck are constants.

The tuple σ = 〈P1, ...,Pn, f1, ..., fm, c1, ..., ck〉 is called signature of the algebraic
system A. Sentence is a formula without free variables. We denote:

F(σ )� {ϕ | ϕ is a formula of the signature σ },
S(σ ) � {ϕ | ϕ is a sentence of the signature σ },
K(σ )� {A |A is a model of the signature σ }.

First let us consider the notion of axiomatizable class [24].

Definition 1. Let K ⊆ K(σ ). We say that K is axiomatizable class if there exists a set
Γ ⊆ S(σ ) such that K = {A ∈ K(σ )|A �Γ }.

The set of sentences Γ is called a set of axioms of the class K .
In [21], we investigated the relationship between axiomatizable classes and lattices

of formal concepts.
For each class K ⊆ K(σ ) and a set Δ ⊆ S(σ ) we consider the formal context

(K,Δ,�) (see Fig. 2).
For a formal context (G,M, I) byV(G,M, I)wedenote the lattice of formal concepts

of the formal context (G,M, I).

2.3 Relatively Axiomatizable Classes

A generalization of the notion of axiomatizable class is the notion of relatively
axiomatizable class [21].
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Fig. 2. The formal context (K(σ ), S(σ ),�).

Definition 2. Let K , K1 ⊆ K(σ ) and Δ ⊆ F(σ ). We say that the class K1 is axiomati-
zable in the class K relatively to the set of formulas Δ if there exists a set Γ ⊆ Δ such
that

K1 = {A ∈ K |A �Γ }.
Definition 3. For K ⊆ K(σ ) and Δ ⊆ F(σ ) we denote.

B(K,Δ)� {K1 |K1 is axiomatizable in K relatively to the set of formulas Δ}
and

TΔ(K)�{ϕ ∈ Δ|K�ϕ}.
So instead of the formal context (K(σ ), S(σ ),�) we consider the formal context

(K,Δ,�) which is a subcontext of the formal context (K(σ ), S(σ ), �) (see Fig. 3).

Fig. 3. The subcontext (K,�,�).
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Lattice isomorphism

Proposition 1 [21]. Let K ⊆ K(σ ), Δ ⊆ F(σ ), A ⊆ K and B ⊆ Δ. Then (A,B) ∈
B(K,Δ,�) if and only if A is axiomatizable in the class K relatively to the set of
formulas Δ and B = TΔ(A).

We consider B(K,Δ) as a set ordered by inclusion ⊆. So B(K,Δ) is a lattice.

Proposition 2 [21]. The lattices B(K,Δ,�) and B(K,Δ) are isomorphic, i.e.,
B(K,Δ,�) ∼= B(K,Δ), for any K ⊆ K(σ ) and Δ ⊆ F(σ ).

3 Axiomatization of Classes of Domain Cases

3.1 Sentences Permissible for Models

It is necessary to point out a fundamentally important circumstance: in the above def-
initions of axiomatizable class and relatively axiomatizable class, classes of models of
the same pre-fixed signature are considered. The same situation takes place when in the
model theory relations of isomorphism and elementary equivalence of algebraic systems,
as well as homomorphisms, epimorphisms and elementary embeddings are considered.

However, to investigate domain cases for different subject domains [10–20, 22, 23]
we need to find out what regularities holds for each case. It is necessary when we process
knowledge presented on second and third levels of the ontological model [15]: general
knowledge (2) and statements which are true for domain cases (3) (see Fig. 1). Note that
description of different cases from the given subject domain may contain different sets
of concepts. So, models which represent domain cases may have different signatures.

So our goal is to generalize the notion of axiomatizable class and the notion of theory
of a class of algebraic systems to the case of classes of systems of different signatures.

To do this, in particular, we need to replace in the formal context (K(σ ), S(σ ),�) the
relation of the truth of a sentence on a model � to another incidence relation.

Indeed, let A1 ∈ K(σ1), A2 ∈ K(σ2), ϕ ∈ Th(A2), and ϕ /∈ S(σ1). Then the
statement A1� ϕ is neither true nor false, but is meaningless; so we can not talk about
the truth of the theory of model A2 on model A1. However it is uninteresting to limit
oneself to considering sentences of a signature σ = σ1 ∩ σ2, because then we will again
consider a theory of a class of models of the same signature – a class of reducts of the
considered models to the signature of σ .

Consider a model A ∈ K(σ1) and a sentence ϕ ∈ S(σ2). Instead of the truth of
the sentence ϕ on the model A, we consider another condition: the truth on A of all
meaningful (on the model A) consequences of the sentence ϕ.

Definition 4. The signature σ(ϕ) of a sentence ϕ is the set of all signature symbols
included in the sentence ϕ.

The signature σ(Γ ) of a set of sentencesΓ is the set of all signature symbols included
in the set of sentences Γ .

By Th(ϕ) = {ψ ∈ S(σ (ϕ))|ϕ�ψ} we denote the theory axiomatized by a sentence
ϕ, and Th(Γ ) = {ψ ∈ S(σ (Γ ))|Γ �ψ} is a theory axiomatized by the set of sentences
Γ (i.e., Th(Γ ) is the deductive closure of the set of sentences Γ ).
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Definition 5. Let A ∈ K(σ ) and ϕ ∈ S(σ1). We denote A‖ϕ if A � (Th(ϕ) ∩ S(σ )).
We say that the sentence ϕ is permissible for the model A.

Similarly, we can define the relation || for a set of sentences.

Definition 6. Let A ∈ K(σ ) and Γ ⊆ S(σ1). We denote A‖Γ if

A � (Th(Γ ) ∩ S(σ )).

We say that the set of sentences Γ is permissible for the model A.
These definitions are generalizations of the definitions of A� ϕ and A� Γ for the

case when σ(ϕ) ⊆ σ(A) (respectively, when σ(Γ ) ⊆ σ(A)).

Remark 1. Let A ∈ K(σ ), σ(ϕ) ⊆ σ , and σ(Γ ) ⊆ σ . Then

a) A� ϕ if and only if A� (Th(ϕ) ∩ S(σ )).
b) A� Γ if and only if A� (Th(Γ ) ∩ S(σ )).

Instead of the relation || between a model and a sentence (a set of sentences), we can
consider other relation between sets of sentences.

Proposition 3. a) A‖ϕ if and only if Th(A) ∪ {ϕ}�.

b) A‖Γ if and only if Th(A) ∪ Γ �.

This statement is also true for the relationsA� ϕ andA� Γ in the case when σ(ϕ) ⊆
σ(A) (respectively, when σ(Γ ) ⊆ σ(A)).

Remark 2. Let A ∈ K(σ ), σ(ϕ) ⊆ σ , and σ(Γ ) ⊆ σ . Then

a) A� ϕ if and only if Th(A) ∪ {ϕ}�
b) A� Γ if and only if Th(A) ∪ Γ �.

3.2 Theories of Classes of Models Having Different Signatures

Recall that our purpose is to define the notions of theory of a class of models and
axiomatizable class for classes of models having different signatures.

By analogy with the way we acted for axiomatizable classes and theories in the
classical theory of models, we may consider the formal context (KS(σ ), S(σ ),||), where
KS(σ ) is the class of all models whose signature is contained in σ . Namely, KS(σ ) =
{A | σ(A) ⊆ σ }, that is,

KS(σ ) =
⋃

σ ′⊆σ

K
(
σ ′).

However, we face a serious problem.
Let a pair (A,B) be a formal concept of the formal context (KS(σ ), S(σ ),||). This, in

particular, means that

B = {ϕ ∈ S(σ )|A‖ϕ for anymodelA ∈ A }.
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The problem is that in this case the set of sentences B, firstly, may be not a theory,
and secondly, B may be contradictory. Moreover, as the following two statements show,
this may be true even for the case of a singleton set of models A.

Proposition 4. Let A be a finite Boolean algebra considered in the standard signature
of Boolean algebras , let I be a symbol of unary predicate. We
consider two sentences ϕ,ψ ∈ S(σB ∪ {I}):

the sentence ϕ says that I is a maximal ideal, and
the sentence ψ implies that I is not a principal ideal generated by the complement

of an atom. Namely,

ϕ = ((I−is an ideal)&(1 /∈ I)&(∀x((x /∈ I → x ∈ I)))),

ψ = x(((x ∈ I)&∀y((y ∈ I) → y ≤ x))(x − is not an atom)).

Then
a) We have A‖ϕ and A‖ψ , but it is not true that A‖{ϕ,ψ} .
b) The set of sentences {A}′ = {ξ ∈ S(σB ∪ {I})|A‖ξ } is contradictory.

Proposition 5. Let A be the countable atomless Boolean algebra considered in the
signature , let I be a symbol of unary predicate. Let us consider
two sentences ϕ,ψ ∈ S(σB ∪ {I}):

ϕ = x((x ∈ I)(x is atomic)),

ψ = x((x ∈ I)&(x0)).

Then

a) We have A‖ϕ and A‖ψ , but it is not true that A‖{ϕ,ψ} .
b) The set of sentences {A}′ = { ξ ∈ S(σB ∪ {I})|A‖ξ } is contradictory.

Thus, when axiomatizing classes of algebraic systems of different signatures, we
cannot directly use the approach that we used for the classical model-theoretic notion
of axiomatizable class.

We denote by℘(S(σ )) the set of all subsets of the set S(σ ) of sentences of a signature
σ . Instead of the formal context (KS(σ ), S(σ ),||) let us consider the formal context
(KS(σ ), ℘(S(σ )), ||). In this formal context, instead of sentences ϕ ∈ S(σ ) we deal with
sets of sentences Γ ⊆ S(σ ) (see Fig. 4).

Next we will study formal concepts of the formal context (KS(σ ), ℘(S(σ )),||), and
with their help we will introduce the notions of theory of class and axiomatizable class
for the case of classes of models of different signatures.

Namely, the extents A of formal concepts (A,B) will be considered as generaliza-
tion of axiomatizable classes, and the intents B of the formal concepts (A,B) will be
considered as generalization of theories of classes.

Definition 7. Let K ⊆ KS(σ ) and Γ ⊆ S(σ1). We denote K‖Γ if for any
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Fig. 4. Formal context (KS(σ ), ℘(S(σ )),||).

system A ∈ K we have Th(A) ∪ Γ �.

Remark 3. Let K ⊆ KS(σ ) and Γ ⊆ S(σ ).
For the formal context (KS(σ ),℘(S(σ )), ||), the following conditions are equivalent:

a) K‖Γ ;
b) K ⊆ Γ ′;
c) Γ ⊆ K ′.

Remark 4. Suppose that Γ1 ⊆ Γ2. Then:

a) If A‖Γ2 , then A‖Γ1 .
a) If K‖Γ2 , then K‖Γ1 .

Definition 8. Consider the formal context (KS(σ ), ℘(S(σ )), ||), let K ⊆ KS(σ ). The
set QT (K) = K ′ = {Γ ⊆ S(σ )|K‖Γ } is called quasi-theory of the class K .

Note that for classes of models of the same signature, quasitheories are quite simple.

Remark 5. Consider a class K ⊆ K(σ ).

a) The quasi-theory QT (K) = {Γ |Γ ⊆ Th(K)} = ℘(Th(K)) is the set of all subsets
of the theory Th(K) of the class K .

b) The theory Th(K) of the class K is the largest element of the poset

〈QT (K),⊆〉.

Thus, for the class K ⊆ K(σ ), the theory Th(K) is the unique maximal element in
〈QT (K),⊆〉. Further, our goal is to investigate the maximal elements of the partially
ordered set 〈QT (K), ⊆〉 for arbitrary class K ⊆ KS(σ ).

Proposition 6. LetK ⊆ KS(σ ) andΓ be amaximal element of the poset 〈QT (K), ⊆〉.
Then Γ is a theory.



Axiomatization of Classes of Domain Cases Based on FCA 11

Proposition 7. Let K ⊆ KS(σ ) and Γ ∈ QT (K). Then there is a theory T ⊇ Γ such
that T is a maximal element of the poset 〈QT (K),⊆〉.

Denote = {T ⊆ S(σ )|T is a theory of the signature σ }. Then we have T ⊆ ℘(S(σ )).
Thus instead of the formal context (KS(σ ), ℘(S(σ )),||) we may consider its subcontext
– the formal context (KS(σ ), T,||) (see Fig. 5).

Fig. 5. Formal context (KS(σ ), T,||).

Now we can formulate a definition generalizing the definition of the theory of class
of models of the same signature.

Definition 9. Let K ⊆ KS(σ ). We call the set

ST (K) = {Γ ⊆ S(σ ) | Γ ismaximal with the property Th(A) ∪ Γ �

for anyA ∈ K}
a super-theory of the class K .
Note that this definition depends on the choice of the embracing signature σ . This

can be avoided by setting σ = σ(K).

Corollary 1. If T ∈ ST (K), then T is a theory, that is, a deductively closed set of
sentences.

Corollary 2. Suppose that K ⊆ K(σ ). Then ST (K) = {Th(K)}.
Summing up, we can formulate the following statement.

Theorem 1. Consider the formal context (KS(σ ), ℘(S(σ )),||).

a) Let (A,B) be a formal concept of this formal context. Then

B = {Γ | Γ ⊆ T for someT ∈ ST (A)}.

b) Suppose that K ⊆ KS(σ ). Then K ′ = {Γ | Γ ⊆ T for someT ∈ ST (K)}.
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3.3 Axiomatizable Classes and Decidability of Theories

In this sectionwe introduce a definition of axiomatizable class ofmodels having different
signatures. We investigate the problems of decidability of theories of such classes of
models.

Definition 10. The class K0 ⊆ KS(σ ) is said to be a signature class if K(σ (A)) ⊆ K0
holds for any A ∈ K0, that is, K0 is the class of all models of some given collection of
signatures.

Definition 11. Let a class K0 ⊆ KS(σ ) be a signature class. A class K ⊆ K0 is said to
be axiomatizable if the pair (K,QT (K)) is a formal concept of the formal context (K0,
℘(S(σ )),||).

Next, we consider the class of Boolean algebras with an arbitrary finite set of distin-
guished ideals (for different algebras included in the class, the number of distinguished
ideals can be different), as well as the class that is the union of the class of Boolean
algebras with one distinguished ideal (an arbitrary finite set of distinguished ideals) and
the class of Boolean algebras with one distinguished subalgebra.

Proposition 8. a) The class of Boolean algebras with a finite number of distinguished
ideals is axiomatizable. Its super-theory is a one-element set.

b) The class of Boolean algebras with one distinguished ideal or one distinguished
subalgebra is axiomatizable. Its super-theory is a one-element set.

c) The class of Boolean algebras with a finite number of distinguished ideals or with
one distinguished subalgebra is axiomatizable. Its super-theory is a one-element set.

Theorem 2. A super-theory of the class of Boolean algebras with a finite number of
distinguished ideals is decidable.

Theorem 3. a) A super-theory of the class of Boolean algebras with one distinguished
ideal or one distinguished subalgebra is undecidable.

b) A super-theory of the class of Boolean algebras with a finite number of distinguished
ideals or with one distinguished subalgebra is undecidable.

4 Conclusion

In the paper we considered the problem of axiomatization of classes of domain cases.
We examined a situation where cases of the same subject domain are described by
different sets of concepts. Therefore, models of cases of the same subject domain may
have different signatures. To solve the problem of axiomatization of subject domains in
this case, it is necessary to work with the notion of theory of class of models having
different signatures andwith the notion of axiomatizable class ofmodels having different
signatures.
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In the article we introduced the notion of theory of class of models having different
signatures and the notion of axiomatizable class of models having different signatures.
It is shown that these notions are generalizations of the classical notions of the theory of
class of models and of axiomatizable class of models for the case of classes of models
of the same signature. In particular, if we consider the classes of models of the same
signature, then the introduced generalized notions coincide with the classical ones.

As an example, the axiomatizability of some classes of algebraic systems and the
decidability of their generalized theories are investigated.

The theoretical results obtained in the papermaybeused as amethodological basis for
modeling business processes and business domains. Formalized descriptions of divisions
of an enterprise in the form of algebraic systemsmay have different signatures. However,
theymust complywith all general laws and regulations. Theymust be fulfilled even if the
signatures of the sentences of predicate logic, which are formal representations of these
laws and regulations, are not subsets of the signatures of algebraic systems formalizing
the divisions of the enterprise.
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Abstract. The experience in the development and evolutionary development of
technology of knowledge acquisition from various sources on the basis of the
original combinedmethod of knowledge acquisition, which is an important part of
the problem-orientedmethodology for building integrated expert systems for static
and dynamic problem domains, are analyzed. Particular emphasis is placed on
experimental softwaremodeling of the processes of temporal knowledge acquiring
from experts, NL texts and temporal databases and analysis of the results (using
the example of medical diagnostics).

Keywords: Artificial intelligence · Problem-oriented methodology · Integrated
expert systems · AT-TECHNOLOGY workbench · Combined method of
knowledge acquisition · Integration · Temporal knowledge · Temporal database ·
NL-texts

1 Introduction

An important place among the priority areas defined by the Decree of the President of the
Russian Federation (No. 490 dated 10.10.2019) in the National Strategy for the Devel-
opment of Artificial Intelligence for the period until 2030 is given to the development
of software that uses basic technologies of artificial intelligence (AI) like technology
of knowledge acquisition from various sources and the intellectual analysis of big data;
forecasting and decision support technologies; technologies of planning and multi-agent
management of targeted behavior in unstructured environments; natural language (NL)
processing technologies, etc.

Nowadays the typology of knowledge sources is no longer limited only to experts,
since significant amounts of expert knowledge are accumulated in NL-texts, various
applied ontologies, and also in the database of modern information business systems.
Therefore, automated technologies are actively developing in knowledge acquisition
from NL-texts (Text Mining), and various technologies of knowledge acquisition from
databases (Data Mining, Deep Data Mining, Knowledge Discovery in Databases, etc.).
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However, as a rule, all technologies of knowledge acquisition from various sources
appeared and developed independently, therefore today such autonomy and distribution
do not allow for the effective development, maintenance and monitoring of such signif-
icant information resources as knowledge bases, ontologies and databases that possess
intelligent systems, in particular integrated expert systems (IES) [1–5], used to solve
a wide class of non-formalized and formalized tasks of various practical significance
and complexity. The problems of integrating Text Mining and Data Mining methods
and technologies, as well as research in the field of creating tools and technologies for
distributed knowledge acquisition, are most relevant today, as evidenced by a number
of works, for example [6–11], etc.

The experience in the development of applied IES, including dynamic IES [2, 3,
5], on the basis of a problem-oriented methodology [1] and the AT-TECHNOLOGY
tool kit supporting it, it has shown the effectiveness of the joint use of three sources of
knowledge - experts, NL texts and databases. For example, the analysis of experimental
data obtained during the creation of the KB of several applied IES using the combined
method of knowledge acquisition (CMKA) [1–5, 12, 13], which is an integral part of
this methodology, indicates that the local use of the database as an additional source
of knowledge can replenish the volume of developed knowledge bases by 10–20%,
depending on the specifics of the problem domain (PD).

The current stage in the development of technology of knowledge acquisition from
various sources, in particular, the creation of a dynamic version of CMKA and means
of its support, functioning as part of a new generation of WorkBench tools - the AT-
TECHNOLOGY complex, is associated with the automation of the processes of acquir-
ing, presenting and processing temporal knowledge for constructing knowledge bases
in dynamic IES. The relevance of the study is due to the fact that at present, despite
the existence of a significant number of approaches to the presentation of temporal
dependencies, the issues of acquiring temporal knowledge from NL-texts and temporal
databases for constructing temporal knowledge bases in dynamic intelligent systems are
practically not considered, in particular, in dynamic IES [5].

The aim of this work is to present new results in the field of integration of Text
Mining and Data Mining technologies, which were obtained on the basis of experi-
mental software modeling of temporal knowledge acquisition processes for the auto-
mated construction of knowledge bases in dynamic IES (using the example of medical
diagnostics).

2 The Evolution of the Combined Method of Knowledge
Acquisition and Means of Its Implementation

Thebasic version ofCMKA[1, 2, 12] and its support tools are constantly being developed
and successfully used to automate the development of knowledge bases in static software,
and today a distributed version of computer knowledge acquisition is supported [12, 13],
which provides, within the framework of the client-server architecture, the integration
of three types of knowledge sources (experts, NL-texts, databases), taking into account
their geographical distribution. Based on the context of this work, we focus only on
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those features of the CMKA that are most important for the automated construction of
temporal knowledge bases in dynamic IES.

The general organization of the process of direct knowledge acquiring from experts
by means of computer interviewing at all stages of the life cycle of the construction
of the IES is based on the author’s approach of “focusing on a model for solving a
typical problem” [1], according to which managerial knowledge of strategies (methods)
solutions of specific classes of problems that can be solved in a similar way, are made
out in the form of some heuristic model of a typical problem [1] (diagnostics, design,
planning, etc.). Therefore, the processes of knowledge acquisition are controlled using
sets ofmodels for solving typical tasks, forwhich a number of techniques and approaches
have been developed and are constantly being developed that allow you to create scripts
of dialogs with experts, reflecting as a thematic dialogue structure (i.e., a scheme for
solving a typical problem [1, 2]), as well as the local structure of the dialogue (dialogue
steps [1, 2]), i.e. a set of specific actions and reactions between the expert and the system.

The processes of knowledge acquisition from experts and NL-texts are computer
simulations that allow, on the basis of the method of simulation of consultation, to
build an action-reaction scheme of partners, to build all the components of the model
for solving a typical problem and to form knowledge fields as fragments [1, 2] (an
intermediate representation of structured knowledge used to verify information obtained
from various sources), and the corresponding fragments of the knowledge base.

The general structure of the basic means of the CMKA and the technology of using
KMPZ at various stages of the life cycle of the construction of the IES are presented in
Fig. 1 [1]. All expert interviewing processes are supported by the dialog script interpreter,
and each script corresponds to a specific type of problem being solved, including screen
forms for entering unreliable knowledge [1] (uncertainty, inaccuracy, fuzziness) and
connecting means that implement the adaptive method of repertory lattices [1] (for
differentiating diagnoses in the case of activating a script for a medical diagnosis). In
the software for supporting the basic and distributed CMKA (see Fig. 1), an important
place is occupied by a specialized linguistic processor and a set of dynamically updated
dictionaries (the linguistic aspects of CMKA are described in detail in [1, 2, 12]).

Thus, CMKA is a concrete example of the integration of interconnected computer
interviewing processes of experts with methods for processing NL-texts introduced dur-
ing the interviewing session and after completion in the form of interview protocols, as
well as with methods of knowledge acquisition from the temporal databases [14, 15]
based on the modified Random Forest algorithm [16].

The essence of themodification of the well-knownRandom Forest algorithmwas the
use of a multidimensional feature space, one of which is a timestamp. The ensemble of
decision trees is constructed in accordancewithRandomForest; however, the calculation
of the partition criterion value has undergone changes due to the use of the multidimen-
sional feature space (the arithmetic mean of the calculated information entropy values
will be the partition criterion). In addition, unlike decision trees built on the basis of
temporal ID3 [17, 18] or the CART and C4.5 algorithms used in the basic version of
CMKA [12, 13], here the tree is constructed until all the subsampling elements have
been processed, and without the use of branch clipping procedures. The algorithm for
constructing decision trees is performed asmany times as necessary in order to minimize
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the classification error of objects from the test sample (objects are classified by voting
by analogy with the basic version of Random Forest [16]).

Fig. 1. The general organization of processes for the automated knowledge acquisition from
various sources.

As for the issues related to comparing and combining the elements of the knowledge
field obtained as a result of conducting interviews with experts and acquiring knowledge
from the database (objects and rules), here, taking into account the “temporal” compo-
nent, algorithms and software are used designed for basic and distributed CMKA. A
detailed description of the proposed approach is contained in [12, 13] and is a topic for
separate consideration. Here, we briefly note that in CMKA an approach to solving the
problem of combining objects, based on the theory of multisets [19] was developed:
The objects are grouped into multisets according to names and synonyms of names,
or by calculating the distance between multisets using the metric, similar measure of
Hamming’s similarity.

In the basic version of CMKA to merge sets of rules, extended decision tables
(EDT) are used [12, 13], which are a set of rows and columns where 2 cells are located
at their intersection, in which information about the premise and conclusion of a par-
ticular rule is stored. As we consider the rules that make up the knowledge field, the
EDT is replenished with new lines that are uniquely identified by the pair “object -
attribute of the object”. Rules are presented in EDT by its columns. In each EDT cell,
the “type” of the premise/conclusion is recorded, which takes the following values: 0
- the premise/conclusion is absent in the rule; 1 - the premise/conclusion is present in
the rule. Based on the analysis of EDT, a table of measures of similarity of rules is
constructed by counting the matching attributes involved in the rules. At the intersection
of each column and row of the table of similarity measures, there are two cells designed
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to store the similarity measures of parcels and the conclusions of the rules, on the basis
of which a decision is subsequently made to combine them.

In the temporal version of CMKA, to solve the task of temporal knowledge merging,
a new stage is added - combining temporal objects (events and intervals). To merge
events and intervals, an algorithm similar to the algorithm for combining rules is used.
The difference consists in constructing a table of similarity measures: for events at the
intersection of each column, there is one cell designed to store similarity measures of
a pair of events; for the intervals at the intersection of each column, there are two cells
designed to store measures of similarity of the start conditions and the end conditions
of a pair of intervals.

In addition, to combine the rules containing temporal entities, the basic algorithm has
undergone changes, since the rules in the premise can use not a pair of «attribute - attribute
value» , but a combination of two intervals or events and a temporal connective. The
difference is as follows: EDT lines are mapped not only to the pair «attribute - attribute
value» , but also to the triple «interval (event), interval (event), temporal connective» ;
at the stage of constructing the table of similarity measures, not only pairs «attribute -
attribute value» are also used, but also triples «interval (event), interval (event), temporal
connective».

Thus, the urgent problem of the current stage of research is the further evolution of
CMKA, with the aim of developing methods and tools for the automated construction of
temporal knowledge bases in dynamic IES. To date, models, methods and software for
representing and processing temporal knowledge have already been developed and tested
when creating several prototypes of dynamic IESs [2–5]. The following is a description
of the current results of the experimental software modeling of the temporal version of
the CMKA.

3 Features of the Organization of Software Experiments Based
on the Temporal Version of CMKA

3.1 General Organization of the «Language Experiment»

To model the processes of knowledge acquisition from experts and NL-texts (a sub-
language of business prose [1]), a typical task was used - medical diagnostics, and a
complex diagnosis of breast diseases and diagnosis of knee joint injuries was considered
as an PD. Model dialogues were conducted in the form of a “language experiment” [2,
4, 5] related to the search for temporal information, i.e., temporal relations, both within
each NL-proposal coming from an expert (taking into account the current state of the
local dialogue structure), and with the search for relations indicating the time of creation
of the text.

For these purposes, we used the dictionary of temporal tokens developed on the basis
of [20, 21], a specialized linguistic processor, and interviewing support tools that operate
as part of the AT-TECHNOLOGY complex. Within the framework of the “language
experiment”, about 50 sessions of interviewing were conducted with the participation
of students who introduced lexemes (temporary prepositions, target prepositions, causal
prepositions, particles, adverbs of time, and so on) on the basis of the “doctor to himself”
principle in the appropriate screen forms for building fragments of the knowledge field.
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Based on the experiments, we obtained a set of modified scenarios that describe the
thematic and local structure of the dialogue in solving the typical problem of medical
diagnostics, which allowed us to implement the elements of the “through” technology
for direct acquisition and presentation (in terms of an expanded language of knowledge
representation [2]).

In Fig. 2 we present examples of pie charts showing the quantitative result of the
above experiments, forwhich scenarioswere developed that included: adding new events
and intervals tomodel dialogs, due towhich the dictionary of temporal tokenswas replen-
ished; the inclusion in the field of knowledge of events and intervals without references
and/or with incorrect values to test the reaction of means of supporting verification of
the field of knowledge to anomalies (negative check); the use of synonymous events and
intervals for subsequent experimental research of means for combining elements of the
knowledge field obtained from sources of various typologies.

Fig. 2. Pie charts with experimental results

Thus, the use of a set of model dialogs allowed us to experimentally determine
which temporal entities (markers) [4] can be identified on the basis of the algorithms and
software of the temporal version of CMKA, significantly replenish the current dictionary
of temporal tokens, and modify individual software components.

3.2 General Organization of Experiments with Temporal Database

Another set of experimentswas carried outwith amodifiedRandomForest algorithm and
its implementation tools used to acquire knowledge from a medical temporal database
containing data in a specific format, and a set of medical data was exported to a database
under the control of a SqLite 3 DBMS, and then to a separate table with identifiers with
assigned classes (i.e., a table is formed with objects that contains their attributes at each
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moment of time, and a table with classes). According to this temporal database, the
Random Forest algorithm constructs an ensemble of trees, where each committee tree
assigns a classified object to one of the classes, i.e. votes, and the class for which the
largest number of trees voted wins.

In the context of this work, the main task is to implement the process of constructing
elements of the knowledge field after completion of the Random Forest algorithm. Here,
on the ensemble of trees, a special algorithm is applied, on the basis of which the
decision trees are converted into knowledgefield elements (objects and rules), using some
additional information from the temporal database. The resulting fragment is suitable
for further verification and integration [1, 2, 12, 13] with fragments of the knowledge
field obtained as a result of expert interviewing sessions.

The scenario of experiments with a temporal database included (Fig. 3): registration
of a temporal database in the dynamic version of the AT-TECHNOLOGY complex
(registrationmeans adding afile containing a temporal database to the directorywhere the
executable file is located); opening the database and reading data stored in the database,
namely: identifiers of objects, classes and timestamps; creation of files with serialization
of the ensemble of trees, a description of the knowledge field in the extended language of
knowledge representation, as well as a description of the knowledge field in the internal
representation.

Fig. 3. The mapping of the temporal database to the elements of the knowledge field
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It should be noted that the Random Forest algorithm was tested on several tempo-
ral databases that have the same structure, but a different number of objects, classes,
timestamps, as well as with different formats of timestamps. In addition, during testing,
ensembles of 100 trees were built.

3.3 Merging of Knowledge Field’s Elements

The experiment was conducted on a “cross-cutting” example of the task of medical
diagnostics, namely the diagnosis of breast cancer, for which sessions of interviewing
experts in this field were conducted, and a model database containing temporal infor-
mation was also used. Figure 4 shows 2 knowledge field fragments for this PD obtained
from various sources, including 12 rules, 14 intervals, 5 events.

Fig. 4. Fragments of knowledge field obtained from various sources
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Figure 5 shows a fragment of the constructed EDT and a table of adjacency measures
for events.

Fig. 5. EDT and the table of similarity measures for events merging

The volume of the final knowledge field obtained for the task of medical diagnostics
was 65 rules, 35 intervals and 19 events. After combining all fragments of the knowledge
field, the number of intervals decreased by approximately 15%, and the number of events
by 30% without loss of quality.
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4 Conclusion

The conducted experimental studies showed the efficiency of the developed methods,
algorithms and technologies for acquiring temporal knowledge from various sources
(experts, NL texts, databases), which is especially important for medical PD, where
significant amounts of temporal information are accumulated even about one patient,
including all his previous conditions and diseases in a wide time range.
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Abstract. The paper considers a problem of planning a set of collision-
free trajectories for a group of mobile agents operating in the shared
environment, i.e. multi-agent path-finding (MAPF). A modification of
the Continuous Conflict Based Search (CCBS) algorithm is proposed
that takes kinematic constraints into account. The resultant planner
explicitly supports rotation actions as well as agents of different sizes
and moving speeds. Thus, it is more suitable for a range of practical
applications involving real robots subject to kinematic constraints. An
extensive empirical evaluation is conducted in which the suggested algo-
rithm is compared to the state-of-the-art MAPF planners. The results of
this evaluation provide a clear evidence that the proposed method is as
efficient as predecessor that is limited to translation-only action model.

Keywords: Path-planning · Heuristic search · Grid · Conflict based
search · Multi-agent systems · CBS · MAPF

1 Introduction

Multi-agent navigation is one of the most challenging problems in AI and robotics.
It appears when multiple agents operate in a shared environment and have to reach
their own goals avoiding other agents or dynamic obstacles. Its solutions are aimed
at increasing the degree of autonomy of modern robotic systems. A striking exam-
ple of such systems are autonomous warehouse systems, similar to Amazon Ware-
houses [4], where groups of robots transport goods inside warehouses.

Nowadays, there are a number of algorithms that can solve different sorts
of multi-agent navigation problems and have their certain pros and cons. All of
them can be divided into two groups - reactive and deliberative. Algorithms using
a reactive approach, such as ORCA [13] or ALAN [6], uses special techniques
to avoid collisions during the local agent interactions. Each agent, observing
the nearest neighbors and their current direction of movement, chooses its own
movement direction in such a way to be able to avoid a collision. The advantages
of this approach are high computational efficiency and the ability to scale up to
hundreds and even thousands of agents, because each agent makes its decisions
c© Springer Nature Switzerland AG 2020
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independently and a centralised planning process is not carried out. The disad-
vantages of this approach are the lack of optimality, i.e. the guarantee of finding
the best solution, as well as the lack of completeness, i.e. in general case, it is
not guaranteed that a solution will be found even if it exists.

In contrast, algorithms based on the deliberative approach create a coordi-
nated plan before the agents are actually start to move. In case if all agents
follow the plan precisely, there will be no collisions. The problem of finding a set
of collision-free paths is called multi-agent path finding problem or MAPF and
in this work we are mainly focused on it.

Finding an optimal solution for MAPF problem is NP-hard. However, there
are a bunch of algorithms that can solve it with some assumptions. Most of them
are based on heuristic search approach. In this case the search space is modeled
by a graph, where the vertices represent possible positions of the agents and the
edges represent the actions that transfer the agent from one position to another.
During the planning process these algorithms take into account possible collisions
between the agents and considers all viable alternatives of their elimination. State-
of-the-art algorithms of such kind are CBS [11], ICTS [12], M* [16]. They possess
the properties of completeness and optimality. However, they cannot scale well to
the problems with large numbers of agents as the complexity grows exponentially.

There are a bunch of algorithms that can solve the MAPF problem non-
optimally, but scales much better. Most of them use prioritized approach [5],
when agents’ trajectories are planned one by one according to the assigned pri-
orities and all previously planned trajectories are considered as dynamic obsta-
cles and have to be avoided to eliminate collisions. Examples of such kind of
algorithms are AA-SIPP(m) [20] or MAPP [18]. It’s worth to note that this
type of algorithms is complete only in cases if the problem fits the conditions of
well-formed infrastructure [3].

There is also an approach when MAPF problem is transformed into another
problem, such as satisfiability problem (SAT) [15] or pebble-motion problem
[19]. Both of the mentioned algorithms are complete, while SAT-based solver is
also able to find optimal solutions.

The main drawbacks of most of the state-of-the-start algorithms are the
assumptions they make. Many of them considers timeline as a sequence of dis-
crete time steps, i.e. at each time step each agent can perform a move or a
wait action. That means that all actions have uniform duration. To meet this
assumption as a model of the search space a 4-connected grid is usually used.
That means that possible movement actions are limited to only 4 cardinal direc-
tions. Moreover, the agents shapes are usually ignored considering only that each
agent at each time moment occupies some grid cell. These assumptions allows
to simplify some procedures of the algorithms such as collision detection process
as well as to reduce the size of the search space.

There are some works that partially solve the indicated cons of state-of-the-
art MAPF solvers. For example, AA-SIPP(m) algorithm [20], takes into account
agents’ shapes, their headings and handle actions with arbitrary duration. Never-
theless, it is based on prioritized approach, which drawback is lack of optimality
and completeness in general case. A modification of CBS algorithm that takes
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into account agents shapes was proposed in [9]. The disadvantage of a discretized
timeline was eliminated in modifications of CBS and ICTS algorithms, namely,
Continuous CBS [1] and Extended ICTS [17]. They consider a continuous time-
line, that also forces them to take into account agents’ shapes. However, the
considered agent’s action model in these algorithms doesn’t take into account
kinematic constraints of real robotic systems associated with the direction of
movement and time required for its change.

In this work we introduce a modification of CCBS algorithm, called CCBS-kc
(kinematic constraints), that not only takes into account agents’ geometric shapes
and handles actions with arbitrary duration, but also takes into account agents’
headings and time required for rotations, while still saving the conditions of com-
pleteness and optimality. Moreover, the proposed algorithm allows agents to be
heterogeneous, i.e. agents may have different sizes, movement speed or rotation
speed. To the best of our knowledge, it’s the first algorithm of such kind. Model
experimental studies demonstrate the differences in the performance of the origi-
nal CCBS method and the proposed modification.

2 Problem Statement

The workspace is modeled by a grid. Each of its cells corresponds to a certain
area of the workspace and can be either passable or blocked. The cell is blocked if
the corresponding area contains an obstacle. The edges of the grid are elementary
transitions between the centers of two vertices. In this work we assume that each
vertex is connected with 2k neighbours as shown in Fig. 1.

An agent is modeled by an open disk of radius r and can perform the following
three types of actions: 1) translation with a constant speed v ; 2) rotation in
place with a constant speed ω; 3) waiting in place. The timeline is continuous
so all the actions have arbitrary duration. Agents can perform turn and wait
actions only at the centers of the grid cells. Moreover, it is assumed that agents
can have different values of r, v, and ω.

Each trajectory π contains a sequence of actions associated with the time-
moments: π = (a1, t1), ..., (ak, tk), where (ai, ti) is an action ai that starts at
time-moment ti. Each action is defined by the initial configuration, end con-
figuration and duration of the action. Each configuration contains the agent’s
location (a graph vertex in which the agent is located) and its heading (current
direction of movement). In case of wait-action initial and end configuration are
equal. In case of rotating actions configurations differ only in headings. In case
of move action configurations differ only in locations.

Trajectory πi is called feasible if agent i that follows this trajectory never inter-
sects any of the blocked cells w.r.t. its radius r. Two trajectories are considered
to be collision-free if at any moment of time the distance between the centers of
the agents is greater or equal than the sum of their radii: ∀t : dist(πi(t), πj(t)) ≥
ri + rj , where πi(t) is the position of agent i at the moment t.
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Fig. 1. Above: an example of grid-graph. si are the vertices corresponding to the
starting locations of the agents, gi are the goal ones. The lines inside the circles show
the initial headings of the agents. The dashed lines show the planned trajectories of the
agents, taking into account the possibility of transitions in 32 directions (25-connected
grid). Below: Possible moves according to the grid’s connectedness.

MAPF problem is formulated as follows. Let n disk-shaped agents operating
in a two-dimensional space discretized into a grid, be given. For each agent i,
radius ri, translation speed vi, and rotation speed ωi are specified as well as
start si and goal gi configurations. For the goal state heading can be arbitrary.
The problem is to find a set of collision-free trajectories for all agents π1, ..., πn

from their start states to the goal ones. As a criterion for assessing the quality
of the solution found, the sum of the times required for the execution of the
trajectories (flowtime) is used, i.e. cost(solution) =

∑
duration(πi), 1 ≤ i ≤ n,

where duration(πi) is the sum of durations of actions contained in π. In this
work we are focused on finding optimal solutions.

3 Suggested Approach

To solve the considered MAPF problem, it is proposed to modify Continuous
CBS algorithm [1], which in turn is a modification of CBS algorithm [11]. Thus,
before the explaining of made modifications, we will start from a brief overview
of these methods.
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3.1 Conflict Based Search Algorithm

Conflict based search is a two-level algorithm. On the top level it operates with
the so-called constraint tree where each node contains a partial solution. The
root of this tree is the initial solution containing a set of trajectories of all
agents that were planned independently. At each step, the algorithm extracts a
partial solution with minimal cost from this tree and validates it, i.e. checks it
for collisions. The algorithm identifies two types of collisions: 1) two agents i and
j at time-moment t occupy the same vertex u; 2) agent i at the time-moment t
moves along the edge e from the vertex uk to the vertex um, while agent aj at the
same time-moment t makes the same transition, but in the opposite direction. If
there are no collisions in the selected partial solution, then the desired solution
is found. If it contains at least one collision, then two new solutions are created
where the found collision is eliminated by imposing constraint on one of the
two agents participating in the conflict. The constraint is represented as a tuple
〈i, u, t〉 or 〈ai, e, t〉 depending on the type of collision CBS forbids the agent i
to either occupy the vertex u or to make the transition along the edge e at
time-moment t. An example from [11] is shown in Fig. 2.

Fig. 2. From [11] a) MAPF example b) Corresponding constraint tree. Initial solution
contains a collision as both agents tries to occupy vertex C at the same time-moment.
CBS splits it into two new solutions, where either agent 1 or 2 is prohibited to occupy
vertex C at time-moment 2. To satisfy the constraint the corresponding agent has to
perform a wait action in the previous vertex. Resulting solutions are both collision-free
and have cost 7.

Imposed constraints are considered during the planning of individual trajec-
tories at the lower level. In the original CBS algorithm, a variant of A* algorithm
[8] with discrete time dimension support is used as a low-level planner. However,
any other path-planning algorithm with the completeness and optimality prop-
erties and capable of taking into account the constraints imposed is allowed.

Thus, at each step, the algorithm selects the current best partial solution,
validates it and splits it into two new partial solutions in case if collision is found.
The process continues until a collision-free solution is found. Due to the fact that
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the algorithm considers all available partial solutions and does this in order of
increasing cost, it has the properties of completeness and optimality. The formal
proofs of these properties are considered in [11].

3.2 Continuous Conflict Based Search Algorithm

Unlike the original method, CCBS supports continuous timeline, allows agents
to perform actions of arbitrary duration and directly takes into account the
agents’ shapes. These features are primarily achieved by modifying the low-level
planner as well as the principle of collision-detection mechanism and the type of
constraints that must be imposed on agents to resolve the conflicts.

The ability to work with continuous time has a Safe Interval Path Planning
algorithm (SIPP) [10]. Unlike the A* algorithm, where each state is characterized
by one time-moment, in SIPP, each state contains a safe interval - the contigu-
ous period of time during which the agent can occupy the vertex without any
collisions with other agents. SIPP, as well as A*, has all the necessary properties,
including completeness and optimality. The principle of operation of SIPP will
be described in more detail later in Sect. 4.1.

Since agents movements are not limited to uniform durations, there is a
variety of new types of collisions between them that can occur even when they
move along different edges of the graph. Moreover, agents perform actions at
arbitrary time-moments. In this regard, a collision in CCBS is defined as a tuple
〈ai, ti, aj , tj〉, where ai, aj are the actions of agents i and j, while ti, tj are the
moments when these actions began.

To resolve the conflict, it is necessary to impose a constraint on one of the
agents. Moreover, it is not enough to impose a constraint on only one time-
moment, since if, for example, it is forbidden for agent i to perform an action
ai at time-moment ti, then it can perform action ai at time ti + ε, which again
leads to a conflict. It is required to impose a constraint on the time interval
during which the agent cannot perform an action. That is, the restriction is
represented in the form of a tuple 〈i, ai, [tbegin, tend)〉, which prohibits agent i
from performing the action ai during the interval [tbegin, tend).

Thus, using another algorithm for planning individual trajectories, as well as
modifying the representation of conflicts, the method for identifying and resolv-
ing them, the Continuous CBS algorithm was obtained that supports continu-
ous time, actions of arbitrary duration and takes into account agents’ geometric
shapes. Moreover, the algorithm has the properties of completeness and opti-
mality, as well as the original method.

However, CCBS algorithm does not take into account the kinematic con-
straints imposed by real robotic systems associated with the inability to instantly
change the movement direction. To fix this issue we need to modify the low-level
planner further to take the headings into account and time required for rotations.
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3.3 Safe Interval Path Planning with Rotations

Safe Interval Path Planning (SIPP) is a heuristic search algorithm that works on
the same principle as A*. The algorithm operates with two lists - open and closed.
The open list contains states - candidates for expansion, ordered in increasing
order of f -value, which is equal to the sum of g and h-values, where g is the
time required to reach the considered state from the starting state, while h is
a heuristic estimate of the cost of the remaining path, i.e. the time required to
reach the goal from the current state. At each step, the algorithm extracts the
state with the lowest f -value from the open list and expands it. After that, the
state is sent to closed - a list of all states that have already been expanded.
Expansion is a successor generating process, i.e. consideration of all adjacent
vertices and calculation of the time required to achieve them, taking into account
the constraints.

Each state in the search space consists of a pair 〈cfg, [t, t′]〉, where cfg is
the configuration; [t, t′] - safe interval, i.e. the period of time during which the
agent can occupy the corresponding vertex. Thus, one vertex of the graph corre-
sponds to many different states, which can differ in safe intervals and headings.
Initially, each vertex contains only one safe interval [0;+∞). When constraints
appear that limit the ability of the agent to occupy some vertex, a collision
interval occurs and the safe interval is divided into two new ones. That is, if con-
straint 〈i, ai, [tbegin, tend)〉 is specified and it prohibits agent i to occupy some
vertex v during the interval [tbegin, tend), then the interval [0;+∞) for this ver-
tex is replaced by two disjoint sub-intervals - [0; tbegin] and [tend; +∞). Thus,
the number of safe intervals is finite and directly proportional to the number of
constraints imposed.

The amount of possible directions of movement is also limited and depends
on the connectedness of the graph as the heading depends on the vertex from
which the current state was reached, i.e. vertex of the parent state. In case of
4-connected grid, when only cardinal movements are allowed, the number of
different headings is limited to 4. If we consider a 2k-connected grid, then the
number of possible headings is limited to 2k. In general case, the number of
possible headings does not exceed the value n − 1, where n is the number of
vertices in the graph.

As one can see, due to considering of different headings, the size of the
search space can dramatically increase. However, there is no need to generate,
store and expand states with all possible headings. We can use an approach
for decreasing the amount of considered states with different headings intro-
duced in [21]. Since agents can rotate in place at a certain speed ω, the direc-
tion of motion required to generate the successor can be obtained by rotation.
Moreover, some states can be discarded due to their dominance by other states.
Let two states s1 = 〈cfg1, [t, t′]〉 and s2 = 〈cfg2, [t, t′]〉 be given, where cfg1
and cfg2 correspond to the same vertex of the graph, but differ in headings.
If g(s1) + rotate cost(cfg1, cfg2) ≤ g(s2), where rotate cost is a function that
calculates the time required to change direction from cfg1 to cfg2 with respect
to speed ω, then state s1 dominates state s2. Obviously, all successors generated
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via s2 can be generated via s1 with a smaller or equivalent g-value. Thus the
expansion of the state s2 is not needed. If neither state dominates the other one,
then both of them should be added to the open list. The latter case is shown in
Fig. 3.

Fig. 3. An example where two states were generated, but none of them dominates the
other one. If only one of these states is expanded, then either D1 or E2 will be reached
in a non-optimal way

The original SIPP algorithm was developed to plan individual trajectories in
the environments with dynamic obstacles. In the case under consideration, there
are no dynamic obstacles, but there are constraints imposed by the high-level
of CCBS that must be taken into account during the planning of the individual
trajectories. If the constraint prohibits the agent to occupy some vertex, then
it is converted to a collision interval and can lead to a split of one safe interval
into two new sub-intervals. If constraint is imposed on a translation from one
vertex to another one and the time-moment when the action begins belongs to
the collision interval, then to satisfy this constraint the beginning of the action
is shifted to the end of the interval, i.e. in fact, the wait action is added before
the move action. Moreover, if the moment when the action begins is beyond the
safe interval of the current state, then this action cannot be performed from it.
A similar check is carried out for a safe interval of the state that corresponds
to the end configuration. From the point of view of imposed constraints, the
rotation action is actually equivalent to the waiting action, because there are no
differences in identifying collisions between them, at least with the considered
agent shape, which is an open disk of an arbitrary radius.

The pseudo-code of SIPP with the proposed state dominance logic, as well
as adapted to work with CCBS constraints, is shown in Fig. 4.
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3.4 Implementation Details

Collision Detection. In the original CBS algorithm, where all the actions
have one timestep duration and only two types of conflicts are considered, the
procedures for identifying conflicts and calculating restrictions are quite trivial.
To identify conflicts, collision avoidance table is used. It contains all the positions
of all agents at each timestep. If two or more agents are written in the same
cell in the table, then a conflict occurs when the agents try to occupy the same
vertex at the same timestep. By comparing adjacent cells, the one can determine
the conflict when agents try to simultaneously go along one edge in different
directions. At the same time, restrictions are not required to be calculated. It is
enough to forbid one of the agents to occupy the vertex or cross the edge at a
particular timestep.

In the case when the actions of agents can have an arbitrary duration, it is
impossible to apply this method. To solve this problem, CCBS algorithm uses an
approach based on the collision detection method described in [7]. It allows to
calculate the minimum distance between a pair of agents, having initial positions
of the agents and their velocities, i.e. movement directions. If the distance is less
than the sum of agents’ radii while they both perform the considered actions
then there is a collision between them.

Computing Constraints. In order to compute the constraints imposed on
agents to resolve conflicts, it is necessary to calculate the time interval dur-
ing which the agent cannot perform the corresponding action. Let a conflict
〈ai, ti, aj , tj〉 be found and it is necessary to calculate the constraint for agent i,
i.e. calculate the time interval [tbegin, tend) during which it cannot perform the
action ai, otherwise it will lead to a collision with the action aj of another agent.
The beginning of this interval is essentially already known and corresponds to
the moment ti, since performing an action ai at this moment, the conflict already
occurs. It is necessary to calculate the end of the collision interval. For this pur-
pose, it is proposed to use the binary search method. By definition of collision, it
exists between a pair of actions, i.e. as long as both agents perform them. If agent
j completes the action aj , then there can no longer be a collision between the
considered pair of actions. Therefore, using collision-detection formula, a conflict
is checked at time t = tj + duration(aj), where duration(aj) corresponds to the
amount of time required to perform the action aj . In fact, a situation is simu-
lated in which a delay wait = t − ti is added to the agent. If at this moment in
time the distance between the agents is less than the sum of their radii, then the
end of the collision interval tend is found, because at this moment, the action of
the second agent ends. If at this moment there is no collision between the agents,
then the delay wait = wait − δ decreases. The initial value of δ equals wait/2
and at each iteration it decreases by half: δ = δ/2. Depending on whether there
is a collision between the agents, the delay value either increases or decreases
by δ. Thus, for a finite number of checks, the one can determine the end of the
collision interval with any required accuracy.
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Fig. 4. Pseudo-code of the main loop and the successor generation function of the
adapted SIPP algorithm used as the low-level planner
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Heuristic Function. The problem of any CBS-based algorithm is the require-
ment of performing planning of individual trajectories hundreds or even thou-
sands of times during the search process. To make the low-level planner as
efficient as possible the most accurate heuristic function is required, since its per-
formance significantly affects the overall efficiency. For this purpose CBS-based
algorithms use a pre-calculated heuristic function. Although heuristic function
cannot take into account the trajectories of other agents, because they are still
unknown, but at least it can consider static obstacles on the map. For this pur-
pose CBS-based algorithms launch the Dijkstra algorithm from the goal locations
of the agents, that actually calculates the shortest paths to all vertices in the
graph, taking into account static obstacles. Due to the fact that all edges in grids
are non-oriented, the heuristic function preserves the admissibility properties, i.e.
it doesn’t overestimate the actual minimal possible cost of the path.

Using a heuristic function that does not take into account the time required
to change the direction of movement, in the case when it is actually required, is
possible, because the properties of monotony and admissibility are not violated.
However, the results of the experimental evaluation has shown that the use of
such heuristic can significantly affect the efficiency of the algorithm. To increase
the accuracy of the heuristic function, a similar logic of state dominance was
implemented, and during the calculation of the paths, the time required for
agents to change the movement direction was taken into account. Due to the
fact that in general case the number of possible directions of movement can be
significant, for each vertex for one agent, just one value was stored - the best
one.

4 Experimental Evaluation

During the experimental evaluation, there were performed 3 series of experi-
ments. First of all we compared the efficiency of CCBS and CCBS-kc algorithms.
Secondly we compared CCBS-kc with AA-SIPP(m) algorithm [20], that can also
handle agents’ headings, geometric shapes and non-uniform duration actions, but
uses a prioritized approach. In the last series of experiments we have shown an
impact of the modified heuristic function for the low-level planner on the overall
efficiency of the algorithm.

Tests were carried out on two maps - a 16 × 16 map without static obstacles
and warehouse-10-20-10-2-2-2 map, taken from a benchmark widely used to test
MAPF algorithms [14]. This map has a size of 170 × 84 cells and simulates stor-
age facilities (see Fig. 5). The connectedness of the grids in all the experiments
was set to k = 3, i.e. 8-connected grids were used.
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Fig. 5. Graphical representation of a warehouse-10-20-10-2-2 map. Dark areas of the
map correspond to untraversable areas, i.e. static obstacles

There were generated 100 scenarios for both of these maps. Each scenario
contains starting and goal locations for 120 agents. In the case of an empty map,
the starting and goal locations were randomly generated with the only restriction
- they must be unique for each agent. However, one vertex can be simultaneously
the starting location for one agent and the goal one for another agent. In the
case of warehouse map, the starting and goal locations were randomly selected
from the two lateral rows of the map. At the same time, tasks were generated
in such a way that if the starting location of the agent is on the left side, then
the goal location is selected from the extreme row on the right and vice versa.
Thus, all agents must go through the entire map in order to reach their goals.
Moreover, due to this arrangement of starting and goal locations, these scenarios
possess the properties of a well-formed infrastructure, i.e. algorithms based on
a prioritized approach are guaranteed to find a solution using any sequence of
priorities.

Although CCBS and CCBS-kc algorithms guarantee to find solution if it
exists, it can take a huge amount of time to find it. Therefore, if the algorithm
did not fit into the allotted timelimit (30 s), then the operation of the algorithm
was interrupted and the task was considered as failed. The difficulty of the
tasks increased gradually. Initially, the task contained only one agent from the
scenario. If the algorithm was able to solve it, then another agent from the script
file was added to the task. Gradually, the number of agents in the tasks increased
until the algorithm could solve it. If the algorithm did not cope with the task
containing n agents, then it was believed that the algorithm could not solve all
subsequent more complex tasks of the same scenario with the number of agents
exceeding n.

4.1 CCBS vs CCBS-kc

In the first series of experiments the performance of CCBS and CCBS-kc algo-
rithms was compared. It does not make sense to evaluate the difference in terms
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of the solution cost, because both algorithms guarantee to find an optimal solu-
tion according to the flowtime criterion. At the same time, it is obvious that the
cost of the solutions found by CCBS-kc can be higher, since it takes into account
the time required for agents to change the direction of movement. All agents have
identical properties - radius r = 0.5, which is equivalent to the radius of a circle
inscribed at the grid cell; transition speed v = 1.0, i.e. the time spent on the
transition between two arbitrary vertices is equivalent to the Euclidean distance
between them; rotation speed ω = 0.5, which is equivalent to 90 degrees per 1
unit of time. Initial heading for all agents in all scenarios was set to 0 (“East”),
while the goal heading was enabled to be arbitrary.

Fig. 6. The results of the first series of experiments. Analysis and comparison of the
performance of the CCBS and CCBS-kc algorithms on empty16×16 map

The results of the first series of experiments are presented in Fig. 6. To
evaluate the efficiency of the algorithm, we measured such indicators as the
percentage of successfully solved tasks (Success Rate), the total runtime of the
algorithm (Runtime), as well as the number of expanded nodes at the high-
level of the algorithm (Expanded HighLevel Nodes) and the number of conflicts
that contains the initial solution (Root Conflicts). During the calculation of the
average values, only those tasks were taken into account that were successfully
solved by both algorithms, and the values are given only for those numbers of
agents where the number of tasks solved by both algorithms is at least 40% of
the total number of tested scenarios.

The results have shown that though CCBS-kc needs more time to find a
solution, this does not affect the percentage of successfully solved tasks. The
increase in the average runtime is also can be explained by the increased time
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required to calculate the heuristic function. Minor discrepancies in the plots are
explained by the fact that the algorithms build different trajectories that lead
to different conflicts. In general, accounting the kinematic constraints, with an
increase in the number of agents, leads to more conflicts. This fact leads to an
increased number of high-level nodes, which the algorithm has to expand in order
to find a collision-free solution.

4.2 AA-SIPP(m) vs CCBS-kc

In the second series of experiments, CCBS-kc and AA-SIPP(m) algorithms were
tested. Empty 16 × 16 and warehouse-10-20-10-2-2 maps and the same scenarios
were used for this series of experiments, however, the agent speeds were modified.
For a third of the agents were set v = 1.0, ω = 0.5; for another third v =
2.0, ω = 1.0; and for the remaining agents v = 0.5, ω = 0.25. Start and goal
headings were set in the same way as in the first set of experiments, i.e. “0”
and “arbitrary” respectively. For AA-SIPP(m), the parameters recommended in
[2] were established, i.e. initial prioritization of agents was carried out according
to the “shortest first” order, and re-prioritization was carried out using the
deterministic algorithm proposed in the work.

Fig. 7. The results of the second series of experiments. Comparison of the performance
of CCBS-kc and AA-SIPP(m) algorithms

The results of the second series of experiments are presented in Fig. 7. The
plot of successfully completed tasks (Success Rate) contains only data according



Multi-agent Path Finding with Kinematic Constraints 43

to CCBS-kc, since AA-SIPP(m) was able to solve all the tasks in the range of
the number of agents, where CCBS-kc has a nonzero percentage of successfully
solved tasks. Moreover, the solutions found by AA-SIPP(m) are not optimal.
To assess their quality, the cost ratio of the optimal solutions and the solutions
found by AA-SIPP(m) (Flowtime Overhead) was calculated. As it was expected
the quality of the solutions found by the prioritized algorithm worsens with an
increase in the number of agents. This is explained by the fact that with an
increase in the number of agents, the number of conflicts also grows, which the
prioritized algorithm eliminates in an non-optimal way. In terms of runtime,
CCBS-kc is significantly inferior to AA-SIPP(m), as it has to perform multiple
replannings for optimal conflict resolution and finding the best solution.

4.3 Comparison of Heuristic Functions

It’s worth to note that during the tests of CCBS-kc in the first two series of
experiments, a modified heuristic function was used that takes into account the
time that agents need to spend to change the direction of movement. To assess
the impact of this modification on overall performance, CCBS-kc was tested on
a warehouse-10-20-10-2-2 map using both versions of heuristic. In this test the
same values of agents’ radii, transition and rotation speeds as in the first series of
experiments were used. A modified version is marked as “with headings”, while
“no headings” is the version of CCBS-kc with regular heuristic function that
does not take into account agents’ headings and time required for rotations.

Fig. 8. Comparison of the efficiency of CCBS-kc algorithm depending on the heuristic
function used. Left plot shows the total runtime of the algorithm, while right one -
time spent on the preliminary calculation of the heuristic function

The results of comparing the efficiency of CCBS-kc depending on the heuristic
function used are presented in Fig. 8. The complexity of calculating the heuristic
function linearly depends on the number of agents, and the difference in time
required to calculate the modified and unmodified heuristic functions is about
15–20%. In this case, the total operating time of the algorithm when using a
modified heuristic is reduced by approximately half. Such a significant difference
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is due to the fact that the low-level planner with unmodified heuristic function
expands an average 63.8% more states - 1510 versus 921. This naturally leads
to a general increase in the runtime of the algorithm. Moreover, in some cases,
an increase in the runtime of the low-level planner led to the fact that CCBS-kc
could not meet the allotted timelimit (30 s). The total number of solved tasks on
the warehouse map for the modified and unmodified heuristic functions is 1517
and 1473, respectively.

5 Conclusion

In this paper, a modification of the Continuous Conflict Based Search - CCBS-kc
algorithm was proposed, which, unlike the original method, takes into account
the kinematic limitations of real robotic systems associated with the need to
spend a certain amount of time to change movement direction. The proposed
modification is also able to plan sets of collision-free trajectories for groups of
heterogeneous agents, i.e. take into account the individual characteristics of each
agent, such as size, movement speed and rotation speed. The experimental eval-
uation has shown that taking into account additional properties and limitations
by the CCBS-kc algorithm does not affect its efficiency compared to the original
method.

Acknowledgment. This work was supported by RSF project #16-11-00048 (devel-
oping of the algorithm and its experimental evaluation) and by RUDN University
Program “5-100” (data preparation).
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Abstract. Simultaneous localization and mapping, especially the one
relying solely on video data (vSLAM), is a challenging problem that
has been extensively studied in robotics and computer vision. State-of-
the-art vSLAM algorithms are capable of constructing accurate-enough
maps that enable a mobile robot to autonomously navigate an unknown
environment. In this work, we are interested in an important problem
related to vSLAM, i.e. map merging, that might appear in various prac-
tically important scenarios, e.g. in a multi-robot coverage scenario. This
problem asks whether different vSLAM maps can be merged into a con-
sistent single representation. We examine the existing 2D and 3D map-
merging algorithms and conduct an extensive empirical evaluation in
realistic simulated environment (Habitat). Both qualitative and quanti-
tative comparison is carried out and the obtained results are reported
and analyzed.

Keywords: Map-merging · Vision-based simultaneous localization and
mapping · Autonomous navigation · Robotics

1 Introduction

Simultaneous localization and mapping (SLAM) is one of the major problem
in mobile robotics as the ability to construct a map and localize itself on this
map is vital for autonomous navigation in a wide range of scenarios. Different
perception capabilities require different SLAM techniques. For example, different
approaches exist for LiDAR [1,13], RGB-D cameras [11,14], sonars [28] and other
sensors.

One of the most challenging SLAM formulation is monocular vision-based
SLAM (vSLAM) when only the data from a single camera is available. This
problem is of particular importance when it comes down to compact mobile
robots that could not be equipped with wide array of sensors due to low payload
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Fig. 1. Different scenarios in which the need for map-merging arises. Left: two robots
navigate the same environment via different trajectories. Right: a single robot has to
recover after the tracking has lost.

and battery limitations. Often a single camera is the only sensor that a robotic
system is equipped with. Indeed this brings its own challenges and issues [24,26]
that need to be taken into account, when designing vSLAM methods.

One of the common problems that is addressed in more advanced applications
of vSLAM algorithms, is the problem of combining several local maps into a
single global map. This is the case for at least two different scenarios (see Fig. 1):

1. A single robot moves through an unknown environment. The localization and
mapping get lost several times (e.g. in low structured visual environment)
causing the algorithm to reinitialize each time and build a new local map
without taking into account the previously built ones;

2. Multiple robots operate in an unknown environment. Each robot builds its
own local map without knowing other robots’ maps and positions.

To construct a consistent global map in both scenarios one needs to find
overlaps between the local maps, adjust the robot(s)’ position(s) appropriately
(translate from local coordinate frame to a global one) and construct a single
joint map. This problem is known as map-merging [6,21,25]. Noteworthy that
within a visual SLAM framework, both 2D and 3D maps can be merged.

Indeed there exist methods and algorithms that address map-merging prob-
lem. However, most of these algorithms are typically validated on an exact sin-
gle/multi robot system, whilst quantitative and qualitative comparison with the
other approaches is left out of the scope due to the complexity of the exper-
imental evaluation. To this end, we focus on analyzing different map-merging
methods (both 2D and 3D) by running a wide set of reproducible experiments
in a realistic simulated environment. The contribution of the paper is two-
fold. First, we create a dataset that enables the evaluation of map-merging
algorithms by using a photorealistic simulated environment Habitat [32] (and
make this dataset available to the community). Second, we conduct a thorough
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empirical evaluation and comparison of 3 different map-merging algorithms
paired with 2 different vSLAM methods on the created dataset. Both qualitative
and qualitative comparison are carried out and reported.

This paper is organized as follows: Sect. 2 describes the current state of the
research in general vSLAM area and map-merging in particular. Section 3 states
the problem formally. Section 4 describes the methods that were evaluated as
well as the metrics used. Section 5 presents the experimental setup and the
results of the empirical evaluation as well as our interpretation and analysis.
Section 6 concludes.

2 Related Work

2.1 vSLAM Algorithms

Vision-based simultaneous localization and mapping algorithms vary depending
on the vision-sensor which is used to gather the data, differentiating between the
monocular, stereo and RGB-D settings. In each case an input for a map-merging
algorithm is different, thus the vSLAM pipeline is different as well.

vSLAM methods that rely on a videoflow from a single camera (monocular
vSLAM) can be divided into two major groups: feature-based and dense. Feature
based methods, e.g. [18,22], are fast and accurate enough in terms of localization.
However the resultant maps are sparse and lack details. On the other hand, dense
methods, like [8,9], provide highly detailed maps, at the cost of higher runtimes.
Thus their application for real-time on-board processing is limited when it comes
to compact robotic systems that are not equipped with powerful computers.

In stereo-based SLAM [10,12] a disparity map from a pair of images is
obtained and further used for computing a depth map. This map is then used
for localization and mapping purposes. Naturally, processing two video streams
instead of one adds additional computation costs.

The RGB-D cameras [17,35] construct depth maps on-the-fly and provide
them to a vSLAM algorithm along with a single RGB video stream. As a result,
RGB-D vSLAM methods [16,33] are accurate in terms of localization, provide
detailed maps and do not incur extra computational costs. However, RGB-D
sensors are notably larger and heavier than RGB cameras and consume more
power, which limits their usage onboard of compact mobile robots.

Overall, when it comes to hard constraints imposed on robot’s size, weight
and power the most reasonable choice is i) equipping it with a single com-
pact and light-weight RGB sensor, i.e. a video-camera; ii) relying on monocular
vSLAM algorithms. One of the way to enhance the performance of the latter
is to augment them with modern depth reconstruction algorithms that are fast
enough to be executed on-board in real time. Such algorithms, indeed, exists –
see [3,34] and they typically rely on using convolutional neural networks (CNN).
Within this approach an image from monocular camera is combined with a CNN
reconstructed depth map, which turns monocular camera into an RGB-D sensor.
This provides a reasonable trade-off between the localization/map accuracy, map
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density and processing speed. In this work we chose this approach as a baseline
for further evaluation of map-merging algorithms.

2.2 Map-Merging Algorithms

Generally the input of a map-merging algorithm is a set of maps constructed
by a vSLAM method(s). These maps are typically represented as 3D point-
clouds [30]. Meanwhile, in most cases, map-merging algorithms operate with
occupancy grids [19], which are obtained by selecting a plane, e.g. a ground
plane in case of a wheeled robot, slicing the point cloud and, finally, forming a
grid representation of the slice. Each element of such grid corresponds to a prob-
ability for particular cell being an obstacle, free space or unknown environment.
This grid is usually represented as an image and computer vision techniques are
used in order to analyse its structure.

In [2] the problem of multi-robot mapping is considered when the integration
of different maps obtained by different robots into a joint one is needed. The
authors propose a method to estimate map similarity as well as a stochastic
search algorithm (Carpin’s Adaptive Random Walk) for merging. This algorithm
finds the maximum overlap between the input maps and calculates the transform
between them in order to combine the robots’ poses and maps into a single
representation model. The method is evaluated on 6 real robots. The algorithm
is computationally expensive and its success rate was low when some of the input
parameters (threshold for random walk) was set inappropriately.

In [31] the occupancy maps are considered as images and each map is pro-
cessed through 3 major steps: preprocessing (edge detection, edge smoothing),
finding overlaps (segmentation, segment verification, cross validation) and rela-
tive pose finding. The edge detection is done with Canny edge detector. Detected
edges are then segmented into blocks, which are compared across the maps in
order to find the overlaps. If an overlap is found, the relative pose is calculated
using the translation and rotation of one of the maps. The algorithm is fast but
not robust as it relies on Canny detector which is known to perform poorly in
un-structured environments.

The robust overlap estimation is addressed in [15]. The map comparison is
done with the ORB feature detector [29] and the RANSAC algorithm is used in
order to find transformation, merge the maps and find the pose transformation.
The code of this method is open-sourced.

The robustness of the overlap procedure can be increased by considering 3D
maps, which contain much more features compared to their 2D slices. Indeed, this
comes at a cost of higher runtimes. In [4] the pointcloud maps are represented
as pose graphs and the overlaps are found by per-node comparison of two maps,
where each node contains local sub-maps. When the match is found 2 maps are
merged into a single graph and the global optimization is carried out. Both these
operations are computationally expensive, thus the overall algorithm may not
be suitable for real-time onboard usage.
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3 Problem Statement

We are motivated by the following scenario. Two mobile robots are moving
through the indoor environment. Each robot is equipped with an RGB camera
and a modern onboard GPU (e.g. NVidia Jetson) which are used for vision-
based simultaneous localization and mapping. Each robot is performing vSLAM
independently and at each time step outputs its pose and a 3D map of the
environment. The task is to merge two individual maps into a single (global)
map either at each time step or at the end of a mission.

Formally the problem can be defined as follows. Let K be the current time
step. At this time step two maps are given as the pointclouds:

M1 = {m1
i },M2 = {m2

j}, i, j ∈ N,m1
i ,m

2
j ∈ R3 (1)

Similarly two poses are given:

P 1
k = (p1k, q

1
k), P

2
k = (p2k, q

2
k), k = 1, 2, ...,K (2)

where pik = (xi, yi, zi)k represents a position of robot i at time step k, and
qik = (qix, qiy, q

i
z, q

i
w)k – an orientation of the camera1. These poses, represented

as sequences correspond to trajectories of the robots: T1 = {P 1
k | k = 1, ...,K}

and T2 = {P 2
k | k = 1, ...,K}

Map and trajectory merging are, formally, the functions:

fmm : 2R
3 × 2R

3 → 2R
3
, ftm : 2R

7 × 2R
7 → 2R

7
, (3)

where Me = fmm(M1,M2) – is the merged map and Te = ftm(T 1, T 2) – is
the merged trajectory.

In practice, these functions are often represented as Me = M1 ∪ A(M2) (or
Me = A(M1)∪M2), Te = T 1 ∪B(T 2) (or Te = B(T 1)∪T 2), where A : R3 → R3

is usually represented (but no limited to) as affine transformation, and B : R7 →
R7 is an arbitrary transformation.

To measure the quality of the merged map/trajectory we assume that the
ground truth map/trajectory is given, Mgt, Tgt, as well as the error functions,
LM (Me,Mgt), LT (Te, Tgt), that measure the error w.r.t. ground truth.

The merging problem can now be represented as a tuple 〈M1,M2,
Mgt, T

1, T 1, Tgt, LM , LT 〉 and stated as:

Find Me, Te

s.t.
LM (Me,Mgt) → min

LT (Te, Tgt) → min

(4)

In this work we are interested mainly in map merging problem, thus we will
omit the estimation of Te and the computation of LT .
1 We assume camera to be fixed firmly to the body of a robot.
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Fig. 2. Map-merging in 2D and 3D.

4 Methods and Metrics Overview

In this work we are interested both in 2D and 3D map-merging methods
(see Fig. 2). In order for the former to be applied to the maps constructed by a
monocular vSLAM algorithm, these (pointcloud) maps should be first converted
to 2D. We use grid representation of 2D maps:

Mp = fpr(M),Mp ∈ {0, 1,−1}A×B (5)

where, fpr : R3 → R2 is a projection or slicing operation that results in a
2D grid composed of the A × B cells, each being either free – 0, occupied – 1,
or unknown – −1.

To measure how difficult the merging task is we compute an intersection over
union (IoU ∈ (0; 1]) between the two individual maps:

IoU =
|M1

gt ∩ M2
gt|

|M1
gt ∪ M2

gt|
(6)

Here, M i
gt stands for the ground-truth map (either 2D or 3D) for a robot

i. The closer IoU is to 0 the less two map overlap. Thus it’s harder to find
correspondences between 2 maps, thus it is harder to merge the maps. On the
contrary, if IoU = 1 no computations are needed to merge as maps are equiva-
lent. Figure 3 illustrates this concept.

To measure the error of merging we use the following error function:

LM =
1
G

G∑

l=1

ρ(ml
e,m

l
gt) (7)
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Fig. 3. The IoU metric reflects the complexity of merging. Maps on the left overlap
less than the maps on the right and that is captured by lower IoU (0.1 vs. 0.5). Thus
it is harder to merge maps on the left.

where ρ is the proximity measure for an element of the merged map, me, and
the corresponding element of the ground-truth map, mgt, and G is the number of
elements (points) that compose the merged map. Intuitively this metric represent
a proximity between two maps. In our experiments we used an implementation
of this error-function which is a part of the CloudCompare software package2.
It relies on the Euclidean distance as the proximity measure. To estimate the
correspondence between me and mgt it searches across all elements of Mgt to
find the one which is the closest to me. We will refer to this exact error-function
as Lcc further on.

We would also like to take into account the difficulty of merging when com-
puting an error of the merge. This can be done by multiplying Lcc by a scalar
representing how difficult the merge is. In our case this measure of difficulty is
IoU , so the scaled metrics is wLCC = IoU ∗ Lcc.

Moreover we are also interested to assess the map merging outcome not only
quantitatively but qualitatively as well. To this end we introduce the success
metric. I.e. a human expert analyzes the merged map and reports whether the
resultant map is a successful merge of the input or not.

Algorithms. We chose 3 map-merging algorithms for our evaluation based on
the following criteria: they have to be open-sourced and targeted for the applica-
tion on real robots. First, the we chose map merge 2d3 and map merging4 algo-
rithms (noted as MM1 and MM3 accordingly). These 2D algorithms require
the occupancy grids as the input (so 3D pointclouds, obtained by vSLAM, need
to be projected first as described above) and treat these grids as images to extract
features from them which are further used to estimate the correspondences and
merge the maps. The main difference between MM1 and MM3 is in feature
detector method (SIFT for MM1, SURF for MM3).

2 http://www.cloudcompare.org/.
3 https://github.com/hrnr/m-explore.
4 https://github.com/emersonboyd/MultiSLAM.

http://www.cloudcompare.org/
https://github.com/hrnr/m-explore
https://github.com/emersonboyd/MultiSLAM
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Second, the map merge 3d5 (MM2) was chosen for 3D map-merging. This
algorithm pre-processes the maps first to get the outliers removed with nearest
neighbour outliter removal algorithm (if a point doesn’t have neighbours in a
certain area, it gets removed). Then, a 3D feature extraction algorithm detects
the SIFT points or Harris corners on each map with corresponding descriptors.
After this step, the features are compared to find the correspondences and trans-
formation. If the match was successful the maps are merged.

5 Experimental Evaluation and Results

5.1 Setup

Fig. 4. Part of the dataset used for the evaluation. On the left – two separate maps,
obtained by relying on ground-truth from the simulator, and a merged one. On the
right – the maps of the same environment constructed by a monocular vSLAM that
did not have an access to ground-truth depths.

We used Robot Operating System [27] as the main framework. It provides a set
of ready-to-use algorithms for many robotics applications and also has tools for
data visualization, recording, analysis etc. For modeling the navigation of robots
through the indoor environments we chose Habitat simulator6. In this simulator
we selected 6 scenes of Matterport 3D dataset [5], that were built using motion
capture systems. Habitat allows to simulate the movement of a robot (camera)
through the environment and at each moment of time one is able to acquire the
robot’s pose in the world coordinate system, ground-truth depth image and an
RGB image. Using this data we are able to reconstruct a map of the environment
by direct re-projecting, i.e. without the need to run a SLAM algorithm. Such
maps will be referred to as ground-truth ones (Fig. 4).

Individual Trajectories. Overall we conducted 40 separate runs of a virtual
robot through the simulated environment that were grouped into 20 overlap-
ping pairs (see Table 1). During each run the set of RGB-images and depth
5 https://github.com/hrnr/map-merge.
6 https://github.com/facebookresearch/habitat-sim.

https://github.com/hrnr/map-merge
https://github.com/facebookresearch/habitat-sim
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maps as well as camera positions were recorded for further ground-truth map
reconstruction. The dataset with corresponding rosbags is available at: https://
github.com/CnnDepth/matterport overlapping maps.

Table 1. Trajectories and maps used in experimental evaluation.

Pair Trajectory 1
length in m

Trajectory 2
length in m

IoU Points 3D Resolution 2D

1 21.7 20.3 0.480 405 288 399 × 403

2 32.9 20.8 0.295 493 070 448 × 509

3 13.7 15.9 0.619 130 162 234 × 399

4 19.0 22.9 0.449 415 810 463 × 419

5 18.4 13.8 0.437 175 628 383 × 243

6 16.2 21.2 0.402 193 740 444 × 219

7 4.1 7.8 0.479 121 247 239 × 236

8 13.9 11.0 0.457 163 418 329 × 250

9 9.4 4.3 0.302 88 337 211 × 245

10 9.8 10.0 0.399 189 478 250 × 310

11 21.5 11.2 0.399 240 041 330 × 379

12 16.3 17.4 0.327 397 487 528 × 407

13 22.2 21.0 0.535 266 472 329 × 425

14 13.9 15.8 0.420 214 593 327 × 484

15 12.6 21.1 0.202 277 755 397 × 314

16 21.6 17.8 0.266 267 133 400 × 284

17 10.8 6.5 0.388 164 773 349 × 238

18 13.7 12.3 0.512 156 416 255 × 326

19 15.6 14.1 0.417 183 705 228 × 319

20 18.9 19.9 0.283 251 173 293 × 465

The lengths of the obtained trajectories varied from 4.1 m to 32.9 m. The
intersection was between 20% and 62%. When constructing the pointclouds we
used 5cm as a resolution. With this resolution the number of points that consti-
tute the maps varied from 88 337 to 493 070. The corresponding 2D projections
(grids) varied in sized as shown in the last column of Table 1.

The experimental hardware/software setup was as follows:

– CPU - Intel Core i5, 6-core
– GPU - GeForce RTX 2060
– RAM - 32 GB
– OS: Ubuntu 18.04
– ROS version: Melodic

https://github.com/CnnDepth/matterport_overlapping_maps
https://github.com/CnnDepth/matterport_overlapping_maps
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5.2 Results

Reconstructing Individual Maps. Besides ground-truth maps from the sim-
ulator we also used the following SLAM-constructed maps. First, we ran two
RGB-D SLAM algorithms on the data from the simulator to construct the indi-
vidual maps for further merging. These algorithms are: RTAB-Map7 [20] and
RGBDSLAM v28 [7]. Next, we constructed individual maps by relying only on
RGB video, i.e. we infer depth data from RGB by a convolutional neural network
[23]9 and used this data in RTAB-Map and RGBDSLAM v2 to construct the
final maps.

Table 2 shows the accuracy of the maps constructed by RTAB-Map and
RGBDSLAM v2 relying on RGB-D data from simulator, i.e. images and ground-
truth depths for each pixel on that images. As one can see RGBDSLAM v2 maps
are less accurate thus it is expected that these maps should be harder to merge
compared to the ones produces by RTAB-Map.

Table 2. Accuracy of the RTAB-MAP and RGBDSLAM v2 maps that were con-
structed using the ground-truth depths from the simulator.

Pair RTAB-Map + gt-depth RGBDSLAM v2 + gt-depth

Map1 LCC Map2 LCC Map1 LCC Map2 LCC

1 0.142 0.081 0.277 0.090

2 0.377 0.137 0.242 0.249

3 0.032 0.155 0.080 1.188

4 0.310 0.081 1.115 0.123

5 0.054 0.122 0.138 0.040

6 0.170 0.120 0.289 0.564

7 0.071 0.048 0.052 0.049

8 0.105 0.078 0.119 0.284

9 0.048 0.095 0.053 0.030

10 0.062 0.080 0.040 0.258

11 0.238 0.052 0.291 0.053

12 0.068 0.111 0.954 0.373

13 0.061 0.097 8.425 0.285

14 0.071 0.089 0.408 0.370

15 0.112 0.074 0.201 0.312

16 0.246 0.086 0.380 1.042

17 0.035 0.050 0.226 0.116

18 0.044 0.117 0.097 0.307

19 0.091 0.179 0.094 0.267

20 0.086 0.088 0.424 0.615

7 https://github.com/introlab/rtabmap.
8 https://github.com/felixendres/rgbdslam v2.
9 https://github.com/CnnDepth/tx2 fcnn node.

https://github.com/introlab/rtabmap
https://github.com/felixendres/rgbdslam_v2
https://github.com/CnnDepth/tx2_fcnn_node
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Table 3. Accuracy of the maps constructed by RTAB-MAP using CNN inferred depths.

Pair Map1 LCC Map2 LCC Map1 LCC (scaled) Map2 LCC (scaled)

1 0.588 0.483 0.253 0.321

2 2.598 0.490 1.448 0.180

3 1.677 1.067 0.196 0.217

4 0.453 0.385 0.313 0.385

5 1.696 1.272 0.263 0.242

6 1.389 2.047 0.359 0.227

7 0.694 0.653 0.415 0.256

8 1.399 1.263 0.225 0.359

9 0.818 0.848 0.336 0.153

10 0.420 0.746 0.391 0.356

11 1.078 0.428 0.233 0.333

12 0.315 0.429 0.268 0.358

13 0.468 0.454 0.304 0.309

14 0.336 0.300 0.278 0.233

15 0.409 1.123 0.305 0.228

16 0.615 1.294 0.300 0.211

17 1.102 0.546 0.192 0.214

18 1.361 1.399 0.205 0.213

19 2.164 1.951 0.217 0.168

20 2.510 1.798 0.182 0.407

Table 3 shows the accuracy of the maps produced by RTAB-Map algorithm
relying on CNN reconstructed depths. In this case, we found that FCNN algo-
rithm reconstructs the depth with constant scale error for each map10. Thus we
automatically adjusted this scale factor for each map in order to minimize the
mismatch from the ground-truth. Unfortunately RGBDSLAM v2 algorithm was
not able to construct a single individual map relying on CNN-inferred depths,
thus Table 3 does not contain information on RGBDSLAM v2 + CNN.

Map-Merging The results of running different map-merging algorithms on the
individual maps constructed by RTAB-Map provided with ground-truth depths
are shown in Table 4. To estimate LCC error of merged 2D maps, we used
projection provided by RTAB-Map (in /proj map topic). Successful merges are
denoted with + sign. Accuracy metric, Lcc, is shown as well11.
10 We believe the main reason for this was that the training of CNN had been conducted

on a different dataset.
11 Please note, that in case of MM1 we have to find a transform between the merged

map and the ground-truth map manually in order to compute Lcc, as the algorithm
does not provide this transform. We used the transform that minimized Lcc.
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Table 4. Merging results for RTAB-MAP + ground truth depths.

Pair MM1 MM2 MM3 MM1 LCC MM2 LCC MM3 LCC MM1 wLCC MM2 wLCC MM3 wLCC

3 + + + 0.080 0.168 0.155 0.050 0.104 0.096

5 + + + 0.464 0.127 0.139 0.203 0.055 0.061

6 − + + x 0.104 0.108 x 0.042 0.043

7 + + + 0.063 0.086 0.076 0.030 0.041 0.036

9 − + − x 0.127 x x 0.038 x

10 + − − 0.124 x x 0.049 x x

11 + − − 0.159 x x 0.063 x x

12 − + − x 0.110 x x 0.036 x

13 + + + 0.148 0.119 0.078 0.079 0.064 0.042

14 + + + 0.069 0.118 0.229 0.029 0.050 0.096

16 − + + x 0.096 0.065 x 0.026 0.017

18 − + + x 0.117 0.103 x 0.060 0.053

19 − + − x 0.149 x x 0.062 x

20 + − + 0.080 x 0.261 0.023 x 0.074

MM2 algorithm was able to merge 11 pairs of maps, compared to 8 for MM1
and 9 for MM3. The lowest error, Lcc, was obtained with MM2 algorithm on pair
14, however, the close results were obtained with MM1. None of the algorithms
were able to merge the (pair 15 with IoU = 0.202), however the MM2 algorithm
was able to merge pair 16 with IoU = 0.266 and achieved wLCC = 0.026.

The results of running map-merging methods on the individual maps con-
structed by RGBDSLAM v2 provided with ground-truth depths are shown
in Table 5. Recall, that for RGBDSLAM v2 the LCC of the individual maps
was poor thus only 6 pairs of maps were successfully merged and LCC of the
merged maps varied from 0.106 to 0.448 (this is 2–5 times worse compared to
RTAB-Map + ground truth). We got 4 successful merges from MM1 algorithm,
5 merges be the MM2 and 1 successful merge from MM3 algorithm.

Table 5. Merging results for RGBDSLAM V2 algorithm + ground-truth depths.

Pair MM1 MM2 MM3 MM1 LCC MM2 LCC MM3 LCC MM1 wLCC MM2 wLCC MM3 wLCC

5 + − + 0.072 x 0.147 0.028 x 0.057

7 + + − 0.056 0.106 x 0.016 0.031 x

9 + + − 0.393 0.248 x 0.097 0.061 x

11 + + − 0.255 0.448 x 0.054 0.095 x

17 − + − x 0.303 x x 0.117 x

18 − + − x 0.203 x x 0.097 x

We also tried to merge maps constructed by RTAB-Map relying on CNN-
estimated depths. Each of MM1, MM2 and MM3 algorithms was able to merge
only 2 pairs of maps. Merging results are shown in Table 6. The lowest LCC error
was 0.369, the highest LCC error was 2.209. The error of maps merged by MM1
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Table 6. Merging results with RTABMAP + CNN-inferred depths.

Pair MM1 MM2 MM3 MM1 LCC MM2 LCC MM3 LCC MM1 wLCC MM2 wLCC MM3 wLCC

3 + − + 0.821 0.982 x 0.508 0.608 x

4 + − − 0.369 x x 0.166 x x

6 − + + x 1.611 2.209 x 0.648 0.888

16 − + − x x 1.391 x x 0.370

and MM2 algorithms was less than the error of corresponding individual maps,
and the error of maps merged by MM3 was more than error of individual maps.
However MM3 was able to merge challenging pair 16 (IoU = 0.266), whereas
MM1 and MM2 merged only pairs with IoU more than 0.4.

Overall, the obtained results show that map merging is a hard-to-accomplish
task even for maps that were constructed by vSLAM algorithms that have access
to ground-truth depths. In case depth data is not available during SLAM but
rather has to be inferred with CNN the quality of the individual maps degrade
to the extent that map-merging becomes extremely hard.

6 Conclusion

In this paper, we have considered a map-merging problem when the source maps
come from visual-based SLAM algorithms. Metric that reflects the hardness of
merging task as well as the one reflecting the quality of the merge was described.
To evaluate different map-merging approaches a large dataset was created via the
Habitat simulator environment. Using this simulator allowed us to get access to
ground-truth map models that are very hard to construct in real-world exper-
iments. Relying on this ground-truth data we evaluated several map-merging
algorithms (both 2D and 3D) paired with two different vSLAM algorithms. The
results of empirical evaluation provide a clear evidence that map-merging of
vSLAM-constructed maps is a non-trivial problem that is lacking general solu-
tion yet, i.e. numerous problem instances remain unsolved by state-of-the-art
merging algorithms. This clearly provides avenues for future research, especially
for 3D map-merging.
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Abstract. Issues of the ethically aligned design of intelligent/autonomous sys-
tems have now moved into the fields of normative and technical regulation. If a
system must make ethically determined decisions, then it must be recognized as
a moral agent. This paper provides a list of the properties of a moral agent and
shows not only that an artificial agent can have such properties, but also that they
are technically determined as manifestations of adaptive mechanisms. In partic-
ular, it is shown that mechanisms such as the presence of the “I” component in
the sign-oriented picture of the agent’s world, the presence of an emotional-needs
architecture, and the mechanism for comparing the observed conspecific with the
“I” make it possible to realize the phenomena of social learning and a property
such as empathy.

Keywords: Moral agent · Emotional-needs architecture · Empathy · Social
learning · Imitative behavior · Ethically aligned design

1 Introduction

The ethical issues of artificial intelligence have long been an actively discussed topic,
and, in recent years, these issues havemoved from the category of humanitarian consider-
ations into the field of technical regulation. For example, the IEEE has launched a global
initiative for research in the field of the ethics of AI. The results of such studies should be
technical regulations governing the development and implementation ofAI systems,with
requirements for their ethical behavior. The title of the document is noteworthy: “Eth-
ically Aligned Design”. Another illustrative example is UNESCO’s report on ethics of
robots, entitled “Report of COMEST on Robotics Ethics” (authored by COMEST—the
World Commission on the Ethics of Scientific Knowledge and Technology) [1].

Most discussions about the ethics of intelligent/autonomous systems (I/AS) concern
various kinds of threat, the social and economic consequences of their use, the ethics of
the developers themselves, etc. In this work, we are interested in a different aspect of the
ethics of I/AS: we are interested in systems that autonomously make decisions critically
important for humans. The method of application of ethical mechanisms in decision
making is not significant. For example, ethical considerations may apply to evaluating a
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particular decision or action. Evaluation of an action D can be determined by technical,
legal, and moral considerations:

Eval(D) = technical_evaluation(D) + legal_evaluation(D) + moral_evaluation(D)

(1)

Variations of the notorious trolley problem can be used as an illustration of such
reasoning. and moral considerations can be presented as a kind of filter. The task of the
latter is to make a choice among many alternatives. If the decision cannot be determined
on the basis of technical and legal requirements, then some additional heuristics should
be applied. These heuristics are ethical rules, which comprise the ethical behavior of
I/AS. Conventionally, this can be represented as follows (Fig. 1):

Situation
“Technical”

filter

A set of 
variants

“Legal”
filter

“Moral”
filter Final

Decision

Fig. 1. Moral choice as a way to resolve ambiguity

Suppose that we can formalize the provisions of moral philosophy so that they can
be represented by a certain system of rules (although this is a difficult task that requires
a separate discussion). The problem then inevitably arises that, if the decision is based
on moral principles (it is subjective, poorly verified, vague, etc.), then there is only one
way to increase confidence in it: acceptance that the decision was made by a so-called
moral agent, i.e., some entity to which we have delegated the right to apply ethical
considerations. The question is then raised of whether there are prerequisites for I/AS
to become a moral agent.

2 A Moral Agent

The basic definitions of the essence of a moral agent are usually anthropocentric and
concise; as Parthemore and Whitby write, “by ‘moral agent’, we mean any agent that
is appropriately held responsible for its actions” [2]. The reasoning is usually added
that a moral agent acts in accordance with its role (see Mayo’s work [3]), which speaks
to freedom and is regarded as a necessary condition of a man being a moral agent,
knowing that certain things are “right” or “wrong”. Parthemore and Whitby state that a
moral agent is necessarily a conceptual agent, i.e., an agent that possesses and employs
concepts (units of structured thought), including the concept of “self”.

We do not undertake to discuss the full list of properties that a moral agent should
have, which is a purely philosophical problem that is compounded by the lack of consis-
tent, constructive definitions of the basic concepts of ethics. Instead, we are interested
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in the purely applied aspect of creating I/AS, and the behavior (decision-making) of the
created I/AS should correspond to our general ideas about the behavior of a moral agent.
In this case, we will rely on the assumption that a moral agent can be not only a person,
but any entity, including an artificial agent. A human monopoly on moral issues has long
been questioned (see, for example, deWaal [4]), and we take the next step, moving away
from biological chauvinism altogether.

We postulate that the many manifestations of the properties of a moral agent are
determined by three basic mechanisms. These are (1) the agent’s possession of a world
model in which there is an “I” component (cognizing subject), (2) a mechanism for
comparing the observed other agent (conspecific) with the “I”, and (3) the presence of
an emotional-needs architecture of the lower-level control system. At the same time,
we will try to show that all these components have a very practical, real embodiment
in technical systems, and we will further consider how these mechanisms allow the
realization of a number of behavioral phenomena inherent in a moral agent.

3 Phenomena and Mechanisms

3.1 Emotions and Needs

Let us start with the lower level of the organization of agents. The role of emotions
in the formation of ethical norms—and how emotions determine the ethics of human
behavior—is being actively explored by both philosophers and sociologists [5–7], and
Marvin Minsky [8] suggests treating emotions as another way of thinking.

There is every reason to believe that emotions (on the physiological level) and tem-
perament (on the psychic level) can be inherent in a technical system as purely pragmatic
mechanisms that affect the success of an artificial agent in complex nondeterministic
environments, see Karpov [9, 10]. In these works, emotions are viewed as a property of
the control system that facilitates the realization of functions known in psychology as
contrasting perception, behavior stabilization, state indicating, working in conditions of
incompleteness of information, and so on [11–13].

We note here that, in the architecture of the control system, the reactions of the
system—defined as emotional—are determined by positive feedback loops. These con-
nections are responsible for estimating the situation and determining the magnitude of
the emotional state according to Simonov’s Information Theory of Emotions [11]:

E = f(N, p(Ineed, Ihas)) (2)

where E is emotion, its magnitude, and sign (quality); N is the strength and quality
of the current need; p(Ineed, Ihas) is the assessment of the ability to satisfy a need on
the basis of innate and acquired life experience; Ineed is information on how to satisfy
needs; and Ihas is information on the means (resources) available to the agent that are
required to satisfy actual needs. It is important here that the behavior of the agent (robot)
is determined by its needs and emotional state.

Figure 2 illustrates an example of the basic architecture of the emotional-needs
control system. An “emotional” agent is equipped with a set of simple sensors and
solved a standard behavioral task, using some simple rules such as: “IF (hungry) THEN
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(find food)”, “IF (detect obstacle) THEN (run away)” etc. The influence of emotions on
agent’s behavior is realized as a positive form of feedback between the output signals
(current actions or procedure) and behavior rules.

Eat

Food needs Food

Safety needs
Obstacle

Danger

Comfort needs

Move to 
obstacle

Walk

Escape

Needs Gates Actions (behavioral 
procedures)

 - excitation

 - inhibition  - «NOT»

Food

Obstacle

Danger

Sensors

Communication between action and need

Emotional feedback

...

Fig. 2. Emotional-needs architecture.

An “Actions” block is a set of behavioral procedures. Every procedure is activated
by signals from a “Needs” block and signals from special “Gate” elements. The “Gate”
is an element that accepts direct signals from sensors and feedback signals from output
elements. Every output procedure has its own emotional “weight”. This signal is an input
value for the gate element. It means that the positive emotion, associated with action ai,
(“Eat”, “Walk”, …) will cause an increase in the activity of this action (manifestation
of the positive feedback loop). We emphasize that emotional-needs architecture is the
physiological, basic, or reflex level of a control system. Here the main function of
emotions is to stabilize behavior.

3.2 Model of the World, “I”

An important attribute of themanagement systemof an intelligent agent is the availability
of knowledge about theworld around it. If a component called “I” (the subject of activity)
is added to this model of the world, then we get what is called a picture of the world
(PW) (see Osipov [14]). In a certain sense, PW can be considered as some kind of
superstructure over the basic stimulus-reactive level. From an architectural point of view,
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this is the component that implements the impact on the sensory system, determines the
significance of certain needs, and, thus, changes the nature of the system’s behavior, its
goal-setting, etc. One of the most effective models for representing knowledge in PW is
the symbolic or semiotic model, in which the main essence—the sign—is represented
by four of its components: name n, percept p (image, form of expression), value m
(method of use), and personal meaning a (goals, motives, personal meaning). In the
model, homogeneous components each form a network, i.e., here we are dealing with
four networks.

The following assumptions are important. We assume that the elements of the con-
trol system are equipped with one more confirming input—in addition to the exciting
or initiating input—which is the input for the signal from the top of the “I”. Thus, the
action will not be activated if there is no confirmation signal from the “I”, interpreted as
the “belonging” of this action to the agent. In a certain sense, it is a feeling (sensation)
of the self, i.e., identification or perception of an object as one’s own. Without such a
sensation, a mismatch of activity occurs in nature, such as the complex neuropsychiatric
disorder called “alien hand syndrome”, of which one clinical symptom is the presence
of subjective sensations of the foreignness of a limb. From the point of view of semi-
otics, this means that these actions are the meaning of the sign “I”, i.e., the question of
conditionality is resolved in the most natural way.

The second assumption is that the activation of a component of a sign entails the acti-
vation of its other components, and associative connections arise between simultaneously
active network nodes.

3.3 Imitative Behavior

This model quite naturally implements such phenomena as imitative behavior and social
learning (learning by observing others). For example, let the agent know that the objects
α1 and α2 are edible, i.e., belonging to the category of stimulus S (food) for action R
(eat). Let the agent further observe that someone (conspecific) eats the object x, which
was not previously considered by the agent as edible. Then, as a result of this observation,
the agent will also classify this object as edible. A diagram for this is shown in Fig. 3.

In Fig. 3a, Sm is the component of the meaning of the “edible object” sign; Rm and
Rp are the components of the meaning and perception of the sign “eating”, respectively;
and Self m and Self p are the values and percept of the sign “I”, respectively.

Obs(A’) and Obs(RA’) are the results of observation: the agent sees that conspecific
A’ performs action R. Performing action Rm activates some motor function act (actually
eating), and the execution of the procedure is accompanied by the issuance of some
signal (Signal).

So, the animat sees that the agentA’ performs some actionRwith respect to the object
X. Moreover, X was not previously considered by the subject as a determining factor for
the stimulus S (the X-S connection was not part of the subject’s personal experience).
Observation of the conspecific’s actions leads to activation of the Rp sign percept. The
presence of the percept-value relationship means the activation of the value element Rm:
Obs(RA’) → Rp → Rm. At the same time, the observed conspecific is compared with
“I”: the Self p percept is activated, which leads to the activity of Self m:Obs(A’) → Self p
→ Self m.
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Fig. 3. The schema of imitative behavior. a) The conceptual scheme: solid lines are the relation-
ships between value elements. The dashed-dotted lines are the connections between the compo-
nents of the sign—the percept-value. b) The initial state of the system: all vertices are inactive, and
there are a priori connections between the signs and the components of the sign. Communication
S.p-x.p is optional (dotted line). c) The situation of monitoring the actions of the other agent.

This is the result of matching the conspecific with “I”. Thus, all components of
the circuit are in an excited state—R, S, and the actual object of observation, X. An
associative connection is formed between X and S; that is, during observation, object
X is included in the animat’s behavioral experience, and this is done on the basis of
observing the conspecific’s behavior. This is imitative behavior; adding an evaluation
element to this scheme then allows us to describe another phenomenon—the formation
of reflex reactions, which are also formed on the basis of observation.

In this scheme, the most important point is the comparison of the subject with the
conspecific (“I” and the other), determining the degree of their proximity. In nature,
this identification is probably similar to what is called kin selection, when behavior
determined by the degree of kinship of interacting individuals becomes evolutionarily
beneficial (see, for example, Wilson [15]).
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3.4 Empathy

This term refers to the ability to respond to the emotional states of surrounding individ-
uals of varying degrees of proximity. Empathy is believed to determine the emotional
propensity for collaboration and the manifestation of altruism. Of course, an individual’s
predisposition to empathy is a necessary, but not sufficient, property for the morality of
the individual. Moreover, empathy is not a purely human property; in ethology, one of
the mandatory mechanisms for the formation of the social interaction of individuals is
the so-called sympathetic induction, the definition of which is identical to the defini-
tion of empathy. We are interested in two aspects of empathy: the mechanism of its
implementation and the object of the empathy.

The realization of the empathy mechanism is possible on the same principle of
identification (or determination of the degree of proximity) of the observed agent with
the “I”. The “formula” for empathy is quite simple and is determined by the components
of the I/AS control system:

Empathy = {Emotions + Identification of the conspecific + Imitative behavior} (3)

With the object of empathy, the situation is somewhat more complicated. In a certain
sense, emotions are, first of all, a way of integrally assessing an individual’s state (see
[11]). Moreover, we assume that there is an external manifestation of the emotional
state of agents, and it is significant here that empathy is the basis for a higher level of
management related to goal-setting and planning. In terms of moral philosophy, this
means the action of the golden rule: either implement a plan of action in which the other
will feel good (increase the level of emotional state—a positive wording of the rule:
“act in such a way…”) or form a plan that does not lead to the appearance of negative
conspecific emotions (negative wording: “do no harm”). In any case, the conspecific’s
emotional state influences the formation of the agent’s behavior motive and goal. This
is the main role of empathy from a technical point of view.

3.5 Characteristic Properties of Moral Agents

Next, we summarize some characteristic properties attributed to moral agents.

Language. Morality cannot exist without a symbolic language. The animal world does
well without language; what is sometimes called a language is signal communication,
i.e., the external manifestation of the internal state of the animal (see, for example, the
work of Panov [16]). The role of signaling communication is certainly great, and many
mechanisms of social behavior and interaction are built on this, including empathy, as
discussed above.

Motive. The issues ofmotivating the behavior of amoral agent are considered so diverse
in moral philosophy that we can find any convenient point of view (as, incidentally, on
almost all other issues). For example, the view of JohnLocke is very convenient: personal
interest is the only reasonable motive (cited in [17]).
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Feelings. If, by feelings, we understand a certain process that reflects a subjective eval-
uative attitude to some objects, then those processes that occur in an emotional-needs
architecture can rightfully be called feelings. A robot can really feel. If it is implied that
a moral agent must possess “moral sentiment” (see, for example, [18]), then the task is
simplified. So, we can completely abandon the consideration of this property and, at the
same time, refer to Kant, who removed feelings from the realm of morality, considering
their participation in the motivation of acts to be a prerequisite for the moral inferiority
of the latter [19].

Alternatively, consider that, according to Hutcheson, moral feeling cannot directly
motivate but is a response to a motive (cited in [17]). This also speaks to David Hume’s
assertion that moral feeling is the result of the action of simpler psychological princi-
ples—sympathy and the association of ideas. Any motives leading to human happiness
are approved, and good consequences are indirectly experienced through sympathy,
leading to a positive feeling about such motives.

Sympathy. This phenomenon is also the result of a comparison of the observed other
agent (not even necessarily conspecific) with the “I”. Naturally, the strength of sympathy
depends on the degree of proximity of the observed agent. It should be noted that this
can be considered as a direct consequence of the organization of a sign-oriented picture
of the world. Excitation of some components of the sign (percept, value or personal
meaning) leads to the excitation of its other components, including the name “I”.

Responsibility. The moral agent is held responsible for its actions. Here, everything
can turn out to be very simple. According to Parthemore and Whitby, a moral agent
must possess certain key concepts and have the ability, over an extended period of
interactions between the agent and its social and physical environment, to deploy those
concepts appropriately [2]. This view of responsibility does not help either: “Thus, to
be morally responsible for something, say an action, is to be worthy of a particular kind
of reaction— praise, blame, or something akin to these — for having performed it”, see
M. Talbert [20].

Sometimes, the requirement for the independence of decisions expressed in judg-
ments and actions is added to a personal responsibility for the consequences of decisions,
where independence means that the subject should not act in accordance with a program
laid down by someone else. However, this kind of reasoning usually—and quickly—
becomes speculative. It is interesting that such a statement of the question of the boundary
betweenwhat is laid down by nature andwhat is freewill and independence is very rarely
posed in a technical interpretation. There is usually a clear understanding that, on the
one hand, there is some fixed, a priori specified part of the control system, and, on the
other, that there are dynamically changing components. Consider the animat architec-
ture; it clearly distinguishes the lower physiological, fixed, reflex level (on which, by the
way, the emotional part of the control system works) and a superstructure thereof—the
cognitive level, which is represented, for example, by a semiotic system.

So, we can at least state that many of the properties of a moral subject can be inherent
in an artificial agent—and here, we are not talking about simulating mental or cognitive
processes, properties of consciousness, and so on, but about dealingwith purely technical
solutions that are designed to increase the adaptive capabilities of a technical device.
These decisions (models andmechanisms) can also be interpreted in humanitarian terms.
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We have carefully avoided issues of moral philosophy; discussions about utilitarian-
ism, evolutionary ethics, and even pragmatism are not within our competence. We have
only tried to ask the question: if there is a certain list of properties that a moral agent
should possess, are there reasons why we cannot recognize such an artificial agent—a
robot?

4 Conclusion

The mankind comes to the idea that we are delegating intelligent/autonomous systems
making independent decisions that are critical for people. If, in a situation of choice,
both technical and legal arguments are exhausted, then moral criteria remain, and trust
in such an “ethical” decision is possible only when the decision-making entity is a moral
agent.

We emphasize once again that all the mechanisms described above were introduced
exclusively for reasons of technical expediency, in order to solve the problem of creating
effective adaptive mechanisms in three stages, by solving three classes of problems. At
the first stage, these mechanisms should allow the technical device to act expediently
in a complex, nondeterministic, dynamic environment. At the second stage, the task
of organizing interaction within a group of agents was solved until the appearance of
forms of social organization, and the formation of agent societies was also considered
as an adaptation mechanism. The third stage is the task of purposefully managing social
behavior, and, again, additional adaptation mechanisms were needed here, allowing
society to maintain its stability. One of the most important factors of stabilization is the
existence of mechanisms for resolving conflicts within society, and this is the main task
and essence of morality.

These questions are not new to moral philosophy. For example, according to Drob-
nitsky, the essence of normative regulation is that “the action of social laws passes into
the actions of individual agents” and thus “the social whole reproduces itself through
individual mass behavior,” and morality is a special case of this process [21, 19].

Today, there is intensive and fairly successful development of cognitive and social
abilities of intelligent autonomous systems. However, in the field of ethics of I/AS
behavior, promotion is fraught with a number of difficulties, and the main problem is the
lack of constructivemodels that researchers expect frommoral philosophy. Their absence
often leads to models and methods remaining at the level of amateur understanding of
moral problems.
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Abstract. In this paper, we consider the problem of controlling an agent
that simulates the behavior of an self-driving car when passing a road
intersection together with other vehicles. We consider the case of using
smart city systems, which allow the agent to get full information about
what is happening at the intersection in the form of video frames from
surveillance cameras. The paper proposes the implementation of a control
system based on a trainable behavior generation module. The agent’s
model is implemented using reinforcement learning (RL) methods. In
our work, we analyze various RL methods (PPO, Rainbow, TD3), and
variants of the computer vision subsystem of the agent. Also, we present
our results of the best implementation of the agent when driving together
with other participants in compliance with traffic rules.

Keywords: Reinforcement learning · Self-driving car · Road
intersection · Computer vision · Policy gradient · Off-policy methods

1 Introduction

Control architectures for mobile robotic systems and self-driving vehicles cur-
rently allow us to solve basic tasks for planning and self-driving in complex urban
environments. Often the applied methods are based on pre-defined scenarios and
rules of behavior, which significantly reduces the degree of autonomy of such sys-
tems. One of the promising areas for the increasing degree of autonomy is the use
of machine learning methods. These methods are using for automatically gen-
erating generalized object recognition procedures, including dynamic ones, in
the external environment. A significant disadvantage of such approaches is the
need for pre-training on pre-generated data, which often requires handcrafted
markup. However, there are currently a large number of data sets and simula-
tors that can be used for pre-training without significant manual configuration
or markup.

In this paper, we consider the task of learning an agent that simulates a
self-driving car that performs the task of passing through the road intersection.
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As a basic statement of the problem, we consider a realistic scenario of using
data from the sensors of the agent (images from cameras within the field of view,
lidars, etc.), data coming from video surveillance cameras located in complex
and loaded transport areas, in particular at road intersections. The considering
scenario for agent behavior looks followed. The agent drives up to the intersection
and connects to the surveillance cameras located above the intersection to receive
an online video stream. The agent switches to driving mode for a dangerous area
and uses a pre-trained model that uses data from the agent’s camera and sensors
to follow traffic rules and pass the intersection in the shortest possible time. In
this paper, we describe the simulator which we developed for this case. Also,
we investigate methods based on reinforcement learning approaches to generate
such agent.

We analyzed the effectiveness of using computer vision methods to generate
an agent’s environment description and conducted a series of experiments with
various reinforcement learning methods, including policy gradient (PPO) and
off-policy methods (Rainbow).

We did not link our research to any specific robot or self-driving architecture.
At the same time, we consider that a real robot will have some simple sensors
(speed, coordinate estimation, etc.) and basic control operations (wheel rotation,
acceleration, braking).

Also, we understand that the use of such systems for ordinary crossroads
with people is unlikely to become legally possible soon. Therefore, we propose to
consider the task in the context of a “robotic” intersection without any pedes-
trians. Note that this assumption does not make the problem less relevant since
it is fully applicable to delivery robots.

The presentation is structured as follows. Section 2 provides a brief overview
of reinforcement learning methods, simulators, and approaches for modeling
intersections. Section 3 presents the RL methods used in this paper. In Sect. 4,
we describe the environment and the main parameters of the simulator. Section 5
presents the main results of the experiments.

2 Related Works

The direct launch of learning methods on robotic platforms and self-driving
vehicles in the real world is expensive and very slow. In this regard, various
simulators are widely used, which would reflect the interaction of the agent with
the environment as realistically as possible. Such works include Carla [4] and
simulator Nvidia Drive which used in work [2]. These 3D simulators have a huge
number of settings and can generate data from many different sensors - cameras,
lidars, accelerometers, etc. The disadvantage of this is the large computing power
required only for the operation in these environments.

A representative of a slightly different class of simulators is SUMO [13]. This
simulator permits to simulate large urban road networks with traffic lights and
control individual cars.

The task of managing the self-driving car can be divided into several subtasks,
which are more or less covered and automated in modern works. For example,
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the paper [9] investigates an agent driving a car in a TORCS [12] environment
based on a racing simulator. The works [1,15,21,22] investigate the ability of an
agent to change lanes, and [21] continue this study in cooperative setup. The
work [16] explores the mechanism of keeping the car on the track. Paper [23]
the authors provide a comparison of various computer vision methods, which
include car detection and methods for evaluating the angles of car rotation. It is
also necessary to mention a large recent work [8], which reviewed many traffic
simulators and agents.

Despite the abundance of existing methods and solutions for sub-tasks of
managing self-driving agents, we believe that the multi-agent formulation of the
problem of moving agents at the intersection is quite popular.

3 Background

The Markov decision process [19] (MDP) is used to formalize our approach for
learning agents. MDP is defined as a tuple 〈S,A,R, T, γ〉, which consists of a set
of states S, a set of actions A, a reward function R(st, at), a transition function
T (st, at, st+1) = P (st+1|st, at) and the discount coefficient γ. In each state of
the environment st ∈ S, the agent performs the action at ∈ A, after which it
receives a reward according to R and moves to the new state st+1, according to T
Agent policy π determines which action the agent will choose for a specific state.
The agent’s task is to find a π that maximizes the expected discounted reward
during interaction with the environment. In our work, we will consider episodic
environments – MDP in which the agent’s interaction with the environment is
limited to a certain number of steps.

There are many algorithms to find the optimal policy π. In this paper, we
consider modern approaches based on the Value function (Value-Based Methods)
and approaches based on the policy gradient (Policy Gradient Methods).

The Q-function Qπ(s, a), for the state-action pair, estimates the expected
discounted reward that will be received in the future if the agent chooses the
action a, in the state s and will continue its interaction with the environment,
according to the policy π. The optimal Q-function Q∗(s, a), can be obtained by
solving the Bellman equation:

Q∗(st, at) = E

[
R(st, at) + γ

∑
s′

P (st+1|st, at)max
at+1

Q∗(st+1, at+1)
]
.

The optimal policy is π(st) = argmaxat∈AQ∗(st+1, at+1). In modern works for
approximating the Q-function Q(st, at) uses Deep Q-network (DQN) [14]. To
evaluate Q(st, at) the neural network receives the input state st and predicts
the utility for each action Qθ(st, at), where θ are the parameters of the neural
network. We consider classic algorithms, such as Rainbow [7], which is applicable
for discrete action space and Twin Delayed Deep Deterministic Policy Gradients
(TD3) [6], which allows to use a continuous set of actions.
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Rainbow [7] – is an improvement on the classic DQNalgorithm. The loss
function for the DQN algorithm has the form:

LDQN =
[
Q(st, at) − (Rt + γ · maxa′Qtarget(st+1, a

′))
]2

,

The learning process consists of interacting with the environment and saving all
tuples (st, at, Rt, st+1) in memory of replays. where Rt – reward at time t, Qtarget

– copy of Q(S,A), delayed for episodes. Q-function optimization is performed
using batches that are uniformly sampled from the replay buffer. The authors
of Rainbow consider 6 improvements to the DQN algorithm, a combination of
which significantly accelerate its convergence:

1. Double DQN is designed to solve the problem of overestimation that exists in
DQN due to the maximization step. To solve this problem, two Q networks
are used: Qθ and Qθ̄. When performing the maximization step, the best action
is selected based on the current network, and its value is calculated based on
the other one:

Ldouble =
[
Qθ(st, at) − (Rt + γ · Qθ̄(st+1, arg max

a′
Qθ(st+1, a

′))
]2

.

The network, for which the loss function will be applied at the current update
step is selected by random.

2. Prioritized Experience Replay improves the standard replay buffer of the
DQN algorithm. Prioritized replay buffer samples more often transitions, with
a larger TD error. The probability of sampling a single transition is defined as:

pt ∝
∣∣∣Rt+1 + γt+1 max

a′
Qθ(st+1, a

′) − Qθ(st, st)
∣∣∣ω ,

where ω is a hyperparameter that defines the distribution form. New data
entering the prioritized buffer gets the maximum sampling probability.

3. Dueling Network Architecture – the approach is to make two calculation
streams, the value stream V and the advantage stream aψ. They use a com-
mon convolutional encoder and are combined by a special aggregator, which
corresponds to the following factorization of the Q-function:

Qθ(s, a) = Vη(fξ(s)) + aψ(fξ(s), a) −
∑

a′ aψ(fξ(s), a′)
Nactions

,

where ξ, η, and ψ are common encoder parameters fξ, vη value function flow,
aψ advantage function flow, and θ = {ξ, η, ψ} their concatenation.

4. N-step return – uses N-step evaluation, which is defined as:

R
(n)
t ≡

n−1∑
k=0

γ
(k)
t Rt+k+1 .

So the new loss function:

LN-step =
[
m(st, at) − (R(p)

t + γ
(p)
t max

a′
Qgoal(sT+N , a′))

]2
.
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5. Distributional RL – a distribution-based approach – the algorithm does not
predict the Q-function itself, but its distribution. In this case, the C51 algo-
rithm was used.

6. Noisy nets – this approach adds the layer to the neural network that is respon-
sible for exploring the environment. The Noisy Nets approach offers a linear
network layer that combines deterministic input and noise input:

y = (b + Wx) + (bnoisy � εb + (Wnoisy � εw)x),

where εb and εw are sampled from standard normal distribution, and � means
elementwise multiplication. This transformation can be used instead of the
standard linear transformation y = b + Wx. The idea is that over time, the
network learns to ignore the flow of noise, but the adjustment to noise occurs
in different ways for different parts of the state space.

The second method we use is Proximal Policy Optimization (PPO) [17]. This
is an on-policy method that belongs to the Actor-Critic (AC) class. The critic
predicts the Value-function V and the loss function for it is MSE:

Lcritic = [V (s) − Rt − γ · Vtarget(st+1)]
2

The actor loss function for PPO is similar to the improvement of AC - Advan-
tage Actor-Critic (A2C) [20] and uses the advantage function, but with addi-
tional modifications.. As one of the main modifications is a clipping of possible
deviation from the old policy. So if the standard A2C actor loss function has the
form:

Lpolicy = E [π(st, at) · A(st, at)] ,

then for PPO:

Lpolicy = E

[
clip(

π(st, at)
πold(st, at)

, 1 − ε, 1 + ε) · A(st, at)

]
,

where P is the actor’s policy, clip(a, b, c) = min(max(a, b), c). Our implementa-
tion also used some PPO improvements from [5], such as clipping not only the
actor policy but also the Value-function.

The third method, which was applied, is already introduced TD3 [6] - an
off-policy algorithm that makes several stabilizing and convergence-accelerating
improvements to the Deep Deterministic Policy Gradient (DDPG) [11]. Both
methods belong to the Actor-Critic class. And correspondingly for DDPG Critic
train by minimizing the almost standard loss function:

Lcritic = [Q(st, , at) − Rr − γ · Qtarget(st+1, π(st+1))]
2
,

where the only difference is the presence of P (st+1) - prediction by the policy of
the action actor from the state st+1. For the actor itself DDPG use:

Lpolicy = −Q(st, π(st))
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from which the gradient for policy parameters is taken.
TD3 introduces 3 more major changes. First is adding white noise to policy

predictions at the stage of Lpolicy calculation. The second is a delayed update
of the actor - namely one policy update for n ∈ N of the critic updates. And
the last one is the usage of two independent estimations for the Q-function and
using the minimum of them in calculations, as the authors of TD3 claim this
helps to reduce the impact of bias overestimation.

4 Environment Description

Our environment - CarInersect is based on the simulator [18], physical
engine Box2D and the OpenAI gym framework [3]. Technical details and bot
behavior are described in the Sect. 4.1. The environment simulates the behavior
of cars at a road intersection. The agent’s goal is to manage one of these cars
and drive it along the specified track. Although a human can easily complete
such tacks, this is difficult for an artificial agent. In particular, when testing
the environment, we found that a reward system different from a dense line of
check-points with positive reward hardly leads to agent convergence.

4.1 Technical Details

The pybox2d physics engine is used for physical simulation of collisions, accel-
erations, deceleration, and drift of cars. So after a long selection of constants to
control the car, we still could not achieve ordinary behavior, so we used the code
for calculating the forces acting on the car from the OpenAI gym CarRacing.

The environment has the same functionality as the OpenAI gym framework
environments. Every environment settings are passed through the configuration
file. This file consists of three parts: the first part describes the reward func-
tion; the second part describes the behavior of the environment - the number
of bots, their tracks, the agent’s track, the type of observation; and the third
part describing the background image, its markup, and sets of images of bots
and the agent. The tracks description is the usual CVAT XML markup of the
background image.

Bots ride along their tracks. These tracks selected uniformly from the list of
available ones in a moment of bot creating. When moving, the bot goes to the
next checkpoint of its track. To decide, where to steer, it takes into account the
next two checkpoints. When bot leaves the road or collides with other vehicles,
it disappears. If the agent encounters a bot, the agent receives a fine (reward
−1), and the episode ends prematurely. Bots give priority to the car approaching
from the right.

4.2 Actions

Each action is represented by a tuple at = (stt, gt, bt), where:

https://box2d.org/
https://gym.openai.com/envs/CarRacing-v0/
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– stt ∈ [−1, 1] - steering
– gt ∈ [0, 1] - gas, has impact to acceleration
– bt ∈ [0, 1] - brake, stopping the car (not immediately)

Fig. 1. Types of tracks: small rotation, medium rotation, line, rotation (or full rota-
tion); the control points are marked in red; if reaching them give 0.5 reward each

4.3 State

As a state, the environment returns an image and the agent’s car feature vector.
A feature vector is formed using the computer vision subsystem of the agent [23].
All vector features are concatenated. All coordinates are normalized to [0 − 1];
all angles are set by 3 numbers: their value in radians, sin and cos; the car points
are the center of the hull and the centers of 4 wheels. Possible vector features
(Fig. 1):

– hull position – two numbers, x and y coordinates of the center of the car
– hull angle – the angle of rotation of the car
– car speed – two numbers, speeds on x and y coordinates normalized to 1000
– wheels positions – 8 numbers - 4 pairs of x and y coordinates of the car wheels
– track sensor – 1 if all car points are inside the track polygon, 0 otherwise
– road sensor – 1 if all car points are inside the polygon of the road, 0 otherwise
– finish sensor – 1 if at least one car point is close to the last point of the track
– cross road sensor – 1 if at least one car point is inside the area marked as an

intersection area
– collide sensor – 1 if the car is currently colliding with another car, otherwise 0
– car radar {N = 1, 2, 3} – each of the N radar vectors is 6 numbers describing

a single car:
1. 0 or 1 is there data, if 0, then the other 5 numbers are 0
2. normalized distance to the object
3. sin and cos of the relative angle
4. sin and cos of the angle between the velocity vectors

– time – 3 numbers, sin of time and sin of doubled and tripled time, where time
itself is an integer number of steps since the creation of the car (this time
encoding is done by analogy with the position encoding in Natural Language
Processing [10]).
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4.4 Reward Function

The reward system for the environment is defined in the configuration file. We
used the same reward system for all agents: 0.5 for reaching checkpoints, which
are uniformly spaced along the track; 2 for reaching the final point; −1 for leaving
the track and crash. The episode ends when the agent reaches the finish line,
leaves the track, or after 500 steps.

4.5 Environment Performance

To measure performance, the environment was run for 100,000 steps on a com-
puter with an Intel R© CoreTM i5-8250U CPU @ 1.60 GHz 8, 15.6 GB RAM.
Table 1 shows the average number of frames per second for various environment
configurations. A slight slowdown occurs when images are used as the state. A
significant slowdown occurs when bots are added.

Table 1. Simulator performance – mean number of frames per second (FPS) for state
as vector, image and combined (vector and image).

Bots Vector FPS Image FPS Combined FPS

No 1065 798 747

Yes 302 268 268

5 Experiments

The experiments were performed using 3 algorithms: PPO, TD3, and Rainbow.
PPO and TD3 operate in a continuous action space, which is preferable for
transferring an agent to the real world. Rainbow works in discrete action space,
as shown in the Table 2. The source code for the environment and algorithms is
available via the following link1.

5.1 Results for Tracks Without Bots and States Represented as
Vector

The results of experiments for tracks without bots and vectors as state-space are
shown in Fig. 2. The following set of vector features was used for the experiment:
hull position, hull angle car speed, checkpoint sensor, finish sensor.

As can be seen from the charts on all types of track, agents based on the PPO
method show a stable but slow convergence. We suppose that such happens due
to the lack of replay memory. Because there are control points that are difficult to

1 Source code: github.com/MartinsonMichael/CarRacing agents.

https://github.com/MartinsonMichael/CarRacing_agents
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Table 2. Action discretization for Rainbow

Action Steer st Gas g Break b Description

A1 0.0 0.0 0.0 Noop action

A2 −0.6 0.0 0.0 Left steer

A3 0.6 0.0 0.0 Right steer

A4 0.0 0.9 0.0 Gas

A5 0.0 0.0 1.0 Break
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Fig. 2. The results of the experiments on the tracks without bots and vector observa-
tions. The bold line shows the average for 10 runs of each algorithm, with a smoothing
of 0.6. The transparent line shows the standard deviation. For each of the algorithms,
a preliminary search was performed for the best hyperparameters.

reach, such as around a bend. And in one update, PPO uses too little examples
with positive point-reaching, so it takes longer to converge.

For tracks Line and Full Rotation, Rainbow also learns significantly faster
than the other methods, most likely due to the design of the tracks themselves.
Since they contain long straight sections for which many groups of state-space
points have the same optimal policy.
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5.2 Results for Tracks Without Bots and States Represented as
Image

The next series of experiments was conducted using the image as the main fea-
ture. The architecture proposed in this paper [14] was used for image processing.
The image is resized to 84 × 84 pixels, as the compression method used bilinear
interpolation. The results shown in Fig. 3

Fig. 3. The results of the experiments on the tracks without bots and image observa-
tions. The bold line shows the average for 10 runs of each algorithm, with a smoothing
of 0.6. The transparent line shows the standard deviation.

As it can be observed from charts, it is more difficult for all methods to control
the car using a pure image rather than a vector. We also faced the difficulty of
configuring TD3 hyperparameters, as you can see in the first and last charts,
this method gets stuck in suboptimal policies, namely, it starts to stand still or
rotate on start point.

5.3 Influence of Different Sets of Vectors Features on the
Convergence of the Algorithms

At this point, we investigated the effect of a set of vector features on the con-
vergence of the algorithm. The key feature sets are shown in the Table 3.
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As can be seen from the table, the results of the algorithms can differ
greatly for the same sets of features. If on a Full rotation track PPO using only
hull position and wheels position can only reach 20%, then Rainbow on
both features reaches 60%, which corresponds to the end of the straight section
before the turn itself. Adding an angle to both coordinate features – hull angle
greatly increases the performance (+17% for PPO and +30% for Rainbow). The
combination of both coordinate attributes with an angle gives the best results
for Rainbow and PPO.

You can also see that for PPO and Rainbow, the track sensor – track sensor
greatly increases the track % and the finish %. We believe that the sensor allows
the agent to determine the closeness to the border of the route in advance. In
contrast to the case when the agent distinguishes traveling outside the bound-
aries only by reward.

5.4 Results for Tracks with Bots

In this section, the environment state was represented as a combination of vector
and image. Image processing was performed in a same way as in Sect. 5.2. To
join image and vector we concatenate them along the channel dimension (copy
of duplicated vector was used h×w times). So from image with shape h×w × c,
and vector with shape v, we make observation matrix with shape h×w × (c+v)
shape.

The experimental results for the state of the environment consisting of the
image and hull position, hull angle presented in Fig. 4. The best result was
shown by the Rainbow algorithm, which learned to pass the intersection com-
pletely and without collisions. The PPO algorithm also converges, but much
more slowly.

Fig. 4. Results of experiments on tracks with bots and vectors as the state of the envi-
ronment. The percentage of the completed track, and the average number of collisions.

The experimental results for the state of the environment consisting of
the image and hull position, hull angle, car radar 2, collide sensor pre-
sented in Fig. 5. In this case, TD3 and PPO algorithms learned to pass only a
small part of the road.
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Table 3. Key feature sets in increasing order by % track. Notation: T - time - time, V -
car speed, Cs - checkpoint sensor, XYw - wheels position, Ts - track sensor, Fs -
finish sensor, xyh - hull position, α - hull angle; % track - the average percentage
of the track passed by the agent by the end of training; % finish - the average number
of episodes ended at finish point.

Cs Ts Fs V Img T α XYw XYh % track % finish

PPO on line track

+ + + 0.074 0.000

+ 0.166 0.000

+ 0.228 0.000

+ + + + + 0.675 0.578

+ + + 0.949 0.900

+ + + 0.957 0.750

PPO on full rotation track

+ 0.122 0.000

+ 0.188 0.000

+ + 0.375 0.000

+ + + + + 0.497 0.000

+ + + 0.524 0.000

+ + 0.567 0.000

+ + + 0.663 0.000

+ + + 0.672 0.000

Rainbow on line track

+ + + 0.916 0.950

+ 0.921 0.639

+ + + 0.942 0.750

Rainbow on full rotation track

+ 0.600 0.000

+ 0.616 0.000

+ + + 0.712 0.000

+ + + + + 0.770 0.115

+ + 0.936 0.250

+ + + 0.936 0.550

+ + + 0.941 0.800

+ + 0.947 0.300

TD3 on line track

+ 0.117 0.000

+ + + + + 0.217 0.083

+ + + 0.939 0.950

TD3 on full rotation track

+ + + + + 0.063 0.000

+ 0.098 0.000

Cs Ts Fs V Img T α XYw XYh % track % finish
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Fig. 5. Results of experiments on trajectories with bots and images as the state of the
environment.

6 Conclusion

In this paper, we have described a developed environment, which allows to sim-
ulate driving through an intersection with realistic dynamics and the ability to
train various reinforcement learning algorithms.

We have developed and described an effective learning method based on off-
policy method Rainbow. We presented the results of a large series of experiments
comparing our approach with other implementations that use a different combi-
nation of basic features used in describing the state.

Future plans of our research include improvements to the environment for
simulating more complex intersections (prioritized roads, traffic lights, etc.). We
also plan to integrate computer vision and reinforcement learning methods more
closely to simulate the real environment in a more complete way.

Acknowledgements. The reported study was supported by RFBR, research Project
No. 17-29-07079.
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Abstract. Multi-agent path finding with continuous movements and time
(denoted MAPFR ) is addressed. The task is to navigate agents that move
smoothly between predefined positions to their individual goals so that they do
not collide. Recently a novel solving approach for obtaining makespan optimal
solutions called SMT-CBSR based on satisfiability modulo theories (SMT) has
been introduced. We extend the approach further towards the sum-of-costs objec-
tive which is a more challenging case in the yes/no SMT environment due to
more complex calculation of the objective. The new algorithm combines col-
lision resolution known from conflict-based search (CBS) with previous genera-
tion of incomplete propositional encodings on top of a novel scheme for selecting
decision variables in a potentially uncountable search space. We experimentally
compare SMT-CBSR and previous CCBS algorithm for MAPFR .

Keywords: Path finding · Multiple agents · Robotic agents · Logic reasoning ·
Satisfiability modulo theory · Sum-of-costs optimality

1 Introduction

In multi-agent path finding (MAPF) [6,15,24–27,30,37] the task is to navigate agents
from given starting positions to given individual goals. The problem takes place in undi-
rected graph G= (V,E) where agents from set A= {a1,a2, ...,ak} are placed in vertices
with at most one agent per vertex. The navigation task can be then expressed formally
as transforming an initial configuration of agents α0 : A → V to a goal configuration
α+ : A→V using instantaneous movements across edges assuming no collision occurs.

To reflect various aspects of real-life applications, variants of MAPF have been
introduced such as those considering kinematic constraints [9], large agents [17], gen-
eralized costs of actions [36], or deadlines [19] - see [18,28] for more variants. Par-
ticularly in this work we are dealing with an extension of MAPF introduced only
recently [1,33] that considers continuous movements and time (MAPFR ). Agents move
smoothly along predefined curves interconnecting predefined positions placed arbitrar-
ily in some continuous space. It is natural in MAPFR to assume geometric agents of
various shapes that occupy certain volume in the space - circles in the 2D space, poly-
gons, spheres in the 3D space etc. In contrast to MAPF, where the collision is defined as
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the simultaneous occupation of a vertex or an edge by two agents, collisions are defined
as any spatial overlap of agents’ bodies in MAPFR .

The motivation behind introducing MAPFR is the need to construct more realistic
paths in many applications such as controlling fleets of robots or aerial drones [7,10]
where continuous reasoning is closer to the reality than the standard MAPF.

The contribution of this paper consists in generalizing the previous makespan opti-
mal approach for MAPFR [31,33] that uses satisfiability modulo theory (SMT) rea-
soning [5,20] for the sum-of-costs objective. The SMT paradigm constructs decision
procedures for various complex logic theories by decomposing the decision problem
into the propositional part having arbitrary Boolean structure and the complex theory
part that is restricted on the conjunctive fragment. Our SMT-based algorithm called
SMT-CBSR combines the Conflict-based Search (CBS) algorithm [8,25] with previ-
ous algorithms for solving the standard MAPF using incomplete encodings [32] and
continuous reasoning.

1.1 Previous Work

Using reductions of planning problems to propositional satisfiability has been coined
in the SATPlan algorithm and its variants [11–14]. Here we are trying to apply similar
idea in the context of MAPFR . So far MAPFR has been solved by a modified version
of CBS that tries to solve MAPF lazily by adding collision avoidance constraints on
demand. The adaptation of CBS for MAPFR consists in implementing continuous col-
lision detection while the high-level framework of the algorithm remains the same as
demonstrated in the CCBS algorithm [1].

We follow the idea of CBS too but instead of searching the tree of possible colli-
sion eliminations at the high-level we encode the requirement of having collision free
paths as a propositional formula [4] and leave it to the SAT solver as done in [34].
We construct the formula lazily by adding collision elimination refinements following
[32] where the lazy construction of incomplete encodings has been suggested for the
standard MAPF within the algorithm called SMT-CBS. SMT-CBS works with propo-
sitional variables indexed by agent a, vertex v, and time step t with the meaning that if
the variable is TRUE a in v at time step t. In MAPFR we however face major technical
difficulty that we do not know necessary decision (propositional) variables in advance
and due to continuous time we cannot enumerate them all. Hence we need to select
from a potentially uncountable space those variables that are sufficient for finding the
solution.

The previous application of SMT in MAPFR [33] focused on the makespan opti-
mal solutions where the shortest duration of the plan is required. The sum-of-costs is
another important objective used in the context of MAPF [26,36]. Calculated as the
summation over all agents of times they spend moving before arriving to the goal. Due
to its more complex calculation, the sum-of-costs objective is more challenging to be
integrated in the SMT-based solving framework.
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1.2 MAPF with Continuous Movements and Time

We use the definition of MAPF with continuous movements and time denoted MAPFR

from [1]. MAPFR shares components with the standard MAPF: undirected graph G=
(V,E), set of agents A= {a1,a2, ...,ak}, and the initial and goal configuration of agents:
α0 : A →V and α+ : A →V . A simple 2D variant of MAPFR is as follows:

Definition 1. (MAPFR ) Multi-agent path finding with continuous time and space is
a 5-tuple ΣR = (G = (V,E),A,α0,α+,ρ) where G, A, α0, α+ are from the standard
MAPF and ρ determines continuous extensions:

• ρ.x(v),ρ.y(v) for v ∈V represent the position of vertex v in the 2D plane
• ρ.speed(a) for a ∈ A determines constant speed of agent a
• ρ.radius(a) for a ∈ A determines the radius of agent a; we assume that agents are
circular discs with omni-directional ability of movements

For simplicity we assume circular agents with constant speed and instant accel-
eration. The major difference from the standard MAPF where agents move instantly
between vertices (disappears in the source and appears in the target instantly) is that
smooth continuous movement between a pair of vertices (positions) along the straight
line interconnecting them takes place in MAPFR . Hence we need to be aware of the
presence of agents at some point in the 2D plane at any time.

Collisions may occur between agents in MAPFR due to their volume; that is, they
collide whenever their bodies overlap. In contrast to MAPF, collisions in MAPFR may
occur not only in a single vertex or edge being shared by colliding agents but also
on pairs of edges (lines interconnecting vertices) that are too close to each other and
simultaneously traversed by large agents.

We can further extend the continuous properties by introducing the direction of
agents and the need to rotate agents towards the target vertex before they start to move.
Also agents can be of various shapes not only circular discs [17] and can move along
various fixed curves. For simplicity we elaborate our implementations for the above
simple 2D continuous extension with circular agents. We however note that all devel-
oped concepts can be adapted for MAPF with more continuous extensions.

A solution to given MAPFR ΣR is a collection of temporal plans for individual
agents π = [π(a1), π(a2), ..., π(ak)] that are mutually collision-free. A temporal plan
for agent a ∈ A is a sequence π(a) = [((α0(a),α1(a)), [t0(a), t1(a))); ((α1(a),α2(a)),
[t1(a), t2(a))); ...; ((αm(a)−1(a),αm(a)(a)), [tm(a)−1(a), tm(a)(a)))] whe re m(a) is the
length of individual temporal plan and tm(a) is its duration. Each pair (αi(a),αi+1(a)),
[ti(a), ti+1(a))) corresponds to traversal event between a pair of vertices αi(a) and
αi+1(a) starting at time ti(a) and finished at ti+1(a).

It holds that ti(a)< ti+1(a) for i= 0,1, ...,m(a)−1. Moreover consecutive events in
the individual temporal plan must correspond to edge traversals or waiting actions, that
is: {αi(a), αi+1(a)} ∈ E or αi(a) = αi+1(a); and times must reflect the speed of agents
for non-wait actions.

The duration of individual temporal plan π(a) is called an individual makespan;
denoted µ(π(a)) = tm(a). The overall makespan of π is defined as maxki=1{µ(π(ai))}.
The individual makespan is sometimes called an individual cost. A sum-of-cost for
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Fig. 1. An example of MAPFR instance with two agents. A feasible makespan/sum-of-costs
sub-optimal solution π (makespan µ(π) = 2.0) and makespan/sum-of-costs optimal solution π∗
(makespan µ(π∗) = 1.980) are shown.

given temporal plan π(a) is defined as ∑k
i=1 µ(π(ai)) An example of MAPFR and

makespan/sum-of-costs optimal solution is shown in Fig. 1.
Through straightforward reduction of MAPF to MAPFR it can be observed that

finding a makespan or sum-of-costs optimal solution with continuous time is an NP-
hard problem [22,38].

2 Solving MAPF with Continuous Time

Let us recall CCBS [1], a variant of CBS [25] modified for MAPFR . The idea of CBS
algorithms is to resolve conflicts lazily.

2.1 Conflict-Based Search

CCBS for finding the sum-of-costs optimal solution is shown in Algorithm 1. The
high-level of CCBS searches a constraint tree (CT) using a priority queue ordered
according to the sum-of-costs in the breadth first manner. CT is a binary tree where
each node N contains a set of collision avoidance constraints N.cons - a set of triples
(ai,(u,v), [τ0,τ+)) forbidding agent ai to start smooth traversal of edge {u,v} (line) at
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any time between [τ0,τ+), a solution N.π - a set of k individual temporal plans, and the
sum-of-costs N.ξ of N.π.

Algorithm 1: CCBS algorithm for solving MAPFR for the sum-of-costs objec-
tive.
1 CBSR (ΣR = (G= (V,E),A,α0,α+,ρ))
2 R.cons ← /0
3 R.π ← {shortest temporal plan from α0(ai) to α+(ai) | i= 1,2, ...,k}
4 R.ξ ← ∑k

i=1 µ(N.π(ai))
5 OPEN ← /0
6 insert R into OPEN

7 while OPEN �= /0 do
8 N ← minξ(OPEN)
9 remove-Minξ(OPEN)

10 collisions ← validate-Plans(N.π)
11 if collisions= /0 then
12 return N.π

13 let (mi ×mj) ∈ collisions where mi = (ai,(ui,vi), [t0i , t
+
i )) and

mj = (a j,(u j,v j), [t0j , t
+
j ))

14 ([τ0
i ,τ

+
i ); [τ

0
j ,τ

+
j )) ← resolve-Collision(mi,mj)

15 for each m ∈ {(mi, [τ0
i ,τ

+
i )),(mj, [τ0

j ,τ
+
j ))} do

16 let ((a,(u,v), [t0, t+)), [τ0,τ+)) = m
17 N′.cons ← N.cons∪{(a,(u,v), [τ0,τ+))}
18 N′.π ← N.π
19 update(a, N′.π, N′.cons)
20 N′.ξ ← ∑k

i=1 µ(N
′.π(ai))

21 insert N′ into OPEN

The low-level in CCBS associated with node N searches for individual temporal
plan with respect to set of constraints N.cons. For given agent ai, this is the standard
single source shortest path search from α0(ai) to α+(ai) that at time t cannot start to
traverse any {(u,v)∈ E | (ai,(u,v), [τ0,τ+))∈N.cons∧t ∈ [τ0,τ+)}. Various intelligent
single source shortest path algorithms such as SIPP [21] can be used here.

CCBS stores nodes of CT into priority queue OPEN sorted according to the ascend-
ing sum-of-costs. At each step CBS takes node N with the lowest makespan from OPEN

and checks if N.π represents non-colliding temporal plans. If there is no collision, the
algorithms returns valid solution N.π. Otherwise the search branches by creating a new
pair of nodes in CT - successors of N. Assume that a collision occurred between ai
traversing (ui,vi) during [t0i , t

+
i ) and a j traversing (u j,v j) during [t0j , t

+
j ). This collision

can be avoided if either agent ai or agent a j waits after the other agent passes. We can
calculate for ai so called maximum unsafe interval [τ0

i ,τ
+
i ) such that whenever ai starts

to traverse (ui,vi) at some time t ∈ [τ0
i ,τ

+
i ) it ends up colliding with a j assuming a j did
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not try to avoid the collision. Hence ai should wait until τ+i to tightly avoid the collision
with a j. Similarly we can calculate maximum unsafe interval for a j: [τ0

j ,τ
+
j ). These two

options correspond to new successor nodes of N: N1 and N2 that inherit set of constraints
from N as follows: N1.cons=N.cons ∪ {(ai,(ui,vi), [τ0

i ,τ
+
i ))} and N2.cons=N.cons ∪

{(a j,(u j,v j), [τ0
j ,τ

+
j ))}. N1.π and N1.π inherits plans from N.π except those for agents

ai and a j respectively that are recalculated with respect to the constraints. After this N1

and N2 are inserted into OPEN.

2.2 A Satisfiability Modulo Theory Approach

A recent algorithm called SMT-CBSR [33] rephrases CCBS as problem solving in
satisfiability modulo theories (SMT) [5,35]. The basic use of SMT divides the satis-
fiability problem in some complex theory T into a propositional part that keeps the
Boolean structure of the problem and a simplified procedure DECIDET that decides
fragment of T restricted on conjunctive formulae. A general T -formula Γ being decided
for satisfiability is transformed to a propositional skeleton by replacing its atoms with
propositional variables. The standard SAT solver then decides what variables should
be assigned TRUE in order to satisfy the skeleton - these variables tells what atoms
hold in Γ. DECIDET then checks if the conjunction of atoms assigned TRUE is valid
with respect to axioms of T . If so then satisfying assignment is returned. Otherwise a
conflict from DECIDET (often called a lemma) is reported back to the SAT solver and
the skeleton is extended with new constraints resolving the conflict. More generally not
only new constraints are added to resolve the conflict but also new atoms can be added
to Γ.

T will be represented by a theory with axioms describing movement rules of
MAPFR ; a theory we will denote TMAPFR . DECIDEMAPFR can be naturally represented
by the plan validation procedure from CCBS (validate-Plans).

2.3 RDD: Real Decision Diagram

The key question in the propositional logic-based approach is what will be the decision
variables. In the standard MAPF, time expansion of G for every time step can be done
resulting in a multi-value decision diagram (MDD) [34] representing possible positions
of agents at any time step. Since MAPFR is no longer discrete we cannot afford to
use a decision variable for every time moment. We show how to restrict the decision
variables on finitely many important moments only without compromising soundness
nor optimality of the approach.

Analogously to MDD, we introduce real decision diagram (RDD). RDDi defines for
agent ai its space-time positions and possible movements. Formally, RDDi is a directed
graph (Xi,Ei) where Xi consists of pairs (u, t) with u ∈ V and t ∈ R

+
0 is time and Ei

consists of directed edges of the form ((u, tu);(v, tv)). Edge ((u, tu);(v, tv)) correspond
to agent’s movement from u to v started at tu and finished at tv. Waiting in u is possible
by introducing edge ((u, tu);(u, t ′u)). Pair (α0(ai),0) ∈ Xi indicates start and (α+(ai), t)
for some t corresponds to reaching the goal position.

RDDs for individual agents are constructed with respect to collision avoidance con-
straints. If there is no collision avoidance constraint then RDDi simply corresponds to
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a shortest temporal plan for agent ai. But if a collision avoidance constraint is present,
say (ai,(u,v), [τ0,τ+)), and we are considering movement starting in u at t that inter-
feres with the constraint, then we need to generate a node into RDDi that allows agent
to wait until the unsafe interval passes by, that is node (u,τ+) and edge ((u,τ0);(u,τ+))
are added.

Similarly for wait constraints (ai,(u,u), [τ0,τ+)) that forbid waiting in u during
[τ0,τ+). In such a case, we need to anticipate the constraint before entering u, that
is we can wait until τ+ − tx in the source vertex before entering u where tx is the time
needed to traverse the edge towards u.

The process of building RDDs is described in details in [33]. An example of RDDs
is shown in Fig. 2.
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Fig. 2. Real decision diagrams (RDDs) for agents a1 and a2 from MAPFR from Fig. 1. Decisions
corresponding to shortest paths for agents a1 and a2 moving diagonally towards their goals are
shown: a1 : 1 → 4, a2 : 2 → 3 (left). This however results in a collision whose resolution is
either waiting for agent a1 in vertex 1 from 0.000 until 0.566 or waiting for agent a2 in vertex 2
from 0.000 until 0.566; reflected in the next RDDs (right). Mutex is depicted using dotted line
connecting arcs form RDD1 and RDD2.

2.4 SAT Encoding from RDD

We introduce a decision variable for each node and edge [RDD1, ...,RDDk]; RDDi =
(Xi,Ei): we have variable X t

u(ai) for each (u, t) ∈ Xi and E tu,tv
u,v (ai) for each directed

edge ((u, tu);(v, tv)) ∈ Ei. The meaning of variables is that X t
u(ai) is TRUE if and only

if agent ai appears in u at time t and similarly for edges: E tu,tv
u,v (ai) is TRUE if and only

if ai moves from u to v starting at time tu and finishing at tv.
MAPFR rules are encoded on top of these variables so that eventually we want

to obtain formula F (µ) that encodes existence of a solution of makespan µ to given
MAPFR . We need to encode that agents do not skip but move along edges, do not
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disappear or appear from nowhere etc. We show below constraints stating that if agent
ai appears in vertex u at time step tu then it has to leave through exactly one edge
connected to u (constraint (2) although Pseudo-Boolean can be encoded using purely
propositional means):

X tu
u (ai) ⇒

∨

(v,tv) | ((u,tu),(v,tv))∈Ei

E tu,tv
u,v (ai), (1)

∑
(v,tv) | ((u,tu),(v,tv))∈Ei

E tu,tv
u,v (ai) ≤ 1 (2)

E tu,tv
u,v (ai) ⇒ X tv

v (ai) (3)

Analogously to (2) we have constraint allowing a vertex to accept at most one agent
through incoming edges; plus we need to enforce agents starting in α0 and finishing in
α+. Let us summarize soundness of the encoding in the following proposition (proof
omitted).

Proposition 1. Any satisfying assignment of F (µ) correspond to valid individual tem-
poral plans for ΣR whose makespans are at most µ.

We a-priori do not add constraints for eliminating collisions; these are added lazily
after assignment/solution validation. Hence, F (µ) constitutes an incomplete model for
ΣR : ΣR is solvable within makespan µ thenF (µ) is satisfiable. The opposite implication
does not hold since satisfying assignment of F (µ) may lead to a collision.

From the perspective of SMT, the propositional level does not understand geo-
metric properties of agents so cannot know what simultaneous variable assignments
are invalid. This information is only available at the level of theory T = MAPFR

through DECIDEMAPFR . We also leave the bounding of the sum-of-costs at the level
of DECIDEMAPFR .

2.5 Lazy Encoding of Mutex Refinements and Sum-of-Costs Bounds

The SMT-based algorithm itself is divided into two procedures: SMT-CBSR represent-
ing the main loop (Algorithm 2) and SMT-CBS-FixedR solving the input MAPFR for
a fixed maximum makespan µ and sum-of-costs ξ (Algorithm 3).

Procedures encode-Basic and augment-Basic in Algorithm 3 build formula F (µ)
according to given RDDs and the set of collected collision avoidance constraints. New
collisions are resolved lazily by adding mutexes (disjunctive constraints). A collision is
avoided in the same way as in CCBS; that is, one of the colliding agent waits. Collision
eliminations are tried until a valid solution is obtained or until a failure for current µ
and ξ which means to try bigger makespan and sum-of-costs.

For resolving a collision we need to: (1) eliminate simultaneous execution of col-
liding movements and (2) augment the formula to enable avoidance (waiting). Assume
a collision between agents ai traversing (ui,vi) during [t0i , t

+
i ) and a j traversing (u j,v j)

during [t0j , t
+
j ) which corresponds to variables E t0i ,t

+
i

ui,vi (ai) and E
t0j ,t

+
j

u j ,v j (a j). The colli-
sion can be eliminated by adding the following mutex (disjunction) to the formula:
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¬E t0i ,t
+
i

ui,vi (ai)∨¬E t0j ,t
+
j

u j ,v j (a j). Satisfying assignments of the next F (µ) can no longer lead
to this collision. Next, the formula is augmented according to new RDDs that reflect the
collision - decision variables and respective constraints are added.

After resolving all collisions we check whether the sum-of-costs bound is satisfied
by plan π. This can be done easily by checking if X t

u(ai) variables across all agents
together yield higher cost than ξ or not. If cost bound ξ is exceeded then corresponding
nogood is recorded and added to F (µ) and the algorithm continues by searching for a
new satisfying assignment to F (µ) now taking all recorded nogoods into account. The
nogood says that X t

u(ai) variables that jointly exceed ξ cannot be simultaneously set to
TRUE.

Formally, the nogood constraint can be represented as a set of variables {X t1
u1(a1),

X t2
u2(a2), ... X

tk
uk(ak)}. We say the nogood to be dominated by another nogood {X t ′1

u1(a1),

X t ′2
u2(a2), ... X

t ′k
uk(ak)} if and only if t ′i ≤ ti for i= 1,2, ...k and ∃i ∈ {1,2, ...,k} such that

t ′i < ti. To make the nogood reasoning more efficient we do not need to store nogoods
that are dominated by some previously discovered nogood. In such case however, the
single nogood does not forbid one particular assignment but all assignments that could
lead to dominated nogoods.

Algorithm 2: High-level of SMT-CBSR for the sum-of-costs objective.

1 SMT-CBSR (ΣR = (G= (V,E),A,α0,α+,ρ))
2 constraints ← /0
3 π ← {π∗(ai) a shortest temporal plan from α0(ai) to α+(ai) | i= 1,2, ...,k}
4 µ ← maxki=1 µ(π(ai)); ξ ← ∑k

i=1 µ(π(ai))
5 while TRUE do
6 (π,constraints,µnext ,ξnext) ← SMT-CBS-FixedR (ΣR , constraints, µ, ξ)
7 if π �= UNSAT then
8 return π

9 µ ← µnext ; ξ ← ξnext

The set of pairs of collision avoidance constraints is propagated across entire exe-
cution of the algorithm. Constraints originating from a single collision are grouped in
pairs so that it is possible to introduce mutexes for colliding movements discovered in
previous steps.

Algorithm 2 shows the main loop of SMT-CBSR . The algorithm checks if there is
a solution for ΣR of makespan µ and sum-of-costs ξ. It starts at the lower bound for µ
and ξ obtained as the duration of the longest from shortest individual temporal plans
ignoring other agents and the sum of these lengths respectively.

Then µ and ξ are iteratively increased in the main loop following the style of
SATPlan [14]. The algorithm relies on the fact that the solvability of MAPFR w.r.t.
cumulative objective like the sum-of-costs or makespan behaves as a non decreasing
function. Hence trying increasing makespan and sum-of-costs eventually leads to find-
ing the optimum provided we do not skip any relevant value.
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We need to ensure important property in the makespan/sum-of-costs increasing
scheme: any solution of sum-of-costs ξ has the makespan of at most µ. The next sum-of-
costs to try is be obtained by taking the current sum-of-costs plus the smallest duration
of the continuing movement (lines 17–27 of Algorithm 3).

The following proposition is a direct consequence of soundness of CCBS and
soundness of the encoding (Proposition 1) and soundness of the makespan/sum-of-costs
increasing scheme (proof omitted).

Proposition 2. The SMT-CBSR algorithm returns sum-of-costs optimal solution for
any solvable MAPFR instance ΣR .

Algorithm 3: Low-level of SMT-CBSR

1 SMT-CBS-FixedR (ΣR , cons, µ, ξ)
2 RDD ← build-RDDs(ΣR , cons, µ)

3 F (µ) ← encode-Basic(RDD,ΣR ,cons,µ)
4 while TRUE do
5 assignment ← consult-SAT-Solver(F (µ))
6 if assignment �=UNSAT then
7 π ← extract-Solution(assignment)
8 collisions ← validate-Plans(π)
9 if collisions= /0 then

10 while TRUE do
11 nogoods ← validate-Cost(π, ξ)
12 if nogoods= /0 then
13 return (π, /0,UNDEF,UNDEF)

14 F (µ) ← F (µ)∪nogoods
15 assignment ← consult-SAT-Solver(F (µ))
16 if assignment =UNSAT then
17 (µnext ,ξnext) ← calc-Next-Bounds(µ,ξ,cons,RDD)
18 return (UNSAT, cons, µnext , ξnext )

19 π ← extract-Solution(assignment)

20 else
21 for each (mi ×mj) ∈ collisions where mi = (ai,(ui,vi), [t0i , t

+
i )) and

mj = (a j,(u j,v j), [t0j , t
+
j )) do

22 F (µ)←F (µ)∧(¬E t0i ,t
+
i

ui,vi (ai)∨¬E t0j ,t
+
j

u j ,v j (a j))
23 ([τ0

i ,τ
+
i ); [τ

0
j ,τ

+
j )) ← resolve-Collision(mi,mj)

24 cons ← cons∪{[(ai,(ui,vi), [τ0
i ,τ

+
i )); (a j,(u j,v j), [τ0

j ,τ
+
j ))]}

25 RDD ←build-RDDs(ΣR , cons, µ)

26 F (µ) ← augment-Basic(RDD,ΣR ,cons)

27 (µnext ,ξnext) ← calc-Next-Bounds(µ,ξ,cons,RDD)
28 return (UNSAT, cons, µnext , ξnext )



Logic-Based MAPF with Continuous Movements 95

3 Experimental Evaluation

We implemented SMT-CBSR in C++ to evaluate its performance and compared it with
CCBS 1.

SMT-CBSR was implemented on top of Glucose 4 SAT solver [2] which ranks
among the best SAT solvers according to recent SAT solver competitions [3]. The solver
is consulted in the incremental mode if the formula is extended with new clauses. In case
of CCBS, we used the existing C++ implementation [1].

3.1 Benchmarks and Setup

SMT-CBSR and CCBS were tested on benchmarks from the movinai.com collection
[29]. We tested algorithms on three categories of benchmarks:

(i) small empty grids (presented representative benchmark empty-16-16),
(ii) medium sized grids with regular obstacles (presented maze-32-32-4),

(iii) large game maps (presented ost003d, a map from Dragon Age game).

In each benchmark, we interconnected cells using the 2K-neighborhood [23] for
K = 3,4,5 - the same style of generating benchmarks as used in [1] (K = 2 corre-
sponds to MAPF hence not omitted). Instances consisting of k agents were generated
by taking first k agents from random scenario files accompanying each benchmark on
movinai.com. Having 25 scenarios for each benchmarks this yields to 25 instances per
number of agents.

0

0,2

0,4

0,6

0,8

1

0 8 16 24 32 40 48 56 64

Su
cc

es
s R

at
e

Number of agents

Success Rate | empty-16-16

SMT k=3

SMT k=4

SMT k=5

CCBS k=3

CCBS k=4

CCBS k=5

0,0001

0,001

0,01

0,1

1

10

100

0 80 160 240 320 400 480 560 640 720

Ru
n�

m
e 

(s
ec

on
ds

)

Instance

Sorted Run�mes | empty-16-16

Fig. 3. Comparison of SMT-CBSR and CCBS on empty-16-16. Left: Success rate (the ratio of
solved instances out of 25 under 120 s), the higher plot is better. Right: and sorted runtimes where
the lower plot is better are shown.

Part of the results obtained in our experimentation is presented in this section2.
For each presented benchmark we show success rate as a function of the number of

1 To enable reproducibility of presented results we will provide complete source code of our
solvers on the author’s website: http://users.fit.cvut.cz/surynpav/research/rcai2020.

2 All experiments were run on a system with Ryzen 7 3.0 GHz, 16 GB RAM, under Ubuntu
Linux 18.

http://users.fit.cvut.cz/surynpav/research/rcai2020
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agents. That is, we calculate the ratio out of 25 instances per number of agents where
the tested algorithm finished under the timeout of 120 s. In addition to this, we also show
concrete runtimes sorted in the ascending order. Results for one selected representative
benchmark from each category are shown in Figs. 3, 4, and 5.
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Fig. 4. Comparison of SMT-CBSR and CCBS on maze-32-32-4. Surprisingly the best perfor-
mance with SMT-CBSR highly connected neighborhoods (K = 4,5 is easier than K = 3).
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Fig. 5. Comparison of SMT-CBSR and CCBS on ost003d. SMT-CBSR is fastest for K = 3 but
for higher K the performance decreases significantly.

The observable trend is that the difficulty of the problem increases with increasing
size of the K−neighborhood with notable exception of maze-32-32-4 for K = 4 and
K = 5 which turned out to be easier than K = 3 for SMT-CBSR .

Throughout all benchmarks SMT-CBSR tends to outperform CCBS. The domi-
nance of SMT-CBSR is most visible in medium sized benchmarks. CCBS is, on the
other hand, faster in instances containing few agents. The gap between SMT-CBSR

and CCBS is smallest in large maps where SMT-CBSR struggles with relatively big
overhead caused by the big size of the map (the encoding is proportionally big). Here
SMT-CBSR wins only in hard cases.
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4 Discussion and Conclusion

We extended the approach based on satisfiability modulo theories (SMT) for solving
MAPFR from the makespan objective towards the sum-of-costs objective. Our app-
roach builds on the idea of treating constraints lazily as suggested in the CBS algorithm
but instead of branching the search after encountering a conflict we refine the propo-
sitional model with the conflict elimination disjunctive constraint as it has been done
in previous application of SMT in the standard MAPF. Bounding the sum-of-costs is
done in similar lazy way through introducing nogoods incrementally. If it is detected
that a conflict free solution exceeds given cost bound then decisions that jointly induce
cost greater than given bound are forbidden via a nogood (that is, at least one of these
decisions must not be taken).

We compared SMT-CBSR with CCBS [1], currently the only alternative algorithm
for MAPFR that modifies the standard CBS algorithm, on a number of benchmarks. The
outcome of our comparison is that SMT-CBSR performs well against CCBS. The best
results SMT-CBSR are observable on medium sized benchmarks with regular obstacles.
We attribute the better runtime results of SMT-CBSR to more efficient handling of
disjunctive conflicts in the underlying SAT solver through propagation, clause learning,
and other mechanisms. On the other hand SMT-CBSR is less efficient on large instances
with few agents.

The important restriction which our concept rely on is that agents cannot move
completely freely in the continuous space. We strongly assume that agents only move
on the fixed embedding of finite graph G = (V,E) into some continuous space where
vertices are assigned points and edges are assigned curves on which the definition of
smooth movement is possible. Hence for example using curves other than straight lines
for interconnecting vertices does not change the high-level SMT-CBSR .

We plan to extend the RDD generation scheme to directional agents where we need
to add the third dimension in addition to space (vertices) and time: direction (angle).
The work on MAPFR could be further developed into multi-robot motion planning in
continuous configuration spaces [16].

Acknowledgements. This research has been supported by GAČR - the Czech Science Founda-
tion, grant registration number 19-17966S. We would like to thank anonymous reviewers for their
valuable comments.
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7. Cáp, M., Novák, P., Vokrı́nek, J., Pechoucek, M.: Multi-agent RRT: sampling-based cooper-
ative pathfinding. In: Proceedings AAMAS 2013, pp. 1263–1264 (2013)

8. Felner, A., Li, J., Boyarski, E., Ma, H., Cohen, Kumar, L., Satish Kumar, T.K., Koenig, S.:
Adding heuristics to conflict-based search for multi-agent path finding. In: Proceedings of
ICAPS 2018, pp. 83–87 (2018)

9. Hönig, W., et al.: Summary: multi-agent path finding with kinematic constraints. In: Pro-
ceedings IJCAI 2017, pp. 4869–4873 (2017)
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Abstract. We study a formal model describing network interaction of hetero-
geneous agents with many inputs and many outputs (MIMO agents). The paper
presents a continuation of the research. The introducedmodel has a large number of
parameters, which complicates its analytical study. The simulation demonstrated
that by varying the values of agent parameters, it is possible to achieve fundamen-
tally different dynamics of nodes activity in a network. For different parameters, it
is possible to obtain the predominance of one activity type in the whole network,
the periodic change of different types, attenuation, and the involvement of the
entire network, or its parts, in the stationary activity of one or different types. This
research is devoted to the analytical study of the reduced model to determine the
key properties for generating various kinds of behavior. The model itself has also
undergone some significant changes. We consider small networks of agents and
describe the conditions under which they can generate stable activity patterns. We
introduce the concepts of ensemble and rhythmic activity generator for several
activity types.

Keywords: Networks of complex agents · Threshold models · MIMO agents ·
Network activity

1 Introduction

Activity propagation in networks of various nature have been studied for decades. How-
ever, the diversity of subject areas and differences both in the structural elements of
networks and in the distribution processes themselves entail the development of new
models or a fresh look at existing models and their unexpected applications. So, in the
present research, the concept of a MIMO agent is transferred from the field of the syn-
chronization and consensus study of linear and nonlinearMIMO agents in multi-channel
networks [1, 2]. Agents in these networks are usually represented by symmetric systems
[3].

On the other hand, the formalism proposed in this paper inherits the properties of
many models of information influence and the activity spreading in social networks
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[4–6]. Heterogeneity is added to these networks using mechanisms similar to the multi-
transmitter interaction of neurons in biological neural networks [7–9].

This paper is a continuation of the study described in [10, 11]. The first of these
two articles presents a formal model for the interaction of complex MIMO agents that
represent users of a social network who, when choosing an action, take into account the
state of their environment at the moment and for a certain time interval. Moreover, the
choice of action is not binary: to be activated or not – an agent must also choose the
type of activity. The choice of type depends on the agent preferences and the type by
which his neighbors are active. In [11], a simulation model and a number of its results
are described.

In general terms, the proposed model is too complicated for analytical research.
Considerable arbitrariness in the choice of parameters makes it difficult to interpret the
results. A wide range of behavior repertoires can be implemented in the model; how-
ever, the dependence of behavior changes on parameter changes is not always evident.
Therefore, in this work, we will minimize the model similarly to [12], where the richer
model proposed in [7–9] was reduced to a small number of principal parameters and
investigated analytically.

Besides, based on the results of simulation modeling, we were able to correct the
formalism; therefore, here we consider not only a reduced but also an improved model.

Our results have many intersections with the results obtained for homogeneous
stationary ensembles [13].

2 Model Description

We define the formal model of heterogeneous network interactions of complex agents
as a system S = <N, G, C> .

N = {1,…, N} is a set of agents with an internal structure.
G = (N, E) is a directed graph of influence. Its nodes are agents belonging to the set

N. Each edge eij denotes the effect of agent i on agent j.
In general, the graph is weighted, the weights of the arcs are given by the matrix

R ∈ R
N×N . If rij > 0, then agent i affects agent j with the power rij.

By activity, we mean some abstract resource that is transmitted from node to node,
and by the type of activity, we mean the color of this resource. In this sense, the network
is multi-product.

The system operates in discrete time t.
We assume that an agent can receive resources of all types, i.e. has many inputs and

that he can generate information of various kinds. That is, each node in the network
represents a MIMO agent.

Simulation models based on this formal apparatus are investigated in [11].
This paper is aimed at an analytical study of the model. Here we restrict ourselves

to two types of propagated activity: {c1, c2}.

2.1 Agent Characteristics

Each agent i is assigned a stochastic vector of length 2, consisting of weight coefficients:
pi = (pi1, pi2), pi1 + pi2 = 1. The values pik , k = 1, 2, characterize the “attitude” of agent
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i to types c1,2. When the agent becomes active, he chooses the activity type depending
on his vector pi and the structure of the activity in his environment.

Remark 2.1. Below, for the agent i, we will call the type of activity that has the largest
value pik the own type. If both coordinates of vector p are the same, we will assume that
this agent has no preferences.

The second characteristic of an agent is his activation threshold. The threshold char-
acterizes the resistance of the agent to external influences. The lower it is, the less external
excitation is required for the agent to be activated.

2.2 Two Factors of Influence on the Agent

Each agent can be affected by the set of his neighbors. If agent j affects agent i, in the
graph of influence G, there exists an edge eji = (j, i). Under the influence, we understand
the following. If agent j is active at time step t, then agent i, when calculating his state at
time step t + 1, takes into account the activity of agent j. Moreover, the agent i calculates
the influence value taking into account two weighting factors: constant and variable.

The constant, or structural, component is the weight of the edge rji. It characterizes
the degree of trust of agent i to agent j. The weights rji are given by the structural matrix
R.

The dynamic, or functional, component of the influence of agent j on agent i depends
on the type by which agent j is active and on the distribution of the weight coefficients
of agent i: pi = (pi1, pi2).

This means that the trust of the agent in his environment is combined with the trust
in the activity type at a given time step.

The influence of the type of activity is described by the corresponding component
of the vector p – the larger it is, the stronger the effect. Then, if agent j is active at time
t by type ck , its impact on agent i is calculated according to the formula:

ejik(t) = pik(t|j) · rji, k ∈ {1, 2},
where pik(t|j) is a component of vector p corresponding to activity type of agent j at
timestep t.

Then it is possible to derive formulas for calculating the effect on the time step t on
agent i for each type separately eik(t) and the total effect on him Ei(t) (formulas (1), (2),
respectively):

eik(t) = pik

∑N

j=1
rjiyjk(t − 1), k = 1, 2, (1)

Ei(t) = pi1

∑N

j=1
rjiyj1(t − 1) + pi2

∑N

j=1
rjiyj2(t − 1), (2)

where yjk(t) ∈ {0, 1} is the activity of agent j at time t (formula (5) below).
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2.3 Activity of Agents

At each time step, the agent undergoes an external effect described by formulas (1)–
(2). Besides, the agent remembers the previous network conditions and takes them into
account when determining the total effect.

Agent activity at timestep t is specified by the vector yi(t) of length 2, in which all
components, except possibly one, are zero. If the agent at timestep t is active by type ck ,
then yik(t) = 1.

Agent Memory. Each agent in a network has a memory of depth �. To calculate the
total excitation of an agent at time step t, the effects from all his neighbors active at one
or more steps in the interval [t – �+1, t], are summed with the corresponding discount
factors.

The potential of agent for activation can be calculated both for each type separately,
and for both types together.

aik(t) =
∑Θ

θ=1
μθ eik(t − θ) =

∑Θ

θ=1
μθ pik

∑N

j=1

∑
rjiyjk(t − θ), k = 1, 2 (3)

Ai(t) =
∑Θ−1

θ=0
μiθ Ei(t − θ) =

=
∑Θ−1

θ=0
μiθ

(
pi1

∑N

j=1
rjiyj1(t − θ) + pi2

∑N

j=1
rjiyj2(t − θ)

)
, (4)

where μθ are non-negative discount factors satisfying the relation:

1 = μ1 > μ2 ≥ . . . ≥ μ ≥ 0.

For some agents with a short memory, tails may be equal to zero.
Agent i is active at time step t if the value Ai(t) has exceeded the threshold value

(see the next paragraph).
If the agent activates at time t, his memory resets. The memory accumulation occurs

while the agent is not active. In this case, formulas (3) and (4) need to be adjusted. It
will be done in formulas (6)–(7) after all the necessary values are determined.

Activation Threshold. The threshold value of agent Thi characterizes his readiness for
activation.

• If the agent himself starts an activity, his threshold is 0.
• If the agent responds to each external activity, he has a threshold value satisfying
inequality

Thi < mink=1,2 pik · minj=1,N rji.

• The agent, which is practically unaffected by the environment, has a threshold close
to the value

Thi ∼ maxk=1,2 pik ·
∑N

j=1
rji.



104 L. Yu. Zhilyakova

Even though agents perceive the activity of both types, each agent has one threshold.
If the threshold Thi is exceeded, the agent activates according to one of the types

defined by the components of the vector ai(t) (Eq. (3)).

Activation Type. Agent i activates by the type ck if k satisfies the condition:

k = argmaxl ail(t).

That is, the agent chooses the type from which he experiences the strongest impact.
Then,

yik(t) =
{
1, if Ai(t) ≥ Thi & k = arg max

l=1,2
ail(t));

0 otherwise.
(5)

There may be a situation in which the maximum impact is achieved, not on one, but
on both types, that is, the agent experiences two identical influences, taking into account
his preferences. Then to select the activation type, he needs to take several additional
steps.

1. If the agent was active at the previous time step by one of these types, he saves this
type.

2. If the agent was not active, he chooses the type according to his preferences: he
selects the type as argmaxl=1,2 pil .

3. If vector components pil are equal, and therefore the effects are the same, then he
chooses one of the types randomly with a probability of 0.5.

Let’s write out the formulas of the agent’s accumulatingmemory, taking into account
the zeroing of memory upon activation.

aik(t) =
∑Θ−1

θ=0

(∏θ

l=0
(1 − yi1(t − l) − yi2(t − l))

)
μiθ eik(t − θ), k = 1, 2, (6)

Ai(t) = ai1(t) + ai2(t). (7)

Network States. At each time step, each agent is in one of the three states (passive or
active by the first or by the second type). Then the dynamics of the network as a whole
can be considered as a change of some subset of 3N states S(t) defined by the tuples
(α1, …, αN ), where αi ∈ {0, c1, c2}.

αi =
⎧
⎨

⎩

0, if yij(t) = 0, j = 1, 2;
c1, if yi1(t) = 1 and yi2(t) = 0;
c2, if yi2(t) = 1 and yi1(t) = 0.

Definition 2.1. States S(t)= (α1,…,αN ) will be called the external states of the network.

We number all the external states of the network in lexicographic order from s0 =
(0, . . . , 0) to s3N −1 = (c2, . . . , c2).
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Definition 2.2. Internal states are characterized by the values Ai(t), and, generally
speaking, their set is infinite.

Each external state is uniquely determined by the internal state. The arbitrary state
S(t) = (

cj1 , . . . , cjN

)
can be determined by the following system:

⎧
⎨

⎩

j1 = H (A1(t) − Th1) · argmaxl=1,2 a1l(t);
. . .

jN = H (A1(t) − ThN ) · argmaxl=1,2 aNl(t).
(8)

Here H(•) is the Heaviside function.

2.4 Analysis of Model Parameters

Consider a network of N agents with two types of activity. The network graph is defined
by a non-negative matrix R = (rij)N×N . Each agent is characterized by the vector pi =
(pi1, pi2), the threshold value Thi, and the coefficients μiθ , θ = 1,Θ, i = 1, N . Thus,
the entire system can be described by the number of parameters equal to N2 + 2 N + N
+ � N = N2 + (3 + �) N.

Not all of these parameters are independent. Thus, the elements of the matrix R and
the thresholds Thi directly depend on each other: when these values change in the same
proportion, the model remains the same. Indeed, let R1 = αR, Thi1 = αThi. Since all
the dependencies in the system are linear, we get that formula (5) will be transformed
as follows

(9)

Formulas (5) and (9) are equivalent, and, accordingly, the system of equalities (8)
will also not change.

In this study, we will consider a particular case of the model for which it is possible
to obtain clear and interpretable analytical results. Let’s assume that the matrix R is a
binary (0, 1)-matrix, where one means the presence of influence, and zero means its
absence. Then the agent thresholds will be distributed within the interval [0, N − 1].

3 Types of Activity Dynamics in Small Networks

Consider the different types of activity distribution in the proposed model. For the same
set of agents and the constant matrix R, one can obtain different network behavior by
varying the parameters. This statement is obvious: by changing the thresholds of agents,
we can get a networkwith undamped activity (zero thresholds) and a networkwithout any
activity (high thresholds). We will be interested in intermediate options: the appearance
and attenuation of activity, the change in the type of activity of agents, the appearance
of patterns of rhythmic activity in the network, the allocation of active subnets. Let us
define several concepts that we will use further.
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Definition 3.1. The external state the network S(t) = sk will be called stable if ∀ h =
1,Θ S(t + h) = sk .

This definition means that a steady state does not change after any number of time
steps. In a network without memory, for stability, it is enough that the equality S(t)= S(t
+ 1) is fulfilled. This condition is not sufficient for a network with memory. In this case,
agents can accumulate potential for some time, leaving the network state stable, and then
activate. However, if the state does not change in � steps, this means that all passive
agents could not accumulate the potential for activation, and then their memory will not
increase – according to formulas (6)–(7), it stabilizes at some subthreshold values.

In a network with memory, you can judge stability by two consecutive steps only for
those states in which all agents are either active or passive at the same time.

Remark 3.1. The state s0 = (0, . . . , 0), in which all agents are passive, is stable for any
network with nonzero agent thresholds. We will call it a trivial state. In the future, we
will consider only nontrivial stable states.

Definition 3.2. By a subnet Gi1,...,iq we mean the selected connected set of agents
i1, . . . , iq and all the connections between them.

Definition 3.3. By a homogeneous stationary q-ensemble Ai1,...,iq of type ck, we mean
the maximum inclusion subnet of q agents, capable of generating stable activity of type
ck at certain initial states, regardless of the states of other agents in the network.

Remark 3.2. The property of maximum inclusion means that the ensemble Ai1,...,iq is
not contained entirely in any other ensemble. It follows from this that sub-ensembles
themselves are not ensembles.

Definition 3.4. By a universal stationary q-ensemble Ui1,...,iq , i.e., an ensemble without
specifying the type of activity, wemean themaximum inclusion subnet of q agents, capa-
ble of generating stable activity by any type, common to all agents inside a subnetwork,
regardless of the states of other agents in the network.

Definition 3.5. By a heterogeneous stationary q-ensemble Hi1,...,iq of type c1-c2, we
mean an ensemble of q agents capable of generating such stable activity under certain
initial conditions that there are two subsets of agents active by different types (c1 and
c2, respectively).

Remark 3.3. A heterogeneous ensemble in the general case is not a combination of two
ensembles of different types since, in some cases, many agents active on different types
can support joint activity, but each subset of agents of the same type individually does
not form an ensemble.

Definition 3.6. A d-phase generator of rhythmic activity Gdi1,...,iq is a subnetwork of q
agents capable of generating rhythmic (cyclic) activity with a period d > 1 at certain
initial states starting from a certain finite time step t0: ∀ t > t0 S(t + d)= S(t). Moreover,
each agent is active at least at one time step, i.e., the subnet does not contain agents that
are silent all the time. At d = 1, the generator turns into an ensemble.
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As in the case of ensembles, a generator can support different types of activities: a
rhythm of only one specific type, rhythms of both “pure” types (depending on the initial
state), or a heterogeneous rhythm, that is, containing two types at the same time.

In a network of agents whose thresholds are nonzero, none of them can start an
activity. Therefore, when setting the initial state, we will assume that some nodes have a
point activating control effect. Control actions can also be applied to agents in the course
of network operation.

Definition 3.7. The control action uik(t) on agent i of type ck at time step t is the change
in effect from his neighbors of this type. For agents without memory, there are two types
of effects: activating and deactivating. An activating effect is a positive term to sum for
Ei(t) (formula (2)), whichmakes the total value above the threshold; a deactivating effect
reduces the value of Ei(t) if it is nonzero, and makes the total effect below the threshold.
For an agent with memory, a change in the influence of neighbors can affect activity not
only directly on a given time step, but indirectly through a change in memory, in this
case, the control action can have an excitatory and an inhibitory effect.

Remark 3.4. A control action of type ck on agent i makes sense only if pik > 0. If the
corresponding coordinate of the vector p is zero, then the agent is not sensitive to this
type of activity, and accordingly, to control actions of this type.

Note a critical property of ensembles, both homogeneous and heterogeneous. If the
ensemble is active, it does not matter if the agents havememory because, after activation,
the memory resets. Using this property, we investigate the stable activation of agents as
if they don’t have memory.

4 Ensembles in Networks with Two Types of Activity

4.1 Homogeneous Ensembles

Consider connected subnetwork Gi1,...,iq , consisting of q agents. They form a homoge-
neous ensemble Ai1,...,iq , if these agents can be permanently active according to the type
ck , regardless of the activity of agents outside the subnetwork. To satisfy this condition,
the following inequality must be fulfilled:

d−
A (i) · pik ≥ Thi, i = i1, iq (10)

Here d−
A (i) is the indegree of the vertex i inside the subnetwork Gi1,...,iq . Edges

incoming from the outside are not taken into account in this formula. Thus, the left side
of inequality (10) contains only the amount of activity ck that came to the agent from all
his neighbors in the ensemble.

Theorem 4.1. Connected subnetwork Gi1,...,iq is a stationary ensemble Ai1,...,iq of type
ck iff inequality (10) holds for all vertices i1, . . . , iq, and there is no such set of vertices
G∗ = {

iw1 , . . . , iwv

}
, G∗ ≥ 1, located in the same connected component with Gi1,...,iq ,

that for all vertices of subnetwork Gi1,...,iq ∪ G∗ inequality (10) also holds.
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Proof.

1. If at a certain time step t all agents from Gi1,...,iq are active by type ck , then they will
be active by the same type at all subsequent steps under inequality (10). The second
condition of the theorem means that the subnetwork Gi1,...,iq is maximum inclusion.
And this, in turn, means that Gi1,...,iq is an ensemble of type ck .

2. Prove sufficiency by contradiction. Suppose there is an ensemble Ai1,...,iq and there
exists an agent ir for which (10) does not hold. If at a certain time step t all the agents
from Gi1,...,iq are active by type ck , then for the agent ir to be active at the next time
step, there is not enough activity coming from the agents forming the ensemble. In
this situation, two cases are possible:

• Agent ir becomes passive at time step t + 1. In this case the subnetwork Gi1,...,iq
is not an ensemble.

• Agent ir remains active at time step t + 1. Then this activity is supported by other
active agents outside Gi1,...,iq . Since t and t + 1 are two arbitrary sequential time
steps, we find that in addition to agents i1, . . . , iq, other agents are active all the
time outside of Gi1,...,iq in the same connection component. Then Gi1,...,iq is an
integral part of the ensemble, but not an independent ensemble.

Let us construct examples of homogeneous ensembles.
Consider a network consisting of three connected agents (Fig. 1). Sectors of circles

correspond to the coordinates of the vectors p. The weights of all arcs, as stated in the
previous section, are 1. The matrix R has units everywhere except the main diagonal.

— c1
— c2

31

2

Fig. 1. The network of three agents. Sectors of circles correspond to the coordinates of the vectors
pi

For a network of three elements with two types of activity, there are 27 states sj

defined by triples (α1, α2, α3), where αi ∈ {0, c1, c2}.

αi(t) =

⎧
⎪⎪⎨

⎪⎪⎩

0, if H (Ai(t) − Thi) = 0;
c1, if H (Ai(t) − Thi) · arg max

l=1,2
ail(t) = 1;

c2, if H (Ai(t) − Thi) · arg max
l=1,2

ail(t) = 2.
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We number the states sj from s0 = (0, 0, 0) to s26 = (c2, c2, c2).
Consider all types of dynamics of such a network for the agents without memory:

� = 1. For such agents, the equalities hold: ai(t) = ei(t); Ai(t) = Ei(t).

Example 4.1. We construct various ensembles in the network from Fig. 1, fixing the
parameters of agents.

Agent vectors are p1 = (0.75, 0.25), p2 = (0.5, 0.5), p3 = (0.2, 0.8).
Let the agent thresholds be the same and equal to 0.45.
1) 2-ensemble of type c1
Let’s activate the first and second agents by type c1. We get the following dynamics.
t = 0: S(0) = (c1, c1, 0) = s12.
Calculate the network state at the next time step.
The first agent is affected by the second agent by type c1 with a power of 0.75; he

activates by the same type.
The second agent is affected by the first with a power of 0.5. This value is also above

the threshold; the second agent activates by type c1.
Agents 1 and 2 have a combined effect on the third agent with a power of 0.2+ 0.2=

0.4, which is below the threshold. The third agent remains inactive, and upon switching
to step 1, the state of the network will not change:

t = 1: S(1) = (c1, c1, 0) = s12.
Since we consider a network of agents without memory, this state will be stable.
This steady activation means that nodes 1 and 2 form a 2-ensemble of type c1.
These nodes cannot form an ensemble of the c2 type.
2) 3-ensemble of type c2
Let’s activate the first and second agents by type c1.
t = 0: S(0) = (0, c2, c2) = s8.
Find the network state at the next time step.
The second and third agents affect the first agent by type c2 with a power of 2.0.25

= 0.5; this value is above the threshold. So, the first agent activates by the same type.
The second agent is affected by the third with type c2 and a power of 0.5; he also

activates by type c2.
The second agent affects on the third with a power of 0.75, and he also activates at

the next step:
t = 1: S(1) = (c2, c2, c2) = s26.
Further, all three agents remain active, supporting each other’s activity.
Thus, the examples show that a network of agents with the same parameters can

generate different ensembles for different types of activity, and these ensembles may
intersect.

4.2 Universal Ensembles

Theorem 4.2. Connected subnetwork Gi1,...,iq is a universal ensemble Ui1,...,iq of type
ck iff it is an ensemble of both types.
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The statement of this theorem is quite obvious. However, it should be emphasized
that it suggests that not every intersection of homogeneous ensembles is a universal
ensemble. This intersection will be an ensemble if and only if the symmetric difference
of the corresponding subnets is empty.

Example 4.2. The universal ensemble is easy to obtain by changing the activation
threshold of the third agent in the network in Fig. 1.

Agent preference vectors will remain the same: p1 = (0.75, 0.25), p2 = (0.5, 0.5),
p1 = (0.2, 0.8).

The thresholds of the first and second agents are the same, and equal to 0.45, the
threshold of the third agent is 0.3. Having performed calculations similar to those shown
in Example 4.1, we find that upon activation of any pair of agents by any type, the whole
network is activated in the next time step.

4.3 Heterogeneous Ensembles

First, we formulate two simple statements.

Statement 4.1. A subnetwork of two nodes Gi1i2 cannot be a heterogeneous ensemble.
In other words, heterogeneous 2-ensembles do not exist.

The proof follows directly from formula (5). An agent can be activated only by the
type from which it experiences excitation. Thus, the agent, under the influence of only
one type, cannot be activated by another type.

Statement 4.2.A subnetwork of three nodesGi1i2i3 cannot be a heterogeneous ensemble.
Heterogeneous 3-ensembles also do not exist.

The proof is similar to the previous one. Of the three agents in a heterogeneous
ensemble, one must be active in one type and two in another. But then the first agent is
affected only by the second type of activity, and is forced to activate by this type, or to
remain passive.

In general, for m types of activity, for the existence of a heterogeneous ensemble
that includes all types, at least 2 m agents will be needed so that at least two agents are
active for each type.

The same statements apply to agents with memory.
Let us construct an example of a heterogeneous 4-ensemble.

Example 4.3. Consider the subnet in Fig. 2. Agent preference vectors are distributed in
pairs: p1 = p3 = (0.25, 0.75), p2 = p4 = (0.75, 0.25). The thresholds of agents are the
same and equal to 0.5.

In the initial state, let us activate the first agent by type c1, the second agent bt type
c2. We get the following dynamics.

t = 0: S(0) = (c1, c2, 0, 0).
At the next time step, the first agent will receive an impact value 0.75 by type c2, the

second agent will receive an impact of the same value by type c1. Both agents activate
according to their respective types.
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— c1
— c2

41

2 3

Fig. 2. A network of four agents. Complete graph

The third and fourth agents receive an impact of both types. For the third agent, the
effect specified by the vector (1, 1) will be corrected by the coefficients of the vector p
as (0.25, 0.75), for the fourth: (0.75, 0.25). Accordingly, each of them activates by his
own type (see Remark 2.1 in Sect. 2.1):

t = 1: S(1) = (c2, c1, c2, c1).
From this step, the network state is stabilized, and a heterogeneous ensemble arises.
The effect on each agent is 3 (indegree), and it is distributed in the following propor-

tions: for the first and third agents: (2, 1), for the second and fourth ones (1, 2), that is,
for each agent, the external activity of the “not his own” type is stronger. However, the
effect is corrected by the components of the vector p. For the first and third agents, type
c1 has an impact value 2.0.25= 0.5, type c2 (own type): 1.0.75= 0.75. Thus, the impact
of own type outweighs. For the second pair of agents, the situation will be symmetrical.
Thus, the state S(1) = (c2, c1, c2, c1) is stable.

Remark 4.1. The considered example is trivial, in the sense that for the initial states S(0)
= (c2, 0, c2, 0) and S(0) = (0, c1, 0, c1), we obtain two homogeneous 2-ensembles: A13
of type c2 and A24 of type c1. However, by changing the threshold values, it is possible
to achieve that a heterogeneous 4-ensemble will not be decomposed into two pairs.

For example, let the thresholds of the third and fourth agents be equal to 1. Then
these agents can be activated only via the combined effect of at least two neighbors, and
2-ensembles in such a network are impossible.

The subnetwork in Fig. 2, with the parameters from Example 4.3, can also be a
universal ensemble. This can be easily verified by setting in the initial state the activity
of any two agents of the same common type.

We formulate a necessary and sufficient condition for a subnetwork to form a
heterogeneous ensemble.

Consider the subnetwork Gi1,...,iq , consisting of q agents. For these agents to consti-
tute a heterogeneous ensembleHi1,...,iq , a condition similar to (10), butmore complicated,
must be fulfilled. There must be a partition of these agents into two subsets Gi11 ,...,iq1
and Gi12 ,...,iq2

of power q1 and q2, respectively, q1, q2 > 1, q1 + q2 = q, such that if
agents from the first subset are active by the first type, and agents in the second subset
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are active by the second type, then each of them experiences an effect that exceeds the
threshold value.

d−
Gq1

(i) · pi1 + d−
Gq2

(i) · pi2 ≥ Thi, i = i1, iq. (11)

Here d−
Gq1

(i) and d−
Gq2

(i) are the numbers of incoming edges, giving in total the

indegree of vertex i inside the subnetwork Gi1,...,iq . Edges entering a vertex from the
outside, as in (10), are not taken into account in this formula.

Statement 4.3. The subnets Gi11 ,...,iq1
and Gi12 ,...,iq2

do not have isolated vertices.

Proof . Without loss of generality, assume that in the subnetwork Gi11 ,...,iq1
there is

an isolated vertex k. Then all its incoming edges lead from the vertices of the subnet
Gi12 ,...,iq2

, and it cannot become active by type c1.

Remark 4.2. In general, the subnets Gi11 ,...,iq1
and Gi12 ,...,iq2

can be nonconnected.

Theorem 4.3. Connected subnetwork Gi1,...,iq is a heterogeneous ensemble Hi1,...,iq iff
there exists a partition for the set of its vertices i1, . . . , iq for which inequality (11) holds
and there is no such set of vertices G∗ = {

iw1 , . . . , iwv

}
, ‖G∗‖ ≥ 1, located in the same

connected component with Gi1,...,iq , that for all vertices of subnetwork Gi1,...,iq ∪ G∗
inequality (11) also holds.

The proof of this theorem coincides with the proof of Theorem 4.1.

Remark 4.3. There are networks (for example, with agents that have vectors (0.5, 0.5))
in which the partition from Theorem 4.3 can be constructed in more than one way.
This theorem is an existence theorem and does not provide a constructive algorithm for
constructing a heterogeneous ensemble.

Remark 4.4. The property of a subnet to be heterogeneous, or some other ensemble, does
not contradict the fact that this subnet can generate activity of a completely different
kind under other initial conditions. Note that if in Example 4.3 we change the types of
activation of agents at the initial moment, we will get a two-phase generator.

If S(0) = (c2, c1, 0, 0), agents 1 and 2 activate agents 3 and 4, but cannot activate
each other. Then the state at the step t = 1 will be S(1) = (0, 0, c2, c1). Further, since
the subnetwork is symmetric with respect to the pairs (1, 2), (3, 4), the activity will be
repeated: S(2) = (c2, c1, 0, 0), etc.

Thus, G1234 from Example 4.3 is at the same time a universal ensemble, a heteroge-
neous ensemble, and a two-phase generator. Its different behaviors depend on the initial
control actions.

5 Generators of Rhythmic Activity

As shown inRemark 4.4 to Theorem4.3, the ability of a subnetwork to generate rhythmic
activity does not contradict the fact that the same subnetwork can become a stationary
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ensemble. This means that it is impossible to single out a universal criterion for “being a
generator” for a subnetwork. However, this does not mean that it is impossible to formu-
late any meaningful statements regarding generators. A significant difference between
these statements is that they will contain restrictions imposed not only and not so much
on the graph structure as on the initial conditions.

Any generator can be made a stationary ensemble by activating all the vertices in
the initial state at the same time. Thus, the set of network generators is a subset of the
set of ensembles.

The presence of activation thresholds for agents makes the model significantly dif-
ferent from the diffusion models on the graph. If the activity was transmitted regardless
of how strong the activating effect on the agent is, then only ergodic cyclic networks
could produce rhythmic activity [14], that is, networks in which the greatest common
divisor (GCD) of all cycle lengths is greater than 1. Regular networks (networks in
which GCD = 1) could create only stationary ensembles. Threshold activation makes
the model richer, and its behavior more diverse.

6 Conclusion

The paper describes the study of activity in small networks consisting of MIMO agents.
Agents can generate and support two types of activity. Each agent is characterized by
a stochastic vector of dimension 2, defining its relation to these types. The larger the
component of the vector, the more preferable the corresponding type for this agent. In
addition to the vector, an important characteristic of agents is the threshold value. The
lower it is, the easier the agent is activated under external influences. Choosing the type
of activation, the agent takes into account both personal preferences (components of
the stochastic vector) and the prevailing activity of his environment. Following [13], we
introduce the concept of an ensemble as themaximum subnetwork capable of supporting
stationary activity. Since there can be two types of activity in the network, we distinguish
four types of ensembles: by the first type, by the second type, by both types (universal
ensemble) and by the mixed type (heterogeneous ensemble).

In the model, agents have memory. However, upon activation, the agent’s memory is
zeroed; therefore, when considering ensembles, agents with andwithoutmemory behave
identically.When considering other types of activity, such as, for example, the generation
of simple rhythms or more complex patterns, the presence of memory agents will be
crucial. One example of the operation of a small network with memory was considered
in [10, 11]. A systematic analysis of the patterns of rhythmic activity of small networks
will be made in future studies.
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Abstract. Among the problems of neural network design the challenge
of explicit representing conditional structural manipulations on a sub-
symbolic level plays a critical role. In response to that challenge the arti-
cle proposes a computationally adequate method for design of a neural
network capable of performing an important group of symbolic opera-
tions on a sub-symbolic level without initial learning: extraction of ele-
ments of a given structure, conditional branching and construction of a
new structure. The neural network primitive infers on distributed repre-
sentations of symbolic structures and represents a proof of concept for
the viability of implementation of symbolic rules in a neural pipeline for
various tasks like language analysis or aggregation of linguistic assess-
ments during the decision making process. The proposed method was
practically implemented and evaluated within the Keras framework. The
network designed was tested for a particular case of transforming active-
passive sentences represented in parsed grammatical structures.

Keywords: Tensor product representations · Artificial neural
networks · Linguistic decision making · Natural language processing

1 Introduction

Despite existing advances in mathematical models and technologies of deep
learning, neural-inspired computational architectures researchers outline a con-
siderable gap between connectionist sub-symbolic and logic-based symbolic
approaches to representation and higher level reasoning [2,3,15]. From the sym-
bolic perspective, it seems quite apparent that human cognition operates with
complex symbolic data structures: graphs, trees, shapes, grammars etc., performs
symbolic manipulations with means of symbolic logic. However the processing
of these structures in mind is performed on the neural level. At the same time,
existing attempts to build artificial neural systems lose in terms of representa-
tional compositionality [14]. In the framework of neural-symbolic computation,
there is the proved in principle equivalence between dynamical systems with
distributed representations and symbolic systems in terms of representational or
problem-solving capabilities [19]. At the same time there are no exact rules of

c© Springer Nature Switzerland AG 2020
S. O. Kuznetsov et al. (Eds.): RCAI 2020, LNAI 12412, pp. 117–133, 2020.
https://doi.org/10.1007/978-3-030-59535-7_9

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-59535-7_9&domain=pdf
https://doi.org/10.1007/978-3-030-59535-7_9


118 A. Demidovskij and E. Babkin

obtaining a sub-symbolic counterpart to symbolic models and vice versa. In prac-
tice, little attention was given to development of practically achievable software
implementations of such sub-symbolic models.

In the neural-symbolic paradigm Artificial Neural Networks (ANN) are the
means of parallel distributed computation and robust learning. In this field
there is an important scientific task of constructing neural networks that per-
form significant intellectual tasks without preliminary training stage [25] in mas-
sively parallel computation environments like multi-agent systems or Internet Of
Things (IoT). Each component of such systems plays a role of a single neuron or
a small sub-network [33]. These distributed computational platforms should be
not only distributed, but also robust to unit failures, self-improving in time and
avoid central control. The first step towards solving that task would be design of
ANN capable of producing an exact solution for a selected motivating problem,
which combines different intellectual operations on complex symbolic structures.

The task of multi-criteria linguistic based decision making can be selected as
an example of appropriate motivating problem [10,32]. Creation of monolithic
neural-symbolic systems for various expert and decision support systems is an
actual task [16,25]. Linguistic assessments aggregation is a key element of fuzzy
decision making models [5] and it seems to be a hard requirement for any neural-
symbolic decision support system.

In order to put step forward on the way of obtaining a practical sub-symbolic
solution a bottom-up approach is proposed. According to that approach sepa-
rate neural networks which perform critical sub-tasks of manipulation without
training (called primitives) should be designed and combined within a single
meta-network capable of producing a final solution of the multi-criteria choice
problem. The term ‘network’ is widely used in different contexts, so we use attri-
bution ‘neural’ in our own method to clearly specify that our approach is based
on combination of existing modules that implement the functionality of neurons.
The application of existing implementations of such modules enables actual soft-
ware design of our proposals. Following the approach proposed a certain schema
of combination of required primitives was designed, see Fig. 1.

There are several recent advances in the field that allow building such sub-
symbolic solutions and prove viability of the proposed approach. Usually the
integrated symbolic and sub-symbolic flow consists of following steps:
1. encoding the symbolic structure as a distributed representation with a neural

network. In [8] a new encoder design was proposed for the simple structure
that has only one nesting level.

2. flattening the distributed representation to a vector format with a neural
network [12].

3. performing domain specific analysis of the structure on the neural level. For
example, aggregation of linguistic assessments during decision making or voice
identification of a sentence during linguistic analysis.

4. structural manipulations on the neural level, for example, joining of two trees
in one [12].

5. decoding the new structure from a distributed representation to symbolic
level [8].
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Fig. 1. Evolution of sub-symbolic methods required for expression of linguistic assess-
ments aggregation during decision making process. Grayed cells refer to the exist-
ing research, thick-bordered cell represents current research direction, dashed-bordered
cells stand for directions of further research.

Aforementioned papers use the idea of compiling neural networks, therefore,
training step is not required [23]. Such compiled networks produce results equiv-
alent to those produced by the symbolic algorithm, while other, and more popu-
lar nowadays, examples of trainable neural-symbolic systems perform reasoning
probabilistically [22].

This paper offers a novel design of a neural network which is capable of per-
forming conditional transformations of arbitrary structures expressed in terms
of Tensor Product Variable Binding. Such neural network can be embedded to
more complex networks for different computational tasks, thus we call it a neural
network primitive. In particular, the proposed neural network primitive consists
of a cascade of three small neural networks: the first one extracts the marker
from an input structure for a conditional module, the second network performs
conditional extraction of specific structural elements and the final model con-
structs a new structure from elements of the input one. We present design and
evaluation results of the network capable of logical branching. This primitive is
based on the analysis of arbitrary symbolic structures and can be considered
as a sub-symbolic equivalent of IF logical operator in traditional programming
languages. Careful engineering of the network provides better comprehensibility
and maintenance, as well as potential reuse for solving other symbolic operations
translation to the sub-symbolic level. The network inference result is a symbolic
structure encoded in a form of distributed representation. This method of gener-
ating neural networks that are capable of encoding and manipulating structures
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on the tensor level can be used in broad range of cognitive systems. The designed
network addresses an applied task of detecting voice of English language.

The article is structured as follows. Section 2 presents the context of the
research and outlines the most relevant achievements in the field of encoding
symbolic structures in distributed representations. In Sect. 3 the proposed design
of a neural network primitive is presented. Section 4 contains overview and anal-
ysis of experimental results with the elaborated sub-symbolic model. Conclusions
and further directions of research are given in the final part of the paper.

2 Distributed Representations of Symbolic Structures

There are multiple ways of transforming a generic recursive structure in a dis-
tributed format. Foundations were developed in Tensor Product Variable Bind-
ing (TPVB) [27]. Later TPVB approach became an inspiration for such rep-
resentation methods as Holographic Reduced Representations (HRRs), Binary
Spater Codes [4] and Vector Symbolic Architectures (VSA) [15]. These ideas were
generalized as Integrated Connectionist/Symbolic cognitive architecture [29] and
later resulted in Gradient Symbolic Computation (GSC) framework [6,28]. Huge
investments are made in research of Knowledge Base (KB) translation to a form
of First-Order Logics (FOLs) with strictly defined rules and further encoding
of such expressions [26,31]. FOL expressions can be represented as a labelled
directed graph which may be translated to distributed representation with one
of existing conjunctive non-temporal binding mechanism proposed in [24].

We consider TPVB as a relevant approach in our research due to its generic
nature and continuing extensions of the original ideas. For example, recent works
demonstrate applicability of TPVB for such tasks as image captioning [17] or
question answering [21]. Also, TPVB can be used as the mechanism of structure
recovery from a distributed representation to analyse the neural network ability
to generalize and include structural properties of objects embeddings for which
it learns to create [30]. Recent advances in deep learning architectures allowed
several research groups to investigate an idea of learning structural embeddings
so that a neural network decides how to encode the structure [20].

From the encoding strategy perspective, TPVB is a set of predefined rules
for constructing a distributed representation of an arbitrary symbolic structure
with no information loss and corresponding symbolic operations in the weights
of the network so that the resulting structure emerges as a network output.
Tensor Product Variable binding allows to build recursively such distributed
representations on top of atomic elements: fillers and roles.

Definition 1. Fillers and roles [27]. Let S be a set of symbolic structures. A
role decomposition F/R for S is a pair of sets (F,R), the sets of fillers and roles,
their Cartesian product F × R respectively and a mapping:

μF/R : F × R �→ Pred(S); (f, r) �→ f/r. (1)

For any pair f ∈ F, r ∈ R, the predicate on S μF/R(f, r) = f/r is expressed: f
fills role r.
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Definition 2. Let s be a symbolic structure that consists of pairs {fi, ri}, where
fi represent a filler and ri represents a role. Tensor product ψ is calculated in
the following way:

ψ =
∑

i

fi
⊗

ri (2)

Given notation of roles and fillers, there are two primitive operations defined:
cons and ex. The cons(p, q) operation takes two trees as arguments and creates
another tree that has tree p as a left child, or in terms of TPRs gets the role
r0, and q as a right child, or in terms of TPRs gets the role r1. The important
requirement is to select roles vectors so that they are linearly independent. The
same requirement applies for the set of fillers vectors. As it was proved in [29]
the cons operation can be expressed as a matrix-vector multiplication.

Definition 3. Let r0, r1 denote role vectors, p, q - symbolic structures. Then,
joining operation cons is defined:

cons(p, q) = p
⊗

r0 + q
⊗

r1

= Wcons0p + Wcons1q
(3)

Definition 4. Let r0 denote a role vector, A is a length of any filler vector.
Then joining matrix Wcons0 is calculated in the following way:

Wcons0 = I
⊗

1A
⊗

r0, (4)

where I is the identity matrix on the total role vector space, 1A is the identity
matrix A × A. Wcons1 matrices are defined in the manner similar to the Wcons0

matrices that join two sub-trees in one structure [29]. Extraction operation ex
is defined in analogous way, however, it is used to extract an element stored in
the tree by the given role, for example ex0(p) extracts the child of tree p that is
placed under role r0. The only difference in formulation of Wex0 matrix is that
dual role vectors are used instead of direct roles: r0 or r1. This operation is used
in both extraction branches that are described in Sect. 3.

Definition 5. Let r0 denote a role vector, s = cons(p, q) - a symbolic structure.
Then, extraction operation ex0 is defined:

ex0(s) = ex0(cons(p, q)) = p, (5)

Definition 6. Let u0 denote an extraction (or so-called unbinding [29]) vector,
which belongs to the basis dual to the basis which includes r0, A is a length of
any filler vector. Then extraction matrix Wex0 is calculated in the following way:

Wex0 = I
⊗

1A
⊗

u0, (6)

Aforementioned operations cons, ex0, ex1 are equivalent to operations over
lists in software general-purpose functional programming languages like Lisp:
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cons, car, cdr. These are universal operators that allow implementation of huge
set of algorithms. Considering support of conditional operator, the representa-
tional power of these operators is even bigger. Therefore implementation of these
operations, or equivalent cons, ex0, ex1, on the neural level opens the horizon
for neural-symbolic computation of symbolic algorithms built on top of cons,
car and cdr. Indeed, the matrices Wex0 and Wcons0 determine the weights of a
neural network, capable performing corresponding symbolic operations. In [29]
a formal specification of their combination is given to produce a neural network
equivalent for an arbitrary list manipulation operation.

Many models are already known for representation of linguistic intelligence
capabilities in terms of sub-symbolic neural computations, like [4,6,28] or pre-
trained deep bidirectional representations from unlabeled text like [13]. Among
different approaches we distinguish Active-Passive Network (APNet) proposed
by P. Smolensky [18]. This network performs two tasks: classification of a voice
of a sentence and semantic analysis that allows to extract nominal subject and
direct object dependencies in a form of a structure. Further analysis of this
architecture through lenses of neural-symbolic computation identifies that the
network relies on existence of three actions: extraction of specific elements of
a structure, conditional branching, and construction of new structure from ele-
ments of input structures. Therefore, elaboration of a software design for this
theoretical architecture allows further development of the field and construction
of neural-symbolic means of performing linguistic assessments aggregation.

This network was designed to work over semantic parse trees, estimate the
voice of a sentence and construct a predicate-calculus expression that contains
information about verb V and relationship between agent A and patient P parts
of such trees (Fig. 3a, Fig. 3b). It was proposed to use existence of Aux filler at
a role r001 as a universal marker of Passive voice (Fig. 3a). Such a notation of
roles should be read as left child (0) of the left child (0) of the right child (1)
of the root of the given structure. Aforementioned primitive ex can be used to
extract passive voice marker from a given sentence (7).

PassiveMarkerF (s) = ex0(ex0(ex1(s))) (7)

Once the voice of the input sentence is defined, it is possible to construct a
desired predicate-calculus expression. In order to do that, each filler that is a part
of such target structure (Fig. 3c) should be extracted from the corresponding
input structure. For the Passive voice case extraction rules (8) for each fillers
are different compared to extraction rules of analogous fillers in Active voice
case (9).

V = Vpassive = ex1(ex0(ex1(s)))
A = Apassive = ex1(ex1(ex1(s)))
P = Ppassive = ex0(s)

(8)

V = Vactive = ex0(ex1(s))
A = Aactive = ex0(s)
P = Pactive = ex1(ex1(s))

(9)
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Finally, once the fillers are found, the cons operation is used to obtain the
desired structure (Fig. 3c).

AP (s) = cons(V, cons(A,P )) (10)

The aim of this research is elaboration of the neural network primitive capa-
ble of preforming several symbolic operations: conditional branching and extrac-
tion of elements. The aim of Active-Passive Network is intellectual analysis of
parsed grammatical structures that implies application of symbolic operations
mentioned above. Therefore, the design of the neural primitive proposed in this
paper reflects the applied task of Active-Passive Net while persisting generality
of the solution for future re-use in building neural-symbolic decision support
system. Proposed neural design is covered in the next section.

3 Proposed Neural Design of Network with Conditional
Branching

3.1 Network Architecture

Current research is targeted to propose a novel design of neural network primitive
that is capable of performing various tasks on a distributed representation of a
symbolic structure: extraction of elements, condition branching and construction
of a new structure. As a demonstration the Active-Passive Network was chosen.
The proposed design is shown on Fig. 2a. In general the neural network consists
of three important blocks: one classification and two processing branches. The
classification branch is aimed at identification of whether the given sentence is in
Passive or Active voice. At the same time, processing branches extract necessary
elements of a symbolic structure from its distributed representation in order to
construct a predicate-calculus expression. Each branch is considered separately
below.

Classification Branch. According to the semantic parse trees that are
obtained from raw sentences there is an obvious marker that can be used for
identification of a voice in a sentence. As it was mentioned in [18], existence of
Aux is a clear marker of a sentence in a Passive voice iff it is placed as a left-
child-of-left-child-of-right-child-of-root. When TPRs notation is applied to such
structures, marker is expressed as existence of filler Aux with a positional role
r001. The overall idea of the classification branch of the proposed Active-Passive
network is to check this filler on the given position and output a binary value,
where 1 represents that given sentence is in Passive voice and 0 means that it
is in Active voice. The structure of this branch is shown on Fig. 2b.

Inputs. Classification branch has one variable input that is an one-order ten-
sor representing the encoded symbolic structure of the semantic parse tree. In
our approach construction of such parse tree on the basis of an initial text is
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a. Overall design of a network. b. Classification block design.

Fig. 2. Proposed architecture of a neural network primitive the performs: extraction
of symbolic counterparts, conditional branching and construction of a new structure
from input structure elements.

considered as an external task. The semantic parse tree can have an arbitrary
structure, and algorithms from [12] can be used to encode it to the vector for-
mat. Apart from one variable input the network has three constant inputs that
contain weights for the extraction operation. Those three inputs are by design
matrices for operation ex: Wex0 and Wex1 . Matrices are generated in advance
according to the recursive definition (4).

Shift Block. The classification branch of the Active/Passive Network contains
three shift blocks. Each of them receives current tree representation and per-
forms extraction of the particular child of this tree. More specifically, as the aim
of the branch is to find the Aux filler, there is a sequence of three extraction or
‘shift’ blocks that perform retrieval of left child, left child and right child corre-
spondingly. The output of each shift block is the distributed representation of
the particular part of the input structure.

Outputs. As it was mentioned above the classification branch can be consid-
ered as a self-contained neural network capable of performing a basic task of
classifying the voice of a sentence. The only output of a classification branch
is binary and equals 1 when sentence is in Passive voice. From the engineering
perspective, output is implemented as a Keras Mask layer1.

1 From now on network description contains terminology accepted in the Keras [7]
and TensorFlow [1] software frameworks.
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a. Input sentence in the Passive voice. b.  Input sentence in the Active voice.

c. Output structure produced by a network.

Fig. 3. Types of symbolic structures used as inputs/output in a proposed neural net-
work primitive.

Processing Branch. Processing branches play an important role in the Active-
Passive Network and they perform construction of a new structure. It is impos-
sible to exaggerate the importance of the fact that two most valuable structural
operations, such as joining of two trees in a bigger one and extraction of the tree
elements, can be performed on a sub-symbolic level. These two operations are
key ones as a majority of other operations can be expressed with a help of just
cons and ex primitives. There are two parallel processing branches due to the
fact that sentences in Passive and Active voice have different architecture that
is reflected in Fig. 3a and Fig. 3b respectively. As a result of each processing
branch it is required to obtain a predicate-calculus expression that itself is a
structure and consists of three elements: agent, patient and verb. Refer to Fig.
3c as a visual representation of the network output.

Inputs. Each of these branches accepts the one-order tensor that is used for
further manipulations and construction of a new structure. This vector either
contains the distributed representation of the input structure or is a placeholder
filled with zeros. This completely depends on the type of the branch and results
of the model classification.

When the sentence is in Passive voice then the input of the Passive voice
processing branch is exactly the distributed representation of the input structure
and Active voice processing branch receives a placeholder. In case a sentence is in
Active voice, the first processing branch accepts a placeholder with zeros while
the second branch receives the embedding of the structure. This behaviour is
handled by the masking head before the Active voice processing branch. The
idea behind such a switch implemented on the neural level is that in Active
voice the sentence has a completely different structure and in order to extract
particular filler, for example V (Verb), the completely different set and sequence
of operations is needed.

The overall architecture of the processing branch is reflected in Fig. 4. In
general, it consists of two parts: extraction and joining logic. Extraction part is
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Fig. 4. Architecture of processing branch.

voice-specific and is different between sentences in Passive and Active voice. At
the same time construction part is common and does not depend on the type
of input sentence. Details about each type of processing branch elements are
covered below.

Extraction Blocks. As it was stated above, extraction rules are fully defined by
the type of the sentence. For example, in order to extract verb from the sentence
in Passive voice it is required to perform operation ex1(ex0(ex1(s))) while for
the Active voice sentence it is enough to execute ex1(ex0(s)) in order to extract
V (Verb). Difference in operations results in different architecture of extraction
branches. Figure 5a reflects extraction of V in Passive voice sentence and Fig.
5b shows extraction of the same filler in an Active voice sentence.

It is important to note that the idea of the extraction block is to extract a
given filler from the input structure encoded in a form of a vector. This brings
several limitations. The biggest one is that input sentences have to be encoded
in a vector of the same size. This implies that Active voice sentence have to
be encoded with an additional placeholder tensor in order to be on par with
the Passive voice sentence. As a consequence, extraction of the left child of the
root results not in the vector representing a filler A (Agent) but in a vector of
bigger format. In order to satisfy the condition that any extraction branch results
in the vector representing a filler, the additional cropping operation has to be
introduced. In this task, it is specific for Active voice branch and is reflected on
the Fig. 5b.

There are three extraction blocks in each extraction branch in the proposed
design on the Active-Passive network due to the fact that the resulting structure
(Fig. 3c) is constructed from three fillers.

Join Blocks. The next step after all the required fillers are extracted is to per-
form construction of the new structure that stands for the predicate-calculus
expression (Fig. 3c). It is suggested to reuse existing mechanism of joining trees
in one bigger tree with appropriate role assignment [8,12]. A scheme of such a
join block is shown in Fig. 6. Each joining block accepts two variable inputs
each representing the tree that would become a part of a resulting structure.
Also, there are two constant inputs that represent the joining matrix (4) and
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a. Case of sentence in a passive voice

b. Case of sentence in an active voice

Fig. 5. Example architecture of extraction branches

one is used as a utility constant when there is mismatch between the two vari-
able inputs. A final operation of this branch is an addition operation that joins
shifted sub-trees in a single distributed representation. The block shown in Fig.
6 represents the second join block in Fig. 4.

Outputs. The output of each processing branch is either a distributed represen-
tation of a new structure or a placeholder of the same dimension. According to
the aforementioned condition, distributed representation of a new structure is
presented as an output of the Passive branch if a sentence is in Passive voice
and, in contrary, in case a sentence is in Active voice, distributed representation
of a new structure appears as an output of an Active voice processing branch.
The final sum of outputs of both branches is needed because there is no a-priori
knowledge about input sentence voice. The output of the Active-Passive neural
network is a distributed representation of a valid structure and it can be decoded
with an existing methods of extracting fillers [18,27].

3.2 Network Analysis

The proposed architecture demonstrates practical feasibility of expressing sym-
bolic operations in a distributed and robust manner that is a neural network.
It is implemented with the Keras framework [7] and Tensorflow backend [1].
There is a clear separation of responsibilities in the network and selected parts
can be considered as standalone neural networks that solve more specific task.
Moreover, the proposed neural network combines both joining and extraction
operations and also contains conditional branching for handling conditions on
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Fig. 6. Join block architecture

the sub-symbolic level. However, there are several important aspects that should
be considered as directions of further research:

1. common sub-graphs sharing. More strict analysis of the proposed architecture
would reveal that parallel processing branches as well as classification branch
contain execution sub-graphs that are common by the operation they perform.
At the same time, in the neural network this property is not re-used, although
more smart construction rules would allow to decrease computational com-
plexity of the solution. At the same time, there should be a certain trade-off
because once those sub-graphs become common across all the branches the
overall network cannot be expressed as a cascade of smaller neural networks
that can be also executed separately on different instances of hardware. The
maximum performance gain and various optimization options should be inves-
tigated in order to understand the best possible trade off between network
architecture expressiveness and utility.

2. generation of the network that solves the task described by arbitrary combi-
nation of primitive operations like cons or ex. The overall goal of research in
this field is building a bridge between symbolic and sub-symbolic computa-
tions. Therefore, elaboration of a flexible network generator would allow to
make a step forward in this direction. However, this is a challenging task that
requires thorough research and identification of minimum set of operations
that should be supported by such generator in order to express arbitrary
symbolic algorithm in a distributed manner.

3. comparison of semantic tree embeddings obtained with TPRs approaches and
deep learning. Due to the fact that TPRs allow getting embeddings of a sen-
tence it would be extremely interesting to analyse validity of using them
in a generic text analysis task. However, in order to prove it, those embed-
dings have to be really representative and reflect the context of the usage.
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This direction is the most open one and goes far beyond elaboration of neural
architectures for expressing symbolic operations.

The proposed neural design considers generation of the network that is not
trainable and produces results equivalent to those produced by the symbolic
algorithm, compared to other examples of trainable neural-symbolic systems [22]
that perform reasoning probabilistically. Network generation, or compilation, is
not a novel topic in the field of neural architectures applied to neural-symbolic
computation, for example networks compiled from logic formulas [23]. Such net-
works are characterised by thousands of neural units and connections between
them. However, due to the fact that neural networks are by design distributed
and parallel, it is a topic of another research to analyze large-scale gains of mas-
sive parallelism that would make such architectures computationally justified.
The Active-Passive Network works on top of distributed Tensor Product Repre-
sentations that provide compact and scalable binding capabilities for expressing
symbolic structures and operations on them.

4 Evaluation of the Proposed Method

In order to explain application of the developed primitive for conditional struc-
tural transformations, we embedded it inside the APNet for active-passive voice
recognition. In [9] detailed examples of actual text sentences are given those pars-
ing trees correspond to symbolic structures from Fig. 3a and Fig. 3b. In order
to encode each structure in a distributed form each filler and role are defined as
linearly independent vectors, exact values are selected randomly as they do not
play any role other than encoding a particular element.

A =
[
7 0 0 0 0

]
V =

[
0 4 0 0 0

]

P =
[
0 0 2 0 0

]
Aux =

[
0 0 0 5 0

]

by =
[
0 0 0 0 3

]
r0 =

[
10 0

]
r1 =

[
0 5

]
(11)

According to the rules defined in [27] and using the lightweight binding net-
work proposed in [8,12], both sentences are translated to the distributed repre-
sentation (12), (13).

SPassive =
⎡

⎢⎢⎢⎢⎣

0
0
0
0
0

⎤

⎥⎥⎥⎥⎦
,

⎡

⎢⎢⎢⎢⎣

[0, 0]
[0, 0]
[20, 0]
[0, 0]
[0, 0]

⎤

⎥⎥⎥⎥⎦
,

⎡

⎢⎢⎢⎢⎣

[[0, 0], [0, 0]]
[[0, 0], [0, 0]]
[[0, 0], [0, 0]]
[[0, 0], [0, 0]]
[[0, 0], [0, 0]]

⎤

⎥⎥⎥⎥⎦
,

⎡

⎢⎢⎢⎢⎣

[[[0, 0], [0, 0]], [[0, 0], [0, 875]]]
[[[0, 0], [0, 0]], [[0, 1000], [0, 0]]]

[[[0, 0], [0, 0]], [[0, 0], [0, 0]]]
[[[0, 2500], [0, 0]], [[0, 0], [0, 0]]]
[[[0, 0], [0, 750]], [[0, 0], [0, 0]]]

⎤

⎥⎥⎥⎥⎦

(12)
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SActive =
⎡

⎢⎢⎢⎢⎣

0
0
0
0
0

⎤

⎥⎥⎥⎥⎦
,

⎡

⎢⎢⎢⎢⎣

[70, 0]
[0, 0]
[0, 0]
[0, 0]
[0, 0]

⎤

⎥⎥⎥⎥⎦
,

⎡

⎢⎢⎢⎢⎣

[[0, 0], [0, 0]]
[[0, 200], [0, 0]]
[[0, 0], [0, 50]]
[[0, 0], [0, 0]]
[[0, 0], [0, 0]]

⎤

⎥⎥⎥⎥⎦

(13)

One of the requirements for correct inference of the classification branch
is that representation of active and passive sentences should be of the same
size. For that, the Active sentence representation is extended with an additional
tensor filled with zeros. When classification branch is executed, the Aux filler is
extracted. For the Passive voice sentence this filler is extracted without any loss,
while for the Active voice sentence it is absent and application of the extraction
rules results in the vector of the same size as any of fillers is but filled with
all zeros. As a result, the branch outputs 1 for the first sentence and 0 for the
second one.

Another important aspect is the output of the model. As it was described
above, the output of the model is the distributed representation of the new
structure that stands for the predicate-calculus expression. For this example,
such representation would be the same for both sentences (14) as we encode
fillers but not particular words of those sentences.

SResult =
⎡

⎢⎢⎢⎢⎣

0
0
0
0
0

⎤

⎥⎥⎥⎥⎦
,

⎡

⎢⎢⎢⎢⎣

[0, 0]
[0, 40]
[0, 0]
[0, 0]
[0, 0]

⎤

⎥⎥⎥⎥⎦
,

⎡

⎢⎢⎢⎢⎣

[[0, 350], [0, 0]]
[[0, 0], [0, 50]]
[[0, 0], [0, 00]]
[[0, 0], [0, 0]]
[[0, 0], [0, 0]]

⎤

⎥⎥⎥⎥⎦

(14)

Finally, each filler can be extracted according to the rules defined in [27]. The
proposed neural network solves the task of defining the voice of the sentence as
well as allows constructing the new structure from the elements of input sentence
in a scalable and robust manner. From the performance perspective, grammat-
ical parse trees encoding takes approximately 1.3 ms, Active-Passive Network
generation and inference take 5.5 and 1.4 ms respectively. Benchmarking was
made with the following setup: Intel(R) Core(TM) i7-4770HQ CPU 2.20GHz
(not fixed frequency). Implementation of the neural network primitive is avail-
able as an open-source project2. Experimentation results show that the devel-
oped neural network primitive enables conditional distributed computations as
required.

The method proposed imposes limitations to the maximum depth of the pro-
cessed symbolic structures. Thus a designer should know the maximum depth
of the structures in advance and use it as a parameter for generating the corre-
sponding primitive.

2 https://github.com/demid5111/ldss-tensor-structures.

https://github.com/demid5111/ldss-tensor-structures
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5 Conclusion

The results obtained in this paper contribute to the neural-symbolic paradigm
by demonstrating execution of symbolic operations on the sub-symbolic level [2]:
translation of symbolic knowledge into the network, executing the network or
performing reasoning and knowledge extraction from the network output. Our
method enables automatic design of Keras-based software implementation of a
distributed computational structure for a generic primitive for conditional struc-
tural transformations. Authors consider that primitive as an important building
element of a linguistic-based decision-making support system as it was depicted
in Fig. 1. A recent work [11] demonstrates joint application of the developed
primitive with other elements of that scheme for distributed implementation of
arithmetic operations, which in own turn will be applied for distributed imple-
mentation of aggregation operators. The results of these works contribute to
the support of the principal hypothesis, which states that linguistic information
aggregation can be expressed in the form of structural manipulations and if it
is true, then this aggregation step of multiple decision-making methods can be
expressed in a distributed and robust manner of sub-symbolic, or connectionist,
computation. The development of such models would allow for construction of
fully-integrated monolithic neural-symbolic systems. At the same time, there is
an important practical aspect of the selected binding mechanism (TPRs) that
should be further analyzed: the size of the distributed representations and the
dependence of this size on the size of the input structures that should be encoded.

Acknowledgements. Authors sincerely appreciate all valuable comments and sug-
gestions given by the reviewers. The reported study was funded by RFBR, project
number 19-37-90058.
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Abstract. The paper considers some problems related to interpretability of evolv-
ing intelligent systems and online design and optimization methods for such sys-
tems under streaming data control. In the proposed online approach, themain crite-
ria are themodeling accuracy, which is based onmean squared errorminimization,
and the set of the interpretability criteria, some of which are the complexity and
the consistency of the knowledge base from fuzzy system. The novel incremental
algorithm of fuzzy model structure reformation based on incremental clustering
procedure is presented. The possibility of development of the novel immunolog-
ical approach to intelligent data processing based on proposed evolving systems
is considered.

Keywords: Evolving fuzzy systems · Interpretability of fuzzy systems ·
Structure adaptation · Double plasticity

1 Introduction

In modern industrial and production systems, the tasks of online adaptation of system
models to newly incoming data are becoming increasingly important. This is due to the
growing complexity of the considered systems and the variability of external conditions,
which, during the functioning of the system, can bring it to new modes that were not
incorporated into the initial version of the model. Attempts to construct mathematical
models that are able to fully describe the behavior of the system in all possible modes
lead to unreasonably high costs associated with the attracting a large number of experts
and performing additional research on preliminary analysis of available data, such as
this is done with solving some classification problems in decision support systems [1].

To solve the above-mentioned problems, the so-called Evolving models based on
the paradigms of incremental training and evolutionary modeling are actively developed
[2]. Among them, Evolving Intelligent Systems (EIS) can be highlighted [3]. EIS based
on the hybridization of fuzzy models like those, which are used in the modern ANFIS
versions [4], with onlinemachine learningmethods, have the ability to extract and update
knowledge from data streams taking into account changing conditions.
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These systems have several advantages that provide them with wide practical
application [5, 6].

Developers of EIS face to a number of problems, one of which is the search for
a balance between the stability of the developed model, which ensures its optimality
over a sufficiently long time interval, and plasticity, which ensures its ability to respond
dynamically to input data [7]. Such a balance is called stability-plasticity dilemma [8].
The ability to strike a balance between the stability and plasticity of the EIS is their
important distinguishing feature, which attracts new application areas. In particular,
specific artificial immune systems [9] can be taken into account, where information is
processed based on double plasticity principle. The key factor of such systems is the
ability to implement a fundamentally new approach to information processing based on
the analysis of structural and parametric changes occurring in the model, and not in the
traditional input data analysis. To realize this possibility, it is fully necessary to give the
EIS onemore important property related to the transparency or interpretability of a fuzzy
system. There is also a number of reasons to advance the interpretability of EIS [10–12].
A relatively new application field of EIS with advanced interpretational properties is the
development of socio-economicmodels that can describe the reasons of the sharp change
in housing prices depending on the changing socio-economic conditions in the region
[13] or stockmarket indices fluctuations. In such tasks, the EIS should represent themain
causal relationships in themodelled process via user-friendly linguistic descriptions [14].

A general idea of existing methods and systems with incremental training can be
found in [15]. Particular approaches are ePL [16], eT2FIS [17], eTS [18], FLEXFIS [6],
SAFIS [19], SONFIN [20], SOFNN [21]. There are a number of approaches based on
optimal granulation of the input variable space, which ensures the exclusion of nonexis-
tent or unlikelymodel states, as, for example, is implemented in systems SAFIS, SOFNN
or SONFIN. A complete review on the subject under consideration is given in [22].

EIS are significantly different from many other incremental training models that
rely on black box architectures such as neural networks or support vector machines,
which in principle are not interpretable. However, automatically designed EISs under
the control of streaming data may also not have or lose their interpretability. These losses
can sometimes be compensated by introducing special interpretational restrictions into
the training process [23] or using post-processing to increase the interpretative properties
of the created model [24]. A complete analysis of these methods can be found in [25].
Nevertheless, up to now, in the field of designing an EIS, the main attention have been
being paid not to interpretational criteria but to accuracy ones, which as a rule based on
minimization of the mean square error of modeling.

The aim of this work is to develop a new approach to the design of interpreted EIS
by integrating a number of interpretational criteria into incremental training schemes.
The main attention is paid to the structural adaptation of the EIS with a focus on simulta-
neous structural changes that occur under the influence of continuous parametric model
updates.

2 Streaming Data and Takagi-Sugeno Model

One of the main reasons for developing proposed EIS is the ever-increasing need for
online streaming data processing. In general, a data stream is an endless sequence of
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vector-numerical values that cannot be processed in batch mode. It is characterized by
the following properties [5]:

• Data samples are continuously obtained in the system;
• Data samples are ordered in time and the system cannot change this order;
• The data stream is not limited in size, and the data is available while information is
collected by sensors and other input devices;

• After a sample or a piece of data is processed, it is excluded from the system and is
not available in future.

Formally, data stream can be defined as endless sequence z(t) = [x(t); y(t)], (t = 1,
2,…), where x(t) = (x1, …, xn) is the input data vector, y(t) = (y1, …, ym) is the output
data vector. Commonly, the main problem of EIS is the prediction of y(t) using x(t).

Data processing in stream data modelling requires the use of incremental algorithms
based on the concept of incremental heuristic search [26]. Incremental algorithms must
create and adapt themodel step-by-stepwhenobtaining every newdata sample. Formally,
incremental update of fuzzy model M(t) is defined as follows:

M (t) = Finc(M (t − 1), z(t)).

Therefore, increment update of fuzzy model is based on the current data values and
the previously obtained model without use of the previously obtained data.

There are two update modes of EIS during incremental training. The first one is the
parameters update (parametric adaptation), which changes all or the part of parameters
of the initial model preserving the number of parameters. The second one is the structure
update (structure adaptation),which exclude or include fuzzy rules, variables or operators
into knowledge base (KB).

The most important aspect of incremental training is the so-called stability-plasticity
dilemma [8], which is connected with the searching for compromise between flexible
changes of parameters of a model and its structure convergence. On the one hand,
intensive updating of the EIS is required in some cases. For example, it is required
in conditions of a significant drift in the stream characteristics. On the other hand, it
is desirable that the incremental algorithm does not respond to one-time “outliers” and
converges to some optimal solution, for example, to the same as the hypothetical package
solution obtained using all the data. The tool for processing streaming data is evolving
fuzzy systems, amongwhich themost popular are evolving fuzzymodels such as Takagi-
Sugeno (eTS models, or simply eTS). Structure of eTS is defined by the fuzzy rules,
input variables, fuzzy sets, linguistic connections and output mechanism. Fuzzy rule of
eTS can be defined as:

ri : IF (x1 = x∗
i1) AND, . . . ,AND (xn = x∗

in) THEN yi = ai0 +
n∑

j=1

aijxj. (1)

where x∗
ik (k = 1,..,n) are the fuzzy terms of the antecedent; ai0 is the point parameter of

the consequent; aij are the linear parameters of the consequent.



Incremental Structure-Evolving Intelligent Systems 137

Consequents of fuzzy eTS rules are linear functions, while antecedents are usually
described by Gaussian functions:

μij(xj) = exp

(
− (cij − xj)2

2σ 2
ij

)
, i = 1, . . . ,R, j = 1, . . . , n. (2)

Where μij(xj) is the membership function (MF) of the current input data point to
jth variable in ith fuzzy rule, cij is the focal center of jth variable in ith rule; σij is the
deviation (width) of μij(xj) on axis of jth variable.

The activation degree of a fuzzy rule on x(t), which is also called as truth degree of
fuzzy rule, defined as T-norm [27], which is often defined as production operator:

τ i(x(t)) = T j(μi1(x1), . . . ,μin(xn)) =
n∏

j=1

μij(xj). (3)

where τi(x(t)) is the activation degree of ith fuzzy rule.
Each fuzzy rule of eTS approximates the output signal in a certain local area of

the feature space centered at the focal point. In this case, the degree of activation of
the rule depends on the distance from the focal point, and is represented in Gaussian
form (2). Due to the fuzzy specification of antecedents, any nonlinear system can be an
approximate set of fuzzy locally linear subsystems represented by fuzzy eTS rules [28].
The output signal of eTSwithR rules is calculated by a linear combination of normalized
outputs of individual fuzzy rules:

y =
R∑

i=1

λi(x) · yi =
R∑

i=1

(
λi(x) · πT

i · xe
)
, xe = [1; x] (4)

where λi(x) is the normalized activation degree of ith rule, yi is the ith rule output, πi

= (ai0,…, ain) is the vector of the linear parameters of ith rule’s consequent, xe is the
extended input data vector, R is the total number of the fuzzy rules in eTS.

λi(x) is defined as follows:

λi(x) = τ i(x)

/
R∑

j=1

τ j(x)

In practical applications in the consequent part of eTS, first-order functions, rep-
resented by point values ai0, are often used. In this case, the output formula is
simplified:

y =
R∑

i=1

λi(x)ai0 (5)
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3 Generalized Criterion Based Approach to ETS Design

Conventional training problem for eTS is divided into two tasks [29]: training the knowl-
edge base by new rules creation and determining the parameters of the fuzzy terms (cij
and σij) from MF; training linear parameters from the consequents of the fuzzy rules.

Criterion of training, as a rule, is the mean squared error (MSE) minimization on the
training set. The first task can be solved by clustering the input-output space represented
by training dataset.

For given training set z(t) it is required to find the set of cij, σij, ai0 for fuzzy rules,
which minimize the target function:

JAcc(cij, σij, ai0) =
∑

t

[
y(t) −

R∑

i=1

λi(x(t))ai0

]2

. (6)

Formula (6) can be presented more compactly:

JAcc(cij, σij, ai0) =
L∑

t=1

[
y(t) − λT(t) · x(t)

]2
, (7)

where λ(t)= (λ1(x(t)),…, λR(x(t))) is the vector of normalized activation degrees.
For fixed parameters of cij, σij, the second task is to estimate the point parameters ai0

of the rules’ conclusions. It can be solved using the recursive least squaresmethod [30], or
the local consequent optimization method supporting incremental mode [31]. Criterion
(7) improves the accuracy of modeling. The easiest way to increase the interpretability
properties of eTS is to introduce a “penalty” correction term in the accuracy criterion (7)
that “punishs” decision options that poorly meet the requirements of interpretability. Let
ς1,…, ςp denote particular criteria characterizing various interpretability indices, such
as completeness and compactness of description, consistency of the rule base, etc. [15].
Note that the interpretability criteria depend on the same parameters of fuzzy rules as
the main, precision criterion (7), i.e., ςl = ςl(cij, σij, ai0). To aggregate particular criteria
into a single indicator, they are combined on the basis of geometric mean:

JInt(cij, σij, ai0) = p

√√√√
p∏

l=1

ςl(cij, σij, ai0), i = 1, . . . , n, j = 1, . . . ,mi, (8)

where n is the number of variables, m is the number of fuzzy terms for ith variable, p is
the number of particular criteria. Aggregated interpretational criterion JInt(cij, σij, ai0)
acts as a correctional penalty term, which forms a combined criterion by adding to the
accuracy criterion (7):

I
(
cij, σij, ai0

) = α · JAcc
(
cij, σij, ai0

) + (1 − α) · JInt
(
cij, σij, ai0

)
(9)

where α is the coefficient reflecting the significance of the main accuracy criterion (7)
with respect to the aggregated interpretation criterion (8). Thus, the problem of the online
design of interpreted eTS models is the development of an incremental approach and
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algorithms for the online adaptation of eTS, represented by expressions (1)–(5), under
the control of stream data that minimize the combined criterion (9).

The criteria and methodology of eTS incremental adaptation is considered below.
The methodology enables the optimization of criterion (9) based on the use of the incre-
mental clustering procedure with a built-in mechanism for interpretational properties
accounting.

4 Interpretational Criteria for Fuzzy Systems

Despite the fact that today a single interpretability index for fuzzy systems (FS) has
not been developed, this criterion is most often associated with a property expressed in
terms such asminimalismofKB, simplicity of description, compactness, transparency or
readability [25]. This criterion (it is arbitrarily called as Simplicity) is important because
it is directly related to a number of other interpretability criteria, such as distinguisha-
bility of fuzzy rules, consistency or redundancy of knowledge bases. In addition, some
interpretability criteria indirectly affect simplicity, for example, the complexity of the
rules’ conclusion, the number of variables and operators in the rules’ descriptions. In
many problems, the simplicity of FS description acts, along with accuracy, as the main
design criterion, for example, in the tasks of automatic knowledge extraction. A general
definition of the simplicity of FS through the size of the KB is given in [15].

Definition 1.
Let F1 be the FS formed using one of the accuracy criteria, for example, the minimum
of MSE. Then the most simplified version of the FS satisfies the following criterion:

min‖F‖ {(‖F1‖ > ‖F‖) ∧ (acc(F) ≥ acc(F1) − ε)}, (10)

where ||F|| is the fuzzy rule number in maximally reduced FS, which is enough accurate,
acc is the accuracy of the fuzzy system, ε is the possible accuracy loss. Formula (10)
means that loss of accuracy ε defined by user is possible for the simplest FS.

Obviously, the simplicity of FS is directly related to the size of its KB or to the
number of the included fuzzy rules. As a part of an incremental approach, it is proposed
to determine a criterion of simplicity via the concept of instantaneous complexity of
NS. The latter is characterized by the number of fuzzy rules ||F(t)|| in the KB of the
FS at current time t. The instant complexity of the FS is determined on the basis of the
available statistics as follows:

Simt(F) = ‖F(t)‖∥∥F
∥∥ + σKB

, (11)

where σKB is the mean squared error,
∥∥F

∥∥ is the average number of rules in KB at time
t, which is calculated as:

∥∥F
∥∥ =

t∑

i=1

‖Fi‖
/

t.
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Another important criterion of interpretability, which allows implementation within
the framework of incremental design of FS, is the inconsistency of the knowledge base.
Inconsistency of the knowledge base arises if there are conflicting or inconsistent fuzzy
rules in it, that is, rules that are similar in the antecedent but not similar in the consequent.

Definition 2 [15].

Rule r1 is inconsistent with rule r2 if and only if
Sante(r1, r2) ≥ Scons(r1, r2) with Sante(r1, r2) ≥ th
where Sante is the similarity degree for antecedent part, Scons is the similarity degree

for consequent part, th is the threshold selected by user.
As Sante, aggregation of any previously considered similarity measure of fuzzy sets

via T-conorm is suitable. As a measure of the similarity of consequents, one of the
simplest is

Scons(r1, r2) = 1

1 + (a10 − a20)2
,

where a10, a20 are the point parameters of consequents.
In the further calculations, the measure of consequent difference is required. It is

calculated as follows:

Scons(r1, r2) = 1 − Scons(r1, r2) = (a10 − a20)2

1 + (a10 − a20)2

In [15], more complex way of consistency measurement for fuzzy rules is proposed:

Cons(r1, r2) = e
−

(
Sante(r1,r2)

Scons(r1,r2)
−1

)2/(
1

Sante

)7

. (12)

The motivation for choosing the consistency criterion in the form of (12) is asso-
ciated with a stronger influence on the consistency of fuzzy rules of low similarity of
antecedents than high one. The consistency of the knowledge base is determined based
on the consistency of all pairs of rules included in it as follows:

Consall = AggCi,j=1;i �=jCons(ri, rj), (13)

where Agg is the aggregation operator, which is presented in form of T-norm or S-norm
For incremental implementation, it is convenient to use the following, more formal

definition of consistency.

Definition 3. Measures of consistency for ri and rj are the following:

Cons(ri, rj) = Sante(ri, rj) → Scons(ri, rj),
which can be transformed into the following form using fuzzy udentity rule:

Cons(ri, rj) = Sante(ri, rj) ∨ Scons(ri, rj) (14)
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It should be noted that the measure of consistency (14) supports incremental imple-
mentation with the following choice of similarity measures between antecedents and
consequents.

Sante(ri, rj) = 1 − 1

1 + d(Ai, Aj)
= d(Ai, Aj)

1 + d(Ai, Aj)
,

Scons(ri, rj) = 1

1 + d(ai0, aj0)
, (15)

where Ai is the vector of antecedents for ith rule, d(x,y) is the distance between a and b.
In such choice, the consistency for ri and rj is the following:

Cons(ri, rj) = S

(
d(Ai, Aj)

1 + d(Ai, Aj)
,

1

1 + d(ai0, aj0)

)
,

where S(•) is S-norm.
Particularly, in Lukasiewicz logic, this measure is the following:

Cons(ri, rj) = 1 + 3d(Ai, Aj) + d(ai0, aj0) + 2d(Ai, Aj)d(ai0, aj0)

(1 + d(Ai, Aj))(1 + d(ai0, aj0))

5 Increment Clustering Based Approach to eTS Design

The main objective of this study is to develop a new incremental approach to the design
of interpreted eTS with an emphasis on structural updates of the fuzzy model. Structural
updates of eTS are carried out by updating fuzzy rules based on clustering of the feature
space in the online mode, which is called incremental clustering.

The idea of incremental clustering is based on a recursive assessment of the density
of data represented by points in the feature input space, and dynamic modification of
clusters when the density of points is changed. For clustering problems, several methods
have been developed for estimating data density: the nuclear method [32], mountain
functions [33], potential methods [34], etc. As a rule, Gauss functions are used for
density estimation:

P(z(t)) = exp

(
−

t−1∑

i=1

||z(t) − z(i)||2
2σ 2

)

where z(t) is the input sample at t, z(i) is the current data at ith time, σ is the deviation
parameter (width of a cluster). However, as part of the development of incremental
clustering methods, it was proposed to use a more computationally efficient Cauchy
function [35]:

P(z(t)) = 1

1 + 1
t−1

t−1∑
i=1

||z(t)−z(i)||2
2σ 2

(16)
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The data density, which is also called as potential P and calculated on the basis of
(16), is the criterion for choosing points as cluster centers in the fuzzy clustering problem.
Obviously, points with a higher density are the best candidates for cluster centers, and,
consequently, for antecedents’ centers of fuzzy eTS rules. Incremental data density is
estimated based on the recursive procedure proposed in [35]:

P(z(t)) = t − 1

(t − 1)(a(t) + 1) + b(t) − 2c(t)
, (17)

where a(t) and c(t) are the variables considering current data and b(t) is the accumulative
additional variable:

a(t) =
n+m∑

j=1

z2j (t),

b(t) = b(t − 1) + a(t − 1); b(1) = 0,

c(t) =
n+m∑

j=1

zj(t)dj(t),

where n is the input vector size, m is the output vector size, dj(t) is the same variable as
b(t) calculated as follows:

dj(t) = dj(t − 1) + zj(t − 1); dj(t) = 0.

The value of σ is updated for the potential functions based on the following:

σ 2
ij (t) = ασ 2

ij (t − 1) + (1 − α)
1

Ni(t)

Ni(t)∑

l=1

(
‖zl(t) − zl(t)‖2

)
,

where α is the training speed; Ni(k) is the number of values, which belong to ith cluster,
σij (1) is the initial value of width, which commonly equals to 0.5.

It should be noted that at each step of the algorithm, when a new data sample arrives,
the potentials of all previously formed cluster centers should be updated. It is caused
because every new data sample changes the potentials of all previously received points
according to (16). Cluster center potentials P(zCi (t)) is updated as follows:

P(zCi (t)) = t − 1

t − 1 + (t − 2)

(
1

P(zCi (t−1))
− 1

)
+ ∑

j

(
xCij − xj(t)

)2 (18)

where xCij is the projection of ith fuzzy cluster on jth axis, xj(t) is the ith coordinated of
the current input vector x(t)

The described clustering procedure can be taken as the basis for an incremental
approach to the formation and adaptation of the eTS database. Let it be based on the
following principles, which also support the interpretational properties of FS together
with accuracy:
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1. Datawithmaximumpotentials is chosen in order to increase the generalizing abilities
of fuzzy rules and reduce the knowledge base. It should be done for the focal centers
formation;

2. Newly arrived data sample z(t) should be chosen as the focal center if the value of
the generalized criterion I(cij, σij, ai0) is significantly reduced or the point z(t) is
far from the formed clusters (in order to ensure the completeness of the knowledge
base);

3. To choose focal points, the utility of fuzzy rules should be taken into account in the
context of their influence on the simulation result;

4. It is necessary to exclude less significant variables and rules with a slight effect on
the simulation result in order to reduce the knowledge base;

5. Similar fuzzy rules in the KB should be combined to reduce the KB;
6. Non-relevant rules formed in the distant past and not used in the present should be

excluded from the KB.

The above principles are basic in the development of an online methodology for the
formation and adaptation of the eTS database under the control of streaming data. The
implementation of these principles are considered in the online design of eTS.

6 Online Implementation of Principles of eTS Design Based
on Interpretability Restrictions

Structural adaptation of eTS in the online mode is carried out under the control of input
data. It is made via updating fuzzy rules of the knowledge base in accordance with the
above mentioned principles and criteria. At the same time, it is proposed to integrate
a number of criteria directly into the incremental clustering algorithm by additional
correction of potential values. The correction procedure is considered using the example
of the consistency criterion of the eTS knowledge base.

The formalization of the criteria and integration ways into incremental training
procedures are presented below:

1. The first principle is directly implemented in the above-described incremental
clustering procedure by choosing focal center points z(t) with the most potential
P(z(t)):

P(z(t)) > max
i=1,....R

P(zCi (t)),

where R is the total number of rules in KB of eTS at t.

2. The second principle provides the possibility of new clusters creation in a remote
area of the input-output space:

P(z(t)) < min
i=1,...,R

P(zCi (t)).
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3. To implement the third principle, it is proposed to evaluate the utility of each data
sample z(t) in the context of the influence of corresponding fuzzy rule r(x(t)) on the
eTS output. The more different the results of eTS output before and after including
the corresponding rule in the knowledge base, the more useful the rule is, and vice
versa. Let the input of eTS is the sample z(t) at current time t. Then the instantaneous
utility θi(x(t)) of the corresponding fuzzy rule ri when processing the input sample
x(t) is determined through the relative difference of the results obtained before and
after the inclusion of this rule in the eTS database. Omitting the output the final
formula θi (x(t)) calculation is the following:

θi(x(t)) = T i(x(t))ai0

/
R∑

j=1

T j(x(t))aj0, (19)

where Ti(x(t)) is the T-norm for MF of fuzzy variables in antecedent of ith rule, R
is the number of fuzzy rules in KB.

4. The length of the antecedent parts can be minimized by reducing the input variables
based on the concept of variable utility. It is determined based on an assessment of
the influence of variable xj on the output of the eTS model. The more sensitive the
output of the eTSmodel to the corresponding variable, the greater its utility. Omitting
the output the formula for the instantaneous utility Qj(xt) of the input variable can
be given:

Qj(x(t)) =

R∑
i=1

(1 − μij(xj))T i(x\xj)ai0
maxi ai0 − mini ai0

, (20)

where μij(xj) is the value of MF for jth variable at ith rule.

5. Fuzzy rule pair combination in the knowledge base according to the similarity
criterion is based on the centers averaging weighted by support measures the rules:

cnewj = cr1j k1 + cr2j k2

k1 + k2
, (21)

where cr1j , cr2j are the centers of rules r1 and r2 at jth variable, k1, k2 are the support
measures (number of times, when a rule has the maximum activation degree (3)) for r1
and r2.

Width of MF for the newly formed fuzzy rule is the following [36]:

σ new
j =

√
k1(σ

r1
j )2

k1 + k2
+ (cr1j − cnewj )2 + (cnewj − cr2j )2

k1 + k2
+ k2σ

r1
j

k1 + k2
. (22)
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6. To implement principles 6 and 7, the criterion of relevance of a fuzzy rule is
introduced through the concept of relative age of ith rule [2]:

Agei(t) = t −

tki∑
l=1

tl

ki
, (23)

where tl is the lth time, when the rule has the maximum activation degree (3).
Relevance of ith fuzzy rule is defined using (23):

Reli(t) = 1 − Agei(t)

t
. (24)

Let Impi be the integral criterion of importance of ith fuzzy rule, which is calculated
as geometric mean between utility and relevance:

Impi = √
θi(x(t))Reli(t). (25)

Impi can be used as a threshold during optimization of KB.

7 Incremental Restructuring of the ETS Model Rule Base

With the aim of a deeper hybridization of accuracy and interpretational criteria, it is
proposed that the eTS knowledge base is generated and optimized in two directions. The
first one is related to the adjustment of the incremental clustering algorithm by clarifying
the potentials of the focal centers taking into account the interpretation requirements.
The second one is related with a direct change of the knowledge base by introducing
additional conditions for the inclusion/exclusion of fuzzy rules in order to increase the
interpretational properties and accuracy of eTS.

The incremental clustering procedure consists of two stages that are performed upon
each new data sample z(t) is obtained: 1) calculation of the potential P(z(t)) based on the
recursive formula (17); 2) correction of potentials of existing cluster centers based on
formula (18). In order to increase the interpretational properties of eTS, the fuzzy rules
of which are formed on the basis of cluster centers, it is proposed to take into account the
criteria for consistency of fuzzy rules at the stage of adjusting the potentials of cluster
centers. This is achieved by including a dynamic parameter in Eq. (18) via the T-norm
that characterizes the criterion of consistency of the rule base.

The consistency for rule r(t), which is formed based on z(t), with the existing rules

rj (j = 1,…,) (
R⋃
j=1

rj = F) is calculated via the consistency measure (14) with each rj.

Let (14) be presented in conjunctive form as follows:

Cons(r(t), rj) = Sante(r(t), rj) ∨ Scons(r(t), rj) = Sante(r(t), rj) ∧ Scons(r(t), rj).
(26)
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Using (15) and choosing the production operator as a fuzzy conjunction, (26) can be
rewritten as follows:

Cons(r(t), rj) =
(
1 − 1

1 + d(x(t), xCj )

d(ai0, aj0)

1 + d(ai0, aj0)

)
. (27)

The consistency measure of r(t) with set F is also calculated via the production
T-norm:

Cons(r(t), F) =
R∏

j=1

Cons(r(t), rj) (28)

It should be noted as the new sample z(t) is obtained the value of Cons(r(t), F)

is decreased because each fuzzy rules introduces its “piece of Inconsistency” in the
KB. Therefore, the more flexible mechanism of KB adaptation is performed by exclud-
ing potential candidates having low consistency with existing rules. It can be made if
Cons(r(t), F) is multiplied by P(z(t)). Based on the above mentioned, the formula for
cluster centers recalculation in the incremental clustering procedure using consistency
criterion, takes the following form:

PS(zCi (t)) = t − 1

t − 1 + (t − 2)

(
1

P(zCi (t−1))
− 1

)
+ ||xCi − x(t)||

Cons(r(t), F). (29)

This formula is used in the clustering algorithm of the input-output space for incre-
mental formation and adaptation of the fuzzy rules base of eTS. The restructuring of
the knowledge base is carried out by inclusion/exclusion of fuzzy rules from it. The
restructuring is based on a comparison of the instantaneous values of the criteria for
the interpretability of fuzzy rules with their limiting statistical estimates obtained at the
current time. This approach avoids the use of excessive parameters in the algorithm in
the form of the criteria threshold values.

The algorithm includes a set of comparative conditions that increase the interpretabil-
ity of the current knowledge base. When this or that condition is triggered, correspond-
ing change occurs in the knowledge base excluding, including or forming new fuzzy
rules. The conditions for criteria triggering used in the eTS structural adjustment online
algorithm are formalized as follows:
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where x̂ is the statistical mean of criterion x and σx is its mean squared error.
Based on the above mentioned study, the incremental algorithm for KB online

adaptation is the following:

1. t = 1

i = 1; dj(t) = 0; j = [1, n]; σj(t) = 0, 5; b(t) = 0; θ
∧

rj (t) = 0; σθj = 0, 5;
σS = 0, 5; Q

∧

xj (t) = 0; σQj = 0, 5; Imp
∧

rj (t) = 0; Cons
∧

(t) = 0; σImpj = 0, 5.

Initial data input:
z(1)=[x(1); y(1)]
Initial rule base formation:

ri : IF x1 = x1(1) AND, . . . ,AND xn = xn(1) THEN y = y(1),

cij = xj(t); ai0 = y(t). F(t) = {ri}; R = 1.

2. t = t + 1
3. New data input:

z(1)=[x(1); y(1)]

4. Calculation of P(z(t)) based on (17)
5. Potentials correction according to (29)
6. Verification of conditions C1–C6:

a. If C1 or C2 then i = i + 1; R = R + 1; zCi (t) = z(t); ri = r(z(t)); F(t) = F(t) ∪
ri; potential recalculation based on (18)

b. If C3 or C6 then F(t) = F(t)\rj; R = R – 1
c. If C4 then F(t) = F(t)\{rj, ri}; i = i + 1; ri formation based on (21) and (22);

R = R+1
d. If C5 then x(t) = x(t)\xj; n = n – 1.

7. Recalculation of mean and mean squared error. Return.

Presented above algorithm performs the continuous processing of data stream z(t).
As a result, KB including R fuzzy rules is dynamically formed and adapted.

8 Computational Experiment

Nowadays, online design of EIS with interpretational properties is relatively novel and
not enough studied area. Because of this, well-known benchmarking is not available for
such kind of problems yet. This paper indirectly tries to approve utility of interpretational
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properties for system modeling. In this purpose, the interpretability impact calculation
for one fuzzy model, which is called accessory model, on the efficiency of another fuzzy
model, which is called main model, is shown below. The output of the accessory model
is used as one of the main model inputs.

As the main model, prognostic Takagi-Sugeno model for velocity prediction of rail-
way car cuts on hump yards is used. Velocity prediction for a railway cut depends on the
set of parameters, one of which is the technical state of retarder regulating the velocity
of cuts. The state of retarder is estimated based on accessory model, inputs of which are
the initial raw data from the hump yard sensors.

The main model requires continuous adaptation of their structure because of dynam-
ical and noisy character of data. The efficiency of adaptation is highly affected by the
accessory model output and also by interpretability of this output. To objectively check
how the interpretability of the accessory model effects on the output of the main model,
two accessory models having different interpretational properties were constructed and
computed with respect to accuracy.

The experiment was performed in two stages. The first one considers two adaptive
diagnostic models for the retarder estimation:

Artificial neural network (“Black box”, BB);
Fuzzy neural network having interpretational properties in form of linguistic rules

(“White box”, WB).
During the experiment, BB was used as the reference model andWBwas used as the

tested one. Both models had the same input data describing the sensors data and output
one describing retarder state (working, fault, unknown). A difference in these models
was presented in the way of output representation. In addition to the output data, the
tested model infers descriptions in form of the interpreted fuzzy rules generating this
data.

The second stage considers the main TS-model construction based on the outputs
of one of the accessory models. TS-model process the received information in different
manner due to the different form of their representation. In case ofWB, “interpretational
appendage” in form of fuzzy rules was used as the additional input. These rules are
incorporated as the correction rules for TS-model for adjusting the model output, when
the retarder state is changed. Computational results for both pairs of models are shown
in Table 1.

Table 1. Prediction accuracy for the experimental couples of models

Model No.

100% working states 99% working states 95% working states

BB-TS 93% 87% 85%

WB-TS 93% 92% 92%

Every experiment included 500 continuous samples. First experiment had onlywork-
ing samples, second one had 5 fault samples and the last had 25 fault samples. The
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accuracy was calculated based on the Root Mean-Squared Error:

Acc = 1 −

√√√√√
500∑
i=1

(Vreal − Vi)
2

500
,

where Vreal is the real velocity after retarding, Vi is the real one in the ith sample.
Based on the computational experiment, the following conclusion can be made:
Both accessory models together with main one obtain almost the same results on the

set with working states.
When the fault is obtained in the set, BB-TS model shows worse result than WB-TS

one. It can be described by the adjustment procedure in the TS model, which is based
on analysis of the interpretational outputs from WB.

As the frequency of state changes is increased, as the accuracy of BB-TS is increased
too because of more frequent use of adjustment procedure.

Therefore, the results of this experiment indirectly show the increase of efficiency of
fuzzymodels by increase their interpretability. This effect is achieved via more complete
information about the system operations, which are included into interpreted fuzzy rules
of TS-model.

9 Conclusions

The paper considers the well-known, as well as some new aspects and design concepts
of evolving fuzzy systems of the Takagi-Sugeno type taking into account interpretation
criteria. The design of eTS is carried out in incremental mode under the control of
streaming data.

The main attention is paid to the issues of incremental adaptation of eTS, and the
emphasis is placed on the structural adaptation related to updating the knowledge base.
In the proposed approach, the restructuring of eTS is performed via one-time updates
of the knowledge base by including or excluding fuzzy rules from it. At the same time,
structural changes in the eTS knowledge base are expected to occur relatively rarely, only
at the time of significant changes in the input data stream and are initiated by frequent
parametric adjustments that continuously occur in the fuzzy model.

The structural adaptation of eTS is based on a unified principle of comparing the
instantaneous values of criteria with their limiting statistical estimates accumulated at
the current moment. In addition, some of the proposed criteria, in particular, consis-
tency, allow natural integration directly into the basic clustering algorithm, which can
significantly increase the efficiency of model adaptation.

The paper does not present empirical material and test results, partly due to the
abstract nature of the presentation and the authors’ desire to focus on new design prin-
ciples of fuzzy systems, and partly due to insufficient accumulated statistics on the use
of new incremental algorithms for structural learning and adaptation in solving specific
tasks.
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Abstract. One of the primary problems, arising in algebraic Bayesian
networks, is the problem of checking and maintaining consistency of the
knowledge pattern. It can be reduced to the linear programming problem,
which methods of solving are well studied. However, acting as black box,
this approach is ill-suited to solution of another important problem—
research of the sensitivity of the probabilistic logical inference. In this
work we prove the analytical representation of solutions of maintaining
the local consistency problem for the knowledge pattern of small size
and show the results of the experiment, comparing effectiveness of the
solution using obtained formulae and simplex-method. The problem is
being solved for the first time.

Keywords: Algebraic Bayesian networks · Maintaining consistency ·
Extremal problems · Linear programming · Systems of constraints

1 Introduction

Algebraic Bayesian networks (ABN) [21] belong to the class of probabilistic
graphical models and are represented by an undirected graph, at the vertices
of which there are knowledge patterns [21]. The ideal of the conjunct is the
mathematical model of the knowledge pattern, each element of which is assigned
a scalar or interval estimate of the probability of truth [21]. Interval estimates
of truth are necessary, for example, in the transformation of expert estimates,
data in natural language, as well as in cases of incomplete or imperfect data.
The possibility of working with interval estimates of the probabilities of truth
of elements is the key advantage of ABN over related probabilistic graphical
models.

An extremely important task in such models is the task of evaluating their
sensitivity, that is, determining how much the output will change when prob-
abilistic logical inference is made, if the input is slightly changed. Currently,
most of the questions of probabilistic logical inference in the theory of Bayesian
algebraic networks can be reduced to a series of linear or hyperbolic program-
ming problems. In particular, the problem of linear programming reduces the
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problem of maintaining the consistency of [19]. There is a wide range of meth-
ods for solving the corresponding extreme problems: the simplex method [3], the
interior-point method [8], the ellipsoid method [9] and others. However, for the
problem of assessing sensitivity, these methods are not the best way, since they
act as a black box. Thus, it seems relevant to solve the problem of obtaining an
explicit form of solutions to emerging extreme problems.

The goal of this work is to first approach to obtaining an explicit form of
solving linear programming problems while maintaining local consistency of the
knowledge pattern by obtaining analytical formulas for small knowledge pat-
terns, as well as to compare the speed of operation using the simplex method
and the obtained formulas. As far as the authors know, the problem is being
solved for the first time. The theoretical significance of the result lies in the fact
that such formulas will make it possible to approach the problem of assessing
sensitivity from a new perspective. The practical significance lies in the fact
that the explicit form of solutions can significantly accelerate the operations of
probabilistic logical inference.

2 Related Works

The basis of algebraic Bayesian networks [21], like any probabilistic graphi-
cal model [14], is the assumption about the possibility of decomposition of the
subject area into knowledge patterns that reflect the connections between 2–3
entities. The ABN are represented by an undirected graph whose vertices are
knowledge pattern [22]. The mathematical model of the knowledge pattern in
the theory of ABN is the ideal of conjuncts, each element of which is assigned
a scalar or interval estimate of the probability of its truth [19]. More formally,
a knowledge pattern is a pair of 〈C,PC〉, where C is the quotient set of finite
chains of conjunctions over a certain set of variables by logical equality ≡, and
PC is a vector of length |C| containing the estimate of probability of the truth of
each element of C. Figure 1 shows an example of a knowledge pattern. The prob-
abilistic logical inference in the ABN is based on the probabilistic logic proposed
by Nilsson [12] and developed by Fajin, Helpern and Mejiddo [4,5].

Over several years of research on algebraic Bayesian networks, serious results
have been achieved. In particular, matrix-vector representations of the main
tasks of probabilistic logical inference were formalized: maintaining local con-
sistency, a priori and a posteriori inference in the knowledge pattern [17]. The
work [18] showed a solution to the problem of global a posteriori inference in
joint trees, while the work [6] showed a method for reducing an cyclic ABN to
acyclic based on the structure theorem on cycles. The structural cycle theorem,
in addition, allows us to predict the cyclic nature of the global ABN structure
only by the set of knowledge pattern [7]. A significant result was obtained in
[13]—it was proved that graphs of algebraic Bayesian networks are minimized
in inclusion and minimized in the number of edges at the same time.

One of the alleged areas of application of Bayesian algebraic networks is the
study of social engineering attacks [10,11,15].
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Fig. 1. Knowledge pattern example. ε is an empty conjunction

3 Maintaining Local Consistency

The task of maintaining local consistency is to check the adequacy of the esti-
mates in the existing knowledge pattern, and also to clarify these estimates, if
possible. As noted above, this problem can be reduced to a series of linear pro-
gramming problems. Before proceeding with the description of these tasks, it is
necessary to give three definitions.

Definition 1. Kronecker product (or tensor product) [1] A ⊗ B if A is
n × n matrix and B is m × m matrix is the block matrix C = (aijB)1�i,j�n,
where aij—corresponding element of matrix A.

Definition 2. Tensor power [1] of matrix A is defined by the following recur-
rence formula:

A[1] = A;A[n] = A[n−1] ⊗ A, n � 2.

Definition 3. Matrix family In [19] is defined by the following recurrence
formula:

I1 =
[
1 −1
0 1

]
;

In =
[
In−1 −In−1

0 In−1

]
= I[n]1 .

Let the vector Pn be a vector of variables containing probabilities of the
truth of the conjuncts. We arrange the variables in this vector as follows: the
variable number j enters the conjunction number i if and only if the bit number
j is equal to one in the binary representation of the number i (if you count it on
the right). Such numbering is very useful since it allows us to state the following
theorem.

Theorem 1. Constraints of probability theory axioms can be obtained as the
product In × Pn [20].
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Thanks to this theorem, it was shown in [21] that to solve the problem of
maintaining local consistency, it is enough to solve a series of linear programming
problems of the form:

p−(f) = min
R

{p(f)},
p+(f) = max

R
{p(f)},

where R = E ∪ D, E are constraints of probability theory axioms, D are domain
constraints and p−(f) and p+(f) are the refined lower and upper bounds for the
probability of the truth of the conjunction f . From Theorem 1 it is clear that
the constraint system R is linear.

4 Analytical Solutions to LPP

In this section, we will assume that the domain constraints are adequate to
probability theory, that is, the bounds on the estimates of conjunct probability
of true in the interval [0; 1]. We also assume that the system of constraints is
consistent.

4.1 Knowledge Pattern with One Variable

In the case of one variable in the knowledge pattern, the constraint system
degenerates into a single requirement p(x1)− � p(x1) � p(x1)+. Such a system
of constraints always has a solution, and the minimum and maximum x1 is
exactly p(x1)− and p(x1)+ respectively.

4.2 Knowledge Pattern with Two Variables

For two variables, we write in explicit form the constraints of the probability
theory axioms:

E(2) =

⎧⎪⎪⎨
⎪⎪⎩

p(x1x2) � 0, (1)
p(x1) − p(x1x2) � 0, (2)
p(x2) − p(x1x2) � 0, (3)
1 − p(x1) − p(x2) + p(x1x2) � 0 (4)

⎫⎪⎪⎬
⎪⎪⎭

,

as well as domain constraints:

D(2) =

⎧⎨
⎩

p(x1)− � p(x1) � p(x1)+,
p(x2)− � p(x2) � p(x2)+,
p(x1x2)− � p(x1x2) � p(x1x2)+

⎫⎬
⎭ .

First of all, we solve the problem for a maximum of p(x1x2), since this variable
is bound by the greatest number of constraints.⎧⎪⎨

⎪⎩
p(x1x2) � p(x1x2)+ follows from the domain constraints,
p(x1x2) � p(x1)+ follows from the second constraint of E ,
p(x1x2) � p(x1)+ follows from the third constraint of E

⇒

p(x1x2) � min(p(x1)+, p(x2)+, p(x1x2)+)
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Theorem 2. Maximum p(x1x2) is exactly

min(p(x1)+, p(x2)+, p(x1x2)+).

Proof. To prove this, it is necessary to find such values of p(x1) and p(x2), that,
together with the chosen p(x1x2), satisfy all the constraints. We note immedi-
ately that the first constraint of E is satisfied regardless of our choice. Let us set
p(x1) = max(p(x1)−, p(x1x2)) and p(x2) = max(p(x2)−, p(x1x2)). First, such a
choice will ensure that the domain constraints are satisfied, since the expres-
sion for p(x1x2) is at most p(x1)+, p(x2)+, that is, p(x1), p(x2) are at most their
upper bounds. At the same time, because of max, they are no less than their
lower bounds. If the value of p(x1x2) is outside the valid limits, then for one
of the variables p(x1), p(x2) the upper bound is less than the lower bound for
p(x1x2), and in this case the system is inconsistent. Secondly, it guarantees the
satisfied of the second and third constraints of the probability theory axioms. It
remains to verify that 1 − p(x1) − p(x2) + p(x1x2) � 0. We rewrite it in a more
convenient form:

p(x1x2) + 1 � p(x1) + p(x2).

Let’s analyze two cases:

1st case: p(x1x2) = p(x1)+ or p(x1x2) = p(x2)+.
In this case, in inequality 1, we can subtract p(x1x2) from the left side and p(x1)
from the right side, since p(x1) � p(x1)+. Then the one will remain on the left
side, and a certain probability on the right side, that is, the inequality will be
satisfied. Similarly for p(x2)+.
2nd case: p(x1x2) = p(x1x2)+, that is, we need to check the inequality p(x1x2)++
1 � p(x1) + p(x2). This case is divided into two subcases:

• The maximum in the expression for p(x1) or p(x2) is realized as p(x1x2)
Add to both sides minus p(x1x2), the remaining inequality is manifestly
satisfied.

• Otherwise, the inequality takes the form 1 + p(x1x2)+ � p(x1)− + p(x2)−.
Note that the left side cannot become larger, and the right cannot become
smaller. In other words, if such an inequality is not satisfied, then the system
of constraints is inconsistent. �	
Before determining the minimum of p(x1x2), we first solve the problem of

the minimum of p(x1) and p(x2). We hasten to add that all the constraints are
symmetric with respect to p(x1) and p(x2), therefore it is enough to carry out
the proof for only one of them.

Theorem 3

min{p(x1)} = max(p(x1)−, p(x1x2)−),

min{p(x2)} = max(p(x2)−, p(x1x2)−).
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Proof. To begin with, we determine the lower bound for the desired quantity.

{
p(x1) � p(x1)− follows from the domain constraints,
p(x1) � p(x1x2)− follows from the second constraint of E ⇒

p(x1) � max(p(x1)−, p(x1x2)−).

We show now that this estimate is exact. Let us set p(x1x2) =
min(p(x1), p(x2), p(x1x2)+). This ensures that the first three axioms of E are
satisfied. We now verify the fourth one. Again, we analyze two cases:

1st case: the minimum in the expression p(x1x2) is realized as p(x1) (or p(x2))
Subtract then the equality p(x1x2) = p(x1) from inequality (4). The resulting

inequality 1 � p(x2) is always satisfied.
2nd case: the minimum in the expression for p(x1x2) is realized as p(x1x2)+

Then the left side of inequality (4) reached its maximum, and the right minimum.
If the inequality is not satisfied, the system of constraints is inconsistent. �	
Theorem 4. min{p(x1x2)} = max(p(x1x2)−, p(x1)− + p(x2)− − 1).

Proof. From the domain constraints p(x1x2) � p(x1x2)−. From constraint (4)
p(x1x2) � p(x1) + p(x2) − 1, in particular p(x1x2) � p(x1)− + p(x2)− − 1.
Therefore, p(x1x2) � max(p(x1x2)−, p(x1)− +p(x2)− −1). Let us show that this
estimate is exact. Again, we analyze two cases:

1st case: The indicated maximum is realized as p(x1)− + p(x2)− − 1.
In this case, let us set p(x1) = p(x1)−, p(x2) = p(x2)−. Then all the domain
constraints are satisfied, constraint (1) is satisfied, and constraint (4) degenerates
into equality. It remains to verify that constraints (2) and (3) are satisfied.
We rewrite (2) as p(x1)− � p(x1)− + p(x2)− − 1. Subtract p(x1)− from both
sides and transfer the one to the other side. The resulting inequality 1 � p(x2)−

is always satisfied.
2nd case: The indicated maximum is realized as p(x1x2) = p(x1x2)−.
Let us set p(x1) = max(p(x1x2)−, p(x1)−) and p(x1x2) = max(p(x1x2)−,
p(x2)−). If, with such a set of values, the domain constraints are not satis-
fied, then p(x1x2)− � p(x1)+ (or the same for p(x2)+), that is, the system is
inconsistent. Constraints (1), (2), and (3) are also satisfied, and it remains for
us to check only (4), i.e. p(x1x2)− + 1 � p(x1)− + p(x2)−. Since the max-
imum in the expression for p(x1x2) is realized as p(x1x2)−, we know that
p(x1x2)− � p(x1)− + p(x2)− − 1. We substitute this inequality into the pre-
vious one: p(x1)− + p(x2)− − 1 + 1 � p(x1)− + p(x2)−. This inequality is always
satisfied. �	

Finally, we solve the problem for a maximum of p(x1) and p(x2). But before
that, recall the following definition:
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Definition 4. Truncated subtraction [23] is a function of two variables
defined by the ternary operator x > y ? x − y : 0. That is, the truncated dif-
ference coincides with the “classical” if the result is positive, and is equal to zero
otherwise. We assume that the priority of the truncated subtraction is higher
than the priority of the “classical” subtraction.

Theorem 5.

{
max{p(x1)} = min(p(x1)+, 1 − p(x2)− −̇ p(x1x2)+)
max{p(x2)} = min(p(x2)+, 1 − p(x1)− −̇ p(x1x2)+)

Proof. We carry out the proof for p(x1).
We analyze the cases of the relative position of the boundaries of probability

estimates (Fig. 2).

Fig. 2. The first case. Solid borders correspond to p(x1x2), dotted lines correspond to
p(x2)

In the first case, p(x2)−−̇p(x1x2)+ = 0. This means that in the expression for
p(x1) the minimum is realized as p(x1)+, since p(x1)+ � 1. We choose p(x1x2) =
p(x2) = p(x1x2)−. Then the constraints of the subject area are fulfilled, and also
the constraints (1) and (3) are fulfilled. If constraint (2) is not satisfied, then the
system is not compatible, since p(x1) cannot become larger, and p(x1x2) cannot
become smaller. Constraint (4) is satisfied since p(x2) = p(x1x2), that is, it is
only necessary to check p(x1) � 1, which is true (Fig. 3).

Fig. 3. The second case. Solid borders correspond to p(x1x2), dotted lines correspond
to p(x2)

In the second case, the truncated difference p(x2)− −̇ p(x1x2)+ is trivial
again, and p(x1) is again equal to p(x1)+. We choose p(x2) = p(x2)−, p(x1x2) =
min(p(x1)+, p(x2)−).

It would be convenient for us to choose for p(x1x2) the value p(x2)−, since
then the second case would be completely analogous to the first. However, with
this choice, inequality (2) is not satisfied. If it fails, reduce p(x1x2) to p(x1)+.
This cannot spoil the constraints (3), but also preserves the satisfaction for (4).
If p(x1)+ < p(x1x2)−, then the constraint system is inconsistent.

Note that p(x1) just cannot be greater than p(x1)+, therefore in these two
cases the maximum problem is solved correctly.
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Fig. 4. The third case. Solid borders correspond to p(x1x2), dotted lines correspond
to p(x2)

Third case is the only possible case in which the truncated difference
p(x2)− −̇ p(x1x2)+ is nontrivial, since p(x2)− > p(x1x2)+. Since we cannot
definitive determine how the minimum in the expression for p(x1) is realized,
we analyze two cases (Fig. 4):

1st case: p(x1) = 1 − p(x2)− + p(x1x2)+

Let us set p(x2) = p(x2)−, p(x1x2) = p(x1x2)+. Constraints (1) and (3) are
fulfilled, as well as domain constraints. (2) is satisfied since 1− p(x2)− � 0, that
is, p(x1) is equal to the sum of p(x1x2)+ and a non-negative term. We verify the
satisfaction of (4). The inequality 1+p(x1x2)+ � 1−p(x2)−−+p(x1x2)++p(x2)−

is equivalent to the inequality 0 � 0, which is true.
2nd case: p(x1) = p(x1)+

Note that then p(x1)+ � 1 − p(x2)− + p(x1x2)+. Let us set p(x2) =
p(x2)−, p(x1x2) = min(p(x1x2)+, p(x1)+). If the domain constraints are not
satisfied, then p(x1x2)− > p(x1)+, that is, the system is inconsistent. Also,
constraints (1), (2), and (3) are fulfilled. We verify inequality (4).
If the minimum in p(x1x2) is realized as p(x1)+, then we simply subtract p(x1)+

from both sides of (4) and obtain the valid inequality 1 � p(x2)−. Otherwise,
p(x1x2) = p(x1x2)+. Add to both sides of the inequality p(x2)− noted above.
Then the inequality persists and coincides with (4).

Finally, since p(x1) � p(x1)+ from the domain constraints, as well as p(x1) �
1 − p(x2) + p(x1x2), and in particular p(x1) � 1 − p(x2)− + p(x1x2)+, from the
constraints of the probability theory axioms, p(x1) cannot exceed the minimum
indicate in Theorem 5, that is, the maximum problem is solved correctly. �	

5 Experiment

To test the effectiveness of the explicit form of solutions against the simplex
method, we conducted an experiment. We have done 100 iterations of the fol-
lowing loop:

• The cnt variable is set to 0. It will store the number of cases in which the
system was consistent;

• 6 points are taken from the range [0, 1];
• Iterates over all permutations of these points to take into account all possible

relative arrangements of p(x1), p(x2), p(x1x2);
• The first pair of points is assumed to be p(x1), the second pair is p(x2), the

third pair is p(x1x2);
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• Start time is measured;
• The local consistency is maintained by the simplex method;
• The time of using the simplex method is recorded;
• If the system is consistent:

– Start time is measured;
– Consistency is maintained by explicit formulae;
– The time for maintaining consistency by explicit formulae if recorded;
– The cnt variable is incremented by one.

Figure 5 shows the resulting distribution of the average time for maintaining
local consistency using the simplex method, and the Fig. 6, using the proposed
explicit formulae. Also, the Fig. 7 shows a summary graph of average times.

Fig. 5. The vertical axis is the average consistency maintaining time by the simplex
method.

Fig. 6. The vertical axis is the average consistency maintaining time by the explicit
formulae.
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Fig. 7. Summary plot. The vertical axis is the average consistency maintaining time by
the simplex method. The horizontal axis is the average time for maintaining consistency
by explicit formulae.

It is easy to see that explicit formulae give significant time gains even for two
variables. In fact, this result is in line with expectations. We know a nonasymp-
totic bound of the expected length of the effective path of the simplex method:
const·d3n1/(d−1). This result belongs to Borgwardt [2], where n is the number of
variables, and d is the number of constraints. In other words, the expected time
of the simplex method is proportional to the cube of the size of the constraint
system. At the same time, the constraint systems arising in ABN problems over
n atomic variables are 2n + 2n [16], that is, quite large. Another reason for the
importance of obtaining the general form of the proposed formulas is that it will
significantly accelerate the probabilistic logical inference in the ABN.

Note that the results when using an analytical solution are less exposed to
problems associated with the accuracy of calculations than when using a simplex
algorithm.

6 Conclusion

The paper presents and proves explicit solutions for the problem of maintain-
ing local consistency in a knowledge pattern with a small number of variables,
and also compares their effectiveness with the simplex method. The theoretical
significance lies in the new possibilities for studying the sensitivity of algebraic
Bayesian networks. The practical significance lies in the substantial acceleration
of the maintaining of local consistency, as can be seen from the results of the
experiment. In the future, the authors hope to generalize the results to knowledge
pattern of arbitrary size and to study in detail the issues of sensitivity.
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Abstract. Estimates are expressions of the form ϕ ≥ r,ϕ > r, ϕ ≤ r, ϕ < r,
ϕ ≤ ψ or ϕ < ψ where ϕ and ψ are propositional formulas and r is a real
number from the unit interval [0, 1]. We consider the classic fuzzy interpretations
of formulas ϕ, i.e., those based on the t-norm min{x, y} and negation 1 − x. Such
interpretations is naturally extended to estimates. Logic of estimates LE is the set
of all Boolean compositions of estimates that are interpreted with the usual sense
of the propositional connectives. We have developed, for the logic LE, a complete
system of inference rules in the style of analytic tableaux. It is shown how to apply
the rules for abduction in the logic LE.

Keywords: Logical inference · Fuzzy logics · Analytic tableaux · Estimates for
fuzzy statements · Abductive inference

1 Introduction. Main Definitions

Abduction is a method of inference (reasoning) used in numerous application areas
and tasks, in particular, in bioinformatics, medicine, automation of scientific research,
robotics, automatic planning, engineering diagnostics, data engineering, ontological
modeling, multi-agent systems, life cycle analysis in production, etc. (see, for example,
[3, 4, 6–11]).

Abduction is a form of ampliative reasoning, i.e. such that allows for acquiring new
knowledge that does not follow logically from a given knowledge [2]. In general, logical
abduction is associated with the following scheme that includes:

• logical language L for representing knowledge;
• a set Int of interpretations of the language L;
• a set Obs ⊆ L whose members are called observations;
• a set Hyp ⊆ L whose members are called hypotheses;
• a knowledge base Kb which is a finite satisfied subset of L.

The purpose of abductive reasoning is, for a given observation O ∈ Obs such that
Kb |�=O, to find a hypothesisH ∈HypwithKb ∪ {H } |=O (where |= is the sign of log-
ical consequence). Usually, some constraints of “parsimony” on the desired hypotheses
are used.

Consider the simple scheme S of abduction where
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• L is the propositional language with atoms pi, qi(i = 1, 2, . . .);
• Int is the set of usual interpretations with the standard sense of propositional
connectives;

• Obs is the set of all conjunctions of literals pi and ~pj without contrarian pairs of
literals (for example, ∼p1 ∧ p3 ∧ ∼p2 ∈ Obs);

• Hyp is the set of all conjunctions of literals qi and ~qj without contrarian pairs of
literals.

Hereinafter, using medical terminology, we call pi symptoms and qj diseases. Thus,
the observation ∼p1 ∧ p3 ∧ ∼p2 is read as “there is the symptom p3 and there are no
symptoms p1 and p2”, and the hypothesis q3∧ ∼q1 is read as “there is the disease q3 and
there is no the disease q1”. We also represent conjunctions of symptoms and conjunction
of diseases by finite sets (for example, we write {~p1, p3, ~p2} for ∼p1 ∧ p3 ∧ ∼p2).

For a knowledge base Kb, we denote P(Kb) = {pi,∼pi|pi enters Kb} and Q(Kb)
= {qi,∼qi|pi enters Kb}. For any finite set of formulas F, we also denote by F∧ the
conjunction of all formulas from F, i.e., F∧ = ∧{ϕ|ϕ ∈ F}.

Let us take a DNF N = C1 ∨C2 ∨ . . . ∨ Ct for the formula Kb∧ (where Ci are con-
juncts of the formula) and denote C(Kb) = {C1,C2, . . . ,Ct}. Let also denote P(Kb) ={
p1,∼p1, p2,∼p2, . . . , pm,∼pm

}
and Q(Kb) = {q1,∼q1, q2,∼q2, . . . , pn,∼pn}

With anyknowledgebaseKb andDNFN (forKb),we associate somegraph�(Kb,N )

which will be used for abduction over that knowledge base. The graph �(Kb,N ) have
the following vertices and edges:

• P(Kb) ∪ C(Kb) ∪ Q(Kb) is the set of �(Kb,N ) vertices. We say that a vertex of P
(Kb), C (Kb) and Q (Kb) is left, central and right, respectively.

• The �(Kb,N ) edges are defined by the following rules:

(R1): (pi, Cj) and (~pi, Cj) are edges if and only if Cj contains pi and ~pi, respectively;
(R2): (Cj, qk) and (Cj, ~qk) are edges if and only if Cj contains ~qi and qi, respectively.

Remark. The graph �(Kb,N ) can be also used for deduction and query answering over
the knowledge base Kb.

The main goal of the present article is to extend to so-called logic of estimates the
abduction method based on the use of associated graphs.

By estimates we mean the expressions of the form ϕ ≥ r,ϕ > r,ϕ ≤ r,ϕ < r,ϕ ≤
ψ,ϕ < ψwhere r is a real number from the unit interval [0, 1] andϕ,ψ are propositional
formulas with fuzzy interpretations. More exactly, let L be the set of all formulas built
from the atoms pi and qj using the propositional connectives ∼,∧,∨,→ (for example,
∼q1 ∧ p1 → ∼p2 is a formula from L, and ∼q1 ∧ p1 → ∼p2 ≥ 0.8 is an estimate).

Set Int consists of fuzzy interpretations. An interpretation “•” ∈ Int is determined
by assigning the values “pi”, “qi” ∈ [0, 1]. The assignment is extended to L formulas
such that for any ϕ,ψ ∈ L:



166 G. S. Plesniewicz

Estimates are interpreted in natural way: every estimate is true or false in any
interpretation “•” and

Consider by example how to calculate the value of an estimate in a given interpreta-
tion. Let “•” be an interpretation with “p1” = 0.7, “p2” = 0.3 and “q1” = 0.5. Then for
the estimate ∼q1 ∧ p1 → ∼p2 ≥ 0.8 we have

Thus, “∼q1 ∧ p1 → ∼p2 ≥ 0.8” = 0, i.e., the estimate ∼q1 ∧ p1 → ∼p2 ≥ 0.8 is
false in the interpretation “•”.

The language LE of Logic of Estimates consists of sentences that are compositions
of estimates using the propositional connectives. Here is an example of LE sentence:

α: ∼ (∼q1 ∧ p1 → ∼p2 ≥ 0.8) ∧ (p2 ≤ p1).

How to interpret LE sentences is clear from the following example. Let “•” be an
interpretation with “p1” = 0.7, “p2” = 0.3 and “q1” = 0.5. Then we have

Thus, the sentence α is true in the interpretation “•”.
The logic LE of estimates will be described at Sect. 2 in detail. In Sect. 3 we will

show how to build graphs �(Kb,N ) for given knowledges Kb and DNF N.

2 Logic of Estimates

The logic of estimates LE has logical equivalences which are similar to ones that take
place in classic propositional logic. The main equivalences are written in Lemma 1.

Lemma 1. Let ϕ and ψ be propositional formulas and r ∈ [0, 1]. Then the following
equivalences are valid:

∼ϕ ≥ r ⇔ ϕ ≤ 1− r, (2.1)

∼ϕ ≥ r ⇔ ϕ ≥ 1− r,

ϕ ∧ ψ ≥ r ⇔ (ϕ ≥ r) ∧ (ψ ≥ r), (2.2)
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ϕ ∧ ψ ≤ r ⇔ (ϕ ≤ r) ∨ (ψ ≤ r),

ϕ ∨ ψ ≥ r ⇔ (ϕ ≥ r) ∨ (ψ ≥ r),

ϕ ∨ ψ ≤ r ⇔ (ϕ ≤ r) ∧ (ψ ≤ r),

∼(ϕ ≤ r) ⇔ ϕ > r,

(ϕ ≥ r) ∧ (ϕ ≥ s) ⇔ ϕ ≥ max{r, s}, (2.3)

(ϕ ≤ r) ∧ (ϕ ≤ s) ⇔ ϕ ≥ min{r, s},
(ϕ ≥ r) ∨ (ϕ ≥ s) ⇔ ϕ ≥ min{r, s},
(ϕ ≤ r) ∨ (ϕ ≤ s) ⇔ ϕ ≥ max{r, s},

and also the same equivalences but with signs> and< instead of≥ and≥ (respectively).
Here are the proofs of (2.1), (2.2) and (2.3):

Like any logic, LE induces the relation |= of logical consequence. Let Kb be a
knowledge base in LE and ϕ ∈ LE. Then Kb |=ϕ if and only if there is no interpretation
“•” such that “ϕ” = 0 and “ψ” = 1 for all ψ ∈ Kb.

We offer the inference rules with which we can verify the relation Kb |=ϕ . These
rules belong to analytical tableaux methods [1, 5]. The rules are presented in Table 1,
Table 2 and Table 3.

Table 1. Inference rules for LE formulas with the signs “>” and “<”.

Rule number Antecedents Consequent

1 + ∼ ϕ −ϕ

2 − ∼ ϕ +ϕ

3 +ϕ ∧ ψ +ϕ and+ψ

4 −ϕ ∧ ψ −ϕ or−ψ

5 +ϕ ∨ ψ +ϕ or−ψ

6 −ϕ ∨ ψ −ϕ and−ψ

7 +ϕ → ψ −ϕ or+ψ

8 −ϕ → ψ +ϕ and−ψ
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Table 2. Inference rules for estimates.

Rule number Antecedents Consequent

1 ∼ϕ ≥ r ϕ ≤ 1− r

2 ∼ϕ ≤ r ϕ ≥ 1− r

3 ϕ ∧ ψ ≥ r ϕ ≥ r and ψ ≥ r

4 ϕ ∧ ψ ≥ r ϕ ≤ r or ψ ≤ r

5 ϕ ∨ ψ ≥ r ϕ ≥ r or ψ ≥ r

6 ϕ ∨ ψ ≥ r ϕ ≤ r and ψ ≤ r

7 ϕ → ψ ≥ r ϕ ≤ 1− r or ψ ≥ r

8 ϕ → ψ ≤ r ϕ > 1− r and ψ < r

and the same rules but with the
signs > and < instead of ≥ and ≥

Table 3. Binary inference rules.

Rule number Antecedents Consequent

1 +ϕ, −ϕ X

2 ϕ ≤ r, ϕ ≥ s, r < s X

3 ϕ ≤ ψ, ψ ≤ ρ ϕ ≤ ρ

4 ϕ ≤ r, ϕ ≤ s ϕ ≥ min{r, s}
4 ϕ ≥ r, ϕ ≥ s ϕ ≥ max{r, s}

and the same rules but with other
inequality signs

When applying the method of analytic tableaux, inferences are presented in the form
of trees such that their vertices are the sentences, and their edges are determined from
the applied inference rules.

Consider Fig. 1 which shows some inference tree obtained by applying the rules
from Table 1. Its vertices are the signed LE formulas with labels. For example, the tree
has the vertex “1: +p1 ∧p2 ∧∼p3 [1–3] (7,3,1)” where the right labels [1–3] and (7,3,1)
indicate that rule 3 from Table 1 in step 2 and the binary rule 1 from Table 3 in step
7 were applied to the formula +p1 ∧ p2 ∧ ∼p3 . The left label “1:”indicates that the
formula +p1 ∧p2 ∧∼p3 was obtained in step 1 from the formula +q1 → p1 ∧p2 ∧∼p3
by applying the rule 3 from Table 1. The right label (7,3,1) was attached also to the
formula −p1 ∧ p2 ∧ ∼p3. Thus, the rule 1 from Table 3 was applied in step 7 to the
formulas +p1 ∧ p2 ∧ ∼p3 and −p1 ∧ p2 ∧ ∼p3 as antecedents. These formulas gave a
contradiction that was denoted by the symbol “X”.

When constructing the inference tree, we use the standard tactics for sequencing of
applicable rules [5]. In particular, we used the priority for non-alternative rules.
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Fig. 1. Inference tree for Kb from Example 1

3 Building Graphs �(Kb, N) for Knowledge Bases in Propositional
Logic

We consider, by example, how to build graphs �(Kb,N ) for knowledge bases written in
the language of propositional logic.

Example 1. Consider the task of diagnosis in a situation where there are two diseases
q1, q2 and three symptoms p1, p2, p3. Suppose the following knowledge defines relations
between these diseases and symptoms:

(a) the disease q1 is completely characterized by the presence of the symptoms p1, p2
and the absence of the symptom p3, i.e., q1 occurs if and only if the symptoms of
p1 and p2 appear, but there is no symptom p3;

(b) if there is the disease q2, then the symptom p3 is observed, but the symptom p1 is
absent.

The knowledge (a) can be represented by the formula q1 ↔ p1 ∧p2 ∧∼p3 or by two
formulas . The knowledge (b) can be represented
by the formula q2 → ∼p1 ∧ p3. Thus, we have the knowledge base

Kb = {q1 → p1 ∧ p2 ∧ ∼p3, p1 ∧ p2 ∧ ∼p3 → q1, q2 → ∼p1 ∧ p3}.
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We find a DNF for the formula Kb∧ (which is the conjunctions of the formulas from
Kb) using the method of analytic tableaux by means of the rules from Table 1. The result
of applying the rules is the tree shown in Fig. 1. In the tree there are three closed branches
and seven open branches. (A branch is open if it contains a contrary pair of formulas).

Take, for example, the third (on the left) branch /3/ of the tree and write out all signed
atoms entering the branch:−q1, −q2,+p3. Thenwe define the conjunct p1∧∼q1∧∼q2.
Other conjuncts are similarly obtained. Note that the fourth branch /4/ and the sixth
branch /6/ define the same conjunct C4. Thus, we obtain from the inference tree the
following DNF for the formula Kb∧:N = C1 ∨ C2 ∨ C3 ∨ C4 ∨ C5 ∨ C6 where

C1 = ∼p1 ∧ ∼q1 ∧ ∼q2, C2 = ∼p2 ∧ ∼q1 ∧ ∼q2, C3 = p3 ∧ ∼q1 ∧ ∼q2,

C4 = ∼p1 ∧ p3 ∧ ∼q1,

C5 = ∼p1 ∧ ∼p2 ∧ p3 ∧ ∼q1, C6 = p1 ∧ p2 ∧ ∼p3 ∧ q1 ∧ ∼q2.

It is easy to see that, due the lemma from Sect. 2, this method of finding DNF is
correct. We also can apply another method which consists in transforming formulas
using logical identities. In the present example, we can do as follows.

At first, we represent the formula Kb∧ in the form
[
a: (1: ∼q1 ∨ 2 : p1 ∧ p2 ∧ ∼p3)

] ∧ [
b: (1: ∼p1 ∨ 2: ∼p2 ∨ 3 : p3 ∨ 4: q1)

]∧
[
c: (1: ∼q2 ∨ 2: ∼p1 ∧ p3)

]
.

Then we perform the following transformations:

Thus, we obtained the same DNF as that was obtained before from the inference
tree.

Remark. These two methods for building DNF for formulas of propositional logic have
almost the same computational complexity. However, the tableaux method has more
potential for generalization.

Figure 2 shows the graph �(Kb,N ) built from these knowledge base and DNF using
the rules R1 and R2 (see Sect. 1).

Let ω(•) be the neighborhood function in the graph:
ω(v) = {u|(v, u) is an edge of the graph �(Kb,N )}.
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Fig. 2. Graphs G(Kb,N) and G(Kbe,M) from Example 1 and Example 4

In this case we have

ω(p1) = {C6}, ω(∼p1) = {C1, C4, C5},ω(p2) = {C7}, ω(∼p2) = {C2, C5},
ω(C1) = {∼p1, q1, q2}, ω(C2) = {∼p2, q1, q2}, ω(C3) = {p3, q1, q2},
ω(C4) = {∼p1p3, q1, q2}, ω(C5) = {∼p1, ∼p2, q1}, ω(C6) = {∼p1, p2, ∼p3, ∼q1},
ω(q1) = {C1,C2,C3,C4,C5} ,ω(∼q1) = {C6}, ω(q2) = {C1, C2, C3}, ω(∼q2) = {C6}.

4 Examples of Abductive Inferences Over Knowledge Bases
in Propositional logic

Consider two examples of abductive inferring over knowledge bases.

Example 2. It is clear that Kb ∪ {H }| = O ⇔ Kb ∪{H } ∪ {∼O} is inconsistent. In
particular, let Kb is the knowledge base and N is the DNF for Kb∧ from Example 1.
Suppose that the observation O = {p1} takes place. Then we have

Kb ∪ {H }| = O ⇔N ∧ H ∧ ∼O = 0 ⇔
(C1 ∨ C2 ∨ C3 ∨ C4 ∨ C5 ∨ C6) ∧ ∼p1 ∧ H = 0 ⇔
(C1 ∨ C2 ∨ C3 ∨ C4 ∨ C5 ∨ C6) ∧ H = 0.

The last equation has the least (by the number of literals) solution H = q1.
Thus, if the symptom p1 is detected, then the most plausible diagnosis is the disease

q1.

Example 3. Suppose the symptom p3 is present, but the symptom p1 is absent, i.e. we
have the observation O = {∼p1, p3}. Then, we have
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Kb ∪ {H } | = O ⇔N ∧ H ∧ ∼O = 0 ⇔
(C1 ∨ C2 ∨ C3 ∨ C4 ∨ C5 ∨ C6)∧ ∼ (∼p1 ∧ p3) ∧ H = 0 ⇔
(C1 ∨ C2 ∨ C3 ∨ C4 ∨ C5 ∨ C6) ∧ (p1 ∨ ∼p3) = 0 ⇔
(C1 ∨ C2 ∨ C3 ∨ C4 ∨ C5 ∨ C6) ∧ p1 ∨
(C1 ∨ C2 ∨ C3 ∨ C4 ∨ C5 ∨ C6) ∧ ∼ p3 = 0 ⇔
[(C2 ∨ C3 ∨ C6) ∨ (C1 ∨ C2 ∨ C6) ∧ H ] = 0 ⇔
(C1 ∨ C2 ∨ C3 ∨ C6) ∧ H = 0.

The last equation has the least solution H = ∼q1 ∧ q2.
Thus, if the symptom p3 is detected and there is no the symptom p1 then the most

plausible diagnosis is that there is the disease q2 but there is no disease q1.
Now, we describe, in graph terms, the abduction procedure which can be corre-

sponded to Example 2 and Example 3.
Abduction procedure P1 (for propositional logic).

Step 0. Given are a knowledge base Kb (written in propositional logic) and an
observation O.
Step 1. Find any DNF N for the formula Kb∧ (by tableaux method).
Step 2. Build the graph �(Kb,N ).
Step 3. Find B := ∪{−ω(v)|v ∈ O}. Here ω(•) is the neighborhood function in the
graph �(Kb,N ), and –ω(v) is the complement of ω(v) in the part Q(�) , i.e., −ω(v) =
Q(�)\ω(v).
Step 4. Find (one of) the least covering A of the set B, i.e., ω(A) ⊇ B,A ⊆ Q(�) and if
ω(X ) ⊇ B,X ⊆ Q(�) then |A| ≤ |X |.
Step 5. Return the hypothesis A.

5 Building Graphs G(Kbe, M) for Knowledge Bases in Logic
of Estimates

We consider two examples of building graphs for knowledge bases written in LE.

Example 4. Take again the knowledge base Kb from Example 1, and replace its
propositional formulas with the following estimates:

Kbe = {q1 → p1 ∧ p2 ∧ ∼p3 ≥ 0.6, p1 ∧ p2 ∧ ∼p3 → q1 ≥ 0.6, q2 → ∼p1 ∧ p3 ≥ 0.3}

Figure 3 shows the inference tree for the knowledge base Kbe. The tree was built
using the rules from Table 2 and Table 3. The tree has 7 open branches from which we
obtain the following conjuncts of the DNF M = D1 ∨ D2 ∨ D3 ∨ D4 ∨ D5 ∨ D6:

D1 = (p1 ≤ 0.4) ∧ (q1 ≤ 0.4) ∧ (q2 ≤ 0.7),D2 = (p2 ≤ 0.4) ∧ (q1 ≤ 0.4) ∧ (q2 ≤ 0.7),
D3 = (p3 ≥ 0.4) ∧ (q1 ≤ 0.4) ∧ (q2 ≤ 0.7),D4 = (p1 ≤ 0.3) ∧ (p3 ≥ 0.4) ∧ (q1 ≤ 0.4),
D5 = (p1 ≤ 0.3) ∧ (p2 ≤ 0.4) ∧ (q1 ≤ 0.4),
D6 = (p1 ≥ 0.6) ∧ (p2 ≥ 0.6) ∧ (p3 ≤ 0.4) ∧ (q1 ≥ 0.6) ∧ (q2 ≤ 0.7).
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Fig. 3. Inference tree with estimates for Kbe from Example 4

Consider, for example, how the conjunct D4 is obtained from the fourth branch /4/.
We write out from /4/ the elementary estimates (i.e., the estimates for propositional
variables): q1 ≤ 0.4, p3 ≥ 0.3, p1 ≤ 0.3, p1 ≤ 0.4. Then we define D4 = (p1 ≤
0.3) ∧ (p3 ≥ 0.4) ∧ (q1 ≤ 0.4).

The graph �(Kbe,M ) has the following vertices:
P(�) = {p1,∼p1, p1,∼p1, p1,∼p1},
C(�) = {D1,D2,D3,D4,D5,D6}, Q(�) = {q1 ≥ x1, q1 ≤ y1, q2 ≥ x2, q2 ≤ y2}.
The edges of the graph �(Kbe,M ) are defined using the following rules that are

similar the rules R1 and R2 from Sect. 1:
(R1*): (pi, Cj) and (~pi, Cj) are edges if and only if Cj contains the literals pi and

~pi, respectively;
(R2*): (Cj, qk) and (Cj,~qk) are edges if and only if Cj contains the literals ~qi and

qi, respectively
The Fig. 2 show the graph �(Kbe,M ). (There the vertices of C(�) and Q(�) are

enclosed in brackets).
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6 Examples of Abductive Inferences Over Knowledge Bases
in Logic of Estimates

We associate a inconsistency condition with every edge between the parts C(�) and
Q(�) of the graph �(Kbe,M ). Take, for example, the edge (D5, q1 ≥ x1) of the graph
in Example 4. There D5 = (p1 ≤ 0.3) ∧ (p2 ≤ 0.4) ∧ (q1 ≤ 0.4). It is clear that the
conjunct D5 and the estimate q1 ≥ x1 are contradictory if and only if x1 > 0.4. We
denote this situation by χ(D5, q1 ≥ x1) = (x1 > 0.4).

In general, let �(Kbe,M ) be the graph built for some knowledge base Kbe and DNF
M for the formula Kbe∧. Denote by E(�) the set of all edges between C(�) and Q(�),
and define the function χ from E(�) with values that are inequalities of the form xi > r
and yi < s as follows:

• χ(Di, qj ≥ xi) = (xj > r) if the conjunct Di contains the estimate xj ≥ r (note that
such an estimate is unique);

• χ(Di, qj ≤ yi) = (yj < s) if the conjunct Di contains the estimate xj ≤ s.

For any vertex v of the graph G(Kb, M), we denote by �(v) the edge-neighborhood
of v, i.e., the set of all edges which are incident to the vertex v. Clearly, if v = (qi ≥ xi)
then the set χ(�(v)) has the form {xi > r1, xi > r2, . . . , xi > rm}, and if v = (qi ≤ yi),
then χ(�(v)) has the form {yi < s1, yi < s2, . . . , yi < sn}.

Define the function μ from Q(G) with values that are inequalities of the form xi > r
and yi < s as follows:

• μ(qi ≥ xi) = (qi > min{r1, r2, . . . , rm}) ifχ(�(qi ≥ xi)) = {xi > r1, xi > r2, . . . , xi > rm};
• μ(qi ≥ yi) = (qi > max{r1, r2, . . . , rm}) ifχ(�(qi ≥ xi)) = {yi < s1, yi > s2, . . . , yi > sn}.

For the graphG(Kb,M) fromExample 4 there are the following values of the function
μ:

μ(q1 ≥ x1) = (q1 > 0.4), μ(q1 ≤ y1) = (q2 < 0.6), μ(q2 ≥ x2) = (q2 > 0.7).
(6.1)

Indeed, we have for the last value:

�(q2 ≥ x2) = {(D1, q2 ≥ x2), (D2, q2 ≥ x2), (D3, q2 ≥ x2), (D6, q2 ≥ x2)},
χ(�(q2 ≥ x2)) = {χ (D1, q2 ≥ x2), χ(D2, q2 ≥ x2),χ(D3, q2 ≥ x2),χ(D6, q2 ≥ x2)}

= {x2 > 0.4, x2 > 0.4, x2 > 0.4, x2 > 0.7},
max{0.4, 0.4, 0.4, 0.7} = 0.7, μ(q2 ≥ x2) = (q2 > 0.7).

The function μ is used in the abduction procedureP2 over knowledge bases written
in the logic of estimates LE. The procedure P2 has 4 parts with the following func-
tionalities: (1) finding, for a given observation O, the set B of those conjuncts Dj that
should be deleted from M in order to obtain logical consequence M′ |= O where M′
is the resulting DNF; (2) finding the least covering A of the set of vertices which are
conjuncts entering DNF M′; (3) applying the function μ to the covering A.

Abduction procedure P2 (for the logic of estimates LE).
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Step 0. Given are a knowledge base Kbe (written in the logic LE) and an observation O.
Step 1. Find any DNF M for the formula Kbe∧ (using the rules from Table 1, Table 2,
and Table 3 tableaux method).
Step 2. Build the graph �(Kbe,M ).
Step 3. Find B := ∪{−ω(v)|v ∈ O}.
Step 4. Find (one of) the least covering A of the set B.
Step 5. Apply the function μ to A.
Step 6. Return the hypothesis μ(A) (written in LE).

Consider two examples of applying the procedure P2.

Example 5. Suppose the symptom p1 is detected. Then we have:

Example 6. Suppose the symptom p3 is present, but the symptom p1 is absent, i.e. we
have the observation O = {∼p1, p3} . Then, we have:

0. Kbe = ref. 0 (Example 5), O = {∼p1, p3}.
1. M = ref. 1 (Example 5)
2. �(Kbe, M ).

3.
B = − ω(O) = − ω({∼p1, p3}) = − [

ω(∼p1) ∪ ω(p3)
] =

− [{D1,D4,D5} ∪ {D3,D4}] = {D2,D6}
4. A = {q1 ≥ x1, q2 ≥ x2}.
5. μ(A) = μ({q1 ≥ x1, q2 ≥ x2}) = μ({q1 ≥ x1}) ∪ μ({q2 ≥ x2}) =

{q1 > 0.4, q2 > 0.7}.
6. {q1 > 0.4, q2 > 0.7}.

7 Conclusion

We introduced the Logic of Estimates LE which is a metalogic for classical fuzzy
propositional logic. Its sentences have the forms ϕ ≥ r,ϕ > r,ϕ ≤ r,ϕ < r,ϕ ≤ ψ or
ϕ < ψ and Boolean compositions of such expressions. Here ϕ and ψ are propositional
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formulas, and r is a real number from the unit interval [0, 1]. We offered inference rules
in the style of analytical tableaux. The system of these rules is valid and complete. We
show how the system can be applied to abductive reasoning in the logic LE. Further
research will be directed to studies of metalogics for more expressive fuzzy logics.
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Abstract. Two basic trends in specifying and studying complex graphs and net-
works to model multi-agent systems are discussed. The authors associate the com-
plexity of graphs with such factors as heterogeneity, hierarchy, granularity, hybrid
structure, emergence, capacity to cope with uncertainty or fuzziness. In this con-
text some basic representations of fuzzy graphs and metagraphs are considered,
models of nested and interval-valued fuzzy metagraphs are introduced. An exam-
ple of heterogeneous network called goal-resource network is given on the basis
of detailed agent architecture and their types classification. Some goal-resource
networkswith colored vertices to show the interactions between agents of different
types are proposed. The metagraph interpretation of such a network is suggested
too.

Keywords: Artificial Intelligence · Agent · Multi-agent system · Complex
graphs · Heterogeneous networks · Metagraph · Metavertice · Nested vertices ·
Hypergraph · Hyperedge · Fuzzy graph · Interval-valued fuzzy graph · Bipolar
fuzzy graph · Hypernetwork · Goal-resource network · Colored GRN vertices

1 Introduction

The objective of our investigation consists in analyzing existing graph models and syn-
thesizing non-traditional heterogeneous and complex graph models to reveal the modes
of interactions between agents in multiagent systems. To attain this objective, three basic
problems ought to be solved: 1) investigation of basic modern trends in the field of graph
theory and its applications, in particular, matching the properties of planar straight line
graphs with the needs of applied areas; 2) study of the problem domain, including the
consideration of intelligent agent architecture, specification of agent types and analysis
of necessary conditions and strategies of their interactions; 3) development of appropriate
network models, their validation and practical use.

The paper is organized as follows. In Sect. 2 the concept of network as a weighted
graph is given, flow models of networks are presented – from classical transportation
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network to resource network. The main attention is paid to discussing the concepts of
«complex graph» and «complex network» and analyzing two basic approaches to graph
complexity interpretation. In addition to usual concept of complex graphs related to enor-
mous number of vertices and/or edges a system of structure complexity factors is intro-
duced that includes hierarchy, heterogeneity, hybridity, granularity, uncertainty/fuzziness
modeling, emergence, and so on. A short review of publications on complex graphs and
networks is made.

In Sect. 3 the methodology of «apriori universal planar graphicism» (this term is
coined by analogy with logicism) is criticized. The use of this methodology means: a)
primarily taking a graph type with predefined geometry and properties; b) then con-
sidering problem to be solved. An alternative approach is proposed that supposes: 1) a
detailed ontological analysis with taking into account main complexity factors to justify
some basic requirements to graph definition, geometry and structure; 2) selection or
generation of adequate graph model with taking singular or granular graph primitives
– vertices and edges.

To illustrate this approach, we take the area of communications between agents
and formation of multi-agent systems. The Subsect. 3.1 is devoted to specifying an
«ontological skeleton» of agent, selection of the types of agents and modes of theirs
interactions. On the basis of these results, in Subsect. 3.2 we perform an agent-based
synthesis of an heterogeneousGoal-ResourceNetworkwith colored vertices to represent
the types of interacting agents. Various situations of interactions between agents are
visualized is Subsect. 4.1.

An example of heterogeneous goal-resource network based on detailed agent archi-
tecture and specification of agents types is considered in Sect. 3 in order tomodel various
strategies of interactions between agents. Different specifications of fuzzy graphs and
metagraphs are overviewed, developed and suggested in Sect. 4. Finally, in Sect. 5 a new
metagraph-based solution for designing agents communication in MAS is proposed.

2 Motivation, Scope and Related Works

Our motivation consists in developing a granular approach to constructing complex
graph and networks on the basis of nested vertices and hyperedges concepts, as well as
in creating hybridmodels of complex graphs and networks by integratingmetagraphs and
fuzzy graphs representations. We also introduce an instance of heterogeneous network
called goal-resource network to specify the interactions of intelligent agents in multi-
agent systems.

To explain the scope of our investigation, we draw an analogy between two impor-
tant applied mathematical areas of Artificial Intelligence – modern Mathematical Logic
and Graph Theory. For a long time mathematical logic was driven by the ideas of logi-
cism. According to the logicism paradigm, formal logic has to deal with logical calculi.
In fact, logicism imposed hard restrictions on reasoning approaches: only these rea-
soning methods were accepted that were representable in the form of logical calculi.
Using a philosophical language, we can state that calculi are primary and reasoning
techniques are secondary. Nowadays a need of applying logic in modern Artificial Intel-
ligence, specifically, for the modeling of both common-sense knowledge and practical
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reasoning, brings about the logical pluralism and synthesis of various reasoning types.
The pragmatic issues have transformed the logicism doctrine: the first we investigate
descriptive models of synthetic reasoning, depending on ontological considerations, and
the second we select or create the appropriate formal techniques. It means the synergy of
both psychologism and logicism paradigms in the context of developing contemporary
applied logics for artificial agents.

The same processes occur today in the field of graph theory and network applications.
Here the canonical theory, a sort of «pure graphicism» , includes graph enumeration,
graph invariants, isomorphisms, connectivity, cyclomatics, and so on. The graph visu-
alization is usually fixed: it consists in representing vertices (nodes) as points on the
plane and considering edges as line segments. A basic approach of classical graphicism
is the following: first of all take a planar graph and give its matrix representation, study
graph properties and develop basic algorithms on graphs, then reduce a faced practical
problem to planar formulation. It means the ubiquitous use of planar graphs in spite of
the problem domain. In other words, the structure of graphs as visulization andmodeling
tools is seen as independent with respect to problem domain ontology.

Nevertheless, in many applications the available information is too complex to be
adequately modeled by classical graphs. In particular, the need in the modeling com-
plex networks in AI, for example, related to multi-agent systems and artificial soci-
eties, requires non-standard graph models. For this reason some new graph formalisms
have been introduced, such as higraphs, compound digraphs, metagraphs, clustered
graphs, hierarchical graphs and so on (see [6]). Development of spatial graphs with
non-Euclidean geometries, for example, spherical graphs or elliptic graphs, multiple
representations of graph primitives seem to be promising areas of future graph theory.
Such a pluralism of basic graph structures corresponds to a variety of real-world complex
networks.

In our paper we try to outline some keystones of «graphical pluralism» by focusing
on intrinsically granular concepts in graph, such asmetavertice, hyperedge, non-standard
generating set, and so on.

2.1 From Weighted Graphs to Resource Networks

In classical graph theory the word «network» means a graph or directed graph equipped
with a function that makes in correspondence to each edge (arc) e a non-negative real
number w [7]: NET = 〈V ,E,W 〉, where V is a set of vertices, E is the set of edges, and
W :E → R+ is the set of weights (non-negative real numbers). In particular, weights
may be restricted to rational numbers or integers.

A typical network example is a flownetwork (also knownas a transportation network)
– a directed graph without loops, where each arc has a capacity (or conductivity) w and
each arc receives a flow. Here the amount of flow on an arc cannot exceed the capacity
of this arc. Such a network can be used to model road traffic, fluids in pipes, currents in
an electrical circuit, or anything similar in which something travels through a network
of nodes. A classical network method is the Ford-Fulkerson algorithm which computes
the maximum flow in a network [13].
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Among non-classical networks for Artificial Intelligence (AI) Pospelov’s deeds
(action) frames are worth mentioning in the context of linking actions and commu-
nications between agents (with social evaluation of acts – see [30]). A flow graph [28]
and an extended flow graph [23] can be employed for representing, analyzing and dis-
covering knowledge in databases. They may be seen as a good graph framework for data
mining and knowledge discovery based on information flow distribution. Flow graphs
are used as a mathematical tool to analyze information flow in decision algorithms, in
contrast to material flow optimization considered in classical flow network analysis. An
overview of graph theoretic methods for multi-agent systems can be found in [25].

In 2009 O.P.Kuznetsov proposed a new network model called a Resource Network
(RN) [21, 42]. The resource network is a flow model represented by oriented weighted
graph, in which every two vertices are either not adjacent or connected by a pair of
oppositely directed arcs. To differ from conventional transportation networks and Ford-
Fulkerson model, where the resources flowing from source to sink vertices are located in
the arcs, in RN all resources are assigned to the vertices, and the weights of arcs indicate
their capacities. The vertices exchange resources, following the definite rules. At the
time t the state of RN is specified by a vector of resource values in the vertices.

Multi-agent systems (MAS), in particular, the exchange of resources in MAS, are a
natural application of RN. Here, the basic problem consists in analyzing the stabilization
of exchange processes.

The resource network is homogeneous if all its capacities are equal. In [21] only
homogeneous RN were considered. Generally, when the MAS includes agents of differ-
ent types, the appropriate resource network is not homogeneous, because both resource
amount and capacity values depend on the agent type.

Later on a classification ofRNbynetwork topology and arc capacitywas constructed.
The dynamics and asymptotics of states and flows for various classes of RN (both
ergodic and non-ergodic, symmetric and asymmetric) were investigated. The properties
of absorbing resource networks were studied, the comparison between RN and other
dynamic network model was made [42].

2.2 Complex Graphs: Two Trends

Nowadays, the development of applied intelligent systems, fromvisualizationof classical
knowledge models up to agent-based communications in multi-agent systems, requires
the construction and use of complex graphs and networks. Here the terms «complex
graphs» and«complexnetworks» are oftenviewedas synonyms.Nevertheless, the phrase
«complex network» is mainly employed in a practical sense to express a sophisticated
structure of real-world system, whereas «complex graph» is ordinarily considered as a
mathematical model of such a system.

There exist two basic trends in studying complex networks. The first one is related
to considering planar graphs of enormous sizes (hundreds of thousands and millions
of vertices having rich connections). The edges of such graphs can be either directed
or undirected. Sometimes, multigraphs are taken, where any two vertices can be joined
by several edges. Here some popular graph numbers are used to represent complexity
factors, for instance, graph vertex degree, mean degree or graph diameter. Such graph
techniques as specification of strongly connected subgraphs and maximal cliques are
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frequently used. The random graph theory for the study of complex networks is of
special concern.

Among leadingRussian researchers, sharing this vision and developing sophisticated
graph-theoretic approaches to complex networkmodeling, first of all O.P.Kuznetsov [22]
and I.A.Yevin [38] are worth mentioning.

The second, more recent trend consists in building new network concepts, e.g. syn-
ergetic networks with emergence, and forming non-standard graph structures to model
complex graphs. In this paper we will associate the complexity of graph with such fac-
tors as its heterogeneity, hierarchy, granularity, hybrid structure, emergence, uncertainty
or fuzziness of information. Such graphs are based on a sophisticated representation of
vertices, edges and/or their location (hierarchy of vertices with metavertices, multiarity
of edges and appearance of hyperedges, non-line, e.g. spherical graphs, nested graphs,
etc.). It means the conceptual shift to the consideration and analysis of such basic models
as heterogeneous graphs, hypergraphs, metagraphs, fuzzy graphs, hypernetworks, and
formation of hybrid models like fuzzy metagraphs and fuzzy hypernetworks.

Let us briefly present these variants of complex graphs. Heterogeneous graphs pos-
sess vertices and/or edges of different types. A hypergraph [7] is a generalization of
graph in which each edge can join any number of vertices. Such an edge, having many
endpoints, is called hyperedge. A metagraph [6] is a hierarchical graph structure, where
every node is a set having one or more elements. In a metagraph there is a set-to-set
mapping instead of vertice-to-vertice as in a classical graph structure.

Let us compare hypergraphs and metagraphs. Though the hypergraph has hyper-
edges, the modeling of complex hierarchical dependences is not supported, because it is
not a real network with an emergence. To differ from hypergraph, metagraph structure
allows us to model complex hierarchical dependences in a natural way, being a sort of
network with an emergence.

The hyperedges in hypergraph join only vertices, whereas the metanode in meta-
graph can include both vertices and metavertices and edges. The metanode enables the
specification of metagraph fragment, making annotation of its additional properties. In
essence, such fragments are similar to Koestler’s holons (holonic structures are simul-
taneously viewed as a whole and a part of the whole – see [35]) and, hence, metagraphs
generate holarchies – hierarchies of organic type.

Two hypernetwork models were proposed independently by V.K.Popkov [29] and
J.Johnson [16]. In the lattermodel a hypernetwork intended to dealwith complex systems
generalizes the concept of a relation between two objects to relations between many
objects. Here the notion of relational simplex extends the concept of network edge. Such
relational simplices have multi-dimensional connectivity associated with hypergraphs
and Galois lattice of maximally connected sets of elements.

Let us present in detail Popkov’s Abstract Hypernetwork, possibly the first model of
the network with an emergence. It is given by a sixtuple

AHN = (V ,B,E, α, β, γ ), (1)

where V is the set of vertices in a primary graph, B is the set of branches in a primary
graph, E is the set of edges in a secondary graph, α:B → 2V is the mapping that puts in
correspondence each element b ∈ B to the subset a(b) ⊆ V ;β : E → 2B is the mapping
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that puts in correspondence each element e ∈ E to the subset β(e) ⊆ B of its branches;
∀e ∈ E, γ : e → 2α(β(e))

The hypernetwork includes hypergraphs andmappings.Here themappingα specifies
the hypergraph PN = (B,E, α) called a primary network of the AHN and the mapping
γ forms the hypergraph SN = (V ,E, γ ) called a secondary network of the AHN. Such
a hypernetwork provides a more adequate model of hierarchical complex networks than
conventional graphs. It is depicted in Fig. 1.

Fig. 1. Representation of Popkov’s basic hypernetwork. Here v1, .., v6 stand for vertices, he1,
he2, he3 are hyperedges, PN stands for primary network and SN is a secondary network.

Below in Sect. 3 we will highlight the basic principle of graph theory as an «empir-
ical science» for AI: firstly problem domain ontological specification and secondarily
network structure generation, by taking an example of designing agents interactions
to form multi-agent systems with homogeneous or heterogeneous agents. The devel-
oped model of Goal-Resource Network in an extension of Kuznetsov’s Homogeneous
Resource Network [21].

3 A Case of Heterogeneous Graphs: Goal-Resource Networks

Very important sub-classes of complex graphs are heterogeneous graphs, in particular,
heterogeneous graph-based neural networks. To differ from homogeneous graphs with
uniform vertices and edges, heterogeneous graphs, or shortly heterographs, contain var-
ious types of nodes and edges. Here some kinds k ∈ K of vertices are connected with
different types of edges. It brings about the consideration of different types of attributes
selected to capture the characteristics of these kinds of vertices and types of edges. It
is worth noticing that generally heterographs are much more adapted to solve specific
domain problems, than homogeneous graphs.

We shall consider heterogeneous graphs be taking the example of Goal-Resource
Networks (GRN). In order to synthesize adequate network structures for communicating
agents we will give a classification of agent types, present some fundamentals of activity
theory for autonomous agents and provide the reasons of their interaction.
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3.1 Ontological Basis of Agent. Types of Agents and Conditions of Their Efficient
Interactions

Let us specify an ontological basis of agent as the structure «Goal-Resources-Perception-
Action» (Fig. 2). We begin with clarifying interrelations between these concepts. The
reason for any agent’s activity is the need viewed as a distance between desired and
current agent’s state. The relevant interpretation of this need is referred to as motivation;
the role of motivation in Activity Theory (see [35]) is the same as the role of force
in mechanics. The motive formation leads to a goal (target) appearance as a model of
agent’s wanted future.

Resource

Goal

Need

Perception Action

Beliefs Plans

Environment

Interpretation

Reactivity Activity

Sensors Actuators

Motive

Fig. 2. Representation of GRPA model

Let us stress that goal-driven activity and autonomy are basic agent’s features.
Agent’s autonomy is enabled by available resources, as well as by their periodic acqui-
sition from the environment (including other agents). Often the pair «autonomy –
intelligence» is viewed as agent’s keynote characteristic [32, 37]. Here intelligence is
mainly related to the synthesis of multi-sensor data, knowledge elicitation and reason-
ing, whereas autonomy is associated with decision-making, planning and acting, agent’s
resource allocation and re-allocation.

Various resources are required to achieve a goal. The term «resources» is viewed
here in a wide sense as any means useful for achieving goals of agent or multi-agent
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Fig. 3. Simple goal-resource network for the communication of two benevolent agents

system. For instance, the resources of manufacturing systems are workers, machines,
raw materials, robots. We specify two main resource attributes: 1) resource amount that
is its spatial measure, and 2) resource action that is its temporal measure. It is evident
that the same amount of resources can bring about different resource actions.

The general agent architecture GRPA (Goal-Resources-Perception-Action) [11] is
presented in Fig. 2. Here Goals and Resources are seen as keynote characteristics of
agent’s internal environment, whereas agent’s perception and actions are basic processes
of interaction with external environment.

Establishing communications between agents is the first step in building MAS; it
results in forming bilateral and multilateral dynamic relations. According to synergetic
methodology [17, 35], interactions are primary and the generated structures are sec-
ondary, i.e. communications are the sources of organizations. Multi-agent systems are
polystructural by their nature and ensure the fusion of extensive and intensive structures.
From the viewpoint of graph theory, the amplification of extensive structures supposes
generation of new vertices to compare with initial graph, whereas the deployment of
intensive structures is provided with adding multiple edges.

The necessary conditions for starting interactions between agents are: 1) goal sharing
or imposition; 2) a need in additional resources, including knowledge and experience;
3) commitments and agreements between agents.

The communication of agents in MAS is ordinarily associated with resource allo-
cation, exchange and shared use. Generally resources have two basic parameters: a)
location; b) accessibility. The idea of resource agentification [12] consists in providing
each resource with the knowledge about its own structure, location and state to facilitate
resource employment.

The possibility and structure of interactions between agents depends on their types.
Let us introduce basic agent’s types by taking two criteria: a) capacity to generate indi-
vidual goals and allocate the appropriate resources; b) capacity to form shared goals
and organize the exchange of resources to achieve such collective goals. Then three
basic agent types are straightforwardly specified (Table 1): 1) benevolent agent ab; 2)
self-interested or egoist agent ae; 3) altruistic agent aa.

So the total set of agents A is partitioned into three subsets of benevolent, egoist and
altruistic agents: A = Ab ∪ Ae ∪ Aa, where, Ab ∩ Ae = ∅,Ab ∩ Aa = ∅,Ae ∩ Aa = ∅.

Let us give a short goal-resource description of each agent type. The benevolent
agent ab has both individual goal and the capacity to form/take collective goal. He takes
an active part in exchanging resources and saves some resources for proper needs. The
egoist agent ae strives to achieve only his goals and ignores the goals of other agents.
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Table 1. Specification and visualization of agent type

Agent type Individual goal Collective goal Colored agent denotation

Benevolent agentab + + Green

Egoist agent ae + – Red

Altruistic agentaa – + Deep blue

He imposes his goal and initiates resource sharing only for his own benefit; in fact the
resource exchange is substituted here by the flow of resources to the ae. At last, the
altruistic agent aa takes anyone else’s goal as his own goal and is ready to the resource
exchange even if he loses from this.

The own agent’s goal is a decisive factor for his self-preservation by keeping a
needed part of resources, whereas the goal sharing is a necessary condition to obtain
some coalition.

Such a specification of agent types opens the opportunity to build variousmulti-agent
organizations or exclude some of them. For instance, multi-agent systems that include
only egoist agents, as well as MAS formed of altruistic agents, cannot exist. In the first
case we observe the inability of Ae to goal sharing and mutually beneficial exchange of
resources. In the second case only altruistic agents cannot form individual goals (and
spend the appropriate resources), as well as generate collective goals.

The availability of resources can influence the agent type. For example, a significant
inflow of resources can turn the benevolent agent ab into the egoist agent ae. Inversely,
the lack of resources can transform the benevolent agent ab into the altruistic agentaa.
The necessary conditions forMAS formation can be formulated as follows: (1) res(aa(t))
≥ resmin (a living minimum for the altruistic agent); (2) res(ae(t)) < resmax (a social
ability preservation by the egoist agent).

The above mentioned considerations show the need in introducing three kinds of
vertices and two types of edges into the model presented below.

3.2 Specification of Goal-Resource Network as an Heterogeneous Weighted
Graph

The analysis made in Subsect. 2.1 allows us to propose the following agent-grounded
definition and visualization of Goal-Resource Network as an heterogeneous directed
graph, where vertices (agents) have such attributes as type (marked by symbol or color)
and amount of resources, and edges also have types (goal links and resource links) and
capacity.

Definition 1. A Goal-Resource Network(GRN) for MAS is an heterogeneous weighted
(twice) directed graph

(2)

where a collection of vertices A is viewed as a set of agents a having such attributes
as the type k ∈ K, |K | = 3, K = {benevolent, egoist, altruistic}and the resources res
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∈ RES; G is the set of (qualitative) goals G = {g(ae)} circulated in the network (this
set can be reduced to a singleton, for instance G = {g(ae)}; it includes both personal
goals of agents g(ae), g(ab) and formed collective goals G(A); R is a set of edges (arcs)
that is partitioned into two non-overlapping subsets: a subset of goal arcs RG and a
subset of resource arcs RRES: R = RG ∪ RRES ,RG ∩ RRES = ∅. Each arc r ∈ R has
some conductivity value w ∈ W and W is also partitioned into a subset of resource
conductivitiesWRES and a subset of goal conductivities WG. Finally a discrete time set
is given, t = 0, 1, 2, . . . , n. Generally, the values of input and output conductivities can
be different.

Let n be the total number of agents in A. In any discrete time t the state of MAS is
given by the goal state vector GA(t) = (g(a1), . . . , g(am)) and resource state vector
RESA(t) = (res(a1), . . . , res(an)), wherem is the number of goal-generating agents,m
< n. A state of MAS is called stable, if GA(t) = const and RESA(t) = const. A state of
MAS is called asymptotically reachable for an infinitesimal ξ, ξ > 0, if ∀i = 1, . . . , n
the following inequality takes place |res(ai(t + 1)) − res(ai(t))| < ξ .

Definition 2. AGRNis called colored, if it includes coloredvertices corresponding to the
types of agents. Below we will denote benevolent agents by green color, self-interested
(egoist) agents–by red color, and altruistic agents–by deep blue color.

Let us consider main communication situations and behavior strategies for homo-
geneous (benevolent) and heterogeneous agents interactions. We begin with pairwise
communication (simple goal-resource networks).

I. Communication of two benevolent agents ab. Let us denote two benevolent agents
by abi and abj (Fig. 4). Here an equitable information exchange leads to a formation of
shared goal and resource exchange.

Fig. 4. Simple goal-resource network for the
communication between egoist agent and
altruistic agent

Fig. 5. Simple goal-resource network for
the communication between egoist agent
and benevolent agent

Amulti-agent system that includes n benevolent agents seems to be themost effective
architecture to implement «democratic» strategies of Decentralized AI, when a complete
graph structure appears.

II. Communication of egoist agent ae and altruistic agent aa. Here an egoist agent
ae imposes his goal to an altruistic agent aa and employs the aa resources to achieve
it (see Fig. 4). In fact, it is a transfer of resources from aa to ae that can lead to the
death of the altruistic agent, if res(aa(t)) < resmin. A basic star structure (1 egoist and n
altruistic agents) degenerates with a time and becomes an isolated vertex – the resource
monopoly.
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III. Communication of egoist agent ae and benevolent agent ab. Such a communi-
cation can happen, only when the agent ab accepts the goal of ae (Fig. 5). In fact, an
illusion of the resource exchange appears. The egoist agent ae needs some resources
for achieving his goal, but, in response, he tries not to give anything away. Usually, the
benevolent agent ab avoids such a communication and participates in it only in case of
emergency. Here any communication between ab and ae stops, if res(ab(t)) is close to
resmin (the instinct of self-preservation in ab).

The communication schemesB andC lead to the formation of «autocratic» strategies
of distributed intelligence.

IV. Communication of benevolent agent ae and altruistic agent aa. Here effective
resource exchanges take place, because aa shares the goal of ab (see Fig. 6) and the latter
does not allow the situation of resource depletion in the former. In case of one benevolent
agent ab and n altruistic agents aa a natural wheel or star structure of GRN is formed.

Fig. 6. Simple goal-resource network for the communication between benevolent agent and
altruistic agent

In all the considered examples of GRN, some constant types of agents are analyzed
that do not change in the process of communication. Besides, interesting situations of
modifying agent type by changing the amount of available resources or goal settings are
of special concern, for instance, a transmutation of benevolent agent ab to egoist agent
ae or an acquisition of purposefulness by an altruistic agent aa.

Generally the agent’s type is not crisp, and we have to give a triple of membership
functions μab,μae,μaa on the set K = {ab, ae, aa} (the degrees of benevolence, egoism
and altruism respectively).

It is well-known from graph theory that the degree of the vertex is determined by the
number of arcs incident to this vertex. For goal-resource networks we should take into
consideration both the number of arcs and their total conductivity. Thus, the potential
influence of agent in a multi-agent system is given by a quadruple

I(ai(t)) = 〈res(ai(t)),wS(ai(t)),mI (ai(t)), t〉,
where res(ai(t) stands for the amount of resources in the agent ai at the time t, wS(ai(t))
is the sum number of conductivities related to ai at the time t and mI (t) is the number of
agents interacting with ai at the time t. The main influence criterion is agent-to-resource
relation. The more are the agent resources, the more he can influence other agents and
the more is the amount of potentially reachable resources for him.

Let us note that the GRN defined by (1) is not able to tackle the issues of imprecision,
uncertainty and fuzziness. To enable a well-founded specification of fuzzy GRN we
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discuss various definitions of fuzzy graphs. Furthermore, it provides a conventional
vertice-to-vertice mapping, whereas in many cases we need polymorphic mappings,
such as vertice-to-set mapping or set-to-set mapping. Thus, in the next section some
definitions of metagraphs are given, followed by original and new specifications of
fuzzy metagraphs.

4 Fuzzy Metagraph Models

4.1 Various Fuzzy Sets, Fuzzy Relations and Fuzzy Graphs

The basic definition of binary fuzzy relation FR was given by L.Zadeh [39] in the form
FR = {(x, y)|μR(x, y)}, ∀(x, y) ∈ X × X ,μR ∈ [0, 1] or, simply, by a membership
function μR:X × X → [0, 1]. In 1975 A.Rosenfeld [31] considered the concept of
fuzzy graph, whose basic idea was proposed and depicted in 1973 by A.Kaufmann [19]
as a triple FG = 〈V ,E, ρ〉, where V is a non empty set of vertices, E is a set of
edges, ρ:E → [0, 1]. In particular, A. Rosenfeld introduced fuzzy relations on fuzzy
sets and developed the structure of fuzzy graphs, obtaining analogs of several ordinary
graph-theoretic concepts. Then P. Bhattacharya obtained fuzzy graphs results concerning
their center and eccentricity, and A. Somasundaram introduced domination in fuzzy
graphs. Later on L.Koczy [20] considered fuzzy graphs as a valuable tool to evaluate
and optimize different networks. Finally, L.S.Berstein and A.V.Bozhenuk [8] specified
fuzzy chromatic set, fuzzy internal stability and other invariants of fuzzy graphs, as well
as developed fuzzy temporal graphs to model dynamic complex systems.

The notion of totally fuzzy set was suggested by D.Ponasse as a triple 〈X ,μ, σ〉,
where μ:X → [0, 1] is the membership function and α:X × X → [0, 1] is the
indistinguishability function. Below we take the following basic formula.

Definition 3 [26]. A fuzzy graph FG is given by a triple

FG = 〈V ,μ, ρ〉, (3)

where V is a non empty set of vertices equipped with a pair of functions: μ:V → [0, 1]
and ρ:V × V → [0, 1] such that ρ

(
vi, vj

) ≤ μ(μi) ∧ μ
(
μj

)
, ∀(vivj) ∈ V × V .

Let us note that Zadeh’s fuzzy set can be represented through decomposition theorem
[27] in the following way: μA = ⋃

α∈[0,1]
(αμAα), where μAα(x) = 1, if μA(x) ≥ α, and

0 otherwise.
This decomposition underlies the second way of representing fuzziness, when it is

specified by a family of nested crisp sets. So for n membership grades we give the so-
called n-fuzzy (flou) set as follows: FS = 〈M1, . . . ,Mn〉, where Mi,⊆ X , i = 1, .., n,
andM1 ⊆ . . . ⊆ Mn (see [5]). More generally, we obtain the mappingM : [0, 1] → 2X .

The class of all these mappings �([0, 1]) = {M |M : [0, 1] → 2X }, such that: a)
M (0) = X ; b) ∀α, β ∈ [0, 1], α ≤ β ⇒ M (α) ⊇ M (β), is isomorphic with respect to
the set of all fuzzy subsets [0, 1]X = {μ|μ: → [0, 1]}. From this theorem we obtain the
equivalent representation of fuzzy graph by a hierarchy of vertices in a graph. Similarly
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we can construct the mapping N : [0, 1] → 2X×X and specify the appropriate class of
mappings for fuzzy relations.

Some other ways of specifying fuzzy graphs are also associated with various defi-
nitions of fuzzy sets and fuzzy relations. Here fuzzy sets of type 2, i.e. fuzzy sets with
fuzzy membership values [39] are of primary concern. It means that we take a granular
(in the sense of L.Zadeh [40]) membership ontology.

An interval in partially ordered set is a subset of elements x that meet the inequality
{x|l ≤ x ≤ r}, where l and r stand for the left (lower) and right (upper) bounds of the
interval. An important special case of granular membership functions is an Interval-
Valued Fuzzy Set (IVFS) A = {(x, [μl

A(x),μr
A(x)])}, where μl

A and μr
A stand for the

left and right bounds of the interval membership value μA(x) [19, 34]. It is defined by
a membership function μA:X → 2[0,1]. An interval-valued fuzzy relation is given by
μR:X × X → 2[0,1].

A useful counterpart of interval-valued fuzzy set is Hirota’s probabilistic set with
randomized membership function, where each membership value is characterized by an
expected value and variance due to random noise.

The concept of Interval-Valued Fuzzy Graph (IVFG) was proposed in [2]. Below we
give the following definition.

Definition 4. An interval-valued fuzzy graph is given by a triple

IVFG = 〈V ,μI , ρI 〉, (4)

where μI:V → 2[0,1], ρI:V × V → 2[0,1]. Here μI = [μl,μr
A], ρI = [ρl, ρr].

Amembership ontology inZadeh’s fuzzy set is based on the assumption thatmember-
ship μA(x) and non-membership mA′(x) values are complementary on a hard opposition
scale: μA(x) +μA′(x) = 1, for any x ∈ X . For instance, if the membership value is 0.7,
then the non-membership value is automatically taken as 0.3.

Another opportunity of specifying non-standard fuzzy graphs consists in weaken-
ing ties between membership and non-membership with considering the latter rather
independently. For instance, an Intuitionistic Fuzzy Set [4] is defined by an ordered
triple A = {(x,μA(x), vA(x)},∀x ∈ X , where μA(x) specifies the degree of member-
ship, and vA(x) – the degree of non-membership of the element x to the set A that
is the subset of X. Here μA:X → [0, 1], vA:X → [0, 1], and for every element
x ∈ X 0 ≤ μA(x) + vA(x) ≤ 1. Besides, πA(x) = 1 − μA(x) − vA(x) is called the
hesitation margin of x in A.

The concept of Intuitionistic FuzzyGraph (IFG)was introduced in [33] and discussed
in detail in [18].

Definition 5. An intuitionistic fuzzy graph is given by a quintuple

IFG = 〈V ,μ, v, ρ,ψ〉, (5)

whereV is a non empty set of vertices,μ:V → [0, 1], v:V → [0, 1], ρ:V ×V → [0, 1],
ψ:V × V → [0, 1]. Here the triple (vi,μi, vi) characterizes the degree of membership
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and non-membership of the vertex vi ∈ V , 0 ≤ μi(vi) + νi(vi) ≤ 1 , whereas the triple
(vi, ρi,ψi) denotes the degree of membership and non-membership of edge relations
eij = (vi, vj) on V. Atanassov used five Cartesian products to define various IFG.

A rather close to IFG approach is based on bipolarity phenomena and Bipolar Fuzzy
Sets (BPFS). Various bipolar scales can be generated by using at least two criteria: 1)
the strength of opposition between two poles; 2) the status or interpretation of neutral
value. Thus, different kinds of fuzzy bipolarity may be introduced. The concept of BPFS
was initiated byW.Zhang in 1994 [41] to deal with opposite properties, such as «strong-
weak», «large-small», «tall –short», and so on. It supposes the interpretation of neutrality
as irrelevance and rather loose relationships between the poles.

Bipolar fuzzy sets extend conventional fuzzy sets and take their values in the interval
[−1, +1]. Here the membership degree 0 means that the element x is irrelevant to a
considered property. The membership value (0, +1] shows that the element x satisfies
with some degree the positive property, and themembership degree [−1, 0) indicates that
x rather meets the negative property (counter-property). The status of property (positive
or negative) depends on the problem domain: for instance, «tall» is a positive property
for volleyball player, but it was a negative property in selecting the first cosmonauts.

Let X be a non-empty set. A bipolar fuzzy set A in X is written in the following
way A = {(x,μP

A(x),μN
A (x)},∀x ∈ X , where μP

A : X → [0,+1],μN
A : X → [−1, 0].

Generally, we can consider 3 cases: 1) νPA(x) �= 0, butμN
A (x) = 0 (in this case x has only

positive satisfaction); 2) inversely, μP
A(x) = 0, but μN

A (x) �= 0 (it means that x satisfies
only counter-property); 3) both μP

A(x) �= 0 and μN
A (x) �= 0 (it is a common case, when

the membership function for positive property overlaps the membership function for a
negative property).

A mapping ρBP : V × V → [−1,+1] is called a bipolar fuzzy relation, such that
ρP(x, y) ∈ [0,+1] and ρN (x, y) ∈ [−1, 0].

The concept of bipolar fuzzy graph (BPFG) appeared in [1, 24], where regular
BPFG and bipolar fuzzy line graphs were specified too. Below we suggest the following
definition.

Definition 6. A bipolar fuzzy graph is specified by a triple

BPFG = 〈V ,μBP, ρBP〉, (6)

where μBP : V → [−1, +1]. ρBP : V × V → [−1, +1]. Here μBP = (μP,μN
A),

ρBP = [ρP, ρN ]. Furthermore, ρP(x, y) ≤ min (μP(x),μP(y)) and ρN (x, y) ≥
max(μN (x),μN (y)).

In the last section of this paper we will take the concept of heterogeneous fuzzy set
by A.Kaufmann [19] to define an hierarchical heterogeneous fuzzy metagraph based on
three different types of vertices.

4.2 An Original Basu-Blanning Metagraph Model

The concept of Metagraph was introduced by A. Basu and R.W. Blanning in 1994 as a
graphical structure, in which edges represent directed relations between elements (see
the monograph [6]).
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Let E denote the set of edges. An edge e in a metagraph is an ordered pair e =
〈Ve,We〉 consisting of an invertex Ve ⊂ X and an outvertexWe ⊂ X ; each of them may
contain any number of elements. The different elements in the invertex (outvertex) are
called coinputs (cooutputs) of each other.

Let X = {x1, . . . , xm} be the generating set of a metagraph.

Definition 7 [6]. A metagraph is an ordered pair

MG = 〈X ,E〉, (7)

specified by its generating set X and a set of edges E defined on the generating set.

Remark 1. Themetagraphs extend both directed graphs (by allowingmultiple elements
in vertices) and hypergraphs (by including directions in edges). Nevertheless, in Defi-
nition 7 both the concepts of hierarchy of vertices and metavertices are not explicitly
formulated.

A simple path h(x, y) from an element x to an element y is a sequence of edges
e1,e2, . . . , en such that: a) x ∈ invertex (e1); b) y ∈ outvertex (en); c) for all ei, i =
1, . . . , n − 1, outvertex (ei)∩ invertex (ei+1) �= ∅.

Remark 2. Simple paths do not describe all of the connectivity properties of meta-
graphs. The concept of metapath is introduced to solve this problem.

Given a metagraph MG = 〈X ,E〉, a metapath M(B, C) from a source B ⊂ X to a
target C ⊂ X is a set of edges E′ ⊂ E. such that: (1) e′ ∈ E′ is on a simple path from
some element in B to some element in C; (2)

⋃

e′
Ve′ \⋃

e′
We′ ⊆ B; (3) C ⊂ ⋃

e′
We′ .

Remark 3. The emergence in themodel of A.Bazu and R. Blanning is achieved through
the use of edges. It can be noted that this version of the metagraph model is more
suitable for modeling directed processes than for representing complex data/ knowledge
structures.

It is clear that a general way of extending this model consists both in taking other
primitives than points (for instance, intervals) in the generating set and in specifying
non-standard subsets of the generating sets, such as rough sets, fuzzy sets, interval-based
fuzzy sets and so on.

4.3 A Hierarchical Metagraph Model with Metavertices and Meta-Edges

A rich conceptual framework for metagraphs was proposed in a short, but important
paper [3]. Both metavertices and meta-edges were introduced; besides, a valuable idea
of hierarchy for metavertices was suggested.

Definition 8. A hierarchical metagraph with metavertices and meta-edges is defined by
a quadruple
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HMG = 〈V ,MV ,E,ME〉, (8)

where V is a set of vertices (generating set), MV is a set of metavertices, E is s set
of edges, ME is a set of meta-edges defined on the union of metavertices and vertices
V ∪ MV . So a meta-edge in this model can connect a vertex with a meta-vertex or two
metavertices.

A fundamental idea of the paper [3] consists in introducing the concept of a nested
metagraph, where a nested set of vertices is viewed. It follows from the representation
theorem for fuzzy sets that a nested sequence of vertices can be seen as a flou set.

Let us take again the example of MAS generation in the process of interaction
between agents (Fig. 3, 4, 5 and 6) and draw an hierarchical metagraph (Fig. 7). Here we
consider three types of vertices: ordinary vertices v1, v2, . . . , vm (for instance, altruistic
agents aa1, aa2, aa3, benevolent agents ab1,ab2), metavertices of the first type mv1, mv2,
mv3, mv4, mv5, including some ordinary vertices or vertices incident to metaedges (for
example, ae1, ae2, Aa, Ab, Abb, a metavertice of the second type mmv containing both
vertices and metavertices of the first type.

Fig. 7. Representaion of interactions between agents of various types by a nested metagraph

This metagraph with nested vertices can be viewed as a case of n-flou graph.

4.4 A Recursive Annotating Metagraph

The annotating metagraph model was proposed in [9] as an extension of the original
Basu-Blanning model. Here the metagraph vertex is described by a set of attributes
[14] such as type, degree, resources, etc. The metagraph edge is specified by the set
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of attributes, the source and destination vertices (or metavertices), the edge direction
flag (eo = true – directed edge, eo = false – undirected edge)]. The main peculiarity of
this model consists in introducing the concept of metagraph fragment-holon. Here the
term «annotating» means highlighting or underlining key pieces of the model by using
recursions [15].

Definition 9. The annotating metagraph is a quintuple

HMG = 〈V ,MV ,E,ME, MGi〉, (9)

where V is a set of metagraph vertices (generating set), MV is a set of metagraph
metavertices, E is a set of metagraph edges, ME is a set of metagraph meta-edges, and
MGi is a metagraph fragment-holon, MGi = {

evj
}
, evj ∈ (V ∪ E ∪ MV ∪ ME).

Thus, metavertex, in addition to the attributes, includes a fragment of the metagraph.
The presence of private attributes and connections for metavertex is a distinguishing
feature of this metagraph. It makes the definition of metagraph holonic – metavertex
may include a number of lower-level elements and, in its turn, may be included in a
number of higher-level elements. The metagraph fragment MGi may contain nested
meta-edges that makes recursive the description of meta-edge.

As soon as a new concept is introduced as a metavertice, it obtains «all the rights»
to have its own properties, connections and so on, because such a new concept pos-
sesses new quality and cannot be reduced to the subgraph of basic concepts. Hence this
metagraph can be characterized as a «complex graph with emergence».

Let us depict an example of metagraph with both nested and intersecting metaver-
tices. The metagraph (Fig. 8) contains three metavertices: mv1, mv2, and mv3. Here the
metavertexmv1 contains vertices v1, v2, v3 and connecting edges e1, e2, e3. Themetaver-
tex mv2 contains vertices v4, v5, and edge e6. The edges e4, e5 are instances of edges
connecting vertices v2–v4 and v3–v5 are contained in different metavertices mv1 and
mv2. The edge e7 is an instance of the edge connecting metavertices mv1 and mv2. The
edge e8 is an instance of the edge connecting the vertex v2 and metavertex mv2. The
metavertex mv3 contains the metavertex mv2, the vertices v2, v3, and the edge e2 from
metavertex mv1 and also edges e4, e5, e8 showing the holonic nature of the metagraph
structure.

Unlike the previously consideredmodels, in thismodel ametavertex can include both
vertices and edges. The vertices, edges, and metavertices are used for data description
while the meta-edges are used for process description.

FromFig. 8 it is obvious thatmetavertices can be characterized by indices of inclusion
and intersection. For instance, the index of intersection for metavertices mv1 i mv3 can
be defined in the form of Jaccard similarity measure

SJ = |mv1 ∩ mv3|/|mv1 ∩ mv3|.
An example of a directed meta-edge is shown in Fig. 9. The directed meta-edge

contains metavertices mvS, . . .mvi, . . . mvE and connecting them edges. The source
metavertex contains a nested metagraph fragment. During the transition to the destina-
tion metavertex, the nested metagraph fragment became more complex, new vertices,
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Fig. 8. An example of metagraph

edges, and metavertices are added. So a meta-edge allows binding the stages of nested
metagraph fragment development to the steps of the process described by thismeta-edge.

Fig. 9. An example of directed meta-edge

5 Two Definitions of Fuzzy Metagraphs

Since a generating set underlies the formal definition of metagraph, a direct way to fuzzy
metagraph consists in selecting a fuzzy generating set [10].

A natural version of fuzzy extension of initial Basu-Blanning (see Definition 7)
model was proposed in [36]. We give it in the following form.

Definition 10. A fuzzy metagraph is a quadruple

FMG = 〈X ,E,μ,FE〉, (10)

where X is a generating set, E is a set of edges, μ:X → [0, 1], ρ:E → [0, 1], FE =
[0, 1]E = {ρ|ρ : E → [0, 1]}. Here FE is the set of fuzzy subsets-edges.

Belowweproposed another definition of fuzzymetagraph that is based on the concept
of heterogeneous fuzzy set by A.Kaufmann [19]. Fuzzy sets having been considered
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in Subsect. 4.1 are homogeneous in the sense that the same structure of membership
function domain is taken for all the elements of the universal set X.

Let us consider the generating set X as the union V ∪ MV ∪ MMV , where V is a
set of vertices, MV is a set of metavertices, and MMV is a set of meta-metavertices.
We shall represent the appropriate fuzzy sets as μV :V → [0, 1], μMV :MV → 2[0,1]„
μMMV :|MMV → [0, 1][0,1] respectively. In other words, the function μV defines a
standard fuzzy set, a function μMV – an interval-valued fuzzy set, and μMMV – a fuzzy
set of type 2. Sometavertices andmeta-metavertices are granular structures. Similarly the
set of fuzzy subsets of edges is specified as FE = [0, 1]E = {ρE |ρE : X × X → [0, 1]}
and the set of interval-valued fuzzy subsets of meta-edges FME = 2[0,1]E = {ρME |ρME :
X × X → 2[0,1]}.
Definition 11. An heterogeneous fuzzy metagraph is an octuple

HFMG = 〈
V ,μV ,MV ,μMV ,MMV ,μMMV ,FE,FME

〉
, (11)

where a generating set is a coveringX = V ∪MV ∪MMV ,μV is an ordinary fuzzy subset
defined on a set of vertices V ,μV :V → [0, 1], is an interval-valued fuzzy subset defined
on a set ofmetavericesMV : μMV :MV → 2[0,1],μMMV is a fuzzy set of type 2 defined on
a set of meta-metavericesMV,μMMV :MMV → [0, 1][0,1],FE is the set of fuzzy subsets
of edges,FE = [0, 1]E = {ρE |ρE :V×V → [0, 1]} andFME is the set of interval-valued
fuzzy subsets of meta-edges, FME = 2[0,1]E = {ρME |ρME :V × V ← 2[0,1]}.
Remark 4. This definition of heterogeneous fuzzy metagraph corresponds to the ear-
lier considered in Subsect. 4.4 Principle of Emergence that consists in generating new
primitives, connections and properties in the hierarchy of holonic graph structures.

6 Conclusion

The following tasks have been performed, and some results have been obtained in the
field of developing complex graphs and networks for the modeling MAS.

1. Two basic trends in modern complex networks investigations have been analyzed in
the context of suitable MAS representation. The first trend is founded on canonical
planar graphs with singular primitives, where the vertices are points and the edges
are given by non-crossing line segments. The second, rather new trend, appeared
in response to the need in modifying basic graphs primitives (both vertices and
edges) in order to construct granular and hierarchically ordered primitives, including
metavertices and hyperedges.

2. The system of structural factors of network complexity has been specified. Hence
some ways of constructing non-standard graph models for MAS have been dis-
cussed with the emphasis on heterogeneous and fuzzy graphs, hypernetworks and
metagraphs, as well as some hybrid graph models.
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3. By analogy with the paradigm of «logicism» in classical logic the paradigm of
«universal planar graphicism» has been described, where classical graph primitives
– vertices as points and straight lines as edges, as well as planar graph structures are
considered to be universal graphs characteristics not depending on applications.

The authors have suggested an alternative approach illustrated by the example of
synthesizing heterogeneous goal-resource network as a model of agents interactions and
MAS formation. A primary ontological analysis of agents with specification of agent
types and conditions of their effective interactions have been induced a detailed concept
and structure of applied heterogeneous network with three types of colored vertices, two
types of edges and two types of loops.

4. To extend the possibilitie of graph models in synthesizing complex networks the
analysis and systematization of fuzzy graphs has been performed with the emphasis
on granular fuzzy graph primitives and loose relations between endpoints of under-
lying bipolar scale, as well as the consideration of the basic model metagraph and
its generalizations. On the basis of Negoita-Ralescu theorem taken f both for fuzzy
sets and fuzzy relations, the assertion of the equivalence between the representation
of fuzzy graphs and nested metagraphs has been grounded. A unified representation
of four situations of agent interactions by a metagraph with nested vertices has been
introduced.

5. Two models of fuzzy metagraphs have been considered, including the model of
heterogeneous fuzzy metagraphs proposed by the authors.

The nearest plans of our work are related to the further development of fuzzy meta-
graphs formalisms and investigation of their properties, the elaboration of ontological
models based on nested vertices and development of hybrid structures of MAS on the
basis fuzzy graphs, fuzzy hypergraphs and fuzzy metagraphs.

In our further work, we hope to simulate and compare various types of Fuzzy Com-
plex Networks in the context of Industry 4.0 and develop an ontological system for
mutual understanding and joint work of artificial agents in such networks.

The authors are grateful to Prof. Oleg P.Kuznetsov and Prof. Gerald S. Plesniewicz
for initiating this work and giving some useful comments.
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Abstract. Subject, or back-of-the-book index consists of significant terms with
relevant page numbers of the text document, thus providing an easy access to
its content. The paper describes methods developed for automating main stages
of subject indexing for specialized texts: namely, term extraction, selection of
the most important ones, detecting their reference pages, as well as recognizing
semantic relations among selected index terms in order to structure them into
hierarchy. The developed methods are intended for processing scientific docu-
ments in Russian and are based both on formal linguistics rules and unsuper-
vised machine learning. Experimental evaluation of the methods have shown their
sufficient quality to be built into computer subject indexing system.

Keywords: Back-of-the-book indexing · Hierarchical subject index · Linguistic
patterns and rules · Automatic term extraction · Recognition of term relations

1 Introduction

Subject, or back-of-the-book indexes are intended for reading large and medium-size
text documents such as books, manuals, etc., especially in highly specialized domains.
Typical subject index contains specific terms from the corresponding document, with
reference pages, thereby facilitating navigation through the text and locating needed
information. Such indexes are especially useful for readers of educational texts in difficult
scientific and technical areas (textbooks, manuals, tutorials, etc.), since they represent
key concepts of the text and also makes it easier to repeatedly read term definitions and
other important fragments of texts.

To now, automatic back-of-the-book indexing is a little-researched area, although the
first papers appeared long ago [17]. Themain reasons are relatedwith the complex nature
of the problemand complexity of its subtasks.Nevertheless, the automation of these tasks
is needed, because the high-laborious indexing work remains mainly manual, and useful
subject indexes are absent in many modern textbooks and manuals, in particular, in texts
of rapidly developing scientific and technical fields.

© Springer Nature Switzerland AG 2020
S. O. Kuznetsov et al. (Eds.): RCAI 2020, LNAI 12412, pp. 201–214, 2020.
https://doi.org/10.1007/978-3-030-59535-7_14

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-59535-7_14&domain=pdf
https://doi.org/10.1007/978-3-030-59535-7_14


202 E. I. Bolshakova and K. M. Ivanov

Among fewworks on automatic subject indexing, the most [7–9, 15] address extract-
ing terms from a given text document, which is the central problem of index construc-
tion. The statistics-based and machine learning methods proposed in [7, 9, 18] showed
low precision and recall for term extraction (about 27–28%). The works [9, 14, 20] are
mainly based on linguistic rules for term extraction, but do not provide proper evaluation
of developed methods.

The other tasks of subject index construction are less investigated, including selection
of page numbers relevant for reference and revealing subordinate relations of terms to
form hierarchical indexes. Certain decisions of these tasks are implemented in two
subject indexing systems: InDoc [20] and commercial system TExtract1, which are
oriented to English or French texts.

It should be pointed out that any subject indexing system will inevitably be semi-
automatic, since there are no standards on structure and content of indexes, and the work
of human indexer may be highly subjective. Another reason is insufficient accuracy of
applied techniques from artificial intelligence and natural language processing. There-
fore, the resulting index needs to be validated and edited by author of the document or
expert in problem domain.

The main objective of our work is to propose a combination of methods and to study
their applicability for automating construction of subject indexes for scientific texts with
their reach terminology. Our approach is characterized by the following.

• Subject indexing is considered as complex problem comprising term extraction, selec-
tion among them of the most important ones, recognition of their semantic relations,
and also detecting their reference pages. According to specificity of each subtask, we
apply rule-based or machine learning techniques.

• Since widely-used statistical measures developed for corpus-based terminology
extraction [13, 19] perform poorly for individual documents [16], our term extrac-
tion techniques, as well as a method for recognition of subordinate term relations are
mainly based on formalized linguistic patterns and rules similar to [12]. For the other
indexing subtasks we propose unsupervised machine learning, namely, clustering
extracted terms and their occurrences in text.

• Our subject indexing methods are aimed to processing scientific documents, mainly
educational texts containing many specific terms with their definitions. They account
for various terminological features of scientific texts including typical contexts of
their usage, thereby achieving efficiency of the methods.

• In contrast to most works [7–9, 15, 18, 20] dealing with indexing English or French
documents, we consider texts in Russian. The developed rule-based methods continue
our previous researches [2, 3], they are close to those in [9, 20], but are performed for
Russian scientific texts. As a result, a representative set of rules with lexico-syntactic
patterns of terms and their contexts was created.

• In order to improve index termdetection (comparingwith [1, 7, 8]), we have elaborated
a selection procedure accounting for various factors of terms importance.

1 http://www.texyz.com/textract/.

http://www.texyz.com/textract/
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The present paper develops our recent work [4] by refining the selection procedure
and by proposing methods for the other subtasks of constructing subject index.

To implement the rule-based methods, we have exploited LSPL formal language
[2] and its programming tools2. For evaluating the methods, we took several Rus-
sian medium-sized scientific texts, mainly on programming. For index term extraction
and selection and for detecting reference pages, the developed methods were evaluated
separately, since the methodology for evaluating the whole combination is unknown.

The experiments have showed rather good performance of them, in average 70–80%
of precision and recall for index term extraction, which exceeds the results of early
statistics-based and machine learning methods [7, 8] and also of the recent one [1].
Overall, our methods are suitable for computer-aided subject indexing system.

The paper startswith explanation of back-of-the-book index structure and description
of main tasks (stages) of its construction, and along the way a short overview of corre-
sponding methods developed in related works is given. In the next sections, the methods
proposed for all the tasks are sequentially considered and described, with experimental
evaluation for the most of them. Finally, the conclusions are drawn.

2 Problems and Stages of Back-of-the-Book Indexing

Fragments of typical back-of-the-book indexes are presented in Fig. 1. They contain
index entries with specific terms from the text document (e.g., graph), proper names,
and names of objects of the problem domain (such as Lester Randolph Ford). Index
entries are associated with page numbers and page ranges that serve as pointers to
important occurrences of the terms and names in the text.

Fig. 1. Fragments of subject indexes

Many of subject indexes are hierarchical, as the examples in Fig. 1. Such indexes
contain entries-headings representing generic concepts (e.g., height) and subheadings

2 http://lspl.ru/.

http://lspl.ru/
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(height of a binomial tree) that correspond tomore specific concepts or particular objects.
Such subordinate linkbetweenheadings and subheadings often indicates generic-specific
semantic relation of terms (hyperonym and hyponim term).

Subject indexes may include cross-references (e.g., see flow network), which present
synonymy semantic relations between terms.

The process of automatic construction of subject index for a given text document
generally comprises 4 stages (tasks) [9, 15, 20]: 1) extracting single-word and multi-
word terms by applying linguistics and statistic criteria; 2) selecting themore appropriate
ones among extracted terms; 3) detecting semantic relations of the selected terms and
structuring them into hierarchy; 4) constructing pointers to important locations of index
terms in the text (page numbers).

The first stage produces only a flat list of words andword combinations. The standard
term extraction techniques [13, 19] based on linguistic features of terms (grammatical
patterns) and statistical measures of word occurrences do not guarantee extracted units
to be true terms (e.g., non-term phrases of general lexicon like key idea), so resulted
units are considered as term candidates and needed to be filtered.

The filtering task is usually performed by evaluating and ranking the extracted term
candidateswith the aid of certain statisticalmeasures (see [10, 13, 19]) and discarding the
worst ones. The previous works on subject indexing based on such methods (even with
machine learning) gave quite low precision and recall, about 27–28% [7]. Analogous
techniques are applied for similar task of keywords extraction (terms denote concepts
of problem domain, while keywords may be non-terms but represent main topics of the
document) and also give low scores: the best reported in [11] are 35%of precision, 66%of
recall, 45.7% of F-measure. The recent term extractionmethod [1] based on grammatical
patterns of terms along with terms clustering shows 35–67% of F-measure (precision
21–51% and recall 90%) in experiments with software requirements documents, which
is also not effective enough for our applied task.

Therefore, for reliable index term detection we propose to sequentially select index
terms from term candidates pre-extracted by lexico-syntactic patterns, making use of
various term importance factors and also C-value termhood measure [10] performing
well for texts in highly technical domains [16].

To hierarchically structure the selected index terms, headings and corresponding sub-
headings (and cross-references) are to be identified, which can be done in various ways.
The only work [20] that proposed the way to automatically recognize generic-specific
relations applies structural linguistics patterns similar to those in [10], as well as lexical
similarity of multi-word terms that have common words (e.g., acyclic directed graph
and directed graph). Our method exploits lexico-syntactic patterns for detecting such
subordinate and also synonymy links, as well term clustering based on certain similarity
measures, in order to reveal additional index terms and their semantic relations. Similar
clustering techniques proposed in the paper [1] was specifically used for construction
glossaries and differs from ours by similarity measures.

The last stage of index construction implies identifying important term occurrences
truly relevant for indexing. We should note that importance and relevance may be under-
stand in different ways [5], thus giving various automatic methods. The work [9] pro-
poses text segmentation and selection of the most frequent terms in all segments, but
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the method was not evaluated. Our decision of the problem accounts for density of term
occurrences in the text by clustering page numbers, and we have evaluated the proposed
method.

3 Term Candidates Extraction

For our tasks, the collection of LSPL rules from the work [3], which encode linguistic
information on structure and typical contexts of terms in Russian scientific texts was
revised and supplemented, in order to extract from texts a more wide set of term candi-
dates. The resulted set of rules encompasses three groups with various lexico-syntactic
patterns:

• rules that specifies typical grammatical patterns of one- and multi-word scien-
tific terms, by indicating part of speech of words (POS) and their grammatical
characteristics (case, gender, etc.);

• rules formalizing typical contexts of definitions for new terms (author’s terms),
which are often encountered in scientific and educational papers (so defined terms
are certainly be included in subject index being constructed);

• rules specifying typical contexts for introducing terminological synonyms and
abbreviations (including synonyms for author’s terms).

The first group includes, in particular, rules with grammatical patterns A N (e.g.,
cv�zny� cpicok – linked list) and N1 A N2<c=gen> (vycota binapnogo depeva
– height of a binomial tree), where N, N1, N2 are nouns, A is an adjective, and N2 is
specified in genitive case (c=gen). For the second pattern, the extraction rule is:

N1 A N2<c=gen> <A=N1> (N1) => A  #N1 N2<c=gen>

where the adjective of the first noun are grammatically agreed (A=N1). Symbol=>

denotes extraction of the recognized phrase (text item), in accordance with the pattern
in the right-hand side of the rule (the sign # denotes lemmatization of the first noun).

The second group covers most of typical Russian-language phrases-definitions of
terms in scientific texts. The rules include both particular lexical units (e.g., verbs
ponimat�, oppedel�t� – mean, define) and auxiliary pattern Term denoting phrase
with grammatical pattern specified by the first group of rules. For example, the defini-
tion phrase …pod tepminom izmenenie klimata bydem ponimat�… (…under
the term climate change we will mean …) is detected by the following rule:

"под термином"  Term<c= ins > "будем понимать" = > #Term

where Term should be in instrumental case (c = ins), but extracted in normal form.
Rules of the third group recognizes and extracts pairs of term synonyms (of valid

grammatical pattern), in such contexts as…pazp�dnoct�, ili ppocto dlina clova”
(…bitness, or simply the length of a word …). In the following rule recognition relies on
comma and lexical markers (words ili ppocto, the latter ppocto is optional):

Term1 "," "или" ["просто"] Term2 => # Term1 "-" #Term2
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Extraction by the described rules yields three sets of term candidates: Sgramm, Sauth,
Ssyn, respectively, and the sets are intersected, in particular, there are terms extracted by
patterns of grammatical structure and also by patterns of term definition. Therefore, a
procedure is necessary, for selecting unique and more significant term candidates for a
subject index.

For this purpose, we have estimated precision of term extraction for each group of
rules, taking several textbooks of medium size in computer science (each is about 20
thous. words), which contain back-of-the-book indexes constructed by their authors (the
problem encountered while performing experiments is the lack of human-built indexes
in many Russian textbooks). The experiments have expectedly shown high recall but
low precision (about 8–12%) for the first rule group, but for the second group rules
the results were opposite, with high precision (91–95%), due to lexical markers used
in them. We have formed a subset of very-high precision (VHP) rules from the second
group, since for them extracted terms are to be obligatory included into subject index.
The third group of rules show a rather good precision: 63–67%, and we also include the
extracted terms into index.

4 Selection of Terms

The developed heuristics procedure iteratively forms a collection of index terms from
pre-extracted sets of term candidates Sgramm, Sauth, Ssyn, aiming at reliable selection of
the most important terms by accounting for the following factors.

• There are many non-terms among Sgramm, most of them can be filtered through
applying lists of stopwords (auxiliary words and words of general lexicon);

• Terms extracted by very-high precision (VHP) extraction rules of term definitions
should be selected first;

• According toZipf’s law, themost significant terms are unitswith an average frequency,
so the most frequent and rare candidates must be discarded;

• StatisticalmeasureC-value [10] estimating termhood (by accounting nesting of terms)
and thus measuring term importance is useful for ranking selected terms;

• Terms occurred in content section (if any) of the text document or used in titles of its
sections/subsections should be included in the index;

• Term candidates that are synonymous to already selected index terms can also be
added to the subject index;

• Since index terms are often lexically similar (they refer to close concepts), a term
candidate can be added into the index if it has common words (at least one) with
any yet selected term (e.g., terms second order predicate and logical predicate are
lexically similar).

The selection procedure encompasses three stages. The first stage involves filtering
pre-extracted sets of term candidates with the aid of pre-compiled lists of stop words.
The first list contains words that cannot themselves be terms (plan, naqalo – plan,
start, and so on), while the second list contains words that cannot be part of terms (e.g.,
danny�, nizki� – given, low). From all the sets Sgramm, Sauth, Ssyn, their elements are
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excluded that: a) are encountered in the first list; b) contain words from the second list;
c) consist of words from the first list. Thereby many collocations of common scientific
lexicon such as given plan are discarded.

At the second stage, for all filtered term candidates, frequencies of their occurrences
the text are calculated, and for frequencies of units from Sgramm the percentiles are
calculated with the levels p1 = 0.4 (rounding down) and p2 = 0.95 (rounding up),
respectively. Values pi are exploited as thresholds for eliminating unlikely candidates
(both rare and frequent).

Then, the resulting set R of subject index terms is incrementally formed by taking
elements from the filtered Si, through the following steps (initially R is empty):

1. Term candidates from the set Sauth obtained by VHP rules and with the frequency in
the range

[
p1, p2

]
are included in the set R.

2. Term candidates from the set Sgramm, with frequency in the range
[
p1, p2

]
are added

to R, provided that i) they are encountered in any title of sections/subsections in the
text document (or list of content, if any) or ii) they have common words (at least
one) with any term selected in Step 1.

3. Term candidates remaining in the set Sauth (i.e. unconsidered in Step 1) and having
common words (at least one) with any element from current R are added to R.

4. Term candidates from the set Sauth or Ssyn, which are synonymous to a term from R,
are added to R.

5. All pairs of synonyms from the set Ssyn, whose total frequency is in the range
[
p1, p2

]

for percentiles calculated for total frequencies of all synonymous pairs, are added to
R.

6. Term candidates from the set Sgramm with frequency in the range
[
p1, p2

]
, are added

to R, provided they have common words with any element from current R.
7. Elements of R are ordered according their C-value and only the first Ntop elements

(considered as more significant) are remained in the resulted index list.

The thresholds for percentiles p1, p2 and the order of the described steps were chosen
experimentally. The value of Ntop is determined by the size of the source document,
because the larger the text, the longer the list of candidate terms, and the less significant
terms are located at its end. The value of Ntop may be about 50–90.

To experimentally evaluate efficiency of the described selection procedure, seven
medium-sized (about 70–100pages) educational scientific textswith human-built subject
indexes were taken, the indexes were regarded as etalon sets of terms. The processed
texts are devoted to programming systems (PS), programming languages (PL), formal
grammars (FG), artificial intelligence (AI), discrete mathematics (DM). The results
measured in precision (P), recall (R), and F-measure (F) are shown in Table 1. While
evaluating, we took into account the coincidence of the concepts designated by formally
different terms (such as yclovna� konctpykci� – yclovie, conditional construction
– condition), and Ntop contains all the selected terms.

One can notice that our methods of term extraction and selection demonstrates quite
good performance: its recall (in average 0.78) is sufficient, and precision (in average
0.71) is acceptable, as well as F-measure, 0.74), they exceed the rates of the above-
considered methods of term extraction for subject indexes [1, 6, 7]. For comparison,
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Table 1. Recall and precision of selection procedure

Text Size (words) Selected index terms P R F

# Examples

PS 11,699 67 fynkcional�noe
tectipovanie
(functional testing)

0.70 0.81 0.75

PL-1 21,060 140 vetv� yclovnogo
vypa�eni�
(branch of conditional
expression)

0.74 0.84 0.79

PL-2 29,301 208 levoe coglacovanie (left
matching)

0.56 0.82 0.67

PL-3 21,376 77 ppedikat vtopogo
pop�dka (second order
predicate)

0.77 0.72 0.75

FG 15,890 73 netepminal�ny�
cimvol
(nonterminal symbol)

0.79 0.83 0.81

AI 19,471 98 algopitm clepogo
pepebopa
(blind search algorithm)

0.71 0.74 0.73

DM 20,786 222 komponenta cv�znocti
(component of
connectivity)

0.73 0.71 0.72

Mean 19,940 126 0.71 0.78 0.74

we also have processed and evaluated the manual devoted to academic writing (11,699
words), it can hardly be attributed to scientific or technical text. The precision proved to
be 72% and recall 55% (F-measure, 62%). The low recall may be partially explained by
lack of explicit definitions of certain important but rare terms.

It should be noted that some extracted terms absent in the etalon subject indexes (such
as term proof tree from the textbook on Prolog) are terms relevant for subject index, they
may be omitted by human indexer because of subjectivity or intent to get a more short
index. Thus, for subject index construction, recall is more crucial than precision: it is
easier for human editor of the constructed index to discard some terms than to add new
ones. Besides, to increase recall, the editor can change values p1, p2.

5 Identifying Subordinate Relations of Terms

To form hierarchical structure of subject index, subordinate links among pairs of selected
terms are to be recognized, and corresponding headings and subheadings are to be
formed. Our method of revealing subordinate relations makes use of information about
structure of multi-word terms.
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Admittedly, hyponym terms often originate from hyperonym terms by complement-
ing them with qualifying words [6], e.g., cveptka (convolution) – leva� cveptka (left
convolution), ppotokol pepedaqi (transfer protocol) – ppotokol pepedaqi poqty
(mail transfer protocol). Accordingly, we determine potential hyperonyms (headings)
based on grammatical patterns of compound terms, and particular LSPL rules with
lexico-syntatic patterns are created for this purpose. Three examples of grammatical
patterns and the corresponding grammatical patterns of potential heading are presented
in Table 2.

Table 2. Grammatical patterns of heading and subheading

Patterns of terms Examples of terms Grammatical patterns, examples of
heading terms

A N Qiclovo� atom – Numeric
atom

N Atom – Atom

N1 N2<c=gen> Betv� fynkcii –
Function branch

N1 Betv� – Branch

N2 Fynkci� – Function

A1 A2 N Acikliqecki�
opientipovanny� gpaf
– Acyclic directed graph

N Gpaf – Graph

A1 N Acikliqecki� gpaf –
Acyclic graph

A2 N Opientipovanny� gpaf
– Directed graph

In addition to grammatical patterns of headings, which were determined for all
permissible multi-word terms, frequencies of terms in the document being processed
are used, according to idea that any heading term should be more frequent than its
subheadings.

Specifically, to form headings and subheadings, the following procedure is per-
formed, for each compound term T of subject index. First, all words and phrases

{
Tp

}
,

which can potentially become headings, are extracted from T. Then, occurrence frequen-
cies both for T and for each element from

{
Tp

}
are calculated. Finally, the following

rule is applied: the word or phrase Tpi with the highest frequency among
{
Tp

}
is chosen

as heading, provided that its frequency exceeds the frequency of the term T . If there are
several such elements, then the first one is selected, according to alphabetical order of
the terms. In the case when the frequencies of all

{
Tp

}
do not exceed the frequency of

T , T itself becomes the heading (without subheadings).
For example, for term Acikliqecki� opientipovanny� gpaf (Acyclic directed

graph), potential headings are: gpaf (Graph), Opientipovanny� gpaf (Directed
graph), Acikliqecki� gpaf (Acyclic graph). If term Opientipovanny� gpaf has
the highest frequency, it becomes heading, and Acikliqecki� opientipovanny�
gpaf will be the corresponding subheading.

After selection of headings, a hierarchical structure for subject index terms is formed.
From each subheading, its constituent part identical to the heading is deleted, and the
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rest is placed on the low level of the hierarchy. Resulting structure for the considered
example is shown below:

Rus.: Ориентированный граф
– ациклический

Eng.:  Directed graph
– acyclic

6 Revealing Additional Index Terms and Semantic Relations

To increase recall of index term selection, we propose to additionally use clustering of
terms candidates from Sgramm, since such clustering can reveal groups of semantically
related units, which together with already selected terms include significant terms that
were missed at the stage of term selection.

Term clustering is almost not investigated, the paper [1] applies clustering merely
for term extraction, with the purpose to construct glossaries for documents. Resulted
clusters contain semantically related groups of terms, but their semantic links are not
identified and not represented in constructed glossaries. Since for processing individual
texts, automatic identification and classification of semantic links is a really difficult
task, we believe that within a back-of-the-book indexing system it is reasonable to leave
such classification work to human editor of the index being constructed, and the system
only reveals groups of semantically related terms.

It should be noted that in our work, synonymy relations needed for establishing
cross-references in subject index, are mainly identified at the stage of term extrac-
tion: pairs of synonyms introduced by the author of the text are recognized by lexico-
syntactic patterns of the third group. Besides such obvious synonyms, term variants
[6], such as ppolog-intepppetatop and intepppetatop Ppologa (Prolog inter-
preter and interpreter of Prolog) are often encountered in scientific texts. As our experi-
ments showed, such variants as well as another semantically related pairs are effectively
detected by clustering.

In the experiments we applied Kmeans and DBSCAN clustering algorithms with
context similarity measure that compares context words of two terms, from a window
of size 4 (context is regarded as bag of words). Context similarity is evaluated with
Jaccard index (the proportion of common context words in the set of all context words
for the compared terms). Additionally we considered analogous measure with context
words represented as vectors in distributional vector space, but we had to abandon it,
since many words included in specific terms are absent in the known vector models
RusVectores.3

Results of Kmeans algorithmwere better than for DBSCAN, and its hyperparameter,
i.e. the number of clusters was experimentally selected so that the average cluster size
was 5–10. Below we present three examples of clusters yielded by Kmeans with the
context similarity measure:

1) pegyl�pna� gpammatika, fopmal�na� gpammatika, koneqny� avtomat,
avtomat – regular grammar, formal grammar, finite state automaton, automaton;

3 https://rusvectores.org/ru/.

https://rusvectores.org/ru/
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2) xl�z, mapxpytizatop, kommytatop, kommynikacionnoe obopydovanie
– gateway, router, commutator, communication equipment;

3) ppocta� pekypci�, xvoctova� pekypci�, kocvenna�
pekypci�, xapaktepictika* – simple recursion, tail recursion, indirect recursion,
characteristic*.

One can notice that in these groups there are pairs of terms with subordinate relation
that can not be detected by our build-in lexico-syntactic patterns for this relation (regular
grammar and formal grammar), as well as co-hyponims (simple recursion and indirect
recursion), terms with certain association semantic relation (regular grammar and finite
state automaton; commutator and communication equipment). Such pairs can be useful
for enriching subject index. At the same time clusters may include elements semantically
unrelated with the others (in the above example, such elements are marked with *),
therefore a human should analyze them.

The experiments showed that most clusters contain semantically related terms. To
enrich the set of index terms, only those clusters that include at least one yet selected
index term are automatically detected and then are presented to the human editor to
identify additional relevant terms among the elements of each cluster.

7 Determining Reference Pages

Every term of subject index should be associated with page numbers or/and page ranges
(for example: 5, 81–83) that indicate occurrences of the term in the text document. Some
terms may be quite often used in the text, and it is not reasonable to include references
to all pages with their occurrences. Usually, only significant places of term usage are
detected and correspondent pages are placed into the subject index.

Evidently, pages with detected definitions of terms is significant, so we necessarily
include them to a subject index being constructed. We determine significance of other
pages, depending on occurrences frequency of the given term on these pages, which may
be regarded as “density” of term usage.

To evaluate the density of occurrences for a particular term in the text, we propose
to cluster the multi-set of page numbers for pages with occurrences of the term (a page
number is repeated if the term is encountered several times in it) and then to form
page ranges for each resulted cluster. In general case, each resulted cluster contains
neighboring pages, which are concatenated into page range, but with the following
reasonable restriction. The maximum permissible distance between two neighboring
pages in page range is equal to M (M = 1or2), otherwise, the range may include more
than M pages without occurrences of the term, and this is unacceptable for reader of
the text. The number K (K = 2, 3, 4, 5) delimiting the number of page references (it
also should be reasonable) is additional parameter of our method for determining page
references.

For a given term, the steps of our method are as follows.

1. All occurrences of the term in the document are recognized (disregarding the
exact form they take), and multi-set Spage of page numbers for term occur-
rences is formed: if the term is used several times on a page, then its number
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is added to Spage as many times as term is encountered, for example: Spage =
{12, 23, 23, 25, 28, 29, 29, 30, 31, 31, 31, 33, 50, 51, 70, 90}.

2. Spage is divided into clusters, with the DBSCAN density-based clustering algo-
rithm and the parameter M; in our example M = 1 and six clusters are formed:
{12}{23, 23, 25}{28, 29, 29, 30, 31, 31, 31, 33}{50, 51}{70}{90}.

3. Clusters are ordered by cardinality of multi-sets, in our example:
{28, 29, 29, 30, 31, 31, 31, 33}{23, 23, 25}{50, 51}{12}{70}{90}; and then the first
K (K = 2) clusters are taken: {28, 29, 29, 30, 31, 31, 31, 33}, {23, 23, 25}.

4. In each such cluster, the repeated elements (page numbers) are deleted, and the
remaining ones are sorted in ascending order: {28, 29, 30, 31, 33}{23, 25}.

5. In the case when the page with definition of the given term (if any) is absent
in these clusters (for example, 12), corresponding one-element cluster is added:
{28, 29, 30, 31, 33}{23, 25}{12}.

6. The clusters are sorted by ascending order of their first element numbers:
{12}{23, 25}{28, 29, 30, 31, 33}.

7. Each cluster with more than one element is converted to a page range while one-
element clusters give separate pages: 12, 23–25, 28–33.

Since ways for estimating the quality of selecting reference pages were not proposed
in the related works, we experimentally evaluated recall of our method, i.e. the degree
of coverage of the pages indicated in the author’s subject indexes with clusters of pages
yielded by our method. For evaluation, texts of the same scientific textbooks were taken.
The obtained coverage rates are from 84.4% to 94.3% (depending on particular text),
which is quite good quality.

8 Conclusion and Future Work

In this paper we have proposed the methods for automating all the stages and tasks of
constructing back-of-the-book index for an individual text document, including term
extracting and filtering, detecting semantic relations of terms and important occurrences
of index terms in the document. The methods were implemented and evaluated within
a prototype subject indexing system with open code for Russian text documents. At all
stages of subject index construction, the user of the system can set and change necessary
parameters of the methods, can indicate a text fragment to be processed and then verify
and edit the results.

The evaluation of the proposed methods have shown their quite good performance,
in particular, our technique of term extraction and selection gives considerable increase
of precision and recall in comparison with the previous related works. In our opinion, it
is mainly due to built-in knowledge about terms in scientific and educational texts, which
was formalized as the set of rules with lexico-syntactic patterns and used in combination
with the heuristics about term importance.

On the way towards high-quality indexing tools, further experiments and improve-
ments for our methods are needed, below we indicate some of them:

• To test and refine the heuristic selecting procedure for documents from another
problem domains;
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• To create procedures for extraction of named entities significant in text of certain
problem domains (for example, in texts on programming these are names of built-in
program function);

• To develop additional methods to automatically recognize semantic relations of terms
based on models of distributional semantics.
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Abstract. Supervised word sense disambiguation (WSD) models suffer from the
knowledge acquisition bottleneck: the semantic annotation of large text collections
is very time-consuming and requires much effort from experts. In this article we
address the issue of the lack of sense-annotated data for the WSD task in Russian.
We present an approach that is able to automatically generate text collections and
annotate them with word senses. This method is based on the substitution and
exploits monosemous relatives (related unambiguous entries) that can be located
at relatively long distances from a target ambiguous word. Moreover, we present a
similarity-based ranking procedure that enables to sort andfiltermonosemous rela-
tives. Our experiments withWSDmodels, that rely on contextualized embeddings
ELMo and BERT, have proven that our method can boost the overall performance.
The proposed approach is knowledge-based and relies on the Russian thesaurus
RuWordNet.

Keywords: Word sense disambiguation · Russian dataset ·Monosemous
relatives

1 Introduction

The word sense disambiguation (WSD) systems are intended to predict the correct sense
of a polysemous word in a context given a particular sense inventory. WSD is widely
used in many semantic-oriented applications such as semantic text analysis, knowledge
graph construction, machine translation, question answering, etc. The key prerequisite
for any supervised WSD model is the availability of a sense-annotated dataset. The
creation of such resources is a very challenging and expensive task that requires much
time and effort. There exist several large hand-crafted corpora for English with the sense
annotation [1, 2]. However, it is extremely unlikely that such resources will be available
for many other languages in the foreseeable future. This also holds true for the Russian
language.

One of the possible alternatives to manual annotation is an automatic acquisition of
training samples. In our research we investigate the method to automatically generate
and label training collections with the help of monosemous relatives, that is a set of
unambiguous words (or phrases) related to particular senses of a polysemous word.
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However, as it was noted in [3], some senses of target words do not have monosemous
relatives, and the noise can be introduced by some distant relatives. In our research we
tried to address these issues.

The main contribution of this study is that we have expanded a set of monosemous
relatives under consideration via various semantic relations and distances: in comparison
with earlier approaches, now monosemous relatives can be situated at greater distance
from a target ambiguous word in a graph. Moreover, we have introduced a numerical
estimation of a similarity between a monosemous relative and a particular sense of a
target wordwhich is further used in the development of the training collection. In order to
evaluate the created training collections, we utilized contextualizedword representations
– ELMo [4] and BERT [5]1.

The paper is organized as follows. In section twowe review the related work. Section
three is devoted to the data description. The fourth section describes the method applied
to automatically generate and annotate training collections. The procedure of creating the
collections is explained in the fifth section. In the sixth section, we describe a supervised
word sense disambiguation algorithm trained on our collected material and demonstrate
the results obtained by four differentmodels. In this sectionwe also present a comparative
analysis of themodels trained on different kinds of train collections. Concluding remarks
are provided in the seventh section.

2 Related Work

To overcome the limitations, that are caused by the lack of annotated data, several
methods of generating and harvesting large train sets have been developed. There exist
many techniques based on different kinds of replacements, which do not require human
resources for tagging. The most popular method is that of monosemous relatives [6].
Usually,WordNet [7] is used as a source for such relatives.WordNet is a lexical-semantic
resource for the English language that contains a description of nouns, verbs, adjectives,
and adverbs in the form of semantic graphs. All words in those networks are grouped
into sets of synonyms that are called synsets.

Monosemous relatives are those words or collocations that are related to the target
ambiguous word through some connection inWordNet, but they have only one sense, i.e.
belong only to one synset. Usually, synonyms are selected as relatives but in some works
hypernyms and hyponyms are chosen [8]. Some researchers replace the target word with
named entities [9], some researchers substitute it with meronyms and holonyms [10]. In
the work [3] distant relatives (including distant hypernyms and hyponyms) were used;
the procedure of training contexts selection was based on the distance to a target word
and the type of the relation connecting the target sense and a monosemous relative.

In the article [11] a special algorithm was created in order to select the best replace-
ment out of allwords containedwithin synsets of the targetword andneighboring synsets.
The algorithm described in [12] to construct an annotated training set is a combination of
different approaches: monosemous relatives, glosses, and bootstrapping. Monosemous
relatives can be also used in other tasks, for example, for finding the most frequent word

1 The source code of our algorithm and experiments is publicly available at: https://github.com/
loenmac/russian_wsd_data.

https://github.com/loenmac/russian_wsd_data
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senses in Russian [13]. Other methods of automatic generation of training collections
for WSD exploit parallel corpora [2], Wikipedia and Wiktionary [14], topic signatures
[15]. [16] created large training corpora exploiting a graph-based method that took an
unannotated corpus and a semantic network as an input.

Various supervised methods including kNN, Naive Bayes, SVM, neural networks
were applied to word sense disambiguation [17]. Recent studies have shown the effec-
tiveness of contextualized word representations for the WSD task [18, 19]. The most
widely used deep contextualized embeddings are ELMo [4] and BERT [5].

In ELMo (Embeddings from language models) [4] context vectors are computed in
an unsupervised way by two layers of bidirectional LSTM, that take character embed-
dings from convolutional layer as an input. Character-based token representations help
to tackle the problems with out-of-vocabulary words and rich morphology. BERT (Bidi-
rectional Encoder Representations from Transformers) [5] has a different type of archi-
tecture, namely multi-layer bidirectional Transformer encoder. During the pre-training
procedure, the model is “jointly conditioning on both left and right context in all layers”
[5]. Moreover, BERT usesWordPiece tokens, that is subword units of words, which also
helps to avoid the problem of out-of-vocabulary words. Since these contextualized word
embeddings imply capturing polysemy better than any other representations, we employ
them in our investigation.

3 Data

In our research as an underlying semantic network, we exploit Russian thesaurus
RuWordNet [20]. It is a semantic network for Russian that has aWordNet-like structure.
In total it contains 111.5 thousand of words and word combinations for the Russian lan-
guage. RuWordNet was used to extract semantic relations (e.g. synonymy, hyponymy
etc.) between a target sense of a polysemous word and all the words (or phrases) con-
nected to it, including those linked via distant paths. The sense inventory was also taken
from this resource. RuWordNet contains 29297 synsets for nouns, 63014 monosemous
and 5892 polysemous nouns. In this researchwe consider only ambiguous nouns. Table 1
presents a summary of the number of senses per noun:

Table 1. Quantitative characteristics of polysemous words in RuWordNet.

Number of senses of a polysemous word Number of words in RuWordNet

2 senses 4271

3 senses 997

4 senses 399

5 senses 149

>5 senses 76

Total number of senses 14 357
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We utilized two corpora in the research. A news corpus consists of news articles
harvested from various news sources. The texts have been cleaned from html-elements
or any markup. Another corpus is Proza.ru, a segment of Taiga corpus [21], which is
compiled of works of prose fiction. We exploit these two corpora in order to compare
the performance of the WSD models trained on the collections obtained with these
resources.

For evaluation of our algorithm of training data generation, we used three distinct
RUSSE’18 datasets for Russian [22]. These datasets were created for the shared task on
word sense induction for the Russian language. The first dataset is compiled from the
contexts of the Russian National Corpus. The second dataset consists of the contexts
from Wikipedia articles. And the last dataset is based on the Active Dictionary of the
Russian Language [23] and contains contexts taken from the examples and illustration
sections from this dictionary. All the polysemous words are nouns. From the RUSSE
dataset, we excluded some polysemous words, and in Table 2 we overview the common
reasons why it was done.

Table 2. Cases when a word from the RUSSE’18 dataset was not included in the final test set.

Explanation Number of words Example

A word has only one meaning in
RuWordNet

34 The word dvo�nik ‘doppelganger’
has only one meaning in RuWordNet
whereas in RUSSE’18 it has 4

A word is missing in the
RuWordNet vocabulary

9 The word gipepbola ‘hyperbole’

The senses from RuWordNet and
RUSSE’18 dataset have only one
sense in common

4 The word mandapin has two senses
described in RUSSE’18: its sense
‘tangerine’ is included in the
thesaurus, whereas its meaning
‘mandarin, bureaucrat’ is absent

Controversial cases of sense
mapping

29 The word demokpat ‘democrat’ has
2 senses: ‘supporter of democracy’
and ‘a member of the Democratic
Party’. But there’s another one in
RUSSE’18: ‘a person of a democratic
way of life, views’

Not enough examples for senses
in the corpora

2 Words kap�ep ‘quarry/a very fast
gallop’ and xax ‘shah/check’

Words with morphological
homonymy

1 The word cyda ‘court (Gen, Sg)/ship
(Nom, Pl)’. Those words have distinct
lemmas

The final list of the target ambiguous words contains 30 words in total, each having
two different senses. We will call the resulting test dataset RUSSE-RuWordNet because
it is a projection of RUSSE’18 sense inventory on the RuWordNet data.
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We also created a small training dataset, that consists of the word sense definitions
and examples of uses from Ozhegov dictionary [24] for every target polysemous word.
This training data is utilized as a baseline for the WSD task. In this set each sense of
ambiguous word has one definition and between 1 and 3 usage examples.

Table 3 demonstrates quantitative characteristics of all of the above-mentioned
corpora.

Table 3. Quantitative characteristics of the corpora and datasets used in the experiments.

Taiga-Proza.ru News corpus RUSSE-RuWordNet Dictionary
corpus
(baseline)

Number of
sentences

32,8 million 24,2 million 2 103 144

Number of
lemmas

246,8 million 288,1 million 39 311 657

Number of
unique lemmas

2,1 million 1,4 million 12 110 475

4 Candidate Selection and Ranking Algorithm

The central idea of our method is based on our assumption that a training collection can
be built not only with the direct relations like synonymy, hypernymy and hyponymy
but also with far more distant words, such as co-hyponyms. For example, most contexts
for the word kpona in the meaning ‘krona, currency’ match the contexts of the other
words denoting currency like angli�cki� fynt ‘pound sterling’ as they have common
hypernym val�ta ‘currency’.

The principal features of our approach are as follows:

1. We take into consideration not only the closest relatives to a target word sense, as it
was done in previous works, but also more distant relatives.

2. We utilize similarity scores between a candidate monosemous relative and synsets
close to a sense of a target polysemous word in order to evaluate how well this
candidate can represent the sense of an ambiguous word.

3. We introduce the notion of a nest which is used to assess the potential of candidate’s
usage contexts for displaying target sense of a polysemous word. In order to measure
the relevance and suitability of a monosemous candidate, we exploit a thesaurus set
of words similar to a target sense. The group of synonyms to a target sense and all
the words from directly related synsets within 2 steps from a target word comprise
the nest for a target sense.

4. We check similarity scores to the nest for both closest and further located monose-
mous relatives because a word described as monosemous in the thesaurus can actu-
ally have polysemous usage in a corpus. For example, Russian word ipicka ‘toffee’
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can also denote a nickname of Everton Football Club (The Toffees) [25]. Thus, all
candidate monosemous relatives should be further checked on the source corpus.

5. We propose two distinct methods of compiling a training collection based on the
monosemous relatives rating.

A target word sense is a sense of a polysemous word that we want to disam-
biguate. Candidate monosemous relatives are unambiguous words and phrases, that
can be located in up to four-step relation paths to a polysemous word and include co-
hyponyms, two step (or more) hyponyms and hypernyms. We consider only those words
or word combinations, that have more than 50 occurrences in the corpus.

A fragment of the nest for the word takca ‘dachshund’ is given below:

(1) “oxotniqi� p�c, oxotniq�� cobaka, p�cik, qetveponogi� dpyg, pcina,
cobaka, tep�ep, cobaqonka, bopza� cobaka…”/‘hunting dog, hunting dog,
doggie, four-legged friend, dog, dog, terrier, dog, greyhound dog…’

Our method of extracting monosemous relatives is based on comparison of distri-
butional and thesaurus similarities. Embedding models are utilized to select the most
appropriate monosemous relatives whose context serve as a good representation of a
target word sense. In this work we utilized word2vec embedding models [26] based on
neural network architecture CBOW. They are used to extract the most similar words to
each monosemous word from the candidates list. In that way we collected the words
that represent a distributional set of close words with the respective cosine similarities
measures. Our selection and ranking method, thus, consists of the following steps:

1. We extract all the candidate monosemous relatives within 4 steps from a target
polysemous word sense sj.

2. We compile the nest nsj which consists of synonyms to a target sense and all the
words from the synsets within 2 steps from a target word sj. The nest nsj consists of
Nk synsets.

3. For each candidatemonosemous relative rj, we find themost similarwords according
to the word2vec model trained on a reference corpus.

4. We intersect this list of similar words with the words included in the nest nsj of the
target sense sj.

5. For each word in the intersection, we take its cosine similarity weight calculated
with the word2vec model and assign it to the synset it belongs to. The final weight
of the synset in the nest nsj is determined by the maximum weight among the words

wj
k1
, . . . ,wj

ki
representing this synset in the intersection.

6. The total score of themonosemous candidate rj is the sumof theweights of all synsets
from the nest nsj. In such a way more scores are assigned to those candidates, that
resemble a greater number of synsets from the nest close the target sense of the
ambiguous target word. Thus, the final weight of the candidate can be defined as
follows:

Weightrj =
∑Nk

k=1
max

[
cos

(
rj,w

j
k1

)
, . . . , cos

(
rj,w

j
ki

)]
(1)
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The following fragment of list of monosemous relatives with similarity scores (given
in brackets) was obtained for the noun gvozdika ‘clove’:

(2) q�pny� pepec ‘black pepper’ (7.5), kapdamon ‘cardamom’ (6.8), kopica
‘cinnamon’ (6.5), imbip� ‘ginger’ (6.4), myckatny� opex ‘nutmeg’ (6) … etc.

The pair of words mapl� and ba�ka is an example where a monosemous word is
connected to a sense of a target word but got zero similarity weight. The word mapl�
‘gauze’ is a cohyponym to the word ba�ka in the meaning ‘thick flannelette’, but it
was not included in the monosemous relatives list because its distributional set of close
words did not have any intersection with the nest.

As a result of this procedure, all monosemous relatives are sorted by the weight they
obtained. The higher-rated monosemous relatives are supposed to be better candidates
to represent the sense of the target word and, consequently, their contexts of use are
best suited as the training examples in the WSD task. The candidate ranking algorithm
identifies which monosemous relatives are most similar to the target ambiguous word’s
sense. Once we have detected the monosemous candidates, we can extract from the
corpus the contexts in which they occur. Then we substitute the monosemous relatives
with the target ambiguous word in these texts and add them to a training collection.

In order to verify the applicability of our method to the RuWordNet material, we
found candidate monosemous relatives for the ambiguous words in the thesaurus using
our algorithm but without word2vec filter. Only two words out of 5895 do not have
monosemous relatives within the four-step relation path in the RuWordNet graph. The
quantitative characteristics of the candidate monosemous relatives are presented in
Table 4. As it was mentioned in [2], 500 samples per sense is enough for training
data. Table 5 demonstrates how many target senses have at least 500 samples of their
monosemous relatives in a reference corpus. We also take into consideration the case
when word2vec filter was applied to the candidate monosemous relatives. These tables
show that by applying our approach to the RuWordNet data we would be able to find
monosemous relatives to almost all the polysemous words in the thesaurus and create a
training collection for a WSD system.

Table 4. Quantitative characteristics of candidate monosemous relatives for RuWordNet target
senses.

Distance to a candidate monosemous relative Number of target senses, that have at least one
relative at this distance

0 (synset) 9 818

1 13 095

2 14 129

3 14 021

4 13 768
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Table 5. Target senses with more than 500 occurrences of monosemous relatives in the corpora.

Number of target senses when
word2vec filter was not applied

Number of target senses when
word2vec filter was applied

Taiga-Proza.ru 13 738 12 797

News corpus 14 017 13 099

5 Generating Training Data Using Monosemous Relatives

For comparison, we decided to create two separate training collections compiled from
the news and Proza.ru corpora, and we also exploited two distinct approaches to a
collection generation. In Table 6 we present the quantitative characteristics of the two
collections, such as the relations connecting the target senses and their monosemous
relatives, distances between them, and a proportion of monosemous relatives expressed
as a phrase.

Table 6. Quantitative characteristics of monosemous relatives included in the balanced training
collection.

Distance to a target sense Proportion of occurrences in
the news collection

Proportion of occurrences in
Proza.ru collection

0 (synset) 2% 4%

1 13% 9%

2 38% 37%

3 31% 34%

4 16% 16%

Relation between a target
sense and a monosemous
relative

Synonyms 2% 4%

Hyponyms 13% 8%

Hypernyms 11% 9%

Cohyponyms 28% 28%

Cohyponyms situated at
three-step path

24% 28%

Cohyponyms situated at
four-step path

19% 22%

Other 3% 1%

Word combinations 48% 29%
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According to the first method, we compiled the collection only with a monosemous
relative from the top of the candidate rating. We wanted to obtain 1000 examples for
each of the target words, but sometimes it was not possible to extract so many contexts
with one particular candidate. That is why in some cases we also took examples with
words next on the candidates’ list. For simplicity, we call this collection Corpus-1000
because we obtained exactly 1000 examples for each sense.

The second approach enables to harvest more representative collection with regard
to the variety of contexts. The training examples for the target ambiguous words were
collected with the help of all respective unambiguous relatives with non-zero weight.
The number of extracted contexts per a monosemous candidate is in direct proportion
to its weight. We name this collection a balanced one because the selection of training
examples was not restricted to the contexts which have only one particular monosemous
relative.

Two word2vec embedding models that we used in our experiments were trained sep-
arately on the news and Proza.ru corpora with the window size of 3. As a preprocessing
step, we split the corpora into separate sentences, tokenized them, removed all the stop
words, and lemmatized thewordswith pymorphy2 tool [27]. For each candidatemonose-
mous relative with the help of these models, we extracted 100 most similar words, that
are used to find an intersectionwith a synset nest. Thewords obtained from theword2vec
models were filtered out – we removed the ones not included in the thesaurus.

6 Experiments

We conducted several experiments to determine whether our text collection can be used
as a training dataset for a WSDmodel. Following [18], in our research we used an easily
interpretable classification algorithm – non-parametric nearest neighbor classification
(kNN) based on the contextualized word embeddings ELMo and BERT.

In our experiments we exploited two distinct ELMo models – the one trained by
DeepPavlov on Russian WMT News and the other is RusVectōrēs [28] lemmatized
ELMo model trained on Taiga Corpus [21]. The difference between these two models is
that from the first model we extracted a vector for a whole sentence with a target word,
whereas from the secondmodelwe extracted a single vector for a target ambiguousword.
We also used two BERT models: BERT-base-multilingual-cased released by Google
Research and RuBERT, which was trained on the Russian part of Wikipedia and news
data by DeepPavlov [29]. To extract BERT contextual representations, we followed the
method described by [5] and [18] and concatenated “the token representations from the
top four hidden layers of the pre-trained Transformer” [5].

Tables 7 and 8 demonstrate the results obtained by different types of contextualized
word embeddings, the training collections, and model parameters. As it can clearly
be seen, all the systems surpassed the quality level of the baseline solution trained on
the dataset of the dictionary definitions and usage examples. This means that we have
managed not only to collect training data sufficient to train the WSD model but also to
show a good performance on the RUSSE-RuWordNet dataset.

The algorithm based on the ELMo pre-trained embeddings by RusVectōrēs outper-
formed all other models achieving 0.857 F1 score. The second-best model in the WSD
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Table 7. F1 scores for ELMo- and BERT-based WSD models, corpus-1000 collections.

Model ELMo RusVectōrēs
(target word)

ELMo DeepPavlov
(whole sentence)

RuBERT
DeepPavlov

Multilingual BERT

k Proza.ru News
collection

Proza.ru News
collection

Proza.ru News
collection

Proza.ru News
collection

1 0.809 0.794 0.765 0.752 0.751 0.735 0.668 0.67

3 0.826 0.811 0.773 0.749 0.781 0.756 0.684 0.673

5 0.834 0.819 0.77 0.748 0.793 0.771 0.694 0.667

7 0.841 0.819 0.767 0.746 0.804 0.774 0.699 0.673

9 0.84 0.816 0.762 0.747 0.802 0.769 0.7 0.677

Baseline 0.772 0.716 0.667 0.672

Table 8. F1 scores for ELMo- and BERT-based WSD models, balanced collections.

Model ELMo RusVectōrēs
(target word)

ELMo DeepPavlov
(whole sentence)

RuBERT
DeepPavlov

Multilingual BERT

k Proza.ru News
collection

Proza.ru News
collection

Proza.ru News
collection

Proza.ru News
collection

1 0.812 0.797 0.745 0.758 0.746 0.75 0.669 0.662

3 0.833 0.81 0.775 0.753 0.778 0.755 0.707 0.681

5 0.845 0.81 0.776 0.756 0.792 0.769 0.717 0.682

7 0.857 0.815 0.793 0.759 0.802 0.768 0.723 0.683

9 0.856 0.821 0.791 0.753 0.812 0.774 0.729 0.688

Baseline 0.772 0.716 0.667 0.672

task is RuBERT by DeepPavlov, followed by ELMo model by DeepPavlov. The lowest
F1 score belongs to Multilingual BERT.

As for the difference in F1 scores between the Corpus-1000 and the balanced col-
lection, we can observe the performance drop for the Corpus-1000 for all the models,
which means that the approach used to generate the balanced collection is better suited
for the task. Corpus-1000 does not include all possible monosemous relatives, so the
collection lacks contextual diversity, the balanced collection, on the contrary, is more
representative with regard to the variety of contexts.

The Proza.ru model achieves better results and outperforms the news model. The
qualitative analysis of the classification errors caused by the model trained on the news
collection showed that the main cause of mistakes were lexical and structural differences
between training and test sets. The examples from the test dataset were from the Russian
National Corpus and Wikipedia, whereas the training collections were composed of
news articles. On the contrary, Proza.ru collection consists of various works of fiction,
so, the training samples have more similar representations to the test ones.
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In order to validate our assumption that a genre of training and test collections
has an impact on the resulting performance, we evaluated the WSD model on a news
dataset. This time, we took a test dataset that consist of the news articles from the paper
Komsomolskaya Pravda, which is another segment of Taiga corpus [21]. We manually
annotated 390 samples with 27 target ambiguous words (there were no contexts in this
test dataset with the words bop ‘pine forest/boron’, lyk ‘onion/bow’ and gvozdika
‘clove/carnation’). In this evaluation experiment we used RusVectōrēs ELMo model.
The best result on this test dataset was obtained by the model trained on the news
collection and amounted to 0.784 F1; the model trained on the Proza.ru collections got
0.743 F1 score. Thus, this finding confirms our assumption, that the better performance
in the WSD task is achieved when the genre of the training and test collections match.

In the last experiment we compared the WSD model performance trained on the
automatically and manually labelled data. In this case we also used RusVectōrēs ELMo
contextualized embeddings. We took the RUSSE-RuWordNet dataset; for each target
sense we generated 5 random divisions of its samples into train and test sets in the
ratio 2:1. Then we used this data to train and test 5 different WSD models. Among
all the results obtained by each classifier, we took the maximum value, and the final
performance score was the average of these 5 F1 values. The F1 in this setup amounted
to 0.917.

Then we computed F1 score on these 5 test sets using our model trained on the
news corpus. We obtained F1 score equal to 0.84. And, finally, we combined our news
training collection with each train set described above, and measured the performance
on the corresponding test sets. The F1 score was 0.94.

Despite the fact that manually annotated data gives better WSD performance, we
can still count on the automatically labelled data as it also gives good results comparable
with the results obtained with the hand-labelled data. Also, we see that our proposed
algorithm provided a very good basis for future work and, certainly, can be further
improved. Moreover, our results show that manually labelled data combined with the
generated one can enhance the overall performance.

7 Conclusion

The issue that we addressed in this article is the lack of sense-annotated training data
for supervised WSD systems in Russian. In this paper we have described our algorithm
of automatic collection and annotation of training data for the Russian language. The
main contribution of the paper is that we have utilized in the selection algorithm not only
close monosemous relatives but also more distant ones. Moreover, we implemented the
procedure of rankingmonosemous relatives’ candidates. Our training collections consist
of the texts extracted from the news and Proza.ru corpora. The candidate scores were
obtained from two word2vec models trained separately on each corpus.

In order to evaluate the training collections, we applied kNN classifier to the con-
textualized word embeddings extracted for target polysemous words and measured its
performance on the RUSSE-RuWordNet test dataset. We have investigated the capabil-
ity of different deep contextualized word representations to model polysemy. The best
result on the generated text collections was obtained with the Proza.ru training collection
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and RusVectōrēs ELMo model and amounted to 0.857 F1 score. The combination of
automatically and manually labelled training data gives the highest F1 score among all
other WSDmodels under consideration. We also found out that the genre of the training
collection has an impact on the performance on the test dataset of the same genre.

Acknowledgments. The work is partially supported by the RFBR foundation (project N 18-00-
01226 (18-00-01240)).
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Abstract. In this paper, new methods for detecting implicit links between legal
documents are proposed. Those methods are based on approaches for building
vector representations of words, such as Word2Vec, FastText, as well as vector
representations of texts and sentences: BERT and Doc2Vec. In addition, as part of
this study, we propose an approach to create a dataset for the detection of implicit
links and provide such a dataset. The dataset containsmore than 36KRussian legal
documents. The experiments on that dataset show applicability of the proposed
methods. Namely, BERT-based fine-tuned models show the best performance;
however, they have the highest demand for memory and computational resources.

Keywords: Legal information extraction · Detection of implicit relationships ·
Word and document embeddings · Fine-tuning

1 Introduction

Every day, large amounts of data are created and analyzed in the field of normative
activity. Despite such large amounts of information, automation in this area is still poorly
developed. Existing digital systems that work with this type of information do not deeply
analyze the received data, and their functions are limited only to the systematization of
legislation in the form of electronic resources and reference books. At the same time,
machine learning-based methods of extracting information from information search are
hardly used [1, 2].

The main distinguishing feature of legal texts compared to other ones is a large
number of explicit and implicit links to other documents. They also contain paraphrased
or identical text fragments of other documents. Therefore, it would be helpful to create
themethod of automated identification of explicit and implicit links between documents.
That may later lead to a change in the approach to the creation and adoption of legal
acts, as well as to a significant increase in the efficiency of systematization and analysis
of lawmaking activity. However, the main problem of such linking is that most of the
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legal texts are fragmented. That means if one fragment links to a text, it really refers to a
tiny part of that text only (and in case of implicit linking one does not know where that
part is), whereas all other parts of the text are irrelevant.

In this paper, we propose new methods for identifying implicit links between legal
documents. Those methods are based on embedding algorithms such as BERT [3],
Doc2Vec [4], Word2Vec [5], and FastText [6], which allow us to evaluate the proximity
of texts, with not only the pure lexis but also to consider latent relations between implicit
high-level features. Besides, those methods presume fragment-wise comparison of the
analyzed documents, which should mitigate the mentioned issue. Such methods would
have the following applications.

– Assessment of coherence of some legal corpora. It might help reveal contradicting
pairs of legal acts or state-level acts that are not supported well by acts of local
communities and vice-versa local acts that outlaw the state-level ones.

– Automated linking of texts in legal corpora, including quality assessment of manual
linking. This might gain the performance of the current legal information retrieval
systems and systematization tools as well as significantly reduce the time required for
their support.

However, the lack of datasets suitable for training such methods remains an issue.
In this study, we collected a dataset of more than 450K legal documents containing
regulatory documents from various areas of this activity to train the mentioned embed-
ding models in an unsupervised manner. Besides, 36K documents from that dataset
were extracted, automatically linked, and stored as a separate corpus, which we have
employed to train and validate the proposed methods.

On the whole, the main contributions of the paper are the following.

1. Unlabeled corpus of various legal documents in Russian.
2. Doc2Vec, Word2Vec, and FastText embedding models pre-trained on the unlabeled

corpus.
3. Russian legal text corpus with tagged relations between documents.
4. Multilayer neural network architectures for predicting implicit relations between

legal texts in Russian.

The rest of the paper is organized as follows. Section 2 provides a brief review of the
state-of-the-art approaches related to revealing the relation between legal texts. Section 3
contains a description of the approach to building labeled datasets for relation extraction
as well as provides a description of such a dataset. Section 4 and 5 describe the proposed
methods and presents the results of their experimental validation.

2 Related Work

Legal text processing is a prominent research topic for the last decades; however, the lack
of labeled corpora leads to the conditionwhen themost solutions for the legal text linking
are still rule-based or consider shallow features only. For example, in [7], researchers
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propose a text similarity method for precedence retrieval. The method retrieves older
caseswhich are similar to given ones from a set of legal documents. They consider lexical
features, which are extracted from all the legal documents and apply cosine similarity
scores to evaluate the similarity between each current case document and all the previous
case ones. Then the list of prior case documents is ranked based on the similarity scores
for each current case document. The similar approach is presented in [8]. The key idea
here is to apply rule-based information extraction methodologies by identifying distinct
expressions in a legal text to extract the references to other documents. In [9], researchers
compared the performance of the rule-based approach with the SVM and HMM-based
methods for revealing a structure of legal documents in Chinese. The results show that
the rule-based approach outperforms the statistics based ones.

However, there are several studies devoted to the automated creation of datasets
for legal text processing. Namely, the paper [10] presents an approach to developing a
corpus of administrative regulations, related to domain name disputes. That approach
requires a small amount of manual labeled data and rules to extend feature labels to the
entire corpus automatically. Another way to infer rich features from legal texts can lie in
unsupervised training of embeddings, language models or Transformer-based networks
[11]. For example, in [12], the researchers propose an approach to train semantic feature
representations over large corpora, comprised of legislations from the UK, EU, Canada,
Australia, USA, and Japan. Besides, they have trained and qualitatively tested word2vec
and FastText embedding models. The obtained results show that word2vec provides
better interpretable results than FastText, which is because missing words is not an issue
in most legal-related problems.

Those works make it possible to consider more complex NLP and legal-originated
features and models. It is worth to note the paper [13], which presents a hybrid approach
for evaluating the similarity between legal documents. The approach considers text
features as well as exhaustive structural features to deal with a peculiar structure of legal
documents. That approach outperforms the classical ones, such as LDA (Latent Dirichlet
Allocation) [14] and Doc2Vec.

Language models are also widely used for legal information retrieval and extraction,
for example, the paper [15] proposes the method, which combines text summarizing and
a generalized language model in order to assess pairwise relevance of legal documents.
Namely, at first, the TextRank [16] tool is applied to build a summarization of the texts,
and then the BERT model predicts the score. Thus the researchers do not tackle the
fragmenting problem in thatwork. Similarly, the paper [17] dealswith a legal information
retrieval problem. It suggests combining deep neural BERT model with BM25 scoring
to tackle the problem. As a result, such an approach shows better retrieval precision than
either BERT or BM25.

Some types of legal documents have a lot of abbreviations, especially in the links to
other texts, therefore it is crucial to treat them properly. Paper [18] presents character-
level language models for revealing cross-references to structural units in legal texts.
The provided evaluation results show the proposed method is well applicable for that
problem.

Another method for revealing links between legal texts has been presented in [19].
The method utilizes reinforcement learning; namely, it reinforces the cases when a link
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is correctly detected. Amulti-layer neural networkwith Extractor-Rewarder architecture
lies in the base of the method. However, the method shows only slightly better results in
comparison to the baseline GRU-based network with attention.

It is worth to note the paper [20], which combines different-level vector represen-
tations to deal with the fragmenting issue. Namely, BERT is used to build token-level
embeddings for each fragment, whilst LSTM aggregates them and generates the sum-
mary output. The BERT allows considering NLP as well as context features implicitly,
while LSTMcatches long-range dependencies between fragments. The experiments on a
labeled dataset show the method outperforms a rule-based approach as well as an SVM-
based classifier. It is worth noting that although LSTM mitigates the gradient vanishing
problem, its applicability for analyzing large sequences is still significantly limited; thus,
that method is more useful for short texts.

Paper [21] proposes to deal with the fragmenting issue in another way. First of all,
they apply the topic search to filter the documents, which are totally dissimilar to the
target. After that, they split the remaining documents onto passages, and check each
passage with LSTM-based network with attention [22]. The provided evaluation on the
MaRisk corpus [23] shows that the proposed approach outperforms the others in terms of
precision and recall. A completely different approach is proposed in [24]. That approach
consists of applying hierarchical clusterization for revealing fragments and links between
them; therefore, it does not require any labeled corpora for training. However, there are
some drawbacks, namely the approach relies on lexical features only, and it is quite hard
to fine-tune it.

An alternative approach to deal with the linking problem is to build high-level rep-
resentations for each fragment and then to utilize information retrieval (IR) algorithms.
The motivation behind such an approach is that IR algorithms have high performance;
therefore, they allow analyzing large legal corpora. For example, Tran with colleagues
proposed a method for solving the problem via summarizing documents with the neural
network-based phrase scoring framework [25]. They explored the benefits of merg-
ing lexical features and latent features generated with neural networks. The experiments
show that lexical features and sophisticated hidden features created with neural networks
complement each other to improve the retrieval system performance.

Having thoseworks considered,we should conclude that there are twomain obstacles
in the legal text processing: the lack of labeled corpora and negligence to the structural
and context features of legal documents. Hence we propose an automated approach to
generating large legal text corpora with tagged relations between documents. Moreover,
we applied the approach to create such a corpus for Russian legal texts. Besides, we
propose several models which utilize word and paragraph-level embeddings as well as
Transformer-based networks for linking legal documents.

3 Legal Text Data Set

The unlabeled dataset contains about 450K legal documents and almost 812M tokens,
which have been crawled from several Russian legal resources [26]. The size of the
texts varies significantly from short notes to whole codes. We used that dataset to train
two embedding models for Russian legal text with FastText and Doc2Vec frameworks.
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Gensim library was used to train and infer both models [27], and we relied mostly on
the default hyper-parameters threshold, provided by that library. The only except is that
due to the small size of the corpus, the dimensionality of the embeddings is quite small
too. Namely, it is 60 and 20 for FastText and the Doc2Vec, respectively.

The labeled corpus has more than 36K legal documents on Russian, selected ran-
domly from the unlabeled dataset. We processed all those documents in the following
way (Fig. 1). First of all, we indexed all the unlabeled corpora with the TextAppliance
informational retrieval system [28]. Then we split the selected documents into fixed-size
fragments. The length of each fragment is 30 tokens. This was due to technical reasons;
namely, as we are going to use BERT, it supports text length up to 512 tokens. However,
we iteratively compare pairs of fragments, besides BERT has its own tokenizer, which
splits long tokens into several parts. Therefore, we limited that size to such a small
number, so as to have a room for each fragment. After that, we extracted explicit links
with a simple rule-based approach and sought linked documents for each fragment with
the TextAppliance. If the existing corpus lacked some referenced document, then we
downloaded and added it. Finally, the explicit links were removed from the fragments.

Fragment 1

Fragment 2

Fragment N

...

Documents

Rule-based
link extractor

TextAppliance

Unlabeled legal
corpus

Similar
document 1

Dissimilar
document 1

Dissimilar
document M

Labeled legal
corpus

...
Split into
fragments

Remove
explicit
links

Fig. 1. Pipeline for collecting the legal corpus with tagged relations between documents

The obtained corpus contains more than 2 billion tokens and about 160K<fragment,
text, label> tuples, where the label is set to “1” if there is a relation between the fragment
and the text and to “0” otherwise.

4 Models for Predicting Implicit Relations

As we noted, the key issue of legal text linking is that the most legal documents are
actually fragmented. That means if a paragraph has a link to some text, it usually refers
to some very small passage of that text, and one often does not know where exactly
that passage is, whereas all remaining parts are non-relevant in fact. Therefore common
approaches, which summarize whole documents, are not well-suited for solving the
problem. We propose several architectures which work on text fragment level and apply
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self-attention to tackle the mentioned issue. Namely, we propose a model for word
embedding inputs (FastText or Word2Vec), a model for passage-level embedding inputs
(Doc2Vec), and a model that incorporates the BERT network.

The Doc2Vec-based and Word-embeddings-based models both have similar archi-
tecture. They have two inputs: the first one is for a paragraph (we refer to it as “Targeted
fragment”) and the second one is for a text (separated on fragments as well, so we call
them “Text fragments”). The only difference is that we added embedding summation
for each fragment to the Word-embeddings-based model (Fig. 2). The latter model uses
pre-summation for all word-level embeddings for each fragment. It is less efficient than
generalization with recurrent layers; however, it leads to less memory consumption That
is worth it because legal texts can be quite large, but at the same time, we want to ensure
it works with limited hardware resources. Therefore, the size of the performance gap of
the Word-embeddings-based models with the recurrent layer remains an open question
and requires future research.

Both the models return probability score of the presence of a link between the
paragraph and the text. All fragment-level embeddings are connected to attention layer,
which gets “Target fragment” as a key and list of text fragments as a value and gains
weights for themost important text fragments. Finally, themodels obtain common flatten
representation of the “Target Fragment” and the “Text Fragments” with pooling and
concatenation. After that, there can be two types of the output layers.

Word
Embedding 1

Word
Embedding 2

Word
Embedding N

∑

Target Fragment

Word
Embedding 1

Word
Embedding 2

Word
Embedding N

∑

Text Fragment 1

Word
Embedding 1

Word
Embedding 2

Word
Embedding N

∑

Text Fragment N
Attention

Global
Pooling

Global
Pooling

+

FeedForward
or ResNet

Score

Fragment

Text

Fig. 2. Network architecture for Word2Vec and FastText inputs
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1. A feedforward network with a softmax activation in the last layer processes the
representations and outputs the score.

2. A residual networkwith a softmax activation in the last layer,which canhelp reducing
gradient vanishing and increasing training speed.

As we used the softmax in the last layer, the obtained score varies from “0” for the
definite absence of the link between the text and the target fragment to “1” in the opposite
case.

We have implemented those models with TensorFlow-Keras library [29].
The architecture of the BERT-basedmodel is presented in Fig. 3. At first, BERT layer

builds representations for the “Target fragment” and “Text Fragments”. We borrowed
pre-trained BERT from Slavic BERT NER project [30] because it can process texts in
Russian. The BERT model has not been trained on the legal dataset from scratch, just
fine-tuned because we considered the existing datasets to be too small. After that, first
token representations (CLS tokens) for each fragment are gathered from the BERT layer
and put into the self-attention layer to gain the most important fragments. Finally, we
consider using two types of summarization.

1. A global pooling layer and softmax activation to flatten the fragment representation
and obtain the output score.

2. ATransformer-like residual networkwith a softmax activation in the last layer, which
can help reducing gradient vanishing and increasing training speed.

Here we again used softmax like in the word embeddings-based model, so the
interpretation of the output score remains the same.

We had to apply Pytorch [31] andAllenNLP [32] libraries to implement BERT-based
networks, because of Tensorflow-caused memory limitations, related to a TimeDis-
tributed wrapper. Gradient accumulation technique has also been employed for the
training instead of batches, because of the memory limitations.

For all of the networks, we used dropout for regularization. Value of dropout as
well as the size of inner layers was chosen with cross-validation. The type of the global
pooling is not specified here (Max or Average), because we have obtained only slightly
different results for them on all the models. As all the proposed networks have a single
output, which varies from “0” to “1”, we used binary cross-entropy loss to train them.

Besides, as a baselinewepropose a simple algorithm,which evaluates cosine distance
between the target and all fragments of the analyzed document and returns the minimal
obtained distance:

dist(f ,D) = mind∈D(cos_dist(f , d)), (1)

where f – target fragment, andD = {d} – document (set of fragments). Then we trained
a simple metric classifier on those distances to predict the links.
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Fig. 3. BERT-based networks: global pooling (a); transformer-like block and global pooling (b)

5 Experiment Results

We applied 5-fold cross-validation and commonly recognized scores (binary F1, pre-
cision and recall) to assess the performance of the proposed models. The samples, for
which the relationship exists, was chosen as the target ones [33]. Table 1 shows the
obtained scores and their standard deviations. We use the following abbreviations on the
table.

1. DOC2VEC_BASELINE – Baseline model, based on evaluating cosine similarity
between Doc2Vec vectors.

2. DOC2VEC_FEED – Model with Doc2Vec inputs, global pooling and feedforward
layers.

3. WORD2VEC_FEED, FASTTEXT_FEED – Model with Word2Vec or FastText
inputs, global pooling and feedforward layers.

4. BERT_FROZEN_FEED –BERT-basedmodel with global pooling and softmax acti-
vation in the output, onwhich layers of theBERT are fixed, they do not change during
the training.
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5. BERT_FEED – BERT-based model with global pooling and softmax activation in
the output.

6. All those names with “_RES” at the end – the samemodels in which the feedforward
layers are replaced to Transformers-like residual networks.

Table 1. Performance scores of the proposed models.

Model F1 P R

DOC2VEC_BASELINE 0.67 ± 0.09 0.60 ± 0.01 0.77 ± 0.01

DOC2VEC_FEED 0.74 ± 0.01 0.72 ± 0.01 0.76 ± 0.01

WORD2VEC_FEED 0.75 ± 0.01 0.70 ± 0.01 0.82 ± 0.04

FASTTEXT_FEED 0.74 ± 0.03 0.72 ± 0.05 0.77 ± 0.10

BERT_FROZEN_FEED 0.75 ± 0.05 0.81 ± 0.03 0.70 ± 0.08

BERT_FEED 0.80 ± 0.03 0.80 ± 0.01 0.79 ± 0.03

DOC2VEC_RES 0.77 ± 0.02 0.76 ± 0.02 0.77 ± 0.02

WORD2VEC_RES 0.76 ± 0.01 0.70 ± 0.02 0.84 ± 0.03

FASTTEXT_RES 0.76 ± 0.01 0.69 ± 0.03 0.83 ± 0.03

BERT_FROZEN_RES 0.75 ± 0.01 0.73 ± 0.01 0.77 ± 0.02

BERT_RES 0.81 ± 0.02 0.80 ± 0.01 0.82 ± 0.02

The DOC2VEC_BASELINE shows quite high recall (0.77), which is on the level of
the others; however, precision is low. That means cosine similarities between fragments
do not always keep enough information to reveal relations accurately.

Notice, that BERTwith frozenweights outperforms neither doc2vec-based norword-
level-based models; therefore, it seems that such an applying of BERT for that problem
is not useful. However, BERT with enabled fine-tune (BERT_FEED, BERT_RES) out-
performs the other models significantly, which makes the BERT-based models the most
promising solution for the problem.

Another unexpected outcome is thatDoc2Vec-basedmodels only slightly outperform
the word-level based ones. The reason for that seems to be in the quite small size of the
fragments (30 tokens). Realizing that it is just a technical limitation of BERT, it would
be promising to test Doc2Vec with other sizes of the fragments. It is also worth to note
that exchanging feedforward layers to residual ones leads to increasing of F1-score on
about 1–2% and to more robust results for almost all of the models.

6 Conclusion and Future Work

In this study, we have implemented and evaluated several models for identifying implicit
links between legal documents. Those models are based either on embedding algorithms
such as Doc2Vec, Word2Vec, and FastText or Transformers (BERT). In contrast to



Revealing Implicit Relations in Russian Legal Texts 237

baseline approaches, they allow evaluating the similarity of documents considering latent
relations between implicit high-level features. Besides, they can dealwith the fragmented
structure of the analyzed documents. The experiment shows that the fine-tuned BERT-
based model provides the highest accuracy of implicit relation revealing. However, it
is also the most demanding in terms of memory consumption. Therefore, we are going
to employ different lightweight implementations of BERT, such as RoBERTa [34] and
Distill-BERT [35].

We are also going to test recurrent network-based language models such as ELMO
[36] and ELMo Sentence Representation Convolutional (ESRC) [37] because they are
lighter, but still keeping the fine-tuning ability. It is also would be useful to evaluate
the proposed Doc2Vec-based model with different fragment sizes, because that network
does not have any technical limits on the fragment size, so the better results could be
obtained if we found some subject area-motivated threshold.

Another promising direction of developing for the current research would be testing
cross-language embeddings, for example, LASER [38]. This way one could assess the
conformity between state and international law.
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Abstract. Public healthcare is a big priority for society. The ability to
diagnose and monitor various aspects of public health through social net-
works is one of the new problems that are of interest to researchers. In
this paper, we consider the task of automatically classifying people who
lead a healthy lifestyle and users who do not lead a healthy lifestyle by
processing text messages and other profile information from the Russian-
speaking social network VKontakte. We describe the process of extract-
ing relevant data from user profiles for our dataset. We evaluate several
machine learning methods and report experimental results. The best per-
formance in our experiments was achieved by the model that was trained
on a combination of N-gram features retrieved from user original posts
and reposts.

Keywords: Healthy lifestyle · Social networks · Classification

1 Introduction

The protection of public health is a priority for the state. Much attention is
paid to the prevention of various diseases in order to reduce the costs of treat-
ment. The effectiveness of the healthcare system depends on how accurately
and systematically the population complies with recommendations on health-
related protective behavior. When developing and implementing programs to
protect public health and prevent socially significant diseases, it is necessary
to take the properties of a targeted audience into account in order to increase
the effectiveness of implementation. These properties include behaviors, beliefs,
attitudes towards health, and many other variables. Big data analysis on Inter-
net user behavior, which allows us to identify these parameters indirectly, is a
perspective research approach.

In particular, it seems important to identify people who do not follow the
medical recommendations of preventive programs and do not lead a healthy
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lifestyle. This allows us to form an idea of people at risk who need enhanced
measures to involve them in health-related behavior. On the other side, identify-
ing people leading a healthy lifestyle is a means of measuring the effectiveness of
preventive programs. It is assumed that the transition of a person from a group
of users leading an unhealthy lifestyle to a group of users leading a healthy
lifestyle is a reliable criterion for behavioral changes. These changes can also
be appreciated in the long run. Since health-related behavior is associated with
social learning, studies on the spread of these behaviors within social networks
are promising.

We assume that the parameters described above have objective markers in
the activity of social network users. The machine learning approach can help to
identify these users without conducting special surveys and focus groups, while
gaining access to extensive data, immediately, on the entire population of social
network users.

To sum up, identifying people with high and low levels of involvement in
health-related behavior through questionnaires is expensive, time consuming
and inefficient. Users can misrepresent information about themselves if this may
affect their benefits. Automatic detection of people with low levels of involve-
ment in a healthy lifestyle will help us obtain objective data in a way that is
rapid, economical and scalable. It is possible to use this data in several ways.
Firstly, it is essential information that can help plan targeted preventive inter-
ventions for certain communities. Secondly, it helps us to evaluate the impact of
different agents on particular social networks on related users. Thirdly, changes
in the number of such people in a given community are a reliable indicator of
the effectiveness of interventions. It allows us to build large-scale data-driven
strategies and make better decisions.

Individuals with a high level of involvement in a healthy lifestyle are agents of
change for the entire community. Data on such users behavior, on the one hand,
provides opportunities for studying factors that influence the healthy lifestyle
motivation. On the other hand, we can use targeted strategies, involving healthy
users in the process of restructuring and changing the behavior of people who
do not lead a healthy lifestyle, thus maximizing the benefits and effectiveness of
prevention programs.

For this study, we collected information on people’s attitudes towards healthy
lifestyles from 2686 users of the popular Russian-language social network VKon-
takte. Using this data, we distinguished 2 groups of subjects: users leading a
healthy lifestyle and users not leading a healthy lifestyle. We processed the data
that these users post on the social network and formed feature sets that were
used to train different classification models.

2 Related Work

Finding ways in which a social media user’s behavior online is related to their
behavior in the real world is a growing field of interest. Methods of computational
linguistics and other methods of data analysis yield tangible results in predicting
an individual’s interests or lifestyle preferences.
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Information that can help categorize which lifestyle category an Instagram
post falls into exists in the post’s hashtags [1]. Word embeddings were used to
classify hashtags like “training” and “fitness” under the “Sports and Health”
category. It was found that these methods can classify posts based on the set of
their hashtags.

The combination and frequency of use of different social media platforms can
be used as an indicator of health risk and behavior in young adults [2]. A model
using different classes such as Low Users, High Users, Professional Users, Cre-
ative Users, and Mainstream Users were used to categorize young adults based
on their alcohol, tobacco, and other drugs (ATOD) use; and symptoms of depres-
sion and anxiety. It was found that the different classes differed significantly in
their ATOD use and depression and anxiety levels.

M. Furini and G. Menegoni [3] classified user messages into different psycho-
logical and linguistic categories: affective (e.g. anger and anxiety), social (e.g.
family and entity), medical (e.g. disease and vaccine related), and biological
(e.g. body and health-related language). The results showed that anti vaccina-
tion users use language that is difficult to refute (e.g. not anxious, not focused
on specific health issues) whereas pro vaccination users use language that shows
more anxiety and specificity (e.g. family cases, specific diseases, or vaccines).

Eichstaedt et al. [4] predicted depression in Facebook users, using psycholin-
guistic markers. They were able to predict depression in users with an accuracy
that was on par with traditional depression screening methods. Patterns emerged
showing that depressed users tended to use negative words and first-person sin-
gular pronouns more often than non-depressed users.

3 Dataset

3.1 Survey Data

The idea of identifying people leading healthy and unhealthy lifestyles comes
from collateral information that we collected to study intrinsic and extrinsic
motivations of individuals to lead healthy lifestyles [5,6]. In order to perform
our experiment, we asked people with VKontakte profiles to rate their attitude
towards 18 different behavioral patterns on a scale of 1 to 5 and to indicate any
intrinsic or extrinsic motivation to stick to that behavior. The list of behavioral
patterns that we asked people to rate their attitude towards are (1) fast-food, (2)
foods high in sugar content, (3) fruits and vegetables, (4) red meat, (5) alcohol,
(6) smoking, (7) vitamins and dietary supplements, (8) regular diet, (9) regular
hobbies, (10) proper rest from work and study, (11) regular room/workplace ven-
tilation, (12) taking a walk regularly, (13) engagement in physical activity and
active sports, (14) morning exercises, (15) limitation of laptop and smartphone
use, (16) using dark and night screen modes during the evening, (17) reading
literature about healthy lifestyles, (18) regular medical examinations. For this
study, we did not take the volunteers’ intrinsic and extrinsic motivations into
account. We used the user ratings of the 18 behavioral patterns to define a kind
of healthy lifestyle score. For each volunteer, we calculated the sum of how many
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Table 1. Results of the survey. The table indicates how many people follow certain
behavior patterns

Behaviour pattern #usersFemalesMalesMean age

(1) limiting consumption of fast food 1208 80% 20% 23,88

(2) limiting intake of foods high in sugar 577 79% 21% 25,77

(3) eating fruits and vegetables 1552 84% 16% 22,54

(4) limiting consumption of red meat 1004 86% 14% 21,96

(5) limiting consumption of alcohol 1844 82% 18% 21,6

(6) limiting use of cigarettes 1916 83% 17% 21,99

(7) taking vitamins and dietary supplements 354 83% 17% 24,67

(8) maintaining a regular diet 1343 81% 19% 23,15

(9) maintaining regular hobbies 1440 82% 18% 22,06

(10) getting proper rest from work and study 998 83% 17% 21,94

(11) getting regular room/workplace ventilation 1679 83% 17% 22,62

(12) taking a walk regularly 1327 81% 19% 23,07

(13) partaking in physical activity and active sports 847 73% 27% 22,82

(14) doing morning exercises 420 75% 25% 23,61

(15) limiting laptop and smartphone use 217 77% 23% 26,78

(16) using dark and night screen modes 1022 85% 15% 21,3

(17) consuming health literature 716 80% 20% 24,39

(18) having regular medical examinations 565 86% 14% 23,78

answers were corresponded to healthy behavior. Thus, for each user, we calcu-
lated the survey scores that range from 0 to 18. We surveyed users and gathered
data from their VKontakte pages during the months of April 2019 and Novem-
ber 2019, this yielded 2686 profile pages and survey results. We understand that
we can observe our proposed “healthcare” score only as a generalization. These
behavior patterns are not equal and some of them are more common than oth-
ers (see Table 1). However, we assume that these limitations are not significant
enough for the purpose of our study.

Figure 1 shows the distribution of the 2686 survey scores, the scores have a
normal distribution with a mean score of 8.55 and a standard deviation of 3.08.
To define the classification task, users with a score of 6 to 11 were removed
from observation. We considered people with a score of lower than 6 to be our
“unhealthy” users and users with a score of greater than 11 to be our “healthy”
users. This balanced our dataset, giving us 919 users with 449, 470 users in the
unhealthy and healthy groups respectively.
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Fig. 1. Score distribution.

3.2 Social Media Data

Data that was of interest to us was the text that the users posted and the content
that they were consuming (in the form of reposts and subscriptions to groups).
Text that users post that was available to us via the VKontakte API consisted
of original posts and reposts. These posts are often full of noise (hyperlinks,
emojis, etc.) and we cleaned them before applying any analysis. There is also
a significant number of users that do not have an adequate amount of posts
for analysis, so we did not use these users when building our text classification
models. We performed several actions to improve the quality of the data:

1. Removed all characters which are not in the alphabet or in the set of standard
punctuation symbols from texts using regular expressions;

2. Removed all posts with more than 4500 characters or less than 2 characters;
3. Removed all users with less than 500 characters provided;
4. Considered only the most recent posts for each user up to a maximum of

60000 characters.

A significant amount of content that users post on their walls comes from other
accounts and pages in the form of reposts. The assumption is that it is possible
to find cues that determine behavior not only in text messages authored by a
person but also in content retranslated by this person. We collected reposts that
each user reposted from the time that they took our survey to one year in the
past. We distinguish these reposts from the original posts that users’ author and
considered them as separate samples. We removed repost samples with overall
less than 500 characters provided similar to the way that we did with original
post samples.
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To sum it up, we formed 3 sets of VKontakte data. We processed 919 profiles
overall and retrieved general profile information and information about subscrip-
tions from them. Among these profiles, we identified a subsample in which there
was a sufficient amount of original posts and a subsample of profiles with a suf-
ficient amount of repost data. Prior to generating our feature sets, we combined
the text from each user’s original post into one, combined body of text. A similar
procedure was performed with reposts. We applied MyStem (https://yandex.ru/
dev/mystem/) for tokenization, lemmatization, and part-of-speech tagging, and
Udpipe [7] for syntax parsing. General statistics on this dataset are presented
in Table 2. The mean age in the data is 23. The gender partition is strongly
unbalanced: 723 (79%) females and 196 males (21%).

Table 2. General statistics on data

“Healthy” “Unhealthy” Total

Total # Users 470 449 919

Mean age 29.00± 12.55 24.19± 8.19 23.26± 9.69

Males 110 (23%) 86 (19%) 196 (21%)

Females 360 (77%) 363 (81%) 723 (79%)

# Users with original posts 233 199 432

# Original posts 18721 11590 30311

# Users with reposts 240 226 466

# Reposts 18620 14919 33539

Average score 13.22± 1.27 4.04± 1.07 8.74± 4.74

4 Features and Methods

4.1 Profile Information, Psycholinguistic Markers, and Dictionaries

Considering the features that we can retrieve from VKontakte data, we want to
outline some features that we adopted from our previous studies: profile infor-
mation, psycholinguistic markers, and dictionaries. These features were used to
address the task of predicting depression and the big five personality traits of
social media users [8,9].

First of all, it is profile information (PI) features that indicate some quanti-
tative and binary attributes of user profiles (e.g. number of friends, number of
groups, number of posts, the average number of likes on posts, the post/repost
ratio, availability of affiliate information) Considering our task, we extended this
set with time features, which indicate how many posts or reposts were made by a
user during morning (6:00 am–10:59 am) and night hours (00:00 am–05:59 am).

Another adopted feature set is psycholinguistic markers. Psycholinguistic
markers (PM) are linguistic features of text that represent the psychological

https://yandex.ru/dev/mystem/
https://yandex.ru/dev/mystem/
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characteristics of the author and may signal their psychological disorders. For
example, people in stress more frequently use the pronoun “we” [10]. Psycholin-
guistic markers are calculated on morphological and syntactic information and
in a manner corresponding to the writing style of the author. Even though our
current task is more dissociated from psychology topics like depression and per-
sonality traits, we were interested in how these features would perform on the
data. We use more than 30 markers: (# unique words)/(# words), (# verbs)/(#
adjectives), (# singular first-person pronouns)/(# pronouns), (# conjunctions
+ # prepositions)/(# sentences), (# infinitives)/(# verbs), etc. We extend these
psycholinguistic markers with features based on the Linis-Crowd sentiment dic-
tionaries and with the following features that are specific to social networks:
uppercase characters ratio, number of exclamation marks, number of “sad” and
“happy” emoticons.

To calculate dictionary features, we utilized 21 dictionaries which can be split
into two groups: topic-based (e.g. terms related to healthcare, terms related to
ecology, terms related to politics), and sentiment/mood-based (e.g. motivation
lexicon, anxiety lexicon, invectives, negative and positive words). The dictionar-
ies and psycholinguistic marker sets were formed for both original posts and
reposts.

4.2 N-grams

Two n-gram sets were formed: unigrams and bigrams. N-grams that appeared
less than in 6 texts or more than in 80% of texts were removed from the feature
sets. Overall, the lexicon contains 20198, 56052, 22459, and 55744 items for orig-
inal post unigrams, original post bigrams, repost unigrams, and repost bigrams
respectively. We generated tf-idf values using these n-gram models for each user.

4.3 Subscription Matrix

We formed another feature set out of the groups, communities, pages, and pop-
ular accounts that people follow on VKontakte. We aggregated the IDs of all
these groups and formed a 12543-dimensional vector. We generated one of these
vectors for each user that contained binary values of zero and one for each of
the IDs in that list. If a specific user was subscribed to a source in that list, they
had a “1” value in the position of that source, and if they were not subscribed,
they had a “0” value in that position.

4.4 Repost Matrix

The repost matrix was formed similarly to the way that we formed our subscrip-
tion matrix. We aggregated a list of IDs for all the accounts and pages that users
in our dataset reposted content from. This formed a 5340-dimensional vector.
We built a vector for each user, containing the number of times that the user
reposted content from each source.
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Table 3. Feature sets and annotations

Feature set Annotation Data

Unigrams Original Posts UGO Original posts (432 users)

Bigrams Original Posts BGO

Dictionaries Original Posts DO

PM Original Posts PMO

Unigrams Reposts UGR Reposts (466 users)

Bigrams Reposts BGR

Dictionaries Reposts DR

PM Reposts PMR

Profile Information PI Full set (919 users)

Subscription Matrix SM

Repost Matrix RM

4.5 Evaluation Setup

We defined a binary classification task using our “healthy” and “unhealthy”
demarcations, and the features we retrieved from the data. It is important to
note that we trained our models with different features according to the data
samples available for each set. Profile information, the subscription matrix, and
the repost matrix were evaluated using our full set of 919 users. Text-based
features were evaluated according to the number of samples available for original
post and repost subsamples of the data. The short annotation for each of our
feature groups is listed in Table 3.

To evaluate our feature sets, we used the average scores of 5 repetitions of
a 5-fold cross-validation. We used scikit-learn [11] and xgboost [12] packages in
order to perform our classifications. The following machine learning methods
were evaluated:

– Support Vector Machine (SVM)
– Gradient Boosting Classifier (GBC)
– Random Forest (RF)
– Logistic Regression (LR)
– Naive Bayes (NB)
– Adaptive Boosting (ABC)
– XGBoost (XGB)

We normalized and scaled our feature sets before training machine learning mod-
els. Repost matrix, subscription matrix, and N-gram based feature sets were
transformed by PCA to reduce dimensionality. A number of components for the
PCA transformation was considered as a hyperparameter for a model tuning
process.
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5 Results

We used the ROC AUC score as the main evaluation metric. The average F1-
score was also included in the classification report. In Table 4 we outline the best
performing classifiers that were achieved on each feature set.

Table 4. Classification results of different feature sets

Feature set Classifier ROC AUC score F1-score

UGO ABC 0.63 ± 0.048 0.64 ± 0.054

BGO GBC 0.62 ± 0.029 0.64 ± 0.033

DO XGB 0.61 ± 0.060 0.62 ± 0.070

PMO RF 0.60 ± 0.039 0.59 ± 0.048

UGR ABC 0.67 ± 0.043 0.66 ± 0.053

BGR GBC 0.68 ± 0.047 0.69 ± 0.012

DR XGB 0.64 ± 0.026 0.66 ± 0.030

PMR XGB 0.65 ± 0.026 0.63 ± 0.029

PI GBC 0.60 ± 0.034 0.59 ± 0.035

SM GBC 0.65 ± 0.025 0.63 ± 0.009

RM GBC 0.60 ± 0.032 0.60 ± 0.027

The best result in Table 4 was yielded with a gradient boosting classifier
on bigrams generated from reposts (0.68 ROC AUC score and 0.69 F1-score)
and the second-best result was yielded by an adaptive boosting classifier on
unigrams generated from reposts (0.67 ROC AUC score and 0.66 F1-score).
The repost based dictionaries, repost psycholinguistic markers, and subscription
matrix feature set followed closely behind. Surprisingly, all of the text based
sets demonstrated better results with text from reposts compared to the same
features coming from original posts. The subscription matrix performed well
among other non-text based features sets with 0.65 ROC AUC score. As was
expected, the psycholinguistic markers and dictionaries feature sets yielded lesser
results compared to the N-gram based feature sets.

We also trained our classifiers using different combinations of feature sets.
We reduced the dimensionality of our feature sets and then performed a grid-
search in order to find the best combination of parameters and reduction in
dimensionality. The best performing combinations of feature sets and classifiers
are outlined in Table 5.

Combining the feature sets provided a noticeable increase in scores. A com-
bination of the repost matrix, subscription matrix, unigram, and bigram feature
sets classified by a random forest classifier performed best on our data (ROC
AUC score of 0.75 and F1-score of 0.67).
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Table 5. Classification results of combined, reduced dimensionality feature sets

Feature set Classifier AUC F1-score # of PCA components

UGO and BGO XGB 0.67 ± 0.063 0.64 ± 0.038 UGO: 32 BGO: 32

UGO and UGR XGB 0.72 ± 0.045 0.60 ± 0.123 UGO: 64 UGR: 64

UGR and BGR ABC 0.67 ± 0.053 0.59 ± 0.041 UGR: 128 BGR: 8

UGO BGO RF 0.75 ± 0.039 0.67 ± 0.102 UGO: 16 BGO: 64

UGR BGR UGR: 32 BGR: 64

RM SM ABC 0.72 ± 0.045 0.70 ± 0.067 SM: 8 RM: 32

UGO BGO UGO: 16 BGO: 4

RM SM UGO XGB 0.74 ± 0.057 0.70 ± 0.079 UGO: 32 BGO: 16 UGR: 16

BGO UGR BGR BGR: 32 SM: 16 RM: 16

6 Conclusion

In this study, we considered the task of identifying attitudes towards a healthy
lifestyle among users of the Russian-speaking social network VKontakte. To
address the task we used results of the survey to distinguish 2 groups of social
media users: persons who lead healthy lifestyles and persons who not. We pro-
cessed their posts, the content they are subscribed to, and the content that they
are reposting and sharing. We formed text based feature sets including psy-
cholinguistic markers, dictionaries, and n-grams using both texts from original
posts authored by users and text from reposts they retranslate in their profiles.
Information about user subscriptions and repost sources were utilized to form
subscription and repost matrices.

The performed experiments revealed that text based features formed from
repost texts yielding better classification results compared to the same features
retrieved from original posts. The highest result with non-text based features
was reached by the model that was trained on the subscription matrix. The
best result in our experiments is a .75 ROC AUC score (.67 average F1-score)
achieved by the model that was trained on a combination of the N-gram fea-
tures computed over both reposts and original posts with a PCA dimensionality
reduction. We consider the outcome of our experimental evaluation as a posi-
tive result that indicates the possibility of analyzing human attitudes towards
healthy behavior by processing social media data. We also consider current clas-
sification performance as a preliminary result, since the proposed task was not
evaluated before on a user-level within social media.

Thus, the analysis of social media profile data is a promising area that can
possibly make the diagnosis and treatment of public health more broadly avail-
able. In future work, we plan to observe all of the 18 behavior patterns sepa-
rately and address the task using a neural network model to retrieve features
from reposts and original users’ messages.
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Abstract. This article presents the results of experiments on the use of various
methods and algorithms in creating the Russian-Tatar machine translation system.
As a basic algorithm,we used a neural network approach based on the Transformer
architecture as well as various algorithms to increase the amount of parallel data
using monolingual corpora (back-translation). For the first time experiments were
conducted for the Russian-Tatar language pair on the use of transfer learning
(based on Kazakh-Russian parallel corpus). As the main training data, we created
and used the parallel corpus with a total volume of about 1 million Russian-Tatar
sentence pairs. Experiments show that the created system is superior in quality to
the currently existing Russian-Tatar translators. The best quality for the Russian-
Tatar translation direction was achieved by our basic model (BLEU 35.4), and
for the Tatar-Russian direction – by the model for which the back-translation
algorithm was used (BLEU 39.2).

Keywords: Neural machine translation · The Tatar language · Low-resourced
language

1 Introduction

The task of building high-quality machine translation systems remains relevant both for
the largest world languages and for low-resource and small languages. In the first case,
this is largely explained by economic factors, while for small languages the presence
of modern text analysis systems, including machine translation systems, can ease the
task of learning a language and contribute to the active use of languages in everyday life
(including communication on the Internet).

The relevance of the development of the machine translation system for the Russian-
Tatar language pair can be proved by the state status of these languages in the Republic
of Tatarstan, as well as by a request for this tool from pupils, students, workers, state,
and other institutions.

In this work, two problems are simultaneously solved: the construction of the most
accurate Russian-Tatarmachine translation system, aswell as an analysis of the degree of
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influence that modern methods and algorithms have on the final quality of the translation
system.

In the “Datasets” section, we describe the created parallel corpus with 983 thousand
pairs of Russian-Tatar sentences, containing news, literature, translations of laws and
regulations. It also provides a description of the Russian and Tatar monolingual corpora
used to improve translation quality.

The “Experiments” section presents the results of creating machine translation sys-
tems for the Russian-Tatar language pair. A neural network approach based on the
Transformer network architecture is used, as well as various algorithms for increasing
the volume of training data and the use of monolingual data. For the Russian-Tatar lan-
guage pair, transfer learning experiments were conducted for the first time with the use
of parallel data for other languages (the Kazakh-Russian parallel corpus). For all variants
of the system, the values of the BLEU metric are calculated on a test subcorpus that was
not used in the process of training the model.

2 Related Work

The first versions of machine translation systems for Turkic languages and the Russian
language used a rule-based approach. So, for example, aKazakh-Russian translator based
on the Apertium system was created and described in [1]. However, the construction of
the necessary rules is complicated because of significant differences in the structure of
these languages, and the quality of the work of such systems is insufficient for successful
use in practical applications.

At the Institute of Applied Semiotics, a statistical approach was initially chosen to
solve the problem of machine translation between the Tatar and Russian languages. This
choice determined the need for the creation of a Russian-Tatar parallel corpus, necessary
for training statistical models.

The first practical result was achieved in the form of a statistical Russian-Tatar
translation system based on phrases (phrase-based MT) and created jointly with Yandex
in 2015 [2]. The first version of the Yandex.Translator for this language pair was trained
using a morphoanalyzer and a parallel corpus developed by the Institute of Applied
Semiotics.

In February 2018, we created the first neural network version of the Russian-Tatar
machine translation system [3]. The encoder-decoder-attention network architecture was
chosen; training was carried out using the Nematus toolkit [4, 5]. Taking into account
the rich Tatar morphology, we used subword basic units for translation; the selection of
these units was carried out based on the BPE (byte-pair encoding) algorithm [6, 7]. The
model of dividing words into constituent parts was applied to the joint Russian-Tatar
corpus.

The task of machine translation is solved using the so-called sequence-to-sequence
models built, for example, on recurrent or convolutional neural networks, including
elements of the encoder and decoder (encoder/decoder architecture). Models showing
the best quality of work also include the implementation of the attention mechanism.

The role of the encoder is to build a continuous space describing the original sen-
tence; the decoder is a neural network language model with an established dependence
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on the output values of the encoder. The parameters of both parts of the model are trained
together maximizing the likelihood of receiving a target sentence based on a training
parallel corpus. At the inference stage, an already trained neural network generates the
translation using, for example, a beam search algorithm. There are various neural net-
work architectures designed to speed up the training process and increase the quality
of translation: recurrent neural networks [8], convolutional neural networks [9], Trans-
former [10] and Evolved Transformer models. Different types of attention mechanism
were also proposed: multi-hop attention [9], self-attention [11] and multi-head attention
[10].

The choice of technology for creating a machine translation system depends on the
availability and amount of initial training data. In the absence of parallel andmonolingual
data in one of the languages, the “zero-shot learning” approach [12] can be used, inwhich
neural network translation models trained on parallel data for certain pairs of languages
can be used for the language pair for which no training data was provided.

The presence of large mono corpus for the source and target languages allows to use
unsupervised approaches. Themain idea of this approach is to build a single vector space
of words/phrases for both languages. Currently, there are options for implementing this
approach based on the statistical, neural network, and hybrid approaches.

Various options were also proposed for using monolingual corpora to improve the
quality of translation in training with partial involvement of a teacher (semi-supervised
approach) [13].

Another way to use monolingual data is to supplement the decoder with a language
model [14]. This approachwas used in the very earlywork of IBM, it was later shown that
an additional language model for the target translation language allows systems based
on a statistical approach to improve the naturalness and correctness of the translation. In
addition to using LM during decoding, neural network language and translation models
can be successfully integrated internally by combining latent states of models [15].
In addition, the neural network architecture allows the use of multi-task learning and
parameter sharing [16].

And, finally, there is an approach to add an auxiliary autoencoding task for mono-
lingual data, which generates the source sentence as a result of the sequential translation
of the initial sentence in both directions [17, 18].

The approachproposed in [19] suggests a very effectiveway to automatically increase
data for training (data augmentation). Themethod is called back-translation (BT): first, an
auxiliary system is trained on available parallel data to translate from the target language
to the source language, and then this system is used to translate the monolingual corpus
of the target language, thereby increasing the volume of the parallel corpus. The resulting
parallel corpus is used as training data for the machine translation system. BT is easy to
use, as it does not require a change in the training algorithms of the machine translator.
In addition to the main task of increasing the amount of training data for low-resource
language pairs, it can also be used to use a monolingual corpus for the task of adapting
the system to a specific domain.

One of the ideas for improvingBT is to stop using beam search or greedy search. Both
of these algorithms allow searching for the posterior maximum (MAP) to find a sentence
with a maximum probability according to the model. However, the use of MAP can lead
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to a less diverse subcorpus of translations, since in cases of ambiguity the algorithm will
always choose the most likely option. As an alternative, it is recommended to use the
random sampling method [20]. This allows saving the lexical diversity of the generated
sentence pairs.

3 Datasets

Despite the wide variety of proposed training methods and algorithms, a key aspect
that affects the quality of a machine translation system is the availability of a large
amount of training data. It is worth noting that modern commercial systems are trained
on parallel corpora, the total volume of which is tens and hundreds of millions of pairs
of sentences. Such representative corpora give a possibility to provide users with the
quality translations of texts of various domains and styles.

For the Russian-Tatar language pair, we created a parallel corpus, that includes 983
thousand pairs of sentences. The corpus was created on the basis of two main sources
of information: bilingual printed documents and from the Internet (news, literature,
regulatory documents) and manual translations.

Creating the parallel corpus took place in several stages. The first stage involved
collecting available data.

As one of the main sources is literary works, we signed an agreement between out
Tatarstan Academy of Sciences and Tatar book publishing house on the transfer of rights
to use some of their books. Books were scanned using professional scanning equipment
(Elar PlanScan).

We also obtained data for our corpus from the Internet. There are two main web-
sources for Tatar-Russian parallel documents: regional media companies and min-
istries/state departments. There is a law that obliges such organizations to provide all
the official documents, news, legislative acts, etc. simultaneously in Russian and Tatar
languages.

To download data fromweb sources we first manually prepared a list of domains that
have parallel texts, thenwe developed a program that allows us to configure specific rules
for downloading and parsing documents. Another task was to automatically determine
the correspondence between the Russian and the Tatar pages, which was done based on
manual rules for URL patterns, translation links on the source page, and using automatic
algorithms for document aligning.

Data from the Internet and scanned documents were aligned using ABBYY Aligner
2.0 tool [21] and then filtered according to several criteria:

• both the source and the target sentences should contain at least 1 word;
• both the source and the target sentences should contain at most 80 words;
• duplicate sentences were removed.

We also manually corrected the results of the automatic alignment of several books:
literary translations led to the situation where pairs of sentences were very different from
each other. A group of 2 people completed this work in two months.
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The second stage of creating the parallel corpus included manual translation work.
We organized the work of a group of translators of 30 people using the ABBYY Smart-
CAT tool [22]. The important aspect is that we decided to speed up the translation
process by pre-translating sentences using intermediate NMT models. Our translators
used these automatic translations as the basis, so the task changed to correct the transla-
tion.We understand the disadvantages of this approach, for instance, a decrease in lexical
diversity, so we tried to minimize this effect by using several different NMT systems to
produce ‘basic’ transcription.

The main characteristics of the resulting parallel corpus are presented in Table 1.

Table 1. The main characteristics of the Russian-Tatar parallel corpus.

Parameter Value

# Parallel sentences 983 319

# Words in Russian sentences 15 032 363

The average length of Russian sentences 15,3 words per sentence

# Words in Tatar sentences 14 649 484

The average length of Tatar sentences 14,9 words per sentence

# sentences in train/test/valid parts 977539/2499/2499

Another linguistic resource that is potentially capable of improving the quality of
translation is monolingual corpora. There are several options for using data from these
corpora:

– use mono corpora via back-translation, dual learning algorithms, etc.;
– use corpora for building statistical language models for the purpose of further rescor-
ing of the probabilities of translation hypotheses, which helps to find grammatically
correct translations;

– as a parallel corpus: sentences from a mono corpus are used both as a source and a
target sentences;

– use for building statistical languagemodels that are directly included in the architecture
of the neural network machine translation (LM deep fusion).

To test methods, monolingual corpora for the Russian and Tatar languages were
used. Corpora from the collection of the University of Leipzig [23] were used as a
data source. For the Russian language, the subcorpus of news (news_2010), Internet
texts (web_2015) and the Wikipedia subcorpus (wiki-2016) were combined; for Tatar
language - Internet (web-2018), news (news_2015), and mixed subcorpora (mix-2015).

Each of the listed subcorpora has a volume of 1 million sentences. Duplicates have
been removed from the joint collection. The total volume of the Russian mono corpus
is 2,999,489 sentences, of the Tatar – 2,355,738 sentences.
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4 Experiments

For an objective assessment of the quality of machine translation, we used the BLEU
metric [24]. The use of BLEU has well-known shortcomings [25] but remains the world
standard in the field of evaluating the quality of machine translation systems.

4.1 Model Size and Training Duration

The first experiment was to assess the influence of the size of the neural network (the
number of layers and neurons in the layers) and the number of training iterations on the
quality of translation. Two standard neural network architectures were chosen:

• Base: batch size - 2048, the model dimension in the hidden layers is 512, inner layer
dimension in the feedforward network (filter size) is 2048, number of heads to use in
multi-headed attention 8, the maximum number of tokens per example - 256, number
of layers in the encoder and decoder stacks - 6, the dropout value is 0.1, the learning
rate is 2.0, and the beam size is 4;

• Big (only values of parameters that are different from the Base model are given): the
batch size is 4096, the model dimension in the hidden layers is 1024, the filter size is
4096, number of heads is 16.

The training was carried out during 40 iterations for Base and 10 for Big models
(Table 2).

Table 2. BLEU metric values for machine translation systems as part of the first experiment.

Neural net size Training iterations Translation direction BLEU (uncased)

Base 10 RU-TT 33.57

TT-RU 35.95

Base 20 RU-TT 34.82

TT-RU 37.71

Base 30 RU-TT 35.27

TT-RU 38.41

Base 40 RU-TT 35.39

TT-RU 38.42

Big 10 RU-TT 34.08

TT-RU 37.07

We chose the maximum number of training epochs for Base models (40–45 epochs)
motivated first of all by our will to make it as high as possible, and secondly analyzing
how the loss changed throughout the training. An example of the loss function for the
training of the Russian-Tatar Base model presented in Fig. 1.
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Fig. 1. RU-TT base model loss

For Bigmodels, there was some possibility to improve their results by longer training
procedure (see Fig. 2), but we stopped them earlier to save computational time for other
experimentswhen it became clear that thesemodels cannot outperformbestBasemodels.

Fig. 2. TT-RU big model loss

4.2 Back-Translation

As part of the second experiment, we changed the size of the synthetic part of the parallel
corpus, which was formed by back-translation of a monolingual corpus using Base-40
models, trained in the first experiment.

The results are presented in Table 3.
In contrast to the well-known published results of similar experiments, we do not

observe a significant improvement in the quality of translation while increasing the vol-
ume of the back-translated part of the training corpus. For the Russian-Tatar directions,
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Table 3. MT quality in the second experiment.

Size of back-translated part Training iterations Translation direction BLEU (uncased)

0.5x size of the initial corpus size 10 TT-RU 36.84

20 TT-RU 37.73

30 TT-RU 38.50

40 TT-RU 38.63

45 TT-RU 38.93

45 RU-TT 34.89

1x size of the initial corpus size 40 TT-RU 39.21

40 RU-TT 34.42

the value of BLEU 34.89 turned out to be less than for Base-40-35.39; the growth of
BLEU for the Tatar-Russian direction is 0.79 (growth from 38.42 to 39.21).

There is a hypothesis that the use of standard algorithms for a search of the most
probable translation can adversely affect the process of synthetic corpus creation. The
reason for this is the use of the beam search algorithm, which leads to the most probable
sequences of words and a decrease in the variety of vocabulary in the final training
corpus. As a solution to this problem, it is proposed to use another search algorithm -
random search, which performs a sequential search of the next word in the translation
based on the probability distribution of all possible candidate words.

The second part of this experiment was conducted to establish whether the use of
the random search algorithm will positively affect the quality of the translation system;
the results are presented in Table 4.

Table 4. MT quality in the second experiment.

Search algorithm Model Translation
direction

BLEU (uncased)

Random search Base-10 RU-TT 18.27

Random search Base-10 TT-RU 19.13

4.3 Transfer Learning

The transfer training approach is aimed at using the knowledge gained by the neural
network in solving one problem, to solve the target problem. There are various imple-
mentations of this approach; in this work, we tested the basic version of its application
to the machine translation problem: we used neural network (pre-trained on a corpus for
a related language pair) as the starting point.
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Kazakh was chosen as a related language, as the closest related language, for which
there is a sufficient amount of parallel data with the Russian language. During the
WMT-2019 competition, a parallel Kazakh-Russian corpus consisting of 5 million pairs
of sentences was published.

For the experiment, a joint BPE dictionary was built for the Russian, Tatar, and
Kazakh languages. Further,models of theRussian-Kazakh andKazakh-Russianmachine
translation were trained. The obtained weights were then used as the initial values of the
network when training the Russian-Tatar language pair MT system.

The results of this experiment are presented in Table 5.

Table 5. MT quality in the third experiment.

Translation direction Training iterations BLEU (uncased)

RU-KK 10 50.01

RU-[KK]-TT +10 iterations 34.41

KK-RU 10 61.47

TT-[KK]-RU +10 iterations 36.08

The results indicate the need for additional experiments with both the size of the
neural network and the duration of the training, and with the freezing of the parameters
of certain layers in the process of retraining the neural network.

4.4 Comparison with Other Systems

Wealso conducted an experiment to compare the proposed translationmodelwith already
existing Russian-Tatar translation systems. At the time of writing the paper, there are
three machine translation systems available that support Tatar-Russian language pair:
ours (called Tatsoft) [26], Google Translate [27], and Yandex.Translate [2]. For test data,
we used the same 2499 parallel sentences as for previous experiments. But taking into
account the fact that the data used for training Yandex and Google MT systems are not
open, we cannot guarantee that our test sentences were not used during the training stage.

Table 6. MT quality in the fourth experiment.

MT system Translation direction BLEU (uncased)

Tatsoft RU-TT 35.39

Yandex.Translate RU-TT 15.59

Google.Translate RU-TT 17.00

Tatsoft TT-RU 39.21

Yandex.Translate TT-RU 18.16

Google.Translate TT-RU 22.64

The results of this experiment are presented in Table 6.
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5 Conclusions and Future Work

In this article, we presented the results of experiments on the development of a Russian-
Tatar machine translation system based on the Transformer neural network algorithm.
The parallel training corpus was prepared and modern methods of machine learning
were applied.

As a continuation of this study, we plan to conduct a set of experiments, the purpose
of which will be to show a complete picture of the influence of various combinations
of methods, parameter values, and volumes of used cases on the quality of the final
translation system. The results will allow one to make more informed decisions about
the selection of priority areas of work on translators for other low-resource language
pairs.

Acknowledgments. The reported study was funded by RFBR, project number 20-07-00823.
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Abstract. The paper describes an ontology-controlled geometric solver. The
solver functions as a part of an integrated problem-solving system with a nat-
ural language interface. It is implemented in a prototype version of the system
for the “school geometry” subject area. We described the solver interaction with
the system linguistic processor, ontology, and the graphic component. We pro-
vided examples demonstrating automated solving non-trivial geometric problems
formulated in a natural language. We suggested using cognitive structures in the
dialogue for an effective linguistic analysis and building up a correct drawing.

Keywords: Integrated system · Solver · Ontology · Natural language · Heuristic
structures · Interactive visualization · Planimetry

1 Introduction

The issue of automatically solving problems and proving theorems has attracted
researchers’ attention virtually from the emergence of Artificial Intelligence (AI). Hav-
ing initially a fairly narrow application area (simple propositional logic theorems, etc.),
at the present stage, this direction achieved important scientific and practical results. Sev-
eral complex mathematical theorems have been automatically solved (a good example
is the four-color problem); automatic solving methods are successfully used to validate
computer software and hardware. Currently, many automatic solvers have been devel-
oped, both intended to prove non-trivial mathematical theorems (provers) and essentially
based on semantics (semantic reasoner). Among the most famous solutions, we shall
mention Coq [1], HOL [2], Isabell [3], Wolfram [4], modifications of Cyc [5], Podkolzin
[6, 7]. Automatic solving uses a logical apparatus, usually based on first-order predi-
cate calculus and its computer support, e.g., using the widely known OWL and SPARQL
languagesBrief description of a number of solvers is provided below in “RelatedWorks”.

In general, all these systems are focused on the solution itself; they propose data
input in a formal language, having a limited functionality to explain and to use interactive
graphics. In modern automatic solver systems little attention is paid to translation from
wording in a natural language to a formal representation; how the system comes to
a solution, and what plausible reasoning is used therein; how to visualize the solving
process, and how to generalize them.
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The purpose of this paper is developing and studying an ontologically-oriented solver
featuring a linguistic solution support, an essential use of the subject area ontology to
explain the results, and an interactive visualization of the solving process. The solver
software is implemented in a prototype version for the “school geometry” subject area
and is based on the methodology of a famous scientist and educator G. Pólya [8]. The
difficulty of creating such a solver naturally required narrowing the subject areas.

2 Materials and Methods

The solver that meets our objective was developed as a part of an integrated system.
Figure 1 shows the general layout of the system and comments to the components
interaction. The paper describes mainly the solver functioning; the operation details of
the linguistic processor and the graphic component are not considered. Nevertheless,
due to the integrated nature of the system, the solver can access other components to
clarify the problem semantic structure and to build up a correct drawing.

Fig. 1. General layout of the system

The graph structures (syntactic and semantic) described below, as well as logical
and heuristic rules are provided in the computer by means of the original ontology.
Ontology is implemented in the Progress DBMS environment in the main version; VBA
Excel is used for the implementation in the simplified version (for applied purposes).
The ontology contains the knowledge of:

• a domain specific language (geometry);
• a method of translation of the natural language descriptions into semantic structures;
• heuristic and logical rules for obtaining a solution;
• a method of graphical display of the result (solution graphs and drawing).
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Logical rules are based on the axiomatics of subject area (geometry) and provide the
deductive capabilities of the system; they fundamentally guarantee the truth of the con-
sequence under the truth of the premises. Logical rules do not depend directly on the
spectrum of knowledge in ontology. However, the choice of a logical rule by means
of heuristic rules depends substantially on this knowledge. The connection between
deductive and plausible reasoning is ensured by close interaction of the mechanisms of
heuristic choice and logic output.

Examples of heuristics (for mathematics) actually used in the solver are as follows:

• casting off the parts of condition and analysis of sets intersection (a method of loci in
geometry);

• reducing problem to an algebraic formulation (heuristic was used in the problem for
construction of a right-angled triangle on a hypotenuse and a right-angle bisector);

• searching for a related problem (generalization or concretization of conditions using
ontology);

• using a model for empirical guesses (equality of angles, segments, parallelism or
perpendicularity, proportionality).

It is important that heuristics admit an algorithmic description and have sufficient gen-
erality. When developing the solver, the authors aimed at using the domain-independent
heuristics common to various subject areas.Many heuristics are described in the classical
work of Pólya [8], obviously, without taking into account the computer realizationt.

The issues of algorithmic and software of the integrated system are discussed in [9].
Pólya heuristic methodology was intended to humans (teachers and students); however,
elements of its computer implementation were repeatedly used for AI research. In this
paper, Pólya’s recommendations are presented as knowledge base structures, the core
of which is the semantic representation of objects and relations of geometry. Important
additions to this structure are:

• natural-language description of heuristics (for the basic operation);
• syntactic representation of this description;
• meta data to speed up the search for heuristics (indices, applicability requirements,
etc.);

• weighting factors for calculating the prospects of using heuristics.

In such an interpretation, the heuristics that is presented in the knowledge base should be
considered as a cognitive structure. The activation of such a structure and its inclusion
in the solution context can be initiated by the results of linguistic processing, empirical
drawing data, and, surely, information about the current solution. That is why the solver
should be referred to as ontologically-controlled one.

From the technical point of view, the solver algorithm can be considered as an
informed heuristic search that uses the knowledge of a particular subject area (namely,
about the area rather than the problem). More precisely, it is an algorithm exploring
a graph by expanding the most promising nodes using heuristic rules according to the
knowledge of the relevant subject area.

The specifics of the suggested solver are as follows:
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• the graph nodes correspond to the semantic network fragments (the initial fragment
corresponds to the problem condition) with objects to find (marked with a question
mark “?”);

• terminal nodes are defined as corresponding to fragments with found objects (the
mark “?” is removed);

• the graph is interactive and focused on the dialogue with users at a high conceptual
level;

• an interactive visualization allows to follow step by step the solving process on the
drawing and on the semantic graph;

• settings allow to get several solutions;
• the expected effective branching coefficient is close to 1.

Let us describe the solution search algorithm scheme.
The initial semantic structure of the problem is input to the solver, where question

marks indicate objects to be found (built).

Step 0.Create the current node referencing the original semantic structure of the problem.
Step 1. If resources are exhausted (time or the number of nodes), exit with failure.
Step 2. For the current node, create pairs (operation, prospects).
Step 3. For the current problem-solving graph, select the most promising pair.
Step 4. Perform the operation for this pair to generate a new node in the solution graph.
Consider this node as the current one.
Step 5. If a solution is found (all nodes with a question mark are highlighted), then exit
(solution presentation).
Step 6. Recalculate the prospects for all nodes of the current branch (from the initial to
the current node). Go to Step 1.

Solution presentation means selecting a subtree that corresponds to such solution, and
generating a program to build the drawing. Subtree selection is related to the availability
of the XOR-type relations in the graph, which correspond, in terms of contents, to
mutually exclusive solutions (e.g., lines intersect/are parallel/coincide; the point is on/off
the line, etc.)

Let us describe the pair generation algorithm (operation, prospects). For the cur-
rent semantic structure (that corresponds to the current node), we find the applicable
operations by searching through the same. For each applicable operation, find heuristics
that, taking into account the structure objects (given, output, highlighted with a question
mark, etc.), generate digital values. Summing up these values determines the prospects
of a pair.

Current branch recalculation function (see Step 6) in the current implementation:

P_new(N ) = P_old(N )−DNmax−N (1)

where P_new(N) is the new values of prospects, P_old(N) is the old value of prospects,
D < 1, N is the distance between the node and the tree root.

This operation is performed on the semantic structure (SEMS). For example, an oper-
ation with an NL-description “Draw a segment with given points” generates a fragment
(three nodes and two relations) to be visualized in SEMS, as shown in Fig. 2.
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Fig. 2. Visualization result of an operation on SEMS.

point A− beginning → cut AB ← end − point B (2)

In the relational database, these triplets are presented in the same way as in Table 1:

Table 1. Table fragment for representing semantic triplets.

Type Name Relation Type Name Stat-1 Stat-2 Stat-3

point A start segment AB giv true giv

The table shows only the main fields; a real row includes several additional fields,
particularly, determining structural features (e.g., a reference to the operation). The
“type” field describes the general properties of the object; the “status” fields indicate
that the objects are given (the field value = “giv”), and the relation shall have the “true”
value.

The same operation for the drawing is interpreted using the JSXGraph [10] tools and
generated the call of the function crt_segment (“AB”, “A”, “B”, step number, argumen-
tation). It is important that, at every solution step, the interactive visualization allows for
rendering the solution graph, the semantic structure graph, and the drawing with relevant
comments. This significantly increases the clarity, persuasiveness, and reliability of the
decision result.

Execution of this operation on the semantic structure corresponds to the deductive
step; the latter guarantees the result. The heuristic choice of the operation does not
guarantee the need for the step, but plausible considerations for choice can dramati-
cally reduce the search space. Such choice corresponds to the inductive step. It is this
interaction of deduction and plausible reasoning that Pólya methodology is based on.
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3 Results

The solver is tested in two modes:

• an autonomous mode (obtaining a complete solution and viewing its protocol);
• an interactive mode (solution control at every step).

Both modes are supported by interactive visualization. For testing, we selected several
problems that are themost interesting in terms of demonstrating the solver and interactive
visualization features. An example of the basic problem text, the graph of its solution,
fragments of the semantic structure, and the drawing are shown below in Figs. 3, 4, and
5.

Fig. 3. Subtree (S_0, S_3, S_8, S_13, (S_14, S_15, S_16)) corresponds to the 1st found solution.
(Color figure online)

Problem text: “Draw a circle passing through two given points and having a center
on a given line”. Based on this text, the linguistic processor generates semantic structure
triplets, see Fig. 2. The drawing corresponding to this structure is shown in Fig. 5.
The semantic structure is sent to the solver input; in Fig. 3, it is denoted as S_0 and
corresponding to this node graph is shown in Fig. 4. In accordance with the algorithm of
the previous section, pairs are created for S_0 (operation, prospects), the most promising
pair is selected, and a new node is generated.

In terms of the contents, operations are the following constructions: “perpendicular
from a point to a line”, “segment drawn with two points”, “perpendicular from a point
on a line”, etc. As a result of the operation, the semantic structure is supplemented
with new elements. Figure 3 shows a fragment of the solution graph, the nodes of
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Fig. 4. Semantic structure corresponding to S_0 node (the tree root).

Fig. 5. Automatically generated drawing based on the structure in Fig. 4. It includes only object
with the “given” status.

which correspond to semantic structures obtained after executing the chosen operation.
Naturally, the drawing is also modified in this case, which is highlighted with green in
Fig. 3.

Relations of the XOR type are highlighted: options that are mutually exclusive, but
correspond to one solution subtree. In this graph, these are options “lines intersect/are
parallel/coincide”.

It is important that the graphs and the drawing are automatically generated, whereas
the user is provided with the interactive visualization support for each of them. This
allows not only to visualize the solving process, but also to get a natural-language
description of the step (operation) and its argumentation. For this problem, the operation
“draw segment AB” has the following argumentation: “point A is given, point B is given,
segment AB is the circle chord, and the circle shall be drawn”.
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Subtree (S_0, S_3, S_8, S_13, (S_14, S_15, S_16)) is the 1st found solution to
the problem. A back swing from nodes S_14, S_15, S_16 creates branches to the tree
root S_0. The branches, each having a separate drawing, demonstrate all three solution
options: a unique solution, no solution, infinitely many solutions.

The solver settings allow to continue searching for a solution, and for blocking some
operations. This made it possible to obtain several solutions for a problem that is being
widely discussed on the Internet; three solutions are shown in Figs. 6, 7, 8. The problem
text: “In triangle ABC, angle A = 20°, angle C = 80°. On AC leg of the triangle, point
D is selected so that AD = BC. Find angle BDC.” A key step in the automatically found
solution (Fig. 6) is selecting point E like the vertices of an equilateral triangle.

Fig. 6. Automatically obtained solution.

Fig. 7. Solution obtained in the semi-automatic mode.

The choice is justified by heuristics “build an equilateral triangle” with the following
argumentation: “difference, sum, or product of given angles = 60°”. The choice of leg
(BC) on which the triangle is built is justified by heuristics “prefer a point on the object
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Fig. 8. Solution in the interactive mode.

axis of symmetry”. A similar choice for another segment (AD) is considered for the
solution in Fig. 7.

After building triangle BCE, the system recalculates and marks the angles (20° and
60°). Then, based on heuristics “build an isosceles triangle using newly constructed
objects”, it builds triangles BEF. In the next steps, it builds segment ED and proves that
DEFA is a parallelogram. We emphasize that point F is to be built, whereas point D is
given. Finally, recalculating the obtained angles allows to find the desired angle BDC.

Figures 6 and 7 show the solutions obtained in interactive mode of working with
the system. In this mode, it is possible to directly perform user-defined operations. The
solution in Fig. 7 is the most elegant, but the current version of the system did not find it.
In the solution in Fig. 8, the system built equilateral triangle ADE and isosceles triangle
FDE. Only after additional constructions initiated by the researcher (segments BF and
BG, point H), the solving process was continued, and angle BDC was found.

For testing, taskswere selected fromwell-known sources (Unified State Exam (USE)
2020, 3,000 math competition problems – GEOMETRY, Trigg – increased complexity
problems). The focus was not on the number of trivially solved problems, but on solving
qualitatively different problems and studying the features of interactive visualization.
To solve some problems in the interactive mode, we involved students of the 10th and
11th school grades (the USE profile level). During the discussion, students were asked
to guess the next operation performed by the system and to substantiate their guess.

In addition to problems, we proposed for discussion a proof of the theorem (Euler’s
line) and search for the formulation of Ceva theorem based on empirical data. In the
latter case, students could set on the drawing integer values of segments, into which
the Cevians divide the two legs of a triangle. The segment ratios on the third leg were
calculated by the system. Table 2 presents data of one experiment. An empirical formula
was proposed by students after the first 4 rows of the table. The splitting of AC and AB
sides was set by students, and the splitting of BC was determined by the system.
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Table 2. Ratios of triangle leg segments as divided by Cevians.

1st side AC 2nd side AB 3rd side BC

½ 2/1 4

1/3 3/1 9.02

½ 3/1 6.01

1/3 4/1 12

1/5 5/1 25

Let the points X, Y, and Z lie on the sides BC, AC, and AB of the triangle ABC, and
the segments AX, BY, and CZ intersect at the same point. Then, by theorem of Giovanni
Ceva,

(AZ/BZ) ∗ (BX /CX ) ∗ (CY /BY ) = 1 (3)

4 Discussion

Out results showed that the problem-solving process features high clarity, naturalness,
and reliability. This is important for the user to understand both the solution itself and
the steps to find it. For a knowledge engineer, the solution graph visualization allows to
quickly identify inaccuracies in ontology. The interactive graph demonstrated not only
the premises for the output and its result, but also the associated environment (proofs,
alternatives, etc.).

Messages at a high conceptual level that were requested in the dialogue (by clicking
on an object or a relation), provided an informative description of emergency situations
at some solving step (e.g., lack or wrong choice of alternative). In fact, the interactive
graph acted as an intelligent log file, which is used in large information system in the
analysis of controversial situations.

The significance and novelty of the results is in the fact that an integrated use of the
ontologically-oriented solver and interactive visualization opens up new prospects for
solving problems in the style of their human solution, as well as new opportunities for
knowledge engineers who adapt and support ontology knowledge bases.

5 Related Work

Coq is a mathematician’s assistant to check and search for proof of theorems. Coq
requires some mathematical culture (knowledge of functional programming languages,
data standardization specifics, recursive descriptions, tactics of proving). Coq allows one
to work in the interactive mode, but on a high mathematical level; it does imply neither
NL communication, nor developed graphic tools. Among the most well-known systems
that compete with Coq, we can mention HOL [2] and Isabelle [3]. Slightly different are
systems Wolfram [4] and modifications of Cyc [5].
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Wolfram system [4] has an interpreter operator that allows for entering the problem
text in a restricted NL. However, the interpreter features are rather limited (the authors
worked with version 11.3 where input in Russian is not yet implemented). The ambitious
project of the Cyc [5] system provides for creating a very extensive ontology knowledge
base (containing hundreds of thousands of expressions and millions of statements), that
is used for solving complex problems with the help of a semantic reasoning mechanism
(a rule engine) involving common sense. The system drawbacks are largely related to its
ambitiousness, as the common sense formalization problem is far from being completely
resolved; in addition, the system is difficult to learn and even more difficult to add data
manually.

Currently, theRussian system that has beendeveloped at theMoscowStateUniversity
[6, 7] includes over 40,000 solving techniques. The system authors suppose that the
developed methods for computer simulation of logical processes will be successfully
applied to natural language processing.

None of the above systems provides such holistic approach to the problem of auto-
matic problem solving, especially related to the natural language interface and explana-
tory capabilities. Explanation at a high conceptual level means that a comment of this
kind is not satisfactory: “two Horn clauses at resolving make up an empty clause”; a
more meaningful description such as “lines fall together and lines are different means a
contradiction” is required. It is the meaning of the predicates “coincide” and “be differ-
ent” that not onlymakes the content of the decision step clear, but also allows substituting
“direct” with any (not only the geometric) objects. A detailed comparative analysis of
the solvers requires special consideration and is beyond the scope of this article.

Our ontologically-driven solver of geometric problems is significantly inferior to
the above systems in terms of the scale and problem coverage, but it features linguistic
support tools, a significant focus on the substantive-conceptual aspect of problems when
solving and explaining the results, as well as interactive visualization based on dynamic
geometry tools.

Some issues of the interaction between linguistic translation and a solver, aswell as an
anthropocentric approach to proving geometric theorems, are considered in [11–15]. The
first of these works focuses on the problems of pedagogy, but using dynamic geometric
environments. The last three ones are close on the ideological side to our research, but
the use of another language and the lack of information about the organization of the
ontology make it difficult to compare them correctly.

6 Conclusions

There is a significant increase in the user’s confidence in the results obtained by the
system. At the level of basic research, the study allows one to get better understanding
of human cognitivemechanisms that are initiatedwhen solving problems in the following
range: passing from the natural-language formulation of the problem to formalization –
searching for a solution using formalmethods – graphic presentation of results – solution
analysis and summarization.
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In the school geometry, the assumption that the developed ontology-controlled solver
tools allow one to significantly reduce the search space when solving non-trivial prob-
lems, has been confirmed to a certain extent. For more significant confirmation, we plan
to study the solver on a much larger number and variety of problems.

However, already for the current version of the solver, it seems promising to create
qualitatively new training systems on its basis that implement Pólya methodology in
computers.
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Abstract. The paper proposes a new algorithm for formation of training datasets
for a neural network that provides sentiment analysis of social network posts.
This article also describes the use of a neural network to determine the sentiment
values of a social network posts using the word2vec and BERT algorithms. Also
conducted experiments confirming the effectiveness of the proposed approaches.

Keywords: Sentiment analysis · BERT · Word2vec · Neural network · Social
network

1 Introduction

The study of social networks every year is becoming increasingly important because of
the need to ensure the safety of the population and the monitoring of public sentiment.
Post analysis can help to assess changes in the mood of many users and find application
in political and social studies including consumer preference research.

The results of the sentiment analysis of the user posts would allow us to conclude:

• emotional evaluation of users of various events and objects;
• individual user preferences;
• some features of the users’ nature [1].

Sentiment text analysis is a classification task. At present, the best results of text
classification by several criteria are shown by machine learning algorithms. This makes
formation of training datasets when using neural network approaches.

In this paper, we consider the use of the word2vec and “BERT” language models
for sentiment analysis of social network posts, preprocessing text data, and generating
training datasets.

2 The Use of Machine Learning Algorithms in Sentiment Analysis
of Social Network Data

Currently, researchers suggest the use of neural networks of various architectures, such as
convolutional and recurrent neural networks [7, 8], to determine the sentiment values of
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texts. Other favorite tools include support vector machines (SVM) [2], Bayesian models
[3], various kinds of regressions [4], Word2Vec, Doc2Vec [5], CRF [6]. Analysis of
social network texts require much resources for preprocessing, including formation of
the training set.

Paper [9] describes a sentiment analysis model for posts from Twitter. Initially, a set
of smiles was created for marking up the text and assigning the text to a specific emotion.
Then the texts were presented in vector form using the “bag of words” approach.

Three classifiers were chosen to construct the classification model: logistic regres-
sion, decision tree, multilayer perceptron. The accuracy of determining the sentiment
values of the posts was about 75–76% for each model.

In [10], two models of neural networks were selected to determine sentiment values
of text messages: a neural network with two recurrent layers and a neural network with
recurrent and convolutional layers.

The authors used two sets of hand-labeled texts for training a neural network. Texts
are short messages up to 140 characters long. The classification accuracy was 69% using
a networkwith two recurrent layers. The accuracy is slightly higher, 71%using a network
with recurrent and convolutional layers.

Paper [11] presents the results of the development of an automatic classifier
of Russian-language Internet texts. This classifier distributes texts into 8 classes in
accordance with 8 basic emotions.

The classifier was based on the SVM. The input values for the classifier are various
linguistic parameters, e.g., the frequency of use of punctuation marks and amplification
adverbs. The accuracy of determining the emotional coloring of emotions “anger” and
“fear” was 48%, “anguish” 40%, “disgust” 6%, and “joy” 7%.

As can be seen from the results of the above studies, the task of developing an
approach to effectively assessing sentiment values of social networks texts is relevant.

3 An Approach to Sentiment Analysis of Social Network Data
Using the “Word2vec” and “BERT” Models

We developed a new approach for sentiment analysis of the text data from social
networks. This approach includes the following steps:

1. The formation of training and test sets.
2. Text vectorization using the word2vec and BERT models.
3. Training and classification using the neural network approach.

3.1 The Algorithm for the Formation of the Training Set

The formation of training and test sets requires pre-processing of textual information
and the marking of the sentiment values of individual text posts.

Formally, the process of selecting posts can be represented by the scheme shown in
Fig. 1. Each stage of the selection shown in the figure includes the process of selecting
posts for each specific emotion.
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Fig. 1. Posts selection.

1. At the first stage, posts are selected based on expert dictionaries of emotion expres-
sion symbols (the so-called “emoticons” and “emoji”). If a post contains an author’s
symbol for expressing emotions, then it belongs to a specific class and is added to
the corresponding list.

2. The second stage is the selection of posts based on dictionaries of key phrases. An
extended Russian-language semantic thesaurus WordNetAffect [12] was used as a
basic dictionary.

The developed dictionaries with symbols of expression of emotions and key phrases
consist of objects of 7 classes:

DE = {DE
joy,D

E
sad ,D

E
surp,D

E
anger,D

E
disg,D

E
cont,D

E
fear}

where DE
joy is a class of objects with emotion “joy”, DE

sad is a class of objects with

emotion “sadness”, DE
surp is a class of objects with emotion “surprise”, DE

anger is a class
of objects with emotion “anger”,DE

disg is a class of objects with emotion “disgust”,DE
cont
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is a class of objects with emotion “contempt”, DE
fear is a class of objects with emotion

“fear”.
In addition, at this stage, the lemmatization of each word of the post is performed.

Then the post is checked for the content of each word from the dictionary. If a post
contains a phrase, then it belongs to a specific class of emotional coloring.

3. At the stage of preprocessing posts, all characters are excluded except for Cyrillic
characters and spaces, and all words are reduced to lower case.

3.2 Text Vectorization Algorithms

Two methods were used to represent words in a vector space: word2vec and “BERT” in
the framework of this study.

The model of the BERT algorithm can be represented as a function, the input of
which is text, and the output is a vector. In this algorithm, each syllable is converted to a
number. Initially, a model trained for a particular language is loaded, according to which
the sequence is divided into syllables. A detailed description of the algorithm is given
in [13] and [14].

The loaded model of the BERT algorithm can be represented as:

θ =

⎡
⎢⎢⎢⎢⎢⎣

w1

w2

.

.

wn

⎤
⎥⎥⎥⎥⎥⎦
,

where θ is a vector that contains words included in the dictionary of words of the loaded
model. The algorithm converts a word into a set of syllables or vectors, each syllable is
obtained from a set of common words.

Let w1, w2 … wn be the set of words in the dictionary and sm1, sm2 … smn the set
of syllables in the word wn, then the function (sm) = f(w11,w12…w1n) allows you to
get many syllables for a sequence of words. Then we get a vector representation of the
sequence of words by the resulting syllables.

The word2vec algorithm was also used for comparison. The word2vec algorithm
converts words to vectors. A detailed description of the algorithm is given in [15].

The Mathematical Model of the word2vec Algorithm. Initially, a dictionary of all
the words that make up the dataset is compiled. Formally, all word vectors are:

θ =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Vw1

Vw2

.

Vwn

Uw1

Uw2

.

Uwn

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,
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where θ is a long vector that contains vectors v and u of length d for all words.

The algorithm predicts the probability of a word in its context. Vector vectors are
obtained; each word is assigned a probability value that is close to the probability value
of meeting a word in this environment in real text.

P(wo|wc) = es(wo,wc)

∑
wi ∈ Ves(wo,wc)

where wo is the vector of the target word, wc is some context vector calculated (for
example, by averaging) from the vectors surrounding other words of the desired word,
s(w1,w2) is a function that maps one number to two vectors.

Word probabilities are predicted and optimized in the standard model discussed
above. The function for optimization is the Kullback–Leibler divergence:

KL(p||q) = ∫ p(x) log
p(x)

q(x)
dx

where p (x) is the probability distribution of words that is taken from the dataset, q
(x) is the distribution that is generated by the model. Divergence shows how much a
distribution is different from another one.

3.3 Neural Network Model for Sentiment Analysis of Text Fragments

A neural network model can be represented in the form of layers used in its architecture.
A neural network consists of seven layers and is shown in Fig. 2.

Mathematically, the only output of a neuron is determined by its inputs and a weight
matrix as follows:

y = f (u),whereu =
∑n

i=1
wixi + w0x0

where xi and wi are the signals at the inputs of the neuron and the weights of the inputs,
respectively. The function u is called the induced local field, and f (u) is called the transfer
function. Input signals take values in the interval [0, 1]. Input x0 and the corresponding
weight w0 are used to initialize the neuron. Initialization refers to a shift in the activation
function of a neuron along the horizontal axis.

Each neuron is associated with the concept of an activation function, which can be
given as:

f (x) = tx

where t is the factor responsible for the distribution of the activation function. The
proposed neural network architecture has the following set of layers:

• The Embedding layer is the input layer of the neural network:
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Fig. 2. The architecture of the developed neural network.

Emb = {Size(D), Size(Svec),LSec},
where Size(D) is the size of the dictionary in the text data, Size(Svec) is the size of the
vector space into which the words will be inserted, Size(Svec) = 32, LSec is the length
of the input sequences equal to the maximum size of the vector formed during word
processing.

• The Conv1D layer is a convolutional layer, necessary for deep learning. With this
layer, the accuracy of the classification of posts is increased by 5–7%. The number of
filters is 32, each filter has length 3. The activation function is “ReLU”.

• LayerMaxPooling1D is a layer responsible for storing temporary data. Themaximum
pool is 2.

• The LSTM layer is a recurrent neural network layer. The model uses 2 LSTM layers,
one consists of 50 neurons, the second consists of 20 neurons.

• The Dropout layer is needed to avoid retraining the neural network. A value of 0.5
is given as a parameter, which means that a neural network can exclude up to half of
inactive neurons.

• The Dense layer is an output layer of seven neurons. Each neuron is responsible for
a specific emotion.
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4 Software Implementation and Experimental Results

4.1 An Example of the Training Dataset Formation

Consider an example that demonstrates how the algorithm for selecting posts for
obtaining a training sample works. Take 7 posts, which are presented in Table 1.

Table 1. The first stage of the selection of posts.

After the first stage (see Sect. 3.1), 7 groups of posts are obtained. Each group
contains posts selected based on emotion symbols. The “joy” group contains 2 posts,
since they contain copyright symbols of emotions from the “joy” group in the example.
The “sadness” and “anger” groups contain 1 post each, since they contain symbols of
emotions from the corresponding groups. The remaining groups do not contain posts,
since posts containing the author’s emotion symbols for these groups did not meet.

At the second stage, the selection is based on key phrases. Each emotional group
is specified based on a dictionary of key phrases. The selection result is presented in
Table 2.

Table 2. The second stage of the post selection.

The output consists of posts that contain keywords from the dictionary. For a group,
“joy” is the words “love” and “excellent”. For other posts, keywords for this emotional
group were not found.

The number of posts after each selection stage is shown in Table 3. 2.5 million posts
are sent to the entrance. The number of posts in each group is reduced on average by
2–3 times after each stage of selection. It should be noted that the generated set contains
posts of various lengths.
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Table 3. Formation of the training set.

Emotion The number of posts after stage 1 The number of posts after stage 2

Joy 237837 74309

Sadness 7274 2629

Surprise 2739 1535

Fear 4640 2436

Anger 1363 512

Contempt 9960 5613

Disgust 5011 1206

4.2 The Algorithm for the Formation of a Training Dataset

A software system of sentiment analysis of social network posts was implemented to
evaluate the effectiveness of the proposed models and algorithms.

The neural network was implemented in Python using the TensorFlow and Keras
frameworks intended for machine learning. Python was chosen as the programming
language.

Input data is 2.5 million posts from the social network VKontakte. Posts were auto-
matically downloaded from open social network groups via the VKontakte API, and
contain only textual information [16].

The neural network, consisting of seven layers, was trained at a different number
of posts, from 500 to 1000 and more. The number of learning eras is 100. The set was
divided into training and test datasets, 90% and 10% of the whole dataset, respectively.

Posts with lengths in a certain interval (40–50 words or 290–310 characters) were
selected for experiments 4–7. For short posts the neural network cannot be trained.

During the experiments, the following hypothesis was verified: the training set,
formed on the basis of the author’s emoticons and key phrases, is better than:

– a set formed only on the basis of key phrases.
– a set formed only on the basis of emoticons.

3 training sets for experiments were formed:

• based on emoticons and key phrases (includes the first and second stages of selecting
posts);

• based on only emoticons (includes only the first stage of the selection of posts, the
second stage of selection is excluded);

• based on only key phrases (includes only the second stage of selection of posts, the
first stage of selection is excluded).

The results of the experiments are shown in Table 4.
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Table 4. The results of the experiments.

№ Algorithm Number
of posts

Selection
training set
by

The
dataset is
balanced

Class
weights

Post
length

Accuracy
in the
training
set

Accuracy
on test
dataset

1 word2vec 1042 emoticons
and
keywords

No No 40–50
words

0,98 0,77

2 word2vec 1042 emoticons
and
keywords

No Yes 40–50
words

0,97 0,79

3 BERT 556 emoticons
and
keywords

No No 290–310
characters

0,95 0,86

4 BERT 556 emoticons
and
keywords

No Yes 290–310
characters

0,95 0,87

5 BERT 726 emoticons No Yes 290–310
characters

0,94 0,8

6 BERT 726 emoticons No No 290–310
characters

0,91 0,82

7 BERT 2100 Keywords Yes No 290–310
characters

0,87 0,83

8 BERT 513 emoticons
and
keywords,
no
stop-words

No Yes 290–310
characters

0,95 0,82

Experiments № 4–6 show that a sample formed on the basis of copyright symbols of
emotions and key phrases is better than a sample only on the basis of copyright symbols
of expression of emotions or only based on key phrases.

Experiment №8 shows that a neural network trained on a sample with stop words
has higher accuracy than that trained on a sample without stop words.

5 Conclusion

In this work the neural network LSTM architecture was used to determine the emotional
coloring of posts in a social network. The best result waswhen using the BERT algorithm
for text processing. During the study, accuracy rate 87% in determining the emotional
coloring of the posts was achieved.

In future studies, we plan to improve the algorithm for the formation of training
samples, including approaches based on expanding the dictionaries.
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Abstract. Nowadays, methods of automatic keyword extraction are
developed based on statistical and graph features of texts. The trans-
fer of learning approaches allows one to use additional word features
obtained from deep neural network models fitted to solve different tasks.
The paper proposes an integrated approach to keyword extraction based
on a classification model that aggregates results of probabilistic-entropy,
graph methods, and word features extracted from a neural network for
text title generation. To validate the method, a dataset of news texts was
gathered, with keywords manually selected through crowdsourcing. For
the proposed approach F1-measure weighted by classes accuracy of key-
word extraction is 72%, which is approximately 5% better in comparison
with the existing methods.

Keywords: Machine learning · Natural language processing ·
Automatic keyword extraction

1 Introduction

The volume of unstructured text information grows fast, which leads to diffi-
culties in its analysis. Thus, solutions are needed to help in navigation through
huge amounts of text data. An example of such solutions is automatic text sum-
marization, including keyword extraction methods.

Algorithms applied to this task are usually validated on a data, where key-
words are chosen by authors, e.g. news articles, scientific papers abstracts. Such
keywords often serve for purposes other than information extraction (like inter-
action with search engines, or categorization of a text on specific web-resource).
Also, there is a probability of strong personal opinion influence.

A possible solution is to collect dataset with relevant keywords based on
an aggregation of survey data from several independent respondents for each
text. The difficulty is in the lack of an objective measure: how much a word
characterizes a text. Any choice of words is subjective due to the personal text
understanding of different people. Therefore, it is advisable to use a large number
of keyword estimations.
c© Springer Nature Switzerland AG 2020
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The research goal is to develop an automatic keyword extraction method
based on various features, and validate it on a special dataset collected on a
crowdsourcing platform.

Automatic keyword extraction task is well studied in modern literature.
There are several approaches: statistical-based and graph-based. In the course
of research we propose two extensions of the existing instruments: knowledge-
transferring method from a neural network trained to generate text title on a big
text dataset, and classifier to aggregate estimations of different method to single
word-ranking mechanism. Automatic keyword extraction methods are described
in Sect. 2 (Related Works). The classifier is described in Sect. 3.1 (Devel-
oped Approach Based on a Machine Learning), and training data in Sect. 3.2
(Data Description). Computational experiments are presented in Sect. 4 (Exper-
iments). Experimental results and their interpretation are presented in Sect. 5
(Results).

2 Related Works

2.1 Statistical Methods of Automatic Keyword Extraction

Term Frequency (TF) – number of word occurrences divided by overall num-
ber of words in particular document. Therefore, this method gives keywords
which are occurring most frequently.

Rapid Automatic Keyword Extraction (RAKE) [1] – the first step is to
choose keyphrase candidates: text is split into spans by a list of stop words and
punctuation marks, then frequency threshold is set to exclude candidates with
low frequency. The second step is to build co-occurrence matrix. The matrix
contains number of co-occurrence for every word with other words in spans (this
number called”word degree“), and a number of word occurrence in the whole text
(word frequency). The rank of a word is word degree divided by word frequency.

KPMiner [2] – keyphrase candidates are chose the same way as in RAKE,
but the final list of candidates includes only the ones that occurred three times
minimum, and at least once before 400th character. Word rank based on term
frequency. Also the word rank includes empiric coefficient, it addresses to the
fact that phrases usually occurs less than separate words, but could be better in
text characterization.

YAKE [3] – uses a set of features to calculate word’s rank: acronym tags, fre-
quency of word spelling with capital letter, word position in text, number of
unique co-occurred words in window of 5 words. Ranked phrases are estimated
by Levenstein distance to mark phrases as duplicates if the distance is small.

SBE [4] – text preprocessing includes splitting text on separate sentences and
words, and stop words excluding. Word rank is based on the following features:
informational entropy, that shows how uniform is word distribution over docu-
ments, weights calculated with Bernoulli distribution [5], indicator of general-use
words (IDF analogue, calculated with word frequency from National Corpus of
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Russian Language). In case of keyword extraction from the single text (without
related text collection), informational entropy has less influence on a rank due
to uniform word distribution over collection.

2.2 Graph Methods of Automatic Keyword Extraction

TextRank [6] – text is represented as a graph, where nodes are words (nouns
or adjectives), and edges are words co-occurrence in windows of size between
2 and 10. Each edge weight calculation based on iterative stochastic algorithm
PageRank [7].

SingleRank [8] – the method is TextRank analogue, but edges based on a
wider window (from 2 to 20 words), and edge weight is scaled with co-occurence
frequency.

TopicRank [9] – the main concept of the method is an extraction of keywords
from the most important text topics, which are sets of similar keyphrase candi-
dates. The candidates are continuous sequences of adjectives and nouns. Similar
phrases are united in topics. Similarity metric is length of the most common part
of two phrases after lemmatization: if compared phrases have more than 25%
in common, they’re ranked as the same topic. The automated process of topic
extraction is based on an agglomerative hierarchical clustering. The topics are
used as graph nodes. The edges weights are distances within the text between
words of compared topics (i.e. a sum of pairwise distance calculation for words
from different topics). Nodes are ranked the same way as TextRank. Resulting
keyphrases from the topics are the ones that occurred in the text first.

PositionRank [10] – it’s ranking takes on account words position on base of
position-biased PageRank. Text graph includes nouns and adjectives only. Edges
are based on co-occurence in window of size from 2 to 20. PageRank is modified
with position parameter, which is sum of inverted positions of a word occurrences
in text, normalized by a sum of estimations of all words. Therefore, rank of node
vi in position-based PageRank is the following:

S(vi) = (1 − a) ∗ pi + a ∗
ni∑

j=1

S(vj) ∗ wji

O(vj)
,

where
a – a “damping coefficient” of PageRank, a value, that defines algorithm’s

probability to switch a node i.
wji – edge weight between nodes j and i;
ni – the number of nodes connected to a node i;
O(vj) = sum(wjk).
This algorithm generates phrases on base of sequences of length 3 from chosen

words. Separate words ranks used to estimate phrases.
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MultipartiteRank [11] – algorithm improves TopicRank approach. As in Top-
icRank, text is filtered and used to make topics. Topics are used to build mul-
tipartite graph, where keyphrase candidates are nodes, and parts of graph are
topics. Edges weights are a sums of inverted distances between the occurrences
of keyphrases. This approach let us to consider separate words with taking into
account topics structure. Another difference is that graph in this method is
directed: edges weights are rised if the edge is directed to word that occurred in
the text earlier. TextRank algorithm is used to calculate final rank of the nodes.

3 Materials and Methods

3.1 Developed Approach Based on a Machine Learning

The hypothesis is that keyword extraction efficiency could be improved through
fitting machine learning algorithm using the following word features: activities
of the neural network for text title generation, and word ranking from statistics-
and graph-based methods.

Neural network for text title generation [12] has Transformer [13,14] topology,
which includes encoder and decoder, each of them is a sequence of six Multihead
Attention layers.

Multihead Attention is a set of parallel topology parts called “heads” with
the same structure. The structure is described in [13].

Input text is splitted to tokens – word parts represented as vectors inside
encoder. Token dictionary is a result of model training. A word could be rep-
resented as a set of tokens, if dictionary doesn’t contain it (for example word
“kittycat” would be splitted into tokens “kitty” and “cat”). In prediction stage
neural network activities are extracted from the multihead attention decoder
layer for every input token, they form a matrix A with size of m ∗ n ∗ k, where
m is number of the “heads”, n is number of input tokens, k is a number of words
in generated text title.

Average activities of heads is matrix A′ of n ∗ k. It’s used for word features
calculation. Each input word is matched with tokens and activities from the
model. We use 5 first tokens for each word (the most of the words are represented
as a set of tokens of the size from 1 to 5). Only 20 first values are taken from
activities vector (so, k is equal to 20, all values after 20th are dropped). Thus,
for each word there is activities matrix T of n′ ∗ k′, where n′ – number of word
tokens is 5, and k′ – activity vector size for each token, is 20.

We used two variants of activities representation as word features:

1. token vectors are concatenated resulted in vector of 100 values, this feature
called “NN activities” in the paper;

2. average value for each word token, that concatenated to vector of 5 values,
this feature called “aggregated NN activities” in the paper.

Word position feature is inverted word number value (according to hypoth-
esis, partly confirmed by effect of KPMiner and PositionRank, that takes into
account word position).
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Conceptual scheme of the keyword extraction algorithm based on a complex
of probabilistic entropy, graph, and neural network methods with use of machine
learning presented on Fig. 1.

Fig. 1. Conceptual scheme of the keyword extraction algorithm based on a complex of
probabilistic entropy, graph, and neural network methods with use of machine learning

Algorithm includes the following steps:

1. text segmentation;
2. word ranks calculation with various conventional methods:

– statistical methods;
– graph methods;

3. knowledge extraction from neural network model of text title generation:
(a) input text tokenization with tokenizer of neural network model for text

title generation (in this case it was multilingual BERT preliminary fitted
on the entire Wikipedia dump for top-100 languages1);

(b) matching BERT tokens with input text words obtained in step 1;

1 Pre-fitted model could be found here: https://github.com/google-research/bert.

https://github.com/google-research/bert
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(c) title prediction for the input text to obtain activities for each input token.
Model is preliminary trained and tested on the ria news dataset2. Result-
ing matrix is A, m ∗ n ∗ k, where m is multihead attention “heads”
number, n is input tokens number, k is generated title length in words;

(d) calculation of average activities for each token (by “heads” of multihead
attention), resulting matrix is A′, n ∗ k;

(e) calculation activities for each word, resulting matrix is T , n′ ∗ k;
(f) padding and cutting of T matrix, transform it ti the size 5 ∗ 20;
(g) calculation of “NN activities” and “aggregated NN activities” features

described in the text before;
4. features concatenation in a single vector. We obtain vector for each word

that was estimated on crowdourcing platform, thus every word in resulting
dataset could be classified as “keyword” or “not a keyword” (word estimation
procedure described in Sect. 3.2);

5. training Gradient Boosting model on 75% of the texts (train set);
6. prediction of word classes for remaining 25% of the texts (test set).

We used normalized ranks of RAKE, YAKE, TF, SBE, KPMiner and position
as statictical features, normalized ranks of TextRank, SingleRank, TopicRank,
PositionRank, MultipartiteRank as graph features. Gradient boosting [15] was
used as machine learning method, sklearn library [16] implementation. We used
UDPipe [17] for text tokenization.

3.2 Data Description

Usually keyword extraction algorithms are validated with data, where authors
defined keywords, for example news articles or science papers abstracts.

Disadvantage of the approach is that author’s keywords could have goals
different from text information representation (e.g., searching engine interaction
or text categorization), and strong influence of personal opinion.

The difficulty of the task is lack of an objective measure: how much a word
characterizes a text, any choice of words is subjective due to the text under-
standing is different for people. Therefore, it is advisable to use a large number
of keyword estimates.

Possible solution is to collect dataset with relevant keywords based on an
aggregation of survey data from independent respondents.

In the research we collected validation dataset with labeled keywords on
a crowdsourcing platform3. Also we took into account necessity to distinguish
conscientious annotators’ responds from “random” and “incorrect”.

We selected 200 articles in russian language from “RIA news” dataset. The
same dataset were used to train title generation model. To be sure in correct
experiment setup, texts were randomly chosen from the part of dataset used for
model testing, so, the texts weren’t the part of a neural network model fitting
process.
2 https://github.com/RossiyaSegodnya/ria news dataset.
3 You could get an access to dataset through contacts available at https://sagteam.ru.

https://github.com/RossiyaSegodnya/ria_news_dataset
https://sagteam.ru
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Average text length: 1862 characters, 301 words. Set of keyword candidates
was obtained for every text with the statistical methods (SBE, RAKE) to let
respondents estimate them on the following scale:

1. the word is complete nonsense or isn’t related to text;
2. generally the word characterizes particular text part, but doesn’t represent

specificity/is to generic;
3. the word represents specific, distinctive details of the text.

To track bad-quality labeling, we included incorrect words in keyword can-
didates set: stop-words, and repeating words (three repeats of two words). Esti-
mation of these words were used to calculate respondent error. Annotations of
respondents with high error rate were excluded from the research.

Every validation text had 10 estimates from different respondents. Ground
truth keywords are the ones, that has average estimation equal or higher than
2.5 (empirically chosen threshold, it means that respondents majority estimated
the word with the maximum estimation – 3).

Therefore, each validation text has a set of keywords based on various subjec-
tive estimations. Collected dataset was used to evaluate methods of automatic
keywords extraction.

4 Experiments

Initial validation sample splits into train sample (150 texts) and test sample (50
texts). The task formulated as binary classification: 0 class for non-keywords,
1st class for keywords. We used only words from estimated set (thus, every
considered word has ground truth estimation based on a survey). Each word is
represented as the vector matched with the first occurrence of the word in text
– it’s important for position feature and neural network activities. Test sample
contains 730 words of class 0, and 578 words of class 1(keywords).

Weighted f1-score was used as an accuracy metric, formulas described further.
Designations:

– words – a set of text words, that were candidates for estimation on a crowd-
sourcing platform;

– kwvalid – keywords, that respondents estimated as a keywords (words with
average estimation equal or higher than 2.5 on the 1–3 scale on base of 10
estimations);

– kwnon valid – words estimated as non-keywords (with estimation lower than
2.5).

kwnon valid = words\kwvalid.

– kwmethod – words that was ranked as keywords based on keyword extraction
method, i.e. which rank is higher than 75% quantile. In case if method ranks
phrases, we split them on separate words, each of them has phrase rank;

– kwnon method – words ranked lower than 75% quantile.
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kwnon method = words\kwmethod.

– tp – number of true positives;
– fp – number of false positives;
– fn – number of false negatives;
– i – number of the text.

For the class 0:

tp0 = |
n0∑

i=1

kwi
non method

⋂
kwi

non valid|;

fp0 = |
n0∑

i=1

kwi
non method

⋂
kwi

valid|;

fn0 = |
n0∑

i=1

kwi
method

⋂
kwi

non valid|;

n0 = |kwnon valid|.
For the class 1:

tp1 = |
n1∑

i=1

kwi
method

⋂
kwi

valid|;

fp1 = |
n1∑

i=1

kwi
method

⋂
kwi

non valid|;

fn1 = |
n1∑

i=1

kwi
non method

⋂
kwi

valid|;

n1 = |kwvalid|.
The following metrics are calculated for each class k:

precisionk =
tpk

tpk + fpk
;

recallk =
tpk

tpk + fnk
;

f1k =
2 ∗ precisionk ∗ recallk
precisionk + recallk

;

weightk =
nk∑|k|
j=1 nj

;
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f1weighted =

∑|k|
j=1 weightk ∗ f1k

|k| .

The following experiment task formulations were considered to obtain infor-
mation about features contribution to accuracy of keyword extraction:

– word representation based on statistics methods (including word positions),
– word representation based on statistics methods (including word positions),

and NN activities (including aggregated),
– word representation based on graph methods,
– word representation based on graph methods, and NN activities (including

aggregated),
– word representation based on statistics methods (including word positions),

and graph methods,
– word representation based on statistics methods (including word positions),

and graph methods, and NN activities (including aggregated).

In case of NN activities usage, different configurations were considered: usage
only aggregated activities, only unaggregated activities, or both, usage activities
from different layers of Transformer: ([6], [5, 6], [4, 5, 6], [3, 4, 5, 6], [2, 3, 4, 5,
6], [1, 2, 3, 4, 5, 6]).

In result, it’s possible to define, what neural network features bring in key-
word extraction task resolved with machine learning algorithm.

5 Results

Different feature sets usage results are presented in Table 1.

Table 1. Results of the experiments over including different features into feature space

# Features Precision Recall F1-score

1 Statistics 0.69 0.69 0.69

2 Statistics and aggregated NN (layers: 2–6) 0.71 0.71 0.71

3 Graph 0.68 0.67 0.67

4 Graph and aggregated NN (layers: 5, 6) 0.69 0.68 0.68

5 Graph and statistics 0.69 0.68 0.69

6 Statistics, graph, and NN (6th layer) 0.72 0.72 0.72

According to results presented in the table, adding neural network features
into feature space makes possible to achieve higher accuracy after fitting the
model. Adding NN features to statistical features, accuracy increase is 2%, to
graph features is 1%, and to set of statistical and graph features is 3.
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Table 2. Comparison of automatic keyword extraction methods

# Method type Method Precision Recall F1-score

1 Combined Gradient boosting 0.72 0.72 0.72

2 Graph PositionRank 0.68 0.68 0.67

3 Graph MultipartiteRank 0.66 0.67 0.66

4 Graph TopicRank 0.66 0.66 0.66

5 Graph TextRank 0.66 0.66 0.66

6 Graph SingleRank 0.65 0.65 0.64

7 Statistics KPMiner 0.70 0.63 0.56

8 Statistics NN-based 0.56 0.67 0.55

9 Statistics Term Frequency 0.66 0.56 0.52

10 Statistics RAKE 0.51 0.52 0.51

11 Statistics SBE 0.70 0.55 0.49

12 Statistics YAKE 0.49 0.53 0.47

Comparison of methods from Sects. 2.1 and 2.2 with the method based on
additional model training presented in Table 2.

It should be noted that additional machine learning model even without NN
features improves results of keyword extraction based on statistical features on
13% (first row of Table 1, see seventh row of Table 2).

6 Conclusion

The paper presents an improvement in solving the keyword extraction problem.
The proposed approach is based on a gradient boosting model that aggregates
scores obtained by statistics-based and graph-based methods, activation values
from the decoding layer of a Transformer neural network for text title genera-
tion, and the position of the word. The proposed solution outperforms existing
statistics-based and graph-based methods, demonstrating the f1-weighted score
of 0.72 on the specially created labeled dataset of 200 news articles collected
from the RIA news agency.

The results obtained lead to the following conclusions:

– the keyword extraction task in the considered formulation does not come
down to achieving high accuracy with any single feature, but every feature
makes a contribution to the result;

– adding machine learning method to statistical method of keyword extraction
increases the weighted f1-score by 13%;

– adding neural network activities into feature space increases f1-score by 2%
in case of statistical features, 1% in case of graph features, and 3% in case of
using both types of features;
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– adding machine learning method into keyword extraction process increases
f1-score by 5%, in comparison with other keyword extraction methods.

The following options could be considered as further development of the
research:

– validation of the developed method on different open datasets (SemEval,
Wikipedia);

– expansion of the feature space with features used in other keyword extraction
methods, for example PageRank, frequency of words written in capital case,
context- and sentence-related features, etc.;

– consideration of another machine learning algorithms including neural net-
works;

– adaptation of the developed method for keyphrase extraction.
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17. Straka, M., Straková, J.: Tokenizing, POS Tagging, lemmatizing and parsing UD
2.0 with UDPipe. In: Proceedings of the CoNLL 2017 Shared Task: Multilingual
Parsing from Raw Text to Universal Dependencies (2017)

http://arxiv.org/abs/1803.08721


Method of Selecting Experts Based on Analysis
of Large Unstructured Data and Their

Relations

Michael A. Shiray1(&) and Oleg G. Grigoriev2

1 «Berishop» Limited Liability Company, Moscow, Russia
michael.sheerai@gmail.com

2 Federal Research Center “Computer Science and Control” of Russian
Academy of Sciences, Moscow, Russia
oleggpolikvart@yandex.ru

Abstract. The paper describes the problems of automatic selection of experts
for reviewing scientific texts. Existing methods are analyzed, and a new selec-
tion method is proposed, based on obtaining a ranked list of relevant experts by
processing a large amount of unstructured data. A technique for evaluating the
results of similar methods is proposed and the effectiveness of the proposed
approaches are studied in experiments.
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1 Introduction

Financing of modern science is increasingly moving from a model of financing orga-
nizations to direct financing of teams of scientists through grants, that is, to piece-rate
form of payment. The new financing system opens up opportunities for a much more
efficient distribution of funds, to support the most relevant, “breakthrough” areas of
science. A necessary condition for the work quality of such a system is the objectivity
and transparency of the expert evaluation of grant applications. The main problem in
evaluating applications is the selection of objective and competent experts for each
application. Therefore, experts must meet the following criteria:

1. Correspondence of the expert’s competencies to both the subject of the application
under consideration and the subject of the competition.

2. Lack of affiliation of experts with participants in the grant application.

The main approach to the appointment of the experts today - the use of qualifiers
and keywords, which are usually drawn up manually. This approach depends entirely
on the quality of the classifier, which requires constant clarifications and updates, as
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well as on the adequacy of the selected keywords, which is very difficult to implement.
Often, the selection of experts is carried out using nontransparent and unclear methods,
without taking into account a possible conflict of interest. At the same time, in the
digital age, information on the expert’s competencies is implicitly accumulated in large
amounts of data and texts (scientific articles, scientific and technical reports, history of
previous peer reviews, patents, etc.). These arrays contain much more useful infor-
mation about experts than manually assigned classifier codes or keywords. In view of
the foregoing, to determine the competencies and characteristics of an expert, one can
and should use the information accumulated in large amounts of data and texts. Due to
large amounts of information, it is almost impossible to select experts with the help of
the expert community. To get implicit knowledge about experts, it is necessary to use
methods of text and data mining. As a result, when using the examination system
adopted at present, refusals from the examination occur, or it is carried out by
incompetent experts. For a more accurate selection of an expert for given application, it
is necessary not only to determine the general correspondence of the expert’s com-
petencies and the object of examination subject area, but also to have a number of
additional characteristics that allow ranking experts.

Thus, the problem arises of both automatic selection of experts with competencies
closest to the subject of the application under consideration, and their ranking taking
into account their competence and possible conflicts of interest. In [1], a method for
expert search was proposed based on topical similarity of scientific articles, patents and
applications of an expert to the text of the application under consideration using
methods of deep linguistic analysis of text documents. This method applies both fil-
tering (selection) of the list of potential experts and its ranking. Filtering is an exception
of experts from the general list who do not fit in some parameters. Ranking, i.e.,
building the order relation r (rank) on the set of all remaining experts, in order to
determine the most suitable expert for the examination of the project. The method is
based on the following assumptions: the author of a text has a complete understanding
of what he writes about; the expert will have a better understanding of those texts that
use his usual terminology. According to the results of the study [1], this assumption has
its own reasons. Judging by the results of the described experiment, the authors
managed to achieve good recall and precision indicators on various topics. However, in
addition to the fact that the obtained recall and precision values are far from ideal, the
metrics introduced by the authors of the work are aimed primarily at determining the
filtration efficiency and do not fully reflect the ranking efficiency. Therefore, in this
paper, the main attention is paid to the ranking mechanism, since it is the ranking that
allows you to choose a subset of the most suitable experts from the whole set of
selected experts. Thus, the aim of this work is to find ways to increase the precision
and/or recall of the expert selection method, as well as an implementation of the recall
and precision metrics that better reflects the characteristics of both filtering and ranking
algorithms. In the study [1], the method of comparing the topical similarity of docu-
ments using the calculation of common terms, phrases, proximity of linguistic struc-
tures is used as the main method for assessing the competencies of experts. Documents
for comparison: on the one hand, an application for assessment, on the other hand, past
applications of experts. Based on their proximity, an assumption is made about the
degree of compliance of the expert. The problem is that the application contains a small
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amount of information that does not fully represent neither the topic of research, nor,
especially, the competence of the authors. To solve this problem, the competencies of
experts on thematic similarities were ranked using an extended data set that includes
the entire available database of documents. The ranking was carried out using a
modified iterative algorithm for calculating the reference ranks [2].

2 Related Works

In [1, 3], reviews of methods and systems used to solve the problem of automation of
expert search for peer review are presented, including: EasyChair [4] conference
management system; semi-automatic methods, i.e., requiring additional action from
experts [5, 6]; automatic, i.e., not requiring additional actions, among them: analysis of
meta-information [7], including a bibliography [8, 9]; building models based on full
texts [10, 11]. Their advantages and disadvantages are considered. These reviews can
be supplemented by the following works: an expert selection system based on auto-
matic analysis of the full texts of articles - Toronto Paper Matching System (TMPS)
[12]. Limitations of this system include the fact that experts must manually provide
information about their articles, and the result of the work strongly depends on the
completeness of the information provided. Xiang Liu [13] uses graphic co-authorship
models to resolve conflicts of interest when appointing experts, but does not analyze
the full text of the articles. In [14], an approach to the analysis of the full texts of
articles using semantic vector models is described, which is close to the one proposed
in this paper, but does not fully take into account semantic constructions and con-
nections between words.

The main difference between the approach proposed in this article and the afore-
mentioned works is that, in addition to the texts of expert articles, the approach
effectively uses data from articles of other authors that are not directly related to the
experts considered, therefore, any method based on analysis expert texts themselves
can be supplemented by this approach. The difference between this work and work [13]
(where external factors are used regarding expert articles) and similar works based on
reference graph analysis is that in this work the graph model of reference ranking is
based on an assessment of the thematic similarity of articles complete texts, and not just
information from the reference itself (title, authors). [15] provides examples of cal-
culating various scientometric indicators through links between articles. The main
difference between the approach from [15] and the approach proposed in this article is
the use of thematic similarities of full texts to determine the initial rank of articles.

3 The Method of Experts Selection

3.1 Publication Sampling

This stage almost coincides with the stage described in [1]. At the first stage, for a
given object of examination (application), a thematically similar document is searched
in collections of scientific and technical texts [16]. This search methodology uses a
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relational-situational textual model that allows you to operate not only with words, but
also with complex semantic constructions [17, 18]. All types of documents related or
not related to experts are searched. These can be applications, scientific articles,
patents, etc. A modified Hamming measure is used to calculate the degree of similarity.
The main parameters of the method for searching for thematically similar documents
are presented in Table 1.

Since the total amount will be used as a measure to assess the expert on the
similarity of his documents, to improve the quality of the method, we subtract the
minimum similarity (MIN_SIM) from the obtained values, so that only values that
exceed the minimum threshold characterizing the average level of similarity are taken
into account between arbitrary documents.

3.2 Construction of Reference Rank of Articles

For all publications received, a reference rating is created based on the following
methodology. Articles and their references are presented in the form of a graph in
which articles are vertices and references are arcs of the graph. By reference ranking
model, we mean the function of calculating the rank of a vertex. To determine the
thematic rank, it is necessary to choose the model of the reference rating correctly.
A description of reference ranking models is presented in the article [19]. The
methodology is based on the PageRank model [20].

Let G (V, E) be a digraph, where V is the set of vertices, and E is the set of arcs. S -

adjacency matrix of graph G, consisting of elements Sij ¼ 0; j; ið Þ 62 E
1; j; ið Þ 2 E

�
; i 2 V ; j 2 V. Based

on the input parameters, the matrix cannot simultaneously contain references (i, j) and
(j, i), the graph also has no cycles. Let deg ið Þ ¼ PN

j¼0 Sij—the sum of the weights of all
outgoing references of the vertex i. St i; jð Þ ¼ Sij=deg ið Þ—references weight matrix (i,
j).

Table 1. The main parameters for thematically similar documents search method

Description Name

The percent of words and phrases in the source document that
determine the similarity of documents

TOP_PERCENT

The maximum number of words and phrases that are used to
determine document similarity

MAX_WORDS_COUNT

The minimum number of words and phrases that are used to
determine the similarity of documents

MIN_WORDS_COUNT

Minimum TF-IDF weight of a word or phrase included in the
top keywords of the document

MIN_WEIGHT

The minimum value of the similarity score MIN_SIM
The maximum number of similar documents for the source
document

MIN_DOCS_COUNT
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We define a thematic reference ranking model using this matrix and compose a
system of linear algebraic equations (SLAE) in iterative form (1).

Xkþ 1
i ¼ 1� dð Þþ d

XN
j¼1;j6¼i

Xk
j � St j; ið Þ ð1Þ

Гдe d—attenuation coefficient, k—iteration step number, Xk
j —rank value of j-th vertex

at iteration k. The initial values of the article ranks are established on the base of the
found similarity coefficient between the article in question and the evaluated applica-
tion. Thus, thematic similarities with the original application are transmitted along arcs
and accumulate at the vertices of the graph. To calculate the reference rank using the
specified model, it is necessary to solve a system of equations consisting of rank
calculation equations for each vertex of the network. To solve this system, information
on all references to the article is required. An inverted reference index stores and
provides such information [20], the development and implementation of a method for
storing such an index is described in [21]. The assessment of expert competencies by
the method of reference ranking is based on two hypotheses that require verification.

The first hypothesis is based on traditional bibliometric reference indicators
expressing the author’s rating as the opinion of the scientific community on its pub-
lication. The idea is that authors of articles with many citations have weight in the
scientific community and are more likely to be experts in their field [15]. To test this
hypothesis, it is necessary to conduct an experiment using incoming references in
calculating the reference rank of articles.

The second hypothesis is that the author of the article has a complete under-
standing of the subject of those articles to which he refers. Then all publications
referenced from his articles can be attributed to his area of competence with some
correction factor (attenuation coefficient). To test this hypothesis, it is necessary to
conduct an experiment using outgoing references in calculating the reference rank of
articles.

3.3 Selection of Experts

Based on the received ranked list of documents, a ranked list of candidates for experts
is compiled by combining the documents by the full name of the author and summing
the values of the ranks of the documents in this set. When combining authors by name,
the question of disambiguation arises due to the possible presence in the data of
matching names and surnames of different authors. In our opinion, the presence of such
ambiguity on the current data volume does not significantly affect the results of the
algorithm, since articles by namesakes most often relate to different topics and do not
receive a high initial rank. However, with a significant increase in data arrays, the effect
on the results may be more significant.

After this, filtering (selection) occurs - removal of experts from the list of candi-
dates according to various criteria based on available meta-information. For example, if
meta-information about affiliation with organizations is available for a peer-reviewed
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document and an expert, then it becomes possible to weed out some experts due to the
same place of work. This step depends on the available meta-information and is related
to the type of document being reviewed. In this experimental implementation of the
method, several filters are used that are relevant for grant applications:

1. All experts who are involved as participants or as a team leader in a peer-reviewed
application are weed out. In the future, it is also planned to weed out their co-
authors, similarly [13].

2. All experts working in the same organizations as the team leader of the peer-
reviewed application are weed out. Moreover, according to the data provided, all
organizations in which the experts and the team leader of the peer-reviewed
application were registered are taken into account.

The degree of compliance of each expert is determined by his position in the
resulting rating.

4 Description of Experimental Studies

4.1 Initial Dataset

Since the purpose of this work is to improve the selecting experts technique, for an
objective assessment of the obtained recall and precision, we used a subset of articles
that served as the basis for experiments in [1] on the topic “Mathematics, Computer
Science and Mechanics”, containing a full graph of incoming references. Applications
of the Russian Foundation for Basic Research from 2012 to 2014 from [3] were also
used.

For each application, a meta-information containing the following fields was
provided:

• document identifier;
• identifier of the project team leader;
• identifier of the organization in which the leader works;
• a list of the identifiers of participants (co-investigators);
• publication year of the grant application;
• code of the knowledge field which the application belongs to (Biology, Chemistry,

etc.);
• main code and additional application codes;
• application keywords.

Anonymous information was also provided about the experts who reviewed the
applications:

• identifier of an expert;
• identifier of the organization with which the expert is affiliated;
• keywords of an expert;
• expert core area code;
• applications which the expert is the team leader in (list of identifiers);
• applications which the expert is the participant in (list of identifiers);
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• applications reviewed by the expert (list of identifiers);
• applications the expert refused to review (list of identifiers).

The size of the collection of applications amounted to about 65 thousand docu-
ments. The collection of articles contains all the articles of the considered experts in the
subject area “Mathematics, Informatics and Mechanics” up to 2019 inclusive, received
from all available open sources - 78 thousand articles with a total number of references
- more than 3 million. Figures 1 and 2 show the distribution of the number of incoming
and outgoing references by articles.

A table of the Russian Foundation for Basic Research on the subject “Mathematics,
Informatics, and Mechanics” was also provided, containing about 5,000 entries on the
actual appointments of experts, their agreement or disagreement to be an expert on the
project. From this table, a variety of experts was selected who were considered as
candidates during the experiments.

Figures 3 and 4 show the distribution by project of experts who agreed or refused
the exam. This information was used during the experiments to assess the recall and
precision of the developed methods.
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4.2 Evaluation Methodology

To evaluate the recall and precision, we used data on previous expert appointments for
applications from the A-2013 competition (about 5 thousand applications in total, on
average 3 experts per application). For applications from this competition using the
proposed method, a filtered and ranked list of experts was generated. After that, the list
of experts received was compared with the experts appointed for this application,
taking into account the rating received. In the original work [1], metrics (recall and
precision) are aimed at assessing the effectiveness of filtering and do not take into
account the expert’s position in the ranked list. Thus, the effectiveness of the ranking
itself was not evaluated at all.

A common practice for evaluating ranking quality is to use the MAP @ K and
NDCG @ K metrics. Let’s define the expert relevance function rel (x), which takes the
values [− 1; 0; 1], −1 if the expert does not agree with the expertise of the project, 1 if
he agrees, and 0 if these facts are absent. Let us pay attention to the distribution of rel
(x) values, most of which are equal to zero, and rel (x) is not equal to zero in no more
than 1% of cases. In this case, it is practically impossible to average and normalize the
MAP metric for the number of known facts about the project, which makes it
impossible to use. For existing data, it is better to use the NDCG metric:

NDCG ¼
XK
k¼1

rel kð Þ[ 0 rel kð Þ
log2 kþ 1ð Þ � 1

IDCGa

���
rel kð Þ\0 rel kð Þ

log2 kþ 1ð Þ � 1
IDCGb

���

8<
: ð2Þ

IDCGa ¼
XK1

k¼1

rel kð Þ
log2 kþ 1ð Þ ; IDCGb ¼

XK�1

k¼1

rel kð Þ
log2 kþ 1ð Þ ð3Þ

Where K is the set of experts under consideration, K1 – set of experts with rel(k) = 1,
K�1 –for which rel(k) = −1. This metric is also intended for non-binary rel (k) values.
It is normalized in accordance with the data known for each project, and takes the
values [−1, 1], which made it possible to use it to evaluate the effectiveness of ranking.
However, for a more accurate understanding of the ranking characteristics, it was
decided to use the recall and precision metrics modified to work with ranked lists.
Using these metrics, one can select the parameters of the algorithm that lead to a
significant increase in precision or recall, and then choose the Pareto-optimal solution
from them.

4.3 Recall Metric (R)

R shows the average position in the selected list of experts who actually agreed to the
examination of the application in question. If the expert was not on the list, he was
assigned a position at the very end. The metric of recall was calculated as follows:
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R ¼ 1�
P Aj j

i¼0
ai
Ej j

Aj j ð4Þ

Where A – is the set of experts who agreed to the examination of the project in
question, ai 2 A – expert position in the received ranked sample, E – the set of all
possible candidates for experts. Thus, a larger R value means higher positions of
consonant experts in the search results.

For averaging over all applications, micro-averaging was used (i.e., for all appli-

cations, we summed
PAj j

i¼0

ai
Ej j and Aj j; based on this, the desired metric was calculated).

4.4 Precision Metric (P)

To evaluate the precision metric, information was used about refusals from examina-
tion for a given application. In total, according to the data provided, there were 186
such cases. The idea is that in the selected list of experts there should not be (or be in
low positions) experts who refused to review the application in question. If the expert
was not on the list, he was assigned a position at the very end. The metric of precision
was calculated as follows:

P ¼
P Dj j

i¼0
di
Ej j

Dj j ð5Þ

Where D – is the set of experts who did not agree to review the project in question, di –
expert position in the received ranked sample, a E – the set of all possible candidates
for experts. Thus, a lower P value means lower positions of disagreed experts in the
search results.

4.5 Algorithm Parameters

The parameters for the document com-
parison method were taken from the study
[3] and are presented in Table 2. For the
values from Table 2, various parameters
of the reference ranking algorithm were
tested, and options were selected that
yielded results with Pareto-optimal metrics
of recall and precision. Parameter d –

attenuation coefficient was tested in the
range 0:01; 0:5½ � (formula 1).

Second parameter used – NoDivLinks
determines the absence of the division operation by the number of incoming/outgoing
references. Dividing by the number of references - normalizing the rank of the article
by the number of references, allows to reduce an unjustifiably high rating in the case of

Table 2. Values of method parameters

Name Value

TOP_PERCENT 0,6
MAX_WORDS_COUNT 350
MIN_WORDS_COUNT 15
MIN_WEIGHT 0,03
MIN_SIM 0,05
MAX_DOCS_COUNT 2000
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articles containing an exceptionally large number of references, however its use
reduces the rating of the article in perfectly normal situations. In this article, turning this
parameter on and off is a choice between recall and precision. In the future, it is planned
to investigate the replacement of this parameter using logarithmic normalization. Below
is a table of experiment parameters and main results (Table 3):

5 Experiment Results

In this study, many (over 100) experiments were carried out, differing in the initial data
and in the direction of creating the reference rank for articles. For an objective com-
parison of the results, all data were taken from a common array of documents, the same
for all experiments. For each experiment, all the necessary data from this common array
was provided. As a result, 7 experiments were selected related to the three methods
(described below) and differing in the Pareto optimal, within the method, ratios of P
and R.

Table 3. Parameters of experiments and main results

d NoDivLinks P R NDCG

1 не применим не применим 0,36791 0,69513 0,18132
2 0.1 False 0,32925 0,86429 0,22481
3 0.1 True 0,39203 0,76403 0,23118
4 0.15 True 0,45441 0,73625 0,24571
5 0.2 False 0,25273 0,77018 0,19884
6 0.1 True 0,34075 0,70759 0,21482
7 0.15 True 0,45610 0,68701 0,2258
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Fig. 5. Evaluation results
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5.1 Method 1

All applications and articles of potential experts form the initial data. The proposed
methods are based on the method described in [1], therefore, the results of the
experiment of the method [1] were taken as reference values for assessing the effec-
tiveness of the current method. This experiment was carried out completely similar to
the experiment from [1]. The results of this experiment, which have the reference ratios
P and R for this study, are shown in Fig. 5 at number 1.

5.2 Method 2

All documents related to potential experts were taken into account. The ranking was
carried out based on the references rank built on incoming references (hypothesis 1),
using the method of searching for similar documents to determine initial coefficients.
The results of experiments conducted using this method (Fig. 5. Points 5, 6 and 7)
showed that using reference ranking, a significant increase in search precision (P, R,
NDCG) can be achieved compared to method 1. This shows that there is a correlation
between the low bibliometric indicators of the authors and the lack of desire to act as
experts in the proposed areas. However, a greater recall of the search using this method
can be achieved only with a significant loss of precision, which suggests that high
bibliometric indicators do not increase the likelihood of expert agreement.

5.3 Method 3

All applications and articles of potential experts were taken into account. The ranking
was carried out based on the references rank built on outgoing references (hypothesis
2) using the method of searching for similar documents to determine initial coefficients.
According to the results of experiments (Fig. 5. Points 2, 3 and 4) using this method, it
is possible to improve indicators of both recall and precision separately, and also to
improve both indicators (along with NDCG metric) at the same time. This makes
hypothesis 2 more preferable and eliminates the need for a compromise between recall
and precision (as in method 2). Therefore, this method is the best choice to solve the
problem. The authors suggest the possibility of sharing methods 2 and 3 and obtaining
a specific objective function based on them, however, such experiments were not
performed in this work.

6 Conclusion

This article addresses the problem of finding experts using Big Data analysis. Methods
for its solution are proposed, the results of experimental studies are presented, and an
evaluation technique is proposed under conditions of incomplete initial data. The main
problems of such tasks are unstructured and incomplete data. The methods described in
this article allow one to get closer to understanding the methodology for solving such
problems. Using the search method for similar documents based on relational-
situational analysis of the text allows us to solve the problems of analyzing
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unstructured data and obtain significant numerical characteristics of the text as a result
of the analysis. With their use it is possible to solve search problems by traditional
methods. Reference ranking methods can improve the results of search tasks, in con-
ditions of incompleteness and uncertainty of the data, expanding the range of solutions
found. The results of this work were obtained using data with a low degree of com-
pleteness: for method (3), only about 13% of the total reference mass was present in the
initial data, but even this was sufficient to obtain significant results. Moreover, using
method (3), one can find experts who cannot be found only by analyzing the articles of
the experts themselves. Thus, a combination of these methods allows us to solve
complex search problems in conditions of uncertainty and incomplete data. Because of
the studies conducted in this work, it became possible to increase both the recall and
precision of the solution relative to previously proposed methods [3]. In this article, the
authors were not going to consider the problems of algorithm performance, but it
should be noted that a standard server was enough for experimental calculations in a
reasonable amount of time. The research results allow us to say that in conditions of
more complete data (first of all, this relates to the references between publications), the
proposed methodology can show much better results with the right choice of param-
eters. However, with more data available, the already high computational demand for
experiments will increase, which will lead to the need for further optimization of
algorithms and an increase in computing power. The task of eliminating the ambiguity
in the name of the authors remains relevant. Given the necessary information and meta-
information about articles and applications, hierarchical clustering can solve this
problem. A strong positive side of the described methods, in the case of their appli-
cation to the assignment of experts, is a constant iterative increase in their efficiency.
New information on the consent/disagreement of the expert from the list proposed by
this method will make it possible to improve the proposed methodology.
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Abstract. The paper presents an approach to modeling and study of argumenta-
tion found in popular science literature. The study of argumentation is performed
by means of comparative analysis of discourse structures. Different types of argu-
mentative structure are considered and the co-occurrence of arguments “from
Expert opinion”with other types of argumentative reasoning typical of the popular
science genre is analyzed. With the view of automatic extraction of argumentative
relations, the analysis of correlation between rhetorical and argumentative anno-
tations was carried out. The experiment was conducted on a corpus of 11 popular
science articles from the Ru-RSTreebank.

Keywords: Argumentation · Argumentative annotation · Argument mining ·
Argumentative relation · Popular science discourse · Expert opinion inference

1 Introduction

Argument Mining is an area of computational linguistics that has been actively devel-
oping in the last decade. Its task is to automatically extract from text a set of statements
(premises) that lead to a certain conclusion (thesis).

Argumentation is part of the phenomenon of discourse and using its properties for
applied tasks requires the creation of deeply annotated linguistic resources. The study
of discourse involves the description of its structure in the form of related discourse
units. One of the most famous models applied to the task of discourse annotation is the
Rhetorical Structure Theory (RST) and its modifications [1, 2]. Within the framework
of the RST, simple sentences, clauses, or text fragments that have a certain propositional
content are linked by symmetrical and non-symmetric relations. Larger discourse units
are formed, thus creating a common tree-like structure. This theory is used as the basis
for annotating text corpora. A striking example is the project “Night Dream Stories”
by A.A. Kibrik, V.I. Podlesskaya etc. [3], in which records of oral narratives (children’s
dream stories) were transcribed and furthermarked up in RST terms. Rhetorical relations
also underlie M. Taboada’s corpus research on the issues of coherence and cohesion in
dialogical communication [4]. The most modern project for Russian language material
is the Ru-RSTreebank (https://rstreebank.ru) [5], mainly based on news texts. At the
same time, annotation of such a discourse phenomenon as argumentation remains one
of the undeveloped problems of corpus linguistics.
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Argumentation as a process of persuading the audience by justifying a statement
with other statements is part of the complex content of discourse. To describe various
ways of reasoning and persuasion, well-known theoretical models are used, such as
Toulmin’s model [6], or the pragma-dialectical model of argumentation as a critical
discussion [7], and formalized representations based on them [8]. The most famous
structural description of argumentation is themodel ofD.Walton [9],which defines about
60 basic argumentation schemes with variants (subschemes), each being the description
of a specific reasoning pattern (inference form expressing the relations of premises and
conclusion). Themodel has been used in a number of applications and tools for argument
analysis and corpora annotation: OVA [10], Carneades [11].

So far, there exist a few resources with annotated argumentative structures mainly
over monologue texts in English. The best known is AIFdb, the former Araucaria corpus
[12], which includes news articles, records of online debates. Resources are created in
German: University of Darmstadt Corpus includes subcorpora of student essays [13],
news texts and scientific articles; the Potsdam corpus contains a small set of microtexts
on a given topic [14]. There exist projects for some other languages (Italian, Greek,
Chinese). As for the Russian language, such resources, as far as we know, do not yet
exist.

Generally, corpus argumentative annotation encompasses the following steps:

– segmenting texts into argumentation discourse units (ADUs) and the formation of
statements based on them - propositional content,

– defining a role for each ADU (conclusion or premise) and linking units with
argumentative relations,

– detailing the structure of argument based on the corresponding argumentation scheme,
– identifying implicit and equivalent statements and ensuring maximum connectivity
of the annotation graph.

It is this information that is used in the training process for the task of automatic
search for arguments. The Potsdam corpus provides detailed relationships (for exam-
ple, support can be simple, linked, and converging) along with the ability to reduce
detailed relationships to two main ones (attack and support): this reduces the complexity
of automatic identification and classification of arguments [15]. In the vast majority of
projects, annotation of arguments does not provide for matching of inference rules, or
argumentation schemes – typical models on which reasoning is based. Two exceptions
are Araucaria, where annotation of argumentative structure is related to particular argu-
mentation scheme based on the theory of Walton [16], and the Potsdam corpus, which
uses Argumentum Model of Topics [17] as a theoretical base.

The Potsdam corpus represents yet another promising trend in the field of automatic
argumentation analysis: in the past few years, studies have emerged that consider the
potential use of existing text corpora with annotated rhetorical discourse structure to
facilitate the annotation of argumentation. The idea is to create a corpus of texts with
multi-level annotation: along with the existing markup of rhetorical units and relations,
texts are marked up with respect to the argument structure. In the presence of such a
corpus, the task is to establish the relationship between rhetorical and argumentative
structure of the text, the correlation of their components and relations in order to use
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existing resources and tools of discourse analysis to extract arguments. In line with this
idea, The authors of [18] describe the development and use in experiments of a two-level
corpus of 112 short texts written in the genre of argumentative essays, and in [19], the
material for annotation are scientific articles from the field of computer linguistics.

In this work our emphasis is on correlating different discourse levels and studying
dependencies between rhetorical discourse structure and argument structure, namely,
underlying inferential moves. Section 2 presents a theoretical view of a multi-layer dis-
course representation followed by a general model of argument annotation. In Sect. 3
different types of argumentative relations are considered and then special attention is paid
to joint occurrence of arguments “from Expert opinion” with other types of argumenta-
tive reasoning typical of the popular science genre. The experimental study of correlation
between rhetorical and argumentative annotations and discussion of the discovered dis-
crepancies is presented inSect. 4. The experiment is conducted on amulti-layer annotated
resource of 11 articles of the popular science genre.

2 Annotation Model

The proposed work was performed as part of an ongoing research project aimed at cre-
ation of discourse annotated corpus of popular science texts written in Russian. Popular
science discourse is defined as a way of transmitting scientific knowledge or innova-
tion projects by the author-scientist (or a journalist as an intermediary) for their under-
standing by a mass audience. Popular science texts are not enough presented in known
argumentatively annotated corpora.

Popular science articles from various online media have been used to create the
corpus.Articles have no restrictions on the subject, structure, and the type of presentation.
Some articles are transcripts of oral presentation, interviews, etc. For now the corpus
includes about 950 texts with an average volume 1057 words (minimum - 167 words,
maximum - 4094 words) and includes two small subcorpora: 11 rhetorically annotated
texts taken from the open source Ru-RSTreebank, and 69 articles on linguistics provided
with argument annotation corresponding to the model developed in this project.

Three levels are distinguished in the structure of discourse, of which the first two
correspond to the superstructure and relational structure in [2].

Genre structure corresponds to the compositional and semantic organization of
text at the highest level and depends on the text genre membership. This level involves a
breakdown intomeaningful compositional parts, such as chapters and paragraphs.While
a scientific text has a fairly clear structure (introduction with the research justification,
overview, main part, conclusion), a specific feature of a popular science article is the
comparative flexibility of its structure, the absence of clear requirements for content or
template, some elements may be missing or follow in a different order. Conventionally,
a popular science article has the following components: heading part (title, subtitle),
introductive pretext (introduction), epigraph, main part, conclusion.

Rhetorical structure is responsible for organizing the text itself, transforming it
from a simple sequence of formal segments into a single whole. It reflects the functional
relationships existing between segments, called rhetorical relations. These relations can
be symmetric or asymmetric. In the latter case, the relation has core and satellite, for
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example, it can be an event and its result. Thus, any text can be represented as a graph
whose vertices are elementary discourse units (EDUs) or combinations of such units -
discourse units (DUs). Regardless of the level of the hierarchy, vertices of the graph can
be connected by the same types of relations.

Argumentative structure represents the text as a means of reproducing the process
of argumentation, highlighting the components of the argumentfield and the relationships
between them (controversial thesis, arguments for or against). Argumentation is putting
forward arguments in order to change or form some belief (position) of the other side
[20]. Argumentation is not only the procedure for bringing arguments in support or
against a certain view, but also the whole totality of such arguments.

The AIF (Argument Interchange Format) [21] is commonly used to describe argu-
ments and argumentative structures. In accordance with this format, argumentation
is represented as an oriented graph in which two types of vertices are distinguished:
information vertices (statement vertices) and schema vertices (argument vertices).

The internal structure of an argument is represented as follows:

Argument:
scheme: Scheme_of_Argument,
hasConclusion: Statement or Argument,
hasPremise: {Statement},
hasPresumption: {Statement},
hasException: {Statement}

Statement vertices are mapped to argument elements such as conclusions (has-
Conclusion), premises (hasPremise), presumptions (hasPresumption), and exceptions
(hasException). Premises and presumptions implement the conclusion support relation,
and exceptions implement the attack relation. Besides, premises are obligatory elements
in the argument structure, while premises and presumptions are optional. The schema
vertex is used to represent an argument in accordance with the standard model of rea-
soning (scheme). The current version of the ontology includes about 40 argumentation
schemes from the Walton’s compendium [16].

The external relations of an argument with other arguments are naturally represented
by using a conclusion statement as a premise (assumption, exception) in the structure of
another argument, as a conclusion shared with another argument, or by directly using
another argument as a conclusion.

Conflicts are an important element of argumentation. While typical arguments are
aimed at supporting certain thesis statements, conflicts are used to criticize or refute
them.

In the proposed model conflicts are also implemented with the help of schemes:

Conflict:
schemeConflict: Scheme_of_Conflict,
conflictedElement: Statement,
conflictingElement: Statement or Argument
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In accordance with the chosen conflict scheme (schemeConflict), either symmet-
rical relations between statements are formed (logical conflicts: for example, univer-
sal or constituent negation representing alternative opinion), or asymmetric relations
between the statement (conflictedElement) and the argument (conflictingElement), the
statement being considered as exception (which denies the existence or validity of the
argument). In the second case, the statement (conflictedElement) correlates with the
exception (hasException) of the argument itself.

In the previous work, we have considered internal structure of the argument [22].
The focus of this work is on external relations of the argument.

3 Argumentative Relations

The task of extracting argumentative relations poses serious problems for researchers.
To solve these problems, it is necessary not only to detect arguments in the text with high
accuracy, but also to relate themwith each other. To this end, wewill consider all possible
minimal subgraphs that characterize various types of relations between arguments, and
how they are represented in texts.

The following types of argumentative relations are distinguished.

1. Multiple support
2. Serial support
3. Supporting an argument
4. Logical conflict
5. Attacking an argument

Let’s look at them in more detail.
Multiple argumentation is a set of arguments that support the same thesis (Fig. 1).
Support can be provided by using arguments of different types (i.e. corresponding

to different schemes of reasoning), each being represented in a specific topical text
fragment. The fragment can include homogeneous components that play the role of
premises of arguments of the same type, as in the following example:

Besides multiple argumentation, the thesis justification can use serial argumentation
- a “chain” of related statements, in which the conclusion of one argument is the premise
of another. So, in the example in Fig. 2(a), the expert opinion represented by the argument
A4 (ExpertOpinion_Inference) acts as a premise in the causal relationship represented
by the argument A5 (CorrelationToCause).

Another way to provide support is supporting an argument, when the conclu-
sion of one argument is the entire reasoning represented by the other argument. For
example, in Fig. 2(b), the causal relationship represented by the argument A1 (Cor-
relationToCause) is supported by the expert opinion expressed by the argument A2
(ExpertOpinion_Inference).

The attack or conflict relations hold either between theses statements, or between
a statement and an argument. In the first case, a logical conflict is present in the argu-
mentation structure (C2 in Fig. 3), and in the second, an attack on the argument (C1 in
Fig. 3).
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Over 25 years of work on it <Tevatron>, many great discoveries have been made 
[S1]. Thus, it was on the Tevatron that the T-quark, the heaviest known fundamental 
particle, was first obtained [S2]. On Tevatron, the asymmetry of matter and antimat-
ter was measured in processes in which it had never been observed before [S3]. It 
was also used for today’s most accurate measurements of the mass of the W boson, 
which is a carrier of the weak interaction [S4].

Fig. 1. Multiple argumentation.

a) Pharmaceuticals are not an absolute good [S1]. … According to experts from the 
World Health Organization [S5], about one percent of the world's inhabitants die 
every year from complications of drug therapy [S6, S4].  
b) The authors emphasize [S2] that it is impossible to establish a causal relationship 
using such a retrospective study [S3] due to the numerous potential indirect effects
[S4, S1]. 

Fig. 2. Support relation: a) serial argumentation, b) supporting an argument.
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It is well known that in the center of almost every large galaxy there is a massive 
black hole [S1, S2]. At the same time, the heaviest galaxies are surrounded by the 
most massive dark matter halos [S3]. This has given rise to suggestions that dark 
matter plays a key role in the growth of black holes [S4]. Research by scientists from 
the max Planck Institute for extraterrestrial physics, the Munich University Observa-
tory, and the University of Texas at Austin [S5], however, has shown that there is no 
such direct connection [S8, S6], and the growth of a black hole is determined by the 
formation of the galactic core [S9, S7].

Fig. 3. An example of two types of conflicts: exception [C1] and logical [C2].

3.1 Argumentative Relations in Popular Science Discourse

Popular science discourse is characterized by numerous citations and, more broadly, by
appeals to opinions accepted in society as a whole, in the scientific community, and/or
promoted by individual groups and scientists. The appeal to authoritative sources of
information in the form of statements of scientists, factual evidence, research results and
using it as proof of certain provisions is represented in the theory of argumentation by
the scheme of reasoning “from Expert opinion” (ExpertOpinion_Inference) taken from
Walton’s compendium [16].

MajorPremise: Source E is an expert in subject domain S containing proposition A
MinorPremise: E asserts that proposition A is true (false)
Conclusion: A is true (false)

Typical situations of using this reasoning in the analyzed corpus material are given
below.
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1. Certain arguments presented in popular science articles written by scientists are ana-
lyzed in [23]. The authors focus on arguments that refer to the bearers of particular
points of view, and describe the argumentative structure in which “expert” opinion
(the ExpertOpinion_Inference argument) is opposed to “general” opinion (the Popu-
larOpinion_Inference argument), which reflects a naive view of the world. In Fig. 3,
the text written by journalists shows a similar, typical of popular science discourse
picture of the collision. The currently accepted opinion of the scientific community
(with the indicator horoxo izvestno, qto ‘it is well known that’, which indicates
the presence of a reasoning scheme PopularOpinion_Inference (A5), is opposed to
the opinion of a group of experts (the reasoning scheme ExpertOpinion_Inference
(A4) with the indicator issledovani� uqenyh…pokazali, qto ‘research by sci-
entists…showed that’). An indicator of conflict is a logical opposition connective
odnako ‘however’.

2. Another typical variant of the structure representing the collision of standpoints in the
popular science discourse is the diachronic conflict of opinions among scientists,with
additional indicators represented by temporal modifiers. In this case, the attacked
thesis (generally accepted opinion or the opinion of an individual expert) and the
counter-thesis (presented as the opinion of an individual expert or group) are provided
with temporal characteristics, as in the example in Fig. 4, where two explicitly
presented reasoning schemes, ExpertOpinion_Inference A1 and A4, are shown.

For decades, scientists [S2] have believed that most primates cannot reproduce 
the vowels that are the fundamental basis of human speech [S1, S3]. This is be-
cause the vocal anatomy of primates allegedly did not conform to this [S4, S5].
However, researchers [S7] have now found that Guinea baboons living in the for-
ests and savannas of Western Africa can utter (or rather, howl) five vowel sounds, 
very similar to those used by humans [S8, S6].

Fig. 4. Diachronic conflict of opinions [A1, A2] among scientists [A4].
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3. Of interest are frequent combinations of the ExpertOpinion_Inference scheme with
variants of causal relationships. Thus, in the text in Fig. 2 (b), the explicit opinion of
the expert in ExpertOpinion_Inference supports the CorrelationToCause argument.

4. In the following example, expert data indicates the validity of a certain information
represented by the EvidenceToHypothesis reasoning scheme:

To,qtona zdorov�e qelovekavli��tpogodnyeiklimatiqeskie uslovi�,
uqenye zna�t davno. По оценкам rossi�skih медиков,ka�dy� treti�
rossi�nin v vozraste starxe 30 let reagiruet tem ili inym obrazom na
rezkie izmeneni� pogody.

Scientists have long known that human health is affected by weather and climate
conditions. According to Russian medical experts, every third Russian over the age of
30 responds in one way or another to sudden changes in the weather.

5. Expert information may be a special case of the stated point – Example_Inference:

Uqenye zametili r�d osobennoste� v povedenii organizma
v opredelennyh meteouslovi�h. …Анестезиологи отмечают, чтоvli�nie
narkoza koleblets� v zavisimosti ot togo, svetit solnce ili nebo
zat�nuto oblakami.

Scientists have noticed a number of features in the behavior of the body in cer-
tain weather conditions. …Anesthesiologists note that the effect of anesthesia varies
depending on whether the sun is shining or the sky is overcast.

6. Expert opinion can support reasoning from the positive consequences of some
practical action - PositiveConsequences_Inference scheme:

Proekt tol�ko nabiraet silu, a v plany uqenyh u�e vhodit
organizaci� Slu�by pogody dl� medicinskih cele�. …Podder�iva�t
ide� i mediki. Как заявил врач-координатор slu�by “skoro� pomowi”
po Sankt-Peterburgu Valeri� Opuxko, “vnedrenie slu�by medicinskih
prognozov na federal�nom urovne pomoglo by naxe� medicine bolee
pravil�no i qetko koordinirovat� sobstvennye de�stvi� v nu�nom
napravlenii”.

The project is only gaining strength, and the plans of scientists already include the
organization of a Weather service for medical purposes. …Doctors also support the
idea. According to Valery Opushko, doctor-coordinator of the ambulance service in
Saint Petersburg, “ the introduction of the medical prognosis service at the Federal
level would help our medicine to coordinate its own actions in the right direction more
correctly and clearly.”

7. An expert’s opinion can attack a thesis using reasoning from the negative conse-
quences of some practical action- NegaitiveConsequences_Inference scheme:

Danna� группа исследователей выдвигает мнение о том, что … .
Они считают, что, ,naprotiv,sbivanie�aramo�etvnekotoryhsluqa�h
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privodit� k neblagopri�tnym �ffektam, i
делают вывод о том, чтоpropagandirovat� xirokoe primenenie
medikamentovdl�podavleni��aranesleduet.

This group of researchers puts forward the opinion that … . They believe that, on
the contrary, reducing a fever can in some cases lead to adverse effects, and make
the conclusion that the widespread use of medications to reduce a fever should not be
promoted.

8. A variant of “from Expert opinion” in the practical scheme “Ad Finem” is a pre-
sumptive conflict based on the presumption of possibility (the goal is the work of
the Collider, its implementation requires funding in a certain amount). Note that the
indicator po ocenkam �kspertov ‘based on expert estimates’ usually introduces
a quantitative statement.

Dl� prodol�eni� raboty kolla�dera
по оценкам специалистовtrebovalos� finansirovanie na urovne 35 mln
dollarov SXA v god, odnako iz-za slo�no� finansovo� situacii da�e
takie den�gi okazalis� nepod�	mnymi dl� pravitel�stva SXA.

To continue the work of the Collider, based on expert estimates, fundingwas required
at the level of 35 million US dollars per year, but due to the difficult financial situation,
even this money was unaffordable for the US government.

4 Study of Correlation Between Rhetorical and Argumentative
Structures

A research interest for the comparison of rhetorical and argumentative annotation relates
to several aspects. First, argumentative annotation is often seen as a special case of
rhetorical markup (or resulting from rhetorical markup). However, when considered in
more detail (see, for example, [18]) they show differences at all levels of representation,
starting from discrepancies in the segmentation into discourse units and construction
of annotation graphs, and ending with indicators that serve to identify rhetorical or
argumentative relationships in the text. Second, argumentation research is a separate
scientific discipline with its own goals, knowledge base, and methods that differ from
those adopted in linguistics. And third, such research has a practical value associated
with the development of methods of argument mining, using advance in the field of
analysis of rhetorical structures.

The basis of both rhetorical and argument annotation is segmentation into elemen-
tary discourse units (EDUs). These units are sentences, clauses or minimal text spans
which have propositional content including nominalized propositions and prepositional
phrases with the meaning of cause, effect, concession, contrast. In case of argumentative
annotation, the semantics of generated graph chains is associated with the content aspect
of argumentative relations, and not with the structural one, as is the case in rhetorical
structures.

To investigate the possibility of using available discourse-annotated corpora for the
task of argument mining, we decided to conduct the combined comparative study of dis-
course relations and inferential moves in popular science articles including references
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The authors emphasize [28] that it is impossible to establish a causal relationship 
using such a retrospective study [29] due to the numerous potential indirect effects
[30]. 

Fig. 5. Correlation between a) argumentative and b) rhetorical structures (match).

to information/opinion sources (based on the presence of attribution or cognitive pred-
icates) that are rather frequent in this genre. For the comparison purpose, 11 popular
science texts were selected from the rhetorically annotated Ru-RSTCorpus and provided
with argumentative annotation.

Consider the example presented earlier, which consists of two arguments, one of
which is the reasoning based on the authoritative opinion of the expert (ExpertOpin-
ion_Inference). The argumentative and rhetorical structures of this fragment are illus-
trated in Fig. 5, from which the correlation can be seen, up to the peculiarities of the
internal structure of the argument from the expert, in which there is a nesting of the
thesis segment in the premise segment.

The mapping between RST discourse relations and argument schemes is done using
an approach similar to the one introduced in [24]: rhetorical and argumentative structures
must be converted into a linear structure with binary connections (see Fig. 6).

Fig. 6. Mapping between a) argumentative and b) rhetorical structures.

In annotations of 11 texts, the Attribution relation (used to represent information or
opinion source and based on the presence of attribution verbs or cognitive predicates)
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was used 49 times in the representation of rhetorical structure, and the argument “from
Expert opinion” was found 75 times in the representation of the argumentative structure.
The one-to-one correspondence between two layers of representation is not always the
case, and the discovered discrepancies may be explained by several factors.

• Absence of “from Expert opinion” argument in place of Attribution rhetorical con-
struction means that argumentation annotators don’t see any arguable statement
supported by authoritative opinion.

– No asserted proposition in the attributed constituent (nucleus) of the construction:

V odnom iz pisem Al�fredu Uollesu v 1857 godu Darvin zameqaet po
�tomu povodu: «Вы спрашиваете, budu li � obsu�dat� «qeloveka».

In a letter to Alfred Wallace in 1857, Darwin remarks on this subject: “You ask
whether I will discuss ‘man’.

– Non-argumentative intention of citation in the attributed part, i.e. pure informative
function (presentation of factual material or personal experience of the speaker), or
expressive function:

Как в известной сказке: : «Zaqem tebe, babuxka, takie bol�xie
uxi?»—«Qtoby luqxe teb� slyxat�, detka».

As in the famous fairy tale: “Why do you have such big ears, grandma?”—“All the
better to hear you, baby.”

• Absence of Attribution rhetorical construction in place of “from Expert opinion”
argument.

– Rhetorical structure annotators saw a different relation that may be closer to the
author’s intentions (see [25] for detailed analysis): Elaboration (see Fig. 7) or
Interpretation-Evaluation:

Za 200 let do �togo Uil��m Gerxel� soobwal o nabl�deni�h kolec
u Urana, odnako sovremennye астрономы сомневаютсяv vozmo�nosti
takogo otkryti�, tak kak kol�ca oqen� slabye i t	mnye i ne mogli byt�
obnaru�eny s pomow�� astronomiqeskogo oborudovani� togo vremeni.

200 years earlier, William Herschel reported observations of rings near Uranus, but
modern astronomers doubt the possibility of such a discovery, since the rings are very
faint and dark and could not be detected with the astronomical equipment of the time.

– Differences in the segmentation of the text into EDUs and ADUs.

(1) no separate EDU has been set due to disregard for specific attribution constructions:

Odnako 10 let
nazad byla высказана гипотеза о том, qto ispol�zovanie paracetamola
mo�et uveliqit� risk razviti� astmy.
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However, 10 years ago, the hypothesis was put forward that the use of paracetamol
may increase the risk of developing asthma.

(2) no separate EDU has been set due to the absence of independent clause for
attributed material (for example, in case of nominalized or otherwise compressed
propositions):

S teh por neskol�ko �pidemiologiqeskih исследований выявили sv�z�
me�du astmo� i ispol�zovaniem paracetamola vo vrem� beremennosti,
v detstve i sredi vzroslogo naseleni�.

Since then, several epidemiological studies have found a link between asthma and
paracetamol use during pregnancy, childhood, and among adults.

(3) the attributed material (Attribution relation nucleus) is a single rhetorical group
(for example, homogeneous information united by Joint relation) while each nested
EDU corresponds to independent argument on argumentation level:

Исследования учёныхiz Instituta vnezemno� fiziki obwestva Maksa
Planka, Universitetsko� observatorii
M�niha i Tehasskogo universiteta v Ostine, odnako, показали, чтоtako�
pr�mo� sv�zi ne suwestvuet, a rost q	rno� dyry opredel�ets� processom
formirovani� galaktiqeskogo �dra.

Studies by scientists from the Max Planck Institute for Extraterrestrial Physics, the
Munich University Observatory and the University of Texas at Austin, however, have
shown that such a direct relationship does not exist, and the growth of a black hole is
determined by the formation of the galactic nucleus.

Thus, the segmentation factor is perhaps one of the most significant. It is especially
obvious in cases when 1) partitioning DU (presented by a group of EDUs) into separate
units is important because each group member plays a separate role in the argument
structure and 2) on the contrary, there are rhetorically related EDUs that should be
combined into ADU as they correspond to a single argument component. The first
situation means that Attribution relation does not directly link information source to
the opinion: opinion is represented as part of a group with detailed information and/or
as a multi-nucleus group (Joint, Same_unit, Comparison, Contrast relations). And the
second one is especially characteristic of the Elaboration relation.

Another aspect of the argumentation structure that makes its automatic recognition
particularly difficult is the possibility of long-range dependencies. Although segments
are often connected locally, i.e. they support or attack neighboring segments, direct
argumentative relations may also exist, linking text segments that are far apart [15], as
in the case when argumentative relations extend beyond the paragraph (see Fig. 7).
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Pharmaceuticals are not an absolute good [1]. … According to experts from the 
World Health Organization [6], about one percent of the world's inhabitants die every 
year from complications of drug therapy [7]. 

Fig. 7. Correlation between a) argumentative and b) rhetorical structures (mismatch).

5 Conclusion

The proposed work was carried out as part of an ongoing research project aimed at cre-
ating a corpus of Russian-language popular science texts with argument annotation. An
approach to modeling and research of argumentation found in popular science literature
is presented. The research is performed by means of comparative analysis of different
level discourse structures.

The experiment was conducted on a corpus of 11 popular science articles selected
from the multi-genre collection with rhetorical annotation. The extraction of arguments
based on reasoning schemes “from Expert opinion” was performed automatically based
on the indicator approach discussed in [22]. Further, comparison with the rhetorical
annotationwas performedmanually.As a result, various types of inconsistencies between
the rhetorical Attribution relation and the argumentative relation expressing the expert
opinion were identified and analyzed (the correlation score is 77,5% accuracy and 68%
completeness).

Further research is oriented to the assessment of the influence of linked argumentative
relations on the accuracy of argument recognition based on rhetorical structures. It can
be expected that the co-occurrence of rhetorical Attribution relation and indicators of
conflicts and /or causal relationships will increase the accuracy of argument recognition.
It is also necessary to investigate the correlation of other types of relations, for example,
symmetrical rhetorical relations often correspond to multiple arguments: the presence
of contrast correlates with support for different sides of the conflict, and comparison -
with related arguments.
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Abstract. The paper explores the use of the AQJSM method, which is built
upon combining the JSM and AQ methods, to identify cause-effect relationships
between psychological characteristics and text parameters produced by individ-
uals with these characteristics. The study included two groups of subjects: the
“depression” group (patients with clinical depression) and the “depressiveness”
group (non-clinical patients who have high scores on the Beck depression scale).
The use of the AQJSM algorithm allowed discussing the problem of validity
in modern research in the field of automatic network psychodiagnostics. It was
found out that different sets of text parameters act as linguistic markers of clinical
depression and depressiveness.

Keywords: Causal relations · Text parameters · Psychological features of the
author

1 Introduction

The recent advances in the field of automatic text analysis allow raising the question
of the possibility of using the data of such analysis in population-based research in the
field of psychiatric and subclinical epidemiology. This question became urgent in the
last decade, as the use of social networks has become widespread and people in many
countries, including Russia, have acquired the habit of regularly generating spontaneous
texts in response to interpersonal, family, professional, socio-psychological and socio-
political problems. The development of methods of automatic text analysis and methods
of automatic classification of data from such analysis and bringing these methods to the
state of a user tool makes an increasing number of specialists in the social-humanitarian
field rely on these methods in their own research. In the near future, automatic analysis
of the text output of social network users can be applied to identify risk groups for psy-
chological distress and psychiatric diseases; to study mass mental phenomena (panic,
rumors, gossip) and the reaction of the population to socially significant events; to inves-
tigate the phenomenon of social tension, regional and local manifestations of intergroup
conflicts and value preferences of large groups. In general, works in this interdisciplinary
field can be called automatic network psychodiagnostics, and the results of applying AI
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methods to the analysis of texts can significantly increase the research validity in clinical
psychology, social psychology, in some areas of sociology, history, and political science.

The purpose of thiswork is to study the opportunities of using theAQJSMmethod [1]
to establish cause-effect relationships between depression as mental illness and depres-
siveness as psychological feature and the parameters of texts (linguistic features of the
texts) generated by people with such characteristics. The hypothesis was that the param-
eters measured by our automatic text analysis tool would allow us to reliably identify
texts written under the influence of depression. The AQJSM method combines the JSM
method [2] and the AQmethod [3]. The JSM and AQmethods are known for their effec-
tiveness, and their integration in the AQJSM method has been proven to be effective in
analyzing data in the fields of medicine and psychology. The text parameters in ques-
tion are the quantitative characteristics identified by the linguistic analyzer [4] and the
linguostatistical corpus research tool “RSA Machine” [5]. The RSA parser can be used
to analyze social network messages written in a modern language. In accordance with
the existing tradition in the field of automatic text analysis, the identified parameters can
later be used as markers of depression.

2 Related Work

Currently, the use of automatic text analysis to identify the author’s psychological char-
acteristics has become a special area of interdisciplinary research. Our papers [6, 7]
provided reviews of manual and automatic text analysis methods that were intended
for the use in clinical psychology and psychiatry. It was emphasized that most of the
currently used methods of automatic analysis (including the LIWC method used in our
country [8]) were focused on working with English texts, which significantly reduced
the reliability of data obtained on the corpus of Russian texts. Another disadvantage of
the methods used is that they rely mainly on vocabulary, as a result, the deeper structure
of the text at the syntactic, semantic and discursive levels was not taken into account.

Machine learning and deep learning methods are actively used to identify textual
markers of psychological distress and mental illness. In recent years, researchers have
been especially focused on the identification of markers of depression.

In [9], the k-nearest neighbors method (KNN), the decision tree, the support vector
machine (SVM) and ensemble methods were examined for identifying a depressive
state based on data from English-language social networks. The features associated with
linguistic style, emotional coloring and category of time were used as input. The best
results were obtained by using the decision tree.

Machine learning was also used in [10] to build a model that predicts the level
of depression (according to PHQ-8 [11]) based on audio, video, and text data from
interviews. An approach based on thematic modeling was proposed. It allowed taking
into account the context and important temporal details of the recordings. For each topic,
the LIWC tool [12] was used to calculate frequency of word occurrence in 93 categories
(e.g., anger, negative emotion, positive emotion) in the subject’s speech on the given
topic. According to [13], some topics (such as sleep quality) have strong association
with depression, thus, additional features have been added for some topics. For each
interview, the interviewer’s speech was traversed, and the corresponding topic and the
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subject’s speech, and also its corresponding timestamps were recorded with accordance
to the topic dictionary. The subject’s speech was used to generate semantic features, and
the timestamps were used to synchronize audio and video features. Finally, the feature
of presence/absence of the topic in the dialog was added to the feature vector. By using
the feature selection method proposed in [10], the dimensionality of the vector was
reduced. The following learning models were examined: random forest with different
numbers of trees, stochastic gradient regressor (SGD), and the support vector regression
(SVR) method with different kernels, for which the hyperparameters were tuned. It was
shown that for a small number of features, random forest with 40 trees, SGD and SVR
(radial basis function kernel) gave similar results, and with an increase in the number
of features, the results of SGD and SVR continuously improved (in contrast to random
forest), while the SGD model had a slightly lower root of the mean square error than
SVR. This approach gave better results than the model trained on similar data, but with
only video features [14], and the model that did not use topic modeling (so there were
no features associated with topics, and the features were averaged over the interview).

In [15], the effectiveness of various neural network architectures for detecting Twit-
ter users with signs of depression was investigated. The classification problem (pres-
ence/absence of depression) was being solved on an unbalanced dataset of 154 peo-
ple. CNN and RNN architectures and different embeddings of words: CBOW, skip-
gram, random and optimized, proposed in [15] – were compared. The best results on all
metrics were shown by the CNNWithMax model proposed in [15]. Models with opti-
mized embeddings showed the greatest generalization ability and allowed solving the
depression detection problem even on a small and unbalanced data set.

In [16], a multimodal model of vocabulary learning (MDL), a generalization of
vocabulary learning, was used to identify the presence or absence of depression in Twit-
ter users. There were 6 groups of features: social network activity, personal information,
profile photo, emotional feature (the sentiment of the used emojis, etc.), topic distribution
feature, and domain-specific feature (for example, the presence of names of antidepres-
sants in tweets). The performance of MDL, naive Bayesian classifier, MSNL [17] and
WDL [18] on these features was compared. MNSL is a multiview learning model that
can seamlessly analyze information frommultiple sources.WDL is a dictionary learning
model that uses the Wasserstein distance as fitting error between the original point and
a point reconstructed from the dictionary to leverage the shared similarity of the fea-
tures. The MDL method showed the best result, which demonstrated the effectiveness
of combining multimodality and dictionary learning in the depression detection task.

Weconducted similar studies on the data of the corpora collected inRussian-language
social networks. For example, [19] compared the depression detection effectiveness of
a random classifier, SVM, and Random Forest for different sets of users’ features. The
users in question had varying Beck’s Depression Inventory scores. The highest F1-score
was achieved by using SVM. In [20], the problem of detecting depression (as a diagnosed
disease) from essays on a given topic was being solved. The Random Forest and SVM
methods were compared; the Random Forest model showed the highest efficiency in
terms of F1-score. Note that data obtained from the texts of patients with depression was
less noisy than data obtained from the texts of people with high level of depressiveness
measured by Beck’s questionnaire.
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In various works aimed at identifying textual markers of depression and depres-
siveness, including our previous work, only relationships between text parameters and
psychological characteristics of the authors were explored, significant correlations and
plausible differences were established, machine learning methods were used to solve
the classification problem. At the same time, the problem of detecting cause-effect rela-
tionships between the psychological characteristics of the authors and the parameters of
the texts generated by them was not addressed. However, in this area – the relationship
between the traits of the author and text parameters – there are not probabilistic, but
causal relations. This logic, the logic of “determining” the location of “failure” of a
particular mental mechanism based on the defect observed in the patient’s text, is the
basis of pathopsychological diagnostics. In this regard, we conducted a new study using
the same empirical material (essays of patients with depression and posts of depressed
users of social networks), the study of causal relationships between text parameters and
psychological characteristics of the authors of texts.

3 Method and Procedure

It is known that the JSM method [2, 21–27] is successfully used to study the causal
relationships (to do causal analysis) in various subject areas. For causal analysis, it is
also possible to use the AQJSM [1] algorithm, which modifies the existing inductive
learning algorithm AQ (quasi-optimal algorithm) [3, 28].

The AQJSM method [1] is based on the following algorithm. The input is a set of n
objects O = {oi}, divided into a set of classes C = {ck}; a set of features P = {pj}; a
matrix of values Aij = {aij}, where each feature corresponds to a column of its values
from the matrix Aij pj → (a1j, a2j,…, anj), and each object corresponds to its description
oi → (p1 = ai1, p2 = ai2, …, pm = aim), where the pair pj = aij is called an object
property. The set of values of each interval feature pj is divided into k parts: w1, w2,
…,wk ; (a1j, a2j, …, anj) = w1

⋃
w2

⋃
…

⋃
wk . Then:

1. From the set C the class ck is chosen, and from this class the initial object for the
AQ algorithm [3, 28] is chosen.

2. By using AQ-learning, a set of rules Rk , starting with the initial object, is built for
the class ck .

3. For each property hj from Rk the frequency (with accumulation) is computed; if
there is a new initial object available, go to step 2, else a new class ck is chosen and
go to step 2 too; if all the classes are considered, go to step 4.

4. For each class its description Dk is built and the best rule R*k is chosen; the criteria
θ1(ck) and θ2(ck), described in [1], are calculated; if the values of any of them are
higher (lower) than critical thresholds, the algorithm terminates with an empty set
of causes for each class; else go to step 5.

5. For each class ck a factbase is formed based on Dk . In factbases the set of properties
is reduced with accordance to nested and conflict level [1].

6. The class ck in question is selected and hypothesesHk = {H(hg,ck)} on the presence
of cause-effect relationships between the class properties are built by using the first
step of the JSM-method [2].
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7. The causes with lengths above the critical value and the causes included in other
causes are excluded from the set Hk . If there are unstudied classes left, one of them
is chosen, then go to step 6.

The output of the algorithm is the set of pairs {ck , Hk} – a set of pairs «class – set
of hypotheses».

An important feature of thismethod is that as a result of its application, amore specific
description of relationships is obtained than that obtained by methods of mathematical
statistics. The results can be presented as (<Class>, <Class property>, <Reason>),
which is interpreted as follows: if the subjects belongs to <Class>, the presence of
<Class property> is explained by<Reason>. For social sciences, where the researcher
deals not only with the properties of the objects of his research, but also with a certain
number of behavioral reactions of certain groups of subjects/respondents under certain
conditions, being able to obtain such a description is important, since it reflects the nature
of the observed phenomena better. Size or weight of metalwork products can be con-
sidered their parameters, and it is natural to compare these objects by these parameters,
however, sociological survey respondents’ opinions, or customers’ choices of certain
products in marketing research or text or image data produced by people with certain
characteristics in psychodiagnostic examination, can hardly be considered the «param-
eters» of these «objects». To compare groups of subjects/respondents, a method that
allows comparing the parameters of their behavior observed under certain conditions is
needed so that there is no confusion between the object of research and its behavior. This
requirement is met to a certain extent by the JSM-method [29] and AQJSM, its modifi-
cation, aimed specifically at identifying cause-and-effect relationships in psychological
testing data [1].

In this paper, the AQJSM algorithm was used to find cause-effect relationships
between depression/depressiveness of the author of the text and the parameters of the
text in order to identify markers of depression in Russian-language texts. As a result of
the AQJSM algorithm, the data is generated about the possibility of particularly frequent
or particularly rare occurrence of certain linguistic characteristics in the texts of authors
from a certain group provided that other linguistic characteristics occur particularly fre-
quently or particularly rarely in these texts. This description of linguistic analyzer data is
closer to the complex reality of text characteristics as a product of speech behavior with
mutually dependent characteristics than methods of mathematical statistics or machine
learning, in which text parameters can only be considered as “properties” of the text
author. In this sense, the terms “cause” and “event” will be used, the psychiatric status
of the subject or his/her psychological characteristics are the cause of the observed text
events when some other text events occur.

In the first experiment, essay texts on the topic «Me and my relations with others and
the world around me» (minimum 1800 characters) were used (the research procedure is
described in [20]). 316 texts were collected from the subjects, among which 93 subjects
were diagnosed with depression. Thus, the categorical feature «control/depression» was
introduced. For each essay, numerical values were obtained for each of the text parame-
ters. The numerical characteristics were converted to categorical ones depending on the
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interval of value they belong to (5 values possible: very low, low, average, high, very
high).

In the second experiment, the texts of posts from users of the social network Vkon-
takte were used. Volunteers filled out the Beck’s Depression Inventory (the research
procedure is described in [20]. Users with a score less than 11 points on the Beck scale
were classified as healthy (239 people), and those with a score higher than 29 points
were assigned to the group with a high level of depression (148 people). Similarly, the
categorical feature «non-depressive/depressive» was identified. For each text obtained
by concatenation of user posts, numeric values of text parameters were obtained, which
were also converted to categorical values depending on the interval of value they belong
to (5 values possible: very low, low, average, high, very high).

To calculate text parameters, a linguistic analyzer of the tool for corpus-based lingu-
ostatistical research “RSAMachine” [5] was utilized. The RSAMachine was developed
at FRCCSCRAS. The semantic-syntactic structure of sayingswas analyzed by using the
method of relational-situational analysis (RSA), which is based on the syntaxemic anal-
ysis of G. A. Zolotova [30] and the concept of heterogeneous semantic networks of G. S.
Osipov [31]. RSA allows working with Russian-language texts and taking into account
the specifics of semantic-syntactic relations of the Russian language and specifics of the
authors’ Russian language worldview.

Currently, the analyzer allows extracting the following types of indicators in the text:
predicate-syntaxeme structures; indicators of the frequency of lexical units in the text
that belong to certain thematic groups of words (TGW); psycholinguistic indicators that
reflect the author’s emotional state. Each text is represented by a set of 204 parameters: 1)
psycholinguistic indicators, 34 parameters; 2) semantic roles, 92 parameters; 3) semantic
relationships, 35 parameters; 4) assessment and state vocabularies, 20 parameters; 5)
thematic vocabularies, 9 parameters; 6) parts of speech, 14 parameters.

In both cases, the values of each text parameter were divided into 5 intervals, each
interval corresponding to one class. For each class, the AQJSM algorithm was run
over other text parameters and the mental state feature, while looking for such cause-
effect relationships that the reason for any property of the class is the mental state
(depression/depressiveness).

4 Results

In the first experiment, 40 causal relationships were obtained. The «depression» diag-
nosis was the only cause of high or low values of detected text parameters in 27 cases.
For the essays, the text parameters representing «class properties» with high or low
occurrence, the cause of which was the value «depression», are shown in Table 1 with
the corresponding classes as conditions.

In the second experiment, 70 causal relationships were obtained. High Beck’s
Depression Inventory score was the only reason for high or low values of detected
text parameters in 40 cases. For social media messages, the text parameters representing
«class properties» with high or low occurrence, the cause of which was the value “de-
pressive” (high scores on the Beck scale of depression), are shown in Table 2 with the
corresponding classes as conditions.
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Table 1. The reason for the text «events» is clinical depression.

№ Class № Class property

5 Number of sentences = Very high 4 Number of clauses = Very high

44 Vocabulary: Lexicon of destruction and
violence = Very high

74 Part of speech: preposition = Low

44 Vocabulary: Lexicon of destruction and
violence = Very high

20 Fraction of past tense verbs = Very
high

47 Vocabulary: Computer slang = Very high 76 Part of speech: substantive pronoun
= High

59 Vocabulary: Thematic Economics = Very
high

50 Vocabulary: Lexicon of motivation,
activity and tension = High

59 Vocabulary: Thematic Economics = Very
high

124 Sem. role: object = High

72 Part of speech: numeral = Very high 8 Number of unique words/Number
of words = High

72 Part of speech: numeral = Very high 37 Vocabulary: Non-exclusive and
amplifying lexicon = Very low

128 Sem. role: objective = Very high 122 Sem. role: mediative = Very high

152 Sem. role: resultative = High 173 Sem. relationship: CAUS = Low

152 Sem. role: resultative = High 3 Number of unique words = Low

152 Sem. role: resultative = High 36 Vocabulary: Lexicon of positive
emotional judgement = Very low

157 Sem. role: social category = Very high 105 Sem. role: causate = Very low

198 Sem. relationship: RSN = Very high 46 Vocabulary: Prison slang = Low

199 Sem. relationship: SIT = Very high 20 Fraction of past tense verbs = Very
high

199 Sem. relationship: SIT = Very high 70 Part of speech: conjunction = Very
high

In this case of depression/depressiveness a textual feature is considered a psycho-
logical characteristic marker if it has a proven validity of increased/decreased frequency
of occurrence in the texts of people with this psychological characteristic. Accordingly,
text parameters of classes and class properties with average occurrence were excluded
from consideration as of little interest from the point of view of further use as markers
of depression/depressiveness. The text parameters calculated by the RSA Machine are
numbered, so a unique number is assigned to each parameter shown in tables, which
makes it easier to compare tables.

Comparative analysis of the tables showed that the text manifestations of depression
diagnosed in a psychiatric clinic and the text manifestations of depression determined
by a psychodiagnostic questionnaire were not the same:



332 I. V. Smirnov et al.

Table 2. The reason for the text «events» is depressiveness.

№ Class № Class property

51 Vocabulary: Thematic Crime = High 47 Vocabulary: Computer slang = Very
high

91 Sem. role: destinative = Very high 121 Sem. role: locative = Low

92 Sem. role: destructive = Very high 61 Vocabulary: Catastrophes = Very
low

96 Sem. role: duration = High 152 Sem. role: resultative = Very low

97 Sem. role: donor = Very high 64 Part of speech: adjective = Very high

97 Sem. role: donor = Very high 26 Fraction of 1 person pronouns =
High

102 Sem. role: interpret. concepts = Very
high

28 Fraction of 3 person pronouns =
Very low

114 Sem. role: comitative = Very high 45 Vocabulary: Thematic Utilities
Sector = Very high

120 Sem. role: person fitness = Very high 8 Number of unique words/Number of
words = Very high

128 Sem. role: objective = Very high 118 Sem. role: liquidative = Very low

129 Sem. role: basis of qualification = Very
high

32 Coefficient of logical consistency =
Low

129 Sem. role: basis of qualification = Very
high

44 Vocabulary: Lexicon of destruction
and violence = Very low

134 Sem. role: parameter = High 44 Vocabulary: Lexicon of destruction
and violence = Very low

147 Sem. role: object of comparison = Very
high

46 Vocabulary: Prison slang = Low

158 Sem. role: manner = Very high 80 Sem. role: autorizator = High

158 Sem. role: manner = Very high 47 Vocabulary: Computer slang = High

163 Sem. role: themative = Very high 72 Part of speech: numeral = Low

164 Sem. role: temporative = Very high 50 Vocabulary: Lexicon of motivation,
activity and tension = Very low

169 Sem. role: estimative = Very high 142 Sem. role: predicate = Very low

169 Sem. role: estimative = Very high 180 Sem. relationship: DLB = Very low

182 Sem. relationship: EQ = Very high 75 Part of speech: noun = Low

182 Sem. relationship: EQ = Very high 50 Vocabulary: Lexicon of motivation,
activity and tension = Very low

185 Sem. relationship: INS = High 71 Part of speech: interjection = Low

(continued)
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Table 2. (continued)

№ Class № Class property

192 Sem. relationship: POS = High 27 Fraction of 2 person pronouns =
Low

192 Sem. relationship: POS = High 47 Vocabulary: Computer slang = Very
low

199 Sem. relationship: SIT = High 9 Number of punctuation
marks/Number of words = Low

199 Sem. relationship: SIT = High 47 Vocabulary: Computer slang = Low

1. Clinical depression was the sole cause of 27 text «events», and depressiveness as a
personality trait was the sole cause of 40 text «events».

2. Clinical depression had 16 textual markers while depressiveness had 27 textual
markers.

3. The text «events» caused by depression and depressiveness had only 2 «events» in
common: high fraction of unique words and rare occurrence of prison slang.

4. However, the conditions for these two events to occur were different for depression
and depressiveness:

a. In the texts of individuals with high level of depressiveness the high fraction of
unique words (parameter 8) was significant as depressiveness marker provided that
when this «event» took place, the occurrence of words in the semantic role of «per-
son_fitness» (in estimation model: a person with respect to whom the fitness is
estimated; parameter 120) was very frequent whereas in the texts of people with
depression, this «event» was significant and this text parameter could be considered
a marker of depression if the author used a lot of numerals in the text (parameter 72).

b. In the texts of individuals with high level of depressiveness rare use of prison slang
(parameter 46) was significant as depressiveness marker provided that when this
«event» took place, the occurrence of words in the semantic role of «object of
comparison» (one of the two compared components accompanying relational verbs
with comparative meaning; parameter 147) was very frequent whereas in the texts
of people with depression, this «event» was significant and this text parameter could
be considered a marker of depression if the words related semantically in a sense of
the RSN semantic relationship (parameter 198) were very frequent in the text.

5. Among the textual “events” that were caused by depression and depressiveness, there
were two opposite ones – in case of clinical depression, a high value of parameter 15
“Vocabulary of motivation, activity and tension” was important (under condition that
the parameter 4, Vocabulary: Thematic Economics, had a very high value), and in
case of depressiveness as a personality trait, on the contrary, the very rare occurrence
of this kind of vocabulary was significant (provided that the frequency of occurrence
of the semantic relationship EQ is high; parameter 41).
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What is the reason behind such a serious discrepancy between the markers of clinical
depression and depressiveness as a personality trait identified by the Beck questionnaire?
Obviously, there may be several reasons for this:

• The specificity of text products of patients with depression and healthy people with
such a personal trait as depressiveness may be caused by different psychological
mechanisms, so one should not expect to be able to identify people who are at risk
for depression based on markers of depressiveness from social network texts.

• It is possible that the main reason is the genre of the texts, in the first experiment, we
analyzed the texts of essays, in the second experiment we analyzed the messages of
social networks with an unknown genre task (note that there may exist social network
posts written in the essay genre, but in our case the posts were not evaluated from this
point of view).

• It is also possible that the markers of depression were influenced by the predetermined
text topic, in the group of sufferers of depression, it was set as «Me and my relations
with others and theworld aroundme», while in thosewhowere tested using the Beck’s
Depression Inventory, the topics of social network posts were arbitrary (in the study,
the topics of posts were not identified).

• Possibly, the most significant factor is the conditions under which the text was writ-
ten: during a psychological expertise, as in our first experiment, or in a situation of
spontaneous expression of opinion, as in the second experiment.

• Finally, it is likely that the peculiarity of network communication noted by many
linguists, as in this kind of communication texts obey the laws of both written and
spoken language, is the true reason for the observed difference of “markers”.

So, the data obtained can be considered linguistic markers of depression andmarkers
of depressiveness in terms of the dependence (confirmed in the course of computer
experiments) of the identified parameters of texts on the presence of clinical depression
or depressiveness in their authors.

However, as for the validity of the markers identified in this paper and described in
other linguostatistical studies, in other words, if we want to answer whether the found
parameters measure what they are designed to measure, specifically, «do the markers
of depression measure depression?», we should note the lack of linguistic theoretical
base in this research program. The fact is that the discrepancy between the markers of
depression and those of depressiveness that was found cannot be the subject of psycho-
logical experimental research alone, although the hypotheses proposed above about the
reasons for the differences must, of course, be verified before specialists in automatic
text analysis can confidently recommend their tools for mass surveys. Research in the
field of automatic network psychodiagnostics is really interdisciplinary and requires the
participation of linguists not only at the stage of preparing a linguistic analyzer, but also
at the stage of hypothesizing the properties of texts of peoplewith different psychological
characteristics [32]. Without proposing linguistic hypotheses and testing these hypothe-
ses using artificial intelligence methods, the conclusion that markers, for example, of
depression are those, and not other parameters of the text, turns out to be unreliable,
depending on the properties of the sample, on the genre and thematic specificity of the
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text, on other various conditions under which the texts included in the processed corpus
were created.

5 Conclusion

The application of the AQJSM algorithm allowed us to identify 16 linguistic markers of
clinical depression and 27 markers of depressiveness. However, the study showed the
existence of unresolved validity issues in modern research in computational linguistics
and automatic psychodiagnostics. What is recognized as linguistic markers of psycho-
logical characteristics or even psychiatric illness based on the results of mathematical
statistics or machine learning methods cannot be considered as actual indicators of the
authors’ characteristics until the experiments are conducted where dependent variables
– text parameters – are examined while controlling a number of independent variables.
Our work outlines a range of main independent variables that, along with personal char-
acteristics and psychiatric status, can affect the values of dependent variables, measured
values of text parameters. It should be noted, however, that the list of possible «causes» of
observed «text events»may be bigger thanwe currently think. In addition, the generation
of non-interpretable, and therefore meaningless, connections between the properties of
the author and the properties of his text should be replaced by AI testing of hypotheses
proposed by linguists. This procedure carried out under the guidance of AI specialists
will allow us to build reasoning models of experts that rely in their work on the text as
a source of information about its author.

Acknowledgments. The reported study was funded by RFBR according to the research projects
№ 18-00-00606 (18-00-00233) and № 17-29-02305.
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Abstract. An approach to the solution of the first task of automatically
taxonomy construction for the Russian language is described. This task
consists in matching unknown input-words with hypernyms from the
existing taxonomy. We show that useful results can be attained using
pre-trained distribution models without additional training.

Keywords: Hypernym discovery · RuWordNet · Distributional
models · fastText · ELMO · BERT · Rusvectores

1 Introduction

A hypernym–hyponym relation consists of pairs of words, where one of the terms,
hyponym, is a specific instance of the other word, hypernym. For example, the
“animal” is a hypernym of the word “dog”, while the word “spaniel” is the
hyponym of the same concept.

The taxonomic relations play a big role in thesauri constructions since it is
one of the ways of the synset connections. These relations have a great appli-
cation in semantically intensive NLP tasks, e.g., in Question Answering tasks
or search systems. However, it is not efficient to find them manually, so the
automatic taxonomy construction is a subject of many types of research for a
long time. The pattern-based approach is one of the most widely used methods
of extracting hypernym-hyponym relations, which uses joint co-occurrence of
hyponym and hypernym in texts [1,19]. One of the most popular pattern-based
methods for taxonomy discovery in the English language was proposed by Marti
Hearst in 1992 [10]. She manually designed the list of patterns for extracting
taxonomy relations from texts. For example, the pattern “NP {, } especially
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{NP, } ∗ {or | and} NP” allows to extract a pair “France, European country”
from the sentence “. . . most European countries, especially France . . . ” Another
method for taxonomic discovery uses distributed representations of words [2,27].

Vered Shwartz et al. [25] were first who combined pattern-based and distri-
butional approaches. They created the neural net HypeNET with LSTM archi-
tecture. To investigate if the two words are in the “hypernym-hyponym” rela-
tionship, the researchers proposed a method where each dependency between
terms was represented as a sequence of edges from x to y in the dependency
tree. Then all these sequences were encoded by the LSTM model, pooled by
average pooling layer in one vector, and were used as inputs for classification.

Over a long time, the researchers used unsupervised approaches for taxo-
nomic discovery [26]. Nevertheless, with the appearance of distributional word
representations, these representations became widely used as inputs for clas-
sifications. So the supervised approaches became very popular in the task of
hypernym discovery.

We participated in the first shared task on automatic taxonomy construc-
tion for the Russian language (RUSSE’2020 [20]). The goal of this task was the
following: neologisms needed to be associated with the appropriate hypernyms
from an existing taxonomy. Participants were invited to test their methods on
nouns and verbs for which public and private test data were provided. As a tax-
onomy, the RuWordNet (Russian WordNet [17]) was used, the format of which
is similar to the English WordNet [18] format.

The organizers provided a baseline that uses pre-trained models to obtain
word vectors. The method we propose here is an improvement of the baseline.
We intentionally employed a simple approach to identifying a hypernym of a
word, which we described below. We were interested in whether the Russian
taxonomy construction task can be solved using already available algorithms
and pre-trained models without additional training. Most likely, the answer is
no, because we reached MAP metric value 0.51 on nouns and 0.38 on verbs.
Nevertheless, we showed results not lower than the fourth place (from more
than 13 participants) on each test set.

The rest of the paper is organized as follows. Section 2 briefly outlines the
previous work related to our task. In Sect. 3, we present the datasets offered
by the shared task organizers and used pre-trained models. Section 4 provides
the details of the employed approach. In Sect. 5 we describe the results, and in
Sect. 6 we conclude.

2 Related Work

Earlier, three SemEval competitions were devoted to taxonomy discovery:
SemEval-2018 task 9: Hypernym discovery , Semeval-2016 task 13: Taxonomy
extraction evaluation, SemEval 2015 task 17 .

In the competition SemEval 2015 task 17 [6], the participants had to extract
hyponym-hypernym relations from English texts in four domains: Chemicals,
Equipment, Food, and Science. The taxonomy extraction usually consists of

https://repositori.upf.edu/handle/10230/35249
https://www.aclweb.org/anthology/S16-1168
https://www.aclweb.org/anthology/S16-1168
https://www.aclweb.org/anthology/S15-2151/
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three parts. Firstly the term-candidates are extracted. Secondly, the search for
relations is performed. Finally, the taxonomies are constructed. Most of the
teams concentrated on the second subtask, and only one team formed taxonomies
as well. Since the organizers did not provide any corpus, almost all participants
used Wikipedia-based corpora for their researches.

The competition SemEval-2016 task 13 [7] was also devoted to searching for
taxonomies relations and their further construction. The task was not monolin-
gual as the previous one and included four languages, English, Dutch, Italian,
and French. The best results were obtained by the team, which used Hearst pat-
terns and a big web-corpus. Moreover, in 2018 the researchers from Facebook AI
compared different taxonomy discovery methods and showed that the methods
based on Hearst patterns outperform distributional approaches on benchmark
datasets [22].

The goal of the taxonomy discovery task was reformulated in SemEval 2018
[8]. The main aim was to predict many hypernym candidates to one word. Three
languages (English, Spanish, and Italian) and two domains (Music and Medicine)
were considered in this task. The best results were achieved by the CRIM team
[5], which combined supervised methods and Hearst patterns. They used pre-
trained word embeddings and logistic regression as a classification algorithm, but
the main idea was the usage of projection matrices of query word embeddings.
The team 300-sparsans r1 [4] obtained the best result with Italian words. They
trained logistic regression as well and used the word embeddings as inputs for
classification. In Spanish, the best system applied the nearest neighbors classifi-
cation algorithm [21].

As for the Russian language, the hyponym-hypernym discovery problem is
not so highly investigated. In [23], Sabirova et al. proposed taxonomy relations
extraction from texts based on rules. They created six different patterns, e.g.,
“Y is kind/type/form/sort of X”. Then these patterns were extracted from texts
with the help of finite-state automaton.

For the hyponym-hypernym discovery, the researchers often use definitions
from the large dictionaries. In [11] the authors clustered the definitions using the
big corpus [12] and then extracted the hypernym candidates, using patterns for
verbose candidates. Besides, they trained the SVM classifier to extract the best
candidates.

3 Data Overview

This section provides an analysis of the data used to conduct the experiments.

3.1 RuWordNet

The organizers provided a Russian thesaurus RuWordNet [17], automatically
obtained from RuThes [16] by converting it to the WordNet [18] format.

RuWordNet is a set of synsets and relations between them. Synset is a set
of one or more synonyms (also called senses) that are interchangeable in some

http://www.ruwordnet.ru/ru
https://nlpub.mipt.ru/%D0%A0%D1%83%D0%A2%D0%B5%D0%B7
https://wordnet.princeton.edu/
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context without changing the truth value of the proposition in which they are
embedded. In RuWordNet, the number of senses for synsets varies from 1 to 42.
More than 90% of synsets have less than 6 senses, and more than 66% of synsets
have less than 3 senses. Senses are most often represented by one or two words,
but there are also senses with ten words.

Three parts of speech are presented in the thesaurus: Nouns, Adjectives
and Verbs. Each synset is represented by fields ruthes name and definition,
each sense is represented by fields name, lemma, and main word.

RuWordNet statistics are presented in Table 1, namely: the number of
synsets, the average number of senses, the average number of hypernyms (i.e.,
“parents”), the average number of hypernyms with hypernyms of hypernyms(i.e.,
with “parents of parents”), the ratio of non-empty definition and main word.

Below we give facts on the RuWordNet thesaurus:

– for all synsets, ruthes name is a non-empty string;
– for all senses, name and lemma are non-empty strings;
– definition of synsets and main word of senses are not always included in

descriptions.

In the framework of this competition, we are interested in Nouns and Verbs,
the number of synsets of which is 29,300 and 7,500, respectively.

Table 1. RuWordNet

PoS Synsets Avg senses Avg parents + par-s of par-s Avg definition Avg main word

Nouns 29,296 2.62 1.27 2.924 0.33 0.513

Verbs 7,521 4.69 1.37 3.017 0.468 0.349

Train Data. Table 2 shows the statistics of the training data set. From this
table we can observe the following:

– 52% of Nouns and 32% of Verbs with hypernyms are represented in the
training set.

– The training set has more than two times more hypernyms than the number
of “hypernym” relations in RuWordNet.

The first fact is due to the removal of synsets closer than five vertices from
the root by the organizers. The second fact is explained by both the “parents” of
the synset and the “parents of the parents” being probably used in the training
set.

Thus, we note the need to take into account the hypernyms of hypernyms
(i.e., parents of parents).
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Table 2. Train data

PoS Synsets Avg hypernyms (train) Avg hypernyms (RuWordNet relations)

Nouns 14,649 3.041 1.227

Verbs 2,357 3.438 1.512

3.2 Pre-trained Models

In the present work, we use the following pre-trained models:

1. ft cc ru 300,
2. RuBERT,
3. ruscorpora none fasttextskipgram 300 2 2019,
4. tayga none fasttextcbow 300 10 2019,
5. araneum none fasttextcbow 300 5 2018,
6. tayga lemmas elmo 2048 2019.

The first model includes pre-trained word vectors for Russian language from
Facebook [9]. The second one is an adopted BERT for Russian [14]. 3–6 models
are pre-trained word vectors for Russian from rusvectores [15].

Note that we used RuBERT as “embeddings”, considering the hidden layer
with dimension 3072 as word vectors: this idea was taken from the baseline
provided by the organizers of the competition. So, vector dimensions of 1, 3–5
are 300, second – 3072 and sixth – 1024.

Most likely, the largest text corpus was used for the first model, which
includes Wikipedia and Common Crawl (we do not know the exact volume of
crawl-data for the Russian, but roughly 24 terabytes of plain text was used for
157 languages [9]). Then, the second model was trained on Wikipedia and news
dataset; the third model on the Russian National Corpus. The fourth and the
sixth models were trained on the TAIGA corpus [24]. Finally, the fifth model
was trained on the Araneum Russicum Maximum [3].

4 The Baseline and Our Approach

This section first briefly describes the baseline, then a description of the steps
to improve baseline is provided. After that an out-of-vocabulary analysis was
performed. And finally, the last subsection describes an attempt to train the
BERT on the automatic taxonomy construction task.

4.1 Baseline

This subsection describes the baseline provided by the competition organiz-
ers. Briefly, this approach used the pre-trained distributional model to obtain
“synsets-synonyms”, whose “parents” are further used as answers. A more
detailed description is given below.

https://fasttext.cc/docs/en/crawl-vectors.html
http://docs.deeppavlov.ai/en/master/features/models/bert.html
https://rusvectores.org/ru/models/
https://commoncrawl.org/
http://ruscorpora.ru/
https://tatianashavrina.github.io/taiga_site/


Distributional Models in the Task of Hypernym Discovery 343

The common-crawl fastText [9] (300-dimension) model was used to obtain
synset vectors and word vectors for the input words. The synset vector was the
average word vector of all synset senses. Denote by variables nouns cnt and
verbs cnt the number of synsets-nouns and synsets-verbs, respectively. As noted
earlier, the total number of nouns is 29,300 and the number of verbs is 7,500. For
the existing taxonomy, separate vector matrices were created for nouns and verbs
of sizes {nouns cnt} × 300 and {verbs cnt} × 300, respectively. Then, for each
input word, the closest synsets were searched by cosine measure. The synsets
were considered as synonyms or hypernyms depending on the approach. In the
case where the nearest synsets were considered as synonyms, the hypernyms of
synonyms (from RuWordNet) were used as answers.

4.2 Proposed Improvements

Proposed improvements significantly increased a MAP on test samples.

1. Addition of ranking at the final stage: sorting synsets based on the recalcu-
lated rate for each synset id. The considered parameters are the following: k
(retrieval), n (final), p1, p2, p3. The addition of ranking gave the most sig-
nificant (5–7%) improvement in results. This improvement will be described
separately in the section named “Ranking”.

2. Extension of the string representation of the synset. The following fields
were considered as parameters: ruthes name, definition, name, lemma,
main word. We have revealed that the following combinations are better:
for nouns – two fields (ruthes name, name), and for verbs - all fields. The
above combinations are used for all models in our work except RuBERT. For
the latest, a standard string representation(just the names of the senses) is
used. Using non-standard combinations improved the results a bit (1–3%).

3. Addition of other relationships between synsets. We tried to add the “domain”
relation, which slightly worsened the results.

4. Usage of train data to get “parents” instead of getting hypernyms from
RuWordNet. Minimal decline.

5. Normalization of the words of the string representations of synsets. Improved
results (1–3%). This improvement will be described separately in the section
named “Normalization”.

6. Lemmatization of all words from a string representation of a synset. The
results have changed slightly.

Ranking. This improvement consists of adding parameters to the original algo-
rithm. The following parameters were used by the ranking algorithm:

– The number of synsets-associates, k.
– The number of final synsets-hypernyms, n.
– The plausibility of the fact that the synset-associate is a hypernym of the

input word, p1.
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– The plausibility of the fact that the hypernyms of the synset-associate are
the input word hypernyms, p2.

– The plausibility of the fact that the hypernyms of the hypernyms of the
synset-associate are the input word hypernyms, p3.

For synsets, a matrix of vectors M compiled, vector V assigned an input
word. An unnormalized measure was used to calculate relevance (R). In the
beginning, each synset from the thesaurus was associated with R = 0. At the
first step of the algorithm, the search was performed (by cosine measure) for
the k closest synset-associates (technically, we looked for vectors close to V in
the matrix M). Assume that r is a cosine measure for a synset-associate. Next,
there is a simple recalculation of R, consisting of 3 steps:

– R of the synset associate increases by r * p1.
– R of hypernyms of the synset-associate increases by r * p2.
– R of hypernyms of synsets from previous step increases by r * p3.

Hypernyms in the second and third steps were taken from the thesaurus using
the “hypernym” relation. At the end of the algorithm, the top n (by R) synsets-
hypernyms were selected for the answer.

Normalization

– First, all words were converted to lowercase.
– Second, all punctuation except for a hyphen (“-”) was replaced by a space.

Note that non-standard characters from the RuWordNet words were also
included in this list.

– Then, using the pymorphy2 [13] morphological analyzer, functional words
were removed: prepositions, conjunctions, etc. List of restricted tags: NPRO,
PRED, PREP, CONJ, PRCL, INTJ.

– If “Geox” was present in the word tag list, then the first letter was replaced
with a large one.

4.3 Out-of-Vocabulary Analysis

It was interesting for us to see how well the words are presented in the dictionaries
of models. Table 3 presents the out-of-vocabulary analysis for all models (except
RuBERT) on public, private words and RuWordNet words. RuWordNet words
were normalized in the same way as in evaluation. The first line in Table 3
shows the number of unique words separately for nouns and verbs. It should be
noted that in the string representation of the synset (regardless of the part of
the speech of the synset) there were nouns, verbs and other parts of speech. For
example, the number of words for N (46,079) did not mean that all 46,079 words
are nouns.

The second, third, and fourth columns of Table 3 show the following: the
number of words in the dictionary; the percentage of coverage of words in the
dictionary is in parentheses; and the character to indicate the part of the speech.
From the Table 3 we can observe the following:

https://pymorphy2.readthedocs.io/
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– ft cc ru 300 best covers the RuWordNet (coverage is 86.8% for Nouns and
89.2% on Verbs).

– araneum none fasttextcbow 300 5 2018 best covers the test Nouns
(coverage is 97.1% for Public test set and 96.9% on Private test set).

– tayga lemmas elmo 2048 2019 best covers the test Verbs (coverage is
89.1% for Public test set and 88.8% on Private test set).

Table 3. Out-of-vocabulary analysis

Model Public Private RuWordNet

Nouns – 762 Nouns – 1,525 Nouns – 53,082

Verbs – 175 Verbs – 350 Verbs – 27,427

ft cc ru 300 722 (0.947) N 1,443 (0.946) N 46,079 (0.868) N

140 (0.8) V 279 (0.797) V 24,470 (0.892) V

ruscorpora none fasttextskipgram 300 2 2019 548 (0.719) N 1,094 (0.717) N 30,625 (0.576) N

145 (0.828) V 281 (0.802) V 17,659 (0.643) V

tayga none fasttextcbow 300 10 2019 550 (0.721) N 1,100 (0.721) N 31,089 (0.585) N

153 (0.874) V 302 (0.862) V 17,975 (0.655) V

araneum none fasttextcbow 300 5 2018 740 (0.971) N 1,479 (0.969) N 31,341 (0.590) N

100 (0.571) V 208 (0.594) V 13,827 (0.504) V

tayga lemmas elmo 2048 2019 592 (0.776) N 1,209 (0.792) N 32,563 (0.613) N

156 (0.891) V 311 (0.888) V 18,640 (0.679) V

4.4 Attempting to Train BERT

The idea is to train the classifier on the lines “{hyponym string} is a
{hypernym string}”. The main difficulty that we encountered was the for-
mation of a high-quality training data set.

To train the classifier, we used the AdamW optimizer and BertForSequence-
Classification from the pytorch-transformers library. The training was carried
out 10 times (epochs). To get synset associations, we used our best algorithm
based on the standard model ft cc ru 300. We tried to take a different number
of synset associates (K): 10, 20.

At K = 10 we got a small recall - about 0.52. With K = 20 - 0.60. At K =
10 for the Public Nouns we got a MAP = 0.32 (while our best algorithm reached
0.5).

Thus, we list the problems: first, low recall at the stage of obtaining synsets-
associates (for the further formation of a training data set); secondly, with
increasing K, the training set became very unbalanced.

5 Results

The results are presented in Table 4. We intentionally did not include RuBERT
into the table so that there was no desire to compare with other models, because
we used RuBERT in an unusual way.
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– Here we list the same parameters for all models from Table 4 and RuBERT.
• The ranking algorithm was used with the parameters p1 = 0.1, p2 = 1.0,
p3 = 1.0, k = 10 and n = 10.

• Neologisms(input words) were lowercase.
• The comparison indicator was the MAP provided by the organizers of the

competition.
– Different parameters. String representations of the synsets. In Table 4:

ruthes name and sense name for Nouns and all possible fields for Verbs.
For RuBERT we used just sense name for both Nouns and Verbs.

Next, we describe the names of the columns and rows of Table 4. The first
column is the name of the model. The second and subsequent columns are results
for Public or Private test sets. “Lemmas” means that morphological analysis and
lemmatization by pymorphy2 were performed for words from string representa-
tions of synsets. The main cells show the result, the letter after the MAP means
part of speech (N stay for Nouns, V stay for Verbs).

RuBERT (not included in the Table 4) showed the following results:

– 0.329 on Public Nouns and 0.31805 on Private Nouns;
– 0.183 on Public Verbs and 0.189648 on Private Verbs.

Table 4. Results by models

Model Public Public lemmas Private Private lemmas

ft cc ru 300 0.511N 0.5115N 0.511N 0.516N

0.291V 0.286V 0.358V 0.345V

tayga none fasttextcbow 300 10 2019 0.25N 0.248N 0.253N 0.254N

0.209V 0.219V 0.252V 0.252V

araneum none fasttextcbow 300 5 2018 0.345N 0.35N 0.364N 0.371N

0.188V 0.208V 0.234V 0.229V

tayga lemmas elmo 2048 2019 0.359N 0.364N 0.41N 0.404N

0.334V 0.314V 0.387V 0.378V

Thus, we observed the following:

– Lemmatization (of sentence representations) did not significantly affect the
results. Some models showed a slightly better result, and some a little worse.

– First (ft cc ru 300) performed best results on nouns.
– Fourth (tayga lemmas elmo 2048 2019) performed best results on verbs.
– On Private Verbs, models showed results by 4–6% better than on Public

Verbs. However, we do not observe this on Nouns, except for the fourth model.
– Application of the model “RuBERT” in a proposed way did not show high

results.

Finally, Table 5 presents our top scores and our place in the participant
ratings.

https://en.wikipedia.org/wiki/Evaluation_measures_(information_retrieval)#Mean_average_precision
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– Compared to the Baseline, our method showed a MAP ...
• ... higher by ↑7.67% (Publ. Nouns) and by ↑9.53% (Pr. Nouns);
• ... higher by ↑5.83% (Publ. Verbs) and by ↑5.39% (Pr. Verbs).

– Compared to the best result in the competitions, MAP ...
• ... lower by ↓4.75% (Publ. Nouns) and by ↓3.59% (Pr. Nouns);
• ... lower by ↓6.91% (Publ. Verbs) and by ↓6.09% (Pr. Verbs).

Nevertheless, we showed results not lower than 4th place (from more than
13 participants) on each of the test sets:

– 3-rd on Public Nouns and 2-nd on Private Nouns;
– 4-th on Public Verbs and 4-th on Private Verbs;

Table 5. Our best results compared to the baseline and the best in the competition

Model, method PoS MAP

(public)

Rank

(public)

MAP

(private)

Rank

(private)

Unknown, best in the competition Nouns 0.5590 1 of 14 0.5522 1 of 17

ft cc ru 300, our Nouns 0.5115 3 of 14 0.5163 2 of 17

ft cc ru 300, baseline Nouns 0.4348 9 of 14 0.4210 9 of 17

Unknown, best in the competition Verbs 0.4033 1 of 14 0.4483 1 of 14

tayga lemmas elmo 2048 2019, our Verbs 0.3342 4 of 14 0.3874 4 of 14

ft cc ru 300, baseline Verbs 0.2759 8 of 14 0.3335 6 of 14

6 Conclusion

In this article we described our participation in the first joint task RUSSE’2020
on automatic taxonomy construction for the Russian language. We intended to
create a simple method (based on the baseline) using pre-trained models. Our
main contributions are as follows:

– We tested how the use of various fields from the RuWordNet affects the result.
– We added ranking to the baseline and several other parameters.
– We showed that, even without additional training, competitive results can be

achieved.
– Python (jupyter-notebook) source code is available online.

The main conclusion is that simple usage of the pre-trained distributional
model to obtain “synsets-synonyms”, whose “parents” and “grandparents” are
also further accounted into as the answer, shows competitive results in the auto-
matic taxonomy construction task for the Russian language.

https://github.com/vvyadrincev/taxonomy-enrichment
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Abstract. The paper discusses the methods of modeling and assessing the quality
of the argumentation used in popular science texts, as well as the software sup-
porting them. First, the authors study the aspects of argumentation persuasiveness,
i.e. the validity of conclusions presented in articles. Argumentation modeling is
performed using the argumentation ontology based on the AIF format (Argument
Interchange Format), whichwas adopted by the international community as a stan-
dard notation for describing arguments and argumentation schemes. The authors
have supplemented this ontology with the facilities necessary for modeling and
analyzing the quality of argumentation in popular science discourse. In particular,
we have introduced into the ontology facilities allowing us to assign the estimates
of persuasiveness (degree of the truth) to the arguments and statements and to
model the target audience. Thanks to these facilities, it has become possible to
analyze the persuasiveness of the argumentation regarding different target audi-
ences. To solve this problem, the authors propose a model and an algorithm for
calculating the persuasiveness of arguments allowing taking into account conflicts
between the arguments. The paper also provides an example of constructing a net-
work of arguments and calculating the degree of their persuasiveness using the
software system developed.

Keywords: Argumentation modeling · Analysis of argumentation
persuasiveness · Ontology · Popular science text

1 Introduction

Currently, popular science discourse, represented mostly by popular science books and
articles, is becoming an essential element of scientific activity since it is an efficient
means of communication with a wide audience. In this regard, there is a great need
for high-quality popular science texts that would increase the degree of trust in science
and scientific knowledge on the part of society and the state. The quality of such texts
depends not so much on their literary merits as on the quality of the argumentation
presented in them. In its turn, the quality of argumentation depends primarily on its
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transparency and persuasiveness, i.e. the degree of the validity of the conclusions con-
tained in the text. This explains the urgency of studying the argumentation presented
in popular science literature. To support such studies, we need tools for modeling and
analyzing argumentation in natural language texts.

Over the past 20 years, many software systems have been developed to support
the argumentation modeling, presentation and analysis. It is worth noting such systems
as OVA/OVA+ [1], Carneades [2] and Rationale [3]. However, these tools are mainly
aimed at supporting the modeling of a network of arguments and text markup and pay
little attention to the arguments’ strength and persuasiveness. In addition, as a rule, they
are not designed for text corpora and are poorly tailored to the needs of linguists and
philologists.

The study of argumentation requires a considerable amount of annotated data, i.e.
text corpora with argumentativemarkup, and appropriatemeans of statistical processing.
Though there are many scientific projects in this area, text corpora with argumentative
markup are quite rare in the public domain, which is also noted in [4], and those available
are quite small and, as a result, have limited representativeness for analysis. Most of
the existing resources are in English. The authors are not aware of the existence of
Russian-language corpora with marked argumentation.

This paper discusses the means of modeling and analyzing the persuasiveness of the
argumentation used in popular science texts created within the framework of the project
devoted to the study of the rhetorical and argumentative aspects of popular science
discourse. As a tool for such analysis, we propose a software system for argumentation
modeling and analysis. It provides researchers with the following options: finding and
extracting fragments in the source texts corresponding to the argument components
(premises and conclusions), building a network of arguments on their basis, assigning
weight to the premises of the arguments showing their degree of the truth, and analysing
the persuasiveness of the arguments used in the text.

The rest of the paper is structured as follows. Section 2 provides brief information on
the theory of argumentation and presents a modern approach to argumentation model-
ing. Section 3 substantiates the need to analyze the persuasiveness of the argumentation
used in popular science texts and describes the extensions of the standard argumentation
ontology providing such an analysis. Section 4 describes the model and algorithm for
computing the argument persuasiveness. Section 5 provides an example of constructing
a network of arguments and calculating the degree of their persuasiveness using the
software system developed. The Conclusion summarizes the intermediate results of the
creation and implementation of the methods and means for the analysis of the persua-
siveness of the argumentation used in popular science texts and outlines plans for the
future.

2 Argumentation Modeling

A systematic study of argumentation goes back to the works of Aristotle and ancient
rhetoric, but the theory of argumentation itself has been actively developing since the
mid-20th century, when S. Tulmin and H. Perelman (together with L. Olbrechts-Titeka)
independently [5, 6] abandoned the use of traditional mathematical logic in favor of
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developing a special logic of argumentation based on rhetorical and philosophical ideas,
which allows taking better account of its informal nature, dependence on context, focus
on a specific audience, etc. At present, many approaches to argumentation analysis are
being developed (see, for example, [7–11], as well as a review in [6, 12]). Among
them, a special place is occupied by developments focused on computer processing and
artificial intelligence systems (see, for example, [5, 13]). In particular, V.N. Vagin and his
followers used the argumentation theory in decision support systems to justify proposed
decisions [14].

There are many approaches to the conceptualization and formalization of argu-
mentative relations (see the references above). In most cases, the argument in them
is understood as a rule allowing judging the persuasiveness of the conclusion by the
persuasiveness of certain premises. In this work, we have chosen the AIF (Argument
Interchange Format) format [15, 16] as the argumentation basis because it is widely used
in argumentation analysis and is in good agreement with the objectives of our project.

In the AIF, argumentation is represented as a graph containing two types of nodes:

• I-node is a node representing information and containing a thesis (statement) that can
act as a premise or conclusion of an argument.

• S-node is a node connecting theses and arguments. There are three types of the S-node:

– RA-node represents an argument having one or more premises as the “input” and
one conclusion as the “output”. The premises and conclusions can be either an
I-node or S-node.

– CA-node represents the conflict of a pair of arguments. The conflict is considered
directed; undirected conflicts are formalized as a pair of counter conflicts.

– PA-node represents a preference relation for two nodes.

The semantics of the graph edges is presented in Table 1 in [16]. For example, the
arrow from the I-node to theRA-nodemeans that the thesis is the premise of the argument;
the arrow from the RA-node to the I-node means that the thesis is the conclusion of the
argument, etc. In particular, an argument can be directed to another argument, that is,
it can have the latter as the conclusion. Examples of such arguments are Ad hominem
arguments, i.e. attacks on all the arguments of a specific person.

Based on the AIF standard, several versions of the ontology were implemented
(AIF-RDF [17], AIF-OWL [18], AIF-EL [19]), which were used to describe the argu-
ments and argumentation schemes in various projects (ArgDF [18], ASPIC+ [20]). At
present, the AIF-ontology [21], implemented in the OWL DL language, is used [22].
This ontology defines the specification of the AIF format and argument schemes in the
form of classes, which allows an explicit classification of the schemes themselves. This
version of the ontology includes about 40 argumentation schemes from the D. Walton
compendium [11]. Assumptions and exceptions based on the critical questions given
in D. Walton’s schemes are included into the description of argumentation schemes as
additional premises.

The disadvantage of the AIF ontology discussed above is that it provides means only
for presenting arguments and argumentative structures, but does not support the analysis



354 Y. Zagorulko et al.

of the argumentation quality and persuasiveness. To copewith this shortcoming, we have
supplemented this ontology by facilities providing such an analysis.

3 Analysis of Argumentation Persuasiveness

It is imperative to analyze argumentation persuasiveness for at least two reasons: first,
in order to understand how persuasive a particular popular science text is and second, in
order to draw up recommendations for writing reasoned and persuasive texts. To achieve
the latter, i.e., to give authors appropriate recommendations, it is necessary to be able
to reveal what rhetorical techniques and argumentative structures are common for good
popular science texts. It is also necessary to understand what types of arguments are
more acceptable for various target audiences. Carrying out such studies in full, however,
requires a sufficient statistical sample of popular science texts containing various types
of arguments, that is, extensive research into fairly representative corpora of popular
science texts.

Fig. 1. Extension of AIF ontology.

Aswehavementioned, for the needs of this project, theAIFontologydiscussed above
is supplemented by the means of assessing the persuasiveness of theses and arguments.
For this, the nodes of the graph (not necessarily all the nodes) are assigned a degree of
persuasiveness, that is an element of a certain algebra; the degree of persuasiveness for the
conclusion of an argument is calculated on the basis of the degrees of the persuasiveness
of the premises and the argument itself, as well as on the basis of the degrees of the
persuasiveness of the theses conflictingwith this conclusion. Themathematical apparatus
used is the label-based framework approach [23] and fuzzy logic [24].

To present the degrees of persuasiveness in the network of arguments, we have
included several auxiliary classes into the AIF ontology (see Fig. 1). To set the degree
of the persuasiveness of the argument schemes, specific arguments, their premises and
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conclusions presented by the statements, regarding a certain audience, we have added
the Audience class to the AIF ontology. To set the degrees of persuasiveness (weights)
for the argument schemes, arguments, and statements, we have introduced into the AIF
ontology the Weight of Argument, Weight of Scheme, Weight of Statement, and Weight
of Statement classes. In addition, we have added the “is weight” and “relates” relations
connecting these classeswith the I-nodes, S-nodes, Schemenodes and the target audience
(Audience class) (see Fig. 1).

4 Calculation of the Persuasiveness of Arguments

As described above, AIF formalizes the argumentation network as a graph in which
arguments are represented as nodes with one or several incoming arrows (premises) and
a single coming out arrow (conclusion). The evaluation of the degrees of persuasiveness
presupposes that there are no vicious circles or cycles in argumentation in the graph.
Actual popular scientific texts may contain cycles of this type. For the argumentation
graph based on AIF, the absence of vicious circles means that the nodes of the RA type
with their premises give rise to the directed acyclic graph (DAG). At the same time, we
allow cycles for the nodes of the CA type (conflicts), which, however, can be taken into
account in the computing algorithm (see below).

The persuasiveness of conclusion depends on the persuasiveness of the premises
as well as of the argument itself. Various treatments of persuasiveness measurement
and computing are possible. One of the most popular approaches considers the degree of
persuasiveness as the probability of the statement turning out to be true. At the same time,
there are reasons to suggest that we are dealing here with another type of uncertainty,
different from probability.

4.1 Computational Model

The computing algorithm used in the present work is based on the operations of fuzzy
logic [25] (of which probabilistic logic may be considered as a special case). Fuzzy
logic defines the algebra of truth values, intermediate between the true and the false.
That being the case, the most important question consists in what this algebra measures.
The basic idea of our approach stems from intuitionistic mathematics and approaches
treating the truth in terms of proof. Therewith the argument is vaguely understood as
a proof leading to one or another degree of the truth of conclusion, depending on the
strength of the argument. In this sense the more grounded is the statement, the higher
is the degree of its truth. Another useful view consists in considering propositions as
sets of their proofs – so called “proposition-as-type principle,” also known as Carry-
Howard correspondence (see, for instance, [26]). An empty set corresponds to the absurd
proposition ⊥, which can have no proof. The negation of a proposition A is defined as
the function A → ⊥. Therefore, ¬A is true if every proof of A comes down to a proof
of ⊥, which means absurdity (speaking otherwise, A has no proof). Respectively, one
can speak of the persuasiveness of arguments in favor of a statement as well as of the
negation of a statement. We can extend these considerations to the situation of fuzziness.
In this case, fuzzy logic algebra measures the “degree of provenness” of a statement or
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the degree of its persuasiveness. If this degree is low, the statement is “not much proven”
or unpersuasive. If it is high, there are powerful arguments in its favor, and it is therefore
strongly persuasive. In general, the approach described above belongs to the area of
proof-theoretic semantics [27].

We would like to emphasize that this approach differs from that of defeasible logic
[28]. Defeasible reasoning is the reasoning allowed to be defeated. Defeasible rules
are the rules that have presumptions or exceptions, so that defeasible conclusions can
be revised when new information arrives or new calculation is done. However, these
conclusions themselves are not fuzzy; they can only be either true or false. The same
goes for defeasible rules. On the contrary, the calculation of persuasiveness requires a
different structure and different logic. Fuzzy statements are uncertain statements with
the truth values measured by a special algebra. Under attack, they are not defeated but
decrease their persuasiveness. We can add defeasible logic later if, for example, we
consider statements as defeated when their persuasiveness becomes too low. In general,
however, the two approaches are different; in our opinion, fuzzy logic ismore appropriate
for persuasiveness calculations.

Traditionally, fuzzy logic defines truth algebra as a bounded lattice with additional
binary operations called t-norm and residuum. They are generalizations of conjunc-
tion and implication, respectively. On their basis, further operations of negation, dis-
junction and others are defined. From the computational viewpoint, it is more conve-
nient to choose the basic operations differently. Persuasiveness algebra is a structure

, where A is a set, ≤ is a partial order on the set, ∧ and ∨ are
the infimum and supremum, and � and ⊥ are the maximal and minimal elements. As a
rule, the real interval [0, 1] with the usual order, infimum and supremum is used as A.
We will follow this.

⊗ and ⊕ denote t-norm and t-conorm, and is a unary operation formalizing
negation (see below). ⊗ and ⊕ are commutative, associative and monotone, as well as
neutral in respect to � and ⊥, respectively:

∀x (x ⊗ �) = x ∀x (x ⊕ ⊥) = x.

The operation ⊗ is a generalization of logical AND or the infimum in the situation
of fuzziness. It is used for combining the premises of arguments. Indeed, it is reasonable
to assume that the contribution of premises corresponds to AND since the argument is
valid when all premises are present. Thus, the conjunction is high when all its members
are high. In the same way, the operation ⊕ is a generalization of logical OR or the
supremum in the situation of fuzziness. It is used for combining several arguments of
the same statement. Indeed, it is reasonable to assume that the statement is convincing
when there is at least one argument supporting it. Thus, the disjunction is high when at
least one of its members is high (so, a certain sense, this is in an “optimistic” evaluation).

Table 1 shows three major algebras traditionally used in fuzzy logic. For reference,
we have included formulas for the implication ⇒ although we do not use them directly.
Other algebras are possible beyond these listed in the table (for example, K. Atanassov
[29] presents 185 different definitions of implication for fuzzy intuitionistic logic).

It should be noted that semantically we could distinguish between the persuasiveness
of statements and the persuasiveness of arguments. We identify the latter with the per-
suasiveness of the corresponding implication as follows. Most arguments have a form
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Table 1. Main operations for some fuzzy logics.

Operation Łukasiewicz logic Gödel logic Probabilistic logic

x ⊗ y max(0, x + y − 1) min(x, y) xy

x ⊕ y min(1, x + y) max(x, y) x + y − xy

x ⇒ y min(1, 1 − x + y) {
1 if x ≤ y

y if x > y

{
1 if x ≤ y

y/x if x > y

analogous tomodus ponens. For example, let us consider the (simplified) argument from
an expert: “P is an expert; P says that A; therefore A”. It can be viewed as a deduction
rule:

 is an expert  says that if  is an expert and 
 says that , then 

___________________________________________________ 
A 

According to the generalized modus ponens for fuzzy logic [24, 25], the weight of
conclusion is equal to the conjunction of premises and implication:

[[conclusion]] = ⊗
x∈Dprem

[[x]] ⊗ [[
implication

]]
(1)

(here [[x]] denotes the weight of the node x and Dprem is the set of premises). Let us
take the weight of the implication as the weight of the argument. Hence, persuasiveness
algebra measures the truth of a proposition on the one hand and the persuasiveness of
arguments (the truth of implication), on the other hand. In our case, the weight of the
implication is the weight of the argument’s node in the graph and formula (1) becomes:

[[conclusion]] = ⊗
x∈Dprem

[[x]] ⊗ [[
argument

]]
.

If a thesis has several arguments for which it serves as a conclusion, their weights are
summed up disjunctively: let Dargs be the set of arguments of the thesis A, the weights
of which are [[x]], then the weight of A is

[[A]] = ⊕
x∈Dargs

[[x]]. (2)

The argumentation graph with excluded conflicts is acyclic, which means that the
computing of weights for it comes down to a simple iterative process. This process
becomes more complex because some nodes can lack weight in the beginning and fail to
obtain it in the calculating process. In this case, if, for example, they serve as premises of
an argument, the weight of the conclusion of this argument cannot be computed. To take
this into account, some weights have a special value NULL and operations on weights
are correspondingly corrected: the result of the operation ⊕ is NULL if at least one of
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its arguments is NULL; the result of the operation ⊕ is NULL if both its arguments
are NULL. This corresponds to the semantics of these operations: on the one hand, the
conclusion of the argument is undefinedwhen at least one of its premises is undefined; on
the other hand, when one of the several arguments for the same statement is undefined,
it is simply disregarded.

Furthermore, somegraph nodesmayhave initialweights that depend on the audience,
external circumstances and other considerations. If a node does not have initial weight,
its final weight depends on theweights of the arguments in its favor, according to formula
(2). If it does have initial weight, the latter is disjunctively (i.e. by means of ⊕) added
to this formula. Semantically, this means that we take it into account as a result of some
argument, albeit not present in the graph.

4.2 Conflicts

The AIF assumes only one type of conflict: the directed conflict of two elements. The
graph shows it as a node with one incoming (conflicting) and one coming out (con-
flicted) arrow. A pair of opposite conflicts models symmetrical conflicts, such as logical
contradictions. For the purpose of computing the degree of the proposition’s negation,
persuasiveness algebra provides for the operation (“negation”):

There are many approaches to determining the concrete form of this operation
(Atanassov collects 53 variants, [29]). In case of truth algebra defined on the real interval
[0, 1], the negation function is usually defined as a non-increasing function, such that

and . Frequently, the function is chosen. On the
other hand, negation is often defined as the implication A → ⊥; hence ,
i. e. [[¬A]] = [[A]] ⇒ ⊥. In this case, operations are connected as follows:

(cf. x ∨ y = ¬(¬x ∧ ¬y)). These two definitions may coincide (for example in
Łukasiewicz logic) or not (for example, in Gödel logic). The choice of a particular
variant depends on the conflict’s semantics and requires further investigation. On the
current phase, we assume that .

The negation function by itself is not enough for conflict modelling; additional
decisions are necessary. If a thesis has pro and contra arguments, we can deal with
them variously.

One way consists in evaluating the degree of conflicts or contradiction for a given
set of arguments. To do this, we can start from the following modus ponens rule:

A A → ⊥
⊥ .

This scheme presents the argument in favor of the proposition ⊥, where A plays the
role of a premise, whereas ¬A = A → ⊥ plays the role of an argument. Every conflict
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then acts as such an argument and we can define the degree of conflict for the graph by
means of summation:

Confl = ⊕
x∈Dconfl

([[
conflicting

]] ⊗ [[conflicted]]
)
,

where Dconfl is the set of conflicts, and
[[
conflicting

]]
and [[conflicted]] are the weights

of the corresponding conflicting (that is “contradicting”) nodes. The degree of conflict
is the measure of the degree of contradiction for a system of arguments. The higher
the calculated degree of ⊥, the more contradicting the system is, and the more acute
the conflict of arguments. Maximal contradiction takes place when both A and ¬A have
the maximal degree of persuasiveness. The less the weight of one of them, the less the
resulting conflict. It isminimalwhen eitherAor¬A isminimal,whichmeans thatwehave
no arguments in support. The degree of conflict is not always minimal (i.e. not always
equal to⊥), which demonstrates that our argumentation graph not always complies with
the law of contradiction. It may occur that we have grounded arguments both in favor
of a statement and in favor of its negation, so that we cannot choose between them.
Moreover, in popular scientific texts this sort of situations are often created intentionally
with rhetorical aims. Allowing the non-zero degree of conflict, we can model such
undecidable conflicts.

Another way of dealing with conflicts is attempting to amend the weights in such
a way that will enable us to compute the influence of conflicting elements upon one
another. Asmentioned above, the algebra of persuasiveness measures the persuasiveness
of statements, which we can roughly understand as the degree of proof. Generally, the
persuasiveness of a statement and its negation are not directly bound. The degree [[A]]
measures the “proof” of A, whereas [[¬A]] measures the “proof” of ¬A. They relate in
various ways. In some cases, this relation is straight: a low degree of [[¬A]] means a
high degree of [[A]]. Otherwise stated, the proof of the absence of the proof of negation
increases the persuasiveness of the statement. However, in other cases, they can be
independent: a low degree of negation does not lead to the persuasiveness of a statement.
In the latter case, we can even name A and ¬A as conflicting only when they have some
particular weights. If, for example, these weights are low, we are not convinced in either
statement and thus may refuse to count them as conflicting. Even in the former case, we
can act differently. We can choose a “pessimistic” variant and hold that the weights of
a statement and its negation are combined conjunctively. Semantically, this means that
when the weight of [[A]] is high and the weight of is low, we choose the latter,
i.e. decrease the weight of the statement (attack prevails over support). We, however, can
choose an “optimistic” variant, when we do not decrease but preserve the weight of the
statement in this case (support prevails over attack), which corresponds to disjunctive
combining. Generally speaking, the choice of the strategy in this case may depend on the
nature of conflict, but currentlywe assume that support prevails over attack, whichmeans
that weights are combined disjunctively. This is a simplification, meaning semantically
that we take an attack as just one more argument of support but with a modified weight.

As a result, the weights of nodes in the coherent or “ideal” argument system must
satisfy the following condition. LetD+ be a set of arguments in support of the statement
A and D− be a set of arguments conflicting with A (attacks). Then the coherence means
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that for any such statement its weight is

(3)

To put it differently, the weight is the disjunction of a pair: the disjunction of support
arguments and the disjunction of attack arguments. The first of these disjuncts is com-
puted recursively for the acyclic graph. The second disjunct requires solving a non-linear
system of equations. Unfortunately, there are no general methods of doing this. Never-
theless, the system (3) forms a fix-point equation which permits numerical methods. For
example, in the case of continuous or even semi-continuous t-norms, the triangulation
technique may be used [30] (note that two of the three operations presented in Table 1
are continuous). This, however, requires substantial efforts, so at the current stage of
research we have adopted a rather simplified recursive procedure described below (cf.
[23, 31]).

The main idea of the algorithm consists in starting with the graph computed without
considering conflicts and then iteratively correcting its weights to achieve a maximal
(ideally, full) compliancewith formula (3). At every iteration step, all the graph’sweights
are recalculated on the basis of the weights obtained at the previous step. Thus, as a
starting step we take weights computed with excluded conflicts (this is always possible
for the directed acyclic graph). On every further iteration t+1, the weights are computed
according to formula (3) with conflicting weights from the previous iteration t:

Unfortunately, the convergence of this procedure in the general case has not yet
been studied (see, however, a special case in [31]), but we can assess the correctness of
the computed graph. Let us define the correctness of the graph as the average absolute
difference between an “ideal” (i.e. computed by formula (3)) and a current graph. The
correctness at the step t is

Corrt = <Aideal,At>N ,

where <x, y>N is the mean value of the absolute difference between x and y in respect
to the total number of the graph’s nodes N . Correctness is computed by iteration on the
graph’s nodes. The zero value of Corrt means the compliance with formula (3) for all
nodes of the graph, that is, arriving at the “ideal” state. As one can see, the graph stops
changing after that and the zero value of correctness remains unchanged.

5 Experimental Studies of Argumentation Persuasiveness

To study the persuasiveness of argumentation used in popular science texts, we have
proposed an expert the following scenario including two stages: evaluation of the argu-
mentation schemes regarding a given target audience and computation on the graphs of
arguments constructed for specific texts.
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Such an evaluation of the argumentation schemes is very important because when
studying arguments, we must take into account the way of thinking and the value system
of various audiences. For example, arguments meaningful for general public may be
less important for students and scientists. At the same time, reference to the opinion of
famous scientists will matter more for researchers than for students and schoolchildren.

The stage of the evaluation of argumentation schemes is as follows:

• Selecting a target audience from the ontology.
• Selecting argumentation schemes from the ontology and estimating them regarding a
selected audience. To estimate the persuasive power of these schemes, the expert can
use a specialized search tool, which returns a list of all the occurrences of a selected
argumentation scheme (in the form of text fragments) in the corpus and in the text
context (concordance).

• Assigning weights to the argumentation schemes in accordance with the estimation
obtained. Argumentation schemes are weighed based on a linguistic scale, each value
of which corresponds to a particular numeric value.

The weights assigned to the argumentation schemes are used for all argumentation
graphs constructed for the texts analyzed with respect to a given audience. The proposed
computational model assumes that the following conventions are observed:

a) The weight of a scheme is considered as the maximum possible persuasiveness of
the argument constructed using this scheme;

b) The weight of a scheme is used as the initial weight of the argument that is an
instance of this scheme,

c) In the process of computations, the weight of the argument can either decrease or
remain unchanged.

Next, the expert builds an argument graph for the selected text using these schemes.
After that, he can proceed to the second stage of research, namely, computation on the
argumentation graph. The computation stage is as follows:

• Assigning initial weights to the I-nodes (statements) involved in the argument. An
expert can consider various aspects when he/she assigns initial weights. For example,
how obvious the statements are to the target audience, whether the statements are
all-known facts, or whether their immediate contexts contain marker words, such as
“obviously,” “maybe,” “unlikely,” “however,” etc.

• Computing the weights of all the nodes of the graph according to the computational
model.

• Analyzing the results of computation. This step may include such observations as
identifying the “key” arguments and conflicts affecting the weight of the main thesis,
assessing the degree of influence of conflicts, studying the dependence of the result
on initial weights, etc. If necessary, the computation of the persuasiveness of the
argumentation can be performed with other initial weights.

• Saving results for further use.
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To conduct experiments on evaluating the argumentation persuasiveness, we used
the Software System for Modeling and Analysis of Argumentation (SSMAA) support-
ing the proposed scenario. Its architecture is described in [32]. The SSMAA is a web
browser-based application designed to create text corpora and annotate texts based on
the ontological representation of D. Walton’s schemes. The system also provides the
study of the statistical and structural features of the argumentation used in texts and
supports navigation and search through annotated texts and the ontology.

The SSMAA offers two alternative ways of representing a network of arguments
(Fig. 2): in the form of an interactive graph or in the form of structured text (a list of
arguments). In the graphicmode, the user can see the entire network of arguments, where
the nodes correspond to the I-node and S-node instances of the AIF ontology. In the text
form, the arguments and their parts are represented as list items. The user can switch
between the graph and text representations of the network of arguments. In Fig. 2, both
modes are shown side by side for comparison.

Fig. 2. Two ways of representing the network of arguments.

In order to put our scenario into practice, we had to make a few important updates to
the System. First, we introduced into the AIF ontology the components for modeling the
weights of statements and arguments with respect to the selected audience, described in
Sect. 3, and implemented the software tools necessary for working with them. Second,
it became possible to create for each text several argumentative markups designed by
different experts and/or for different audiences. Third, we implemented the computa-
tional model (Sect. 4) and added some GUI features, allowing the users to set initial (a
priori) weights to argumentation schemes and graph nodes, to start computing, to obtain
results, etc.

A user can set an a priori weight to any node of the argumentation graph. A priori
weights are the starting point of the computational model described in Sect. 4. When
computing, the SSMAA traverses through the argumentation graph and successively
computes two weights for every node it goes into: the conflict-free weight and conflict-
considering weight.When the former is computed, only the⊗ and⊕ operations are used,
while the latter is computed considering the attacks. For any node N, its conflict-free
and conflict-considering weights are equal if there are no other nodes attacking N.

The weights are real numbers lying in [0, 1]. The model also has a special NULL
value corresponding to the absence of weight at the node. Computations converge if a
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subgraph comprising only the I-Nodes and nodes of the RA type is a directed acyclic
graph, that is, the graph does not comprise a vicious circle. Otherwise, the system cannot
compute anything.

Figure 3 shows an example of a weighted argumentation graph built on the following
text:

Fig. 3. An example of a weighted argumentation graph.

It is well known that in the center of almost every large galaxy there is a massive
black hole [S1, S2]. At the same time, the heaviest galaxies are surrounded by the most
massive dark matter halos [S3]. This has given rise to suggestions that dark matter
plays a key role in the growth of black holes [S4]. Research by scientists from the Max
Planck Institute for extraterrestrial physics, the Munich University Observatory, and
the University of Texas at Austin [S5], however, has shown that there is no such direct
connection [S6], and the growth of a black hole is determined by the formation of the
galactic core [S7, S9].

This text presents a typical for popular science discourse picture of a clash of the
opinion generally accepted in the scientific community with the alternative opinion of a
certain group of experts.

The argumentA1, built on thePopularOpinion_Inference scheme, expresses the gen-
erally accepted opinion. It connects the premise S1 with the conclusion S2. At the same
time, the statements S2 and S3 form a causal relationship with S4, which is expressed
by the CorrelationToCause argument A2. An expert opinion is represented by A3 and
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A4, both built on the ExpertOpinion_Inference scheme. Their premises are S5, S6 and
S7. Both A3 and A4 go to their own conclusions, which are S8 and S9, correspond-
ingly, and come into conflict with the generally accepted opinion. This opinion is first
attacked from the side of A2 by the GeneralAcceptanceDoubt_Conflict C1. S4 and S9
form counter conflicts C2 and C3 (LogicalConflict scheme).

Let us select as the target audience people not related to science, assign initial weights
to the premises, taking into account the selected audience, and run the computations on
the argumentation graph shown in Fig. 3.

Table 2 contains results of a few iterations of computing performed on the argumen-
tation graph. The weights of the nodes S1, S3, S5, S6, S7, A1, A3 and A4 have not
changed at all, so we omitted them. (Note that all values were rounded to four decimal
places.)

Table 2. The results of calculating the degrees of persuasiveness.

Step S2 S4 S8 S9 A2 C1 C2 C3 Confl Corr

0 NULL NULL NULL NULL 0.8 1.0 0.5 0.5 NULL NULL

1 1.0 0.72 0.7 1.0 0.8 1.0 0.5 0.5 0.8768 1.18e−2

2 1.0 0.72 0.7 1.0 0.8 1.0 0.5 0.5 0.8768 1.18e−2

3 1.0 0.86 0.7 1.0 0.86 1.0 0.5 0.5 0.9443 1.6e−3

4 1.0 0.887 0.7 1.0 0.86 1.0 0.5 0.5 0.955 0.0

10 1.0 0.887 0.7 1.0 0.86 1.0 0.5 0.5 0.955 0.0

100 1.0 0.887 0.7 1.0 0.86 1.0 0.5 0.5 0.955 0.0

200 1.0 0.887 0.7 1.0 0.86 1.0 0.5 0.5 0.955 0.0

The first row of Table 2 corresponds to the initial state when only the a priori weights
are known. As anyone can see, starting from step 100 weights stopped changing, and
the correctness of the graph Corr became equal to zero, which means that the process
converged (see Sect. 4.2).

Table 2 also has a column Confl containing the degree of conflict for the graph. Its
value stabilized at the time when the correctness became equal to zero. All this indicates
that the graph is in balance. Note that the degree of conflict is rather large; it indicates a
significant inconsistency of the system of arguments presented in the graph.

Now let us evaluate how the arguments considered above affect scientists, for exam-
ple,mathematicians or physicists. First,wewill discover that scientists donot like phrases
like “It is well known that.” It follows that for this audience PopularOpinion_Inference
scheme is low in weight. In this case, we should set the initial weight of the argument A1
much lower than it is in Fig. 3. The remaining arguments, however, have more scientific
support; therefore, their initial and calculated weights will not be very different from
those given in Fig. 3 and Table 2 (see Fig. 4 and Table 3).

Table 3 shows that the persuasiveness of the arguments for the scientific audience
has turned out to be lower than for the people unrelated to science.
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Fig. 4. The argumentation graph with weights related to a scientific audience.

Table 3. The results of calculating for a scientific audience.

Step S2 S4 S8 S9 A2 C1 C2 C3 Confl Corr

0 NULL NULL NULL NULL 0.8 1.0 1.0 1.0 NULL NULL

1 0.45 0.324 0.64 0.576 0.8 1.0 1.0 1.0 0.6031 3.8e−2

2 0.45 0.324 0.64 0.576 0.8 1.0 1.0 1.0 0.6031 3.8e−2

3 0.45 0.6106 0.64 0.8626 0.872 1.0 1.0 1.0 0.7909 1.71e−2

4 0.45 0.6274 0.64 0.8626 0.872 1.0 1.0 1.0 0.7973 1.85e−2

10 0.45 0.4744 0.64 0.7773 0.872 1.0 1.0 1.0 0.721 2.6e−3

100 0.45 0.4866 0.64 0.7937 0.872 1.0 1.0 1.0 0.7288 0.0

200 0.45 0.4866 0.64 0.7937 0.872 1.0 1.0 1.0 0.7288 0.0

6 Conclusion

The paper presents the means for modeling and analyzing the persuasiveness of the
argumentation used in popular science texts. We have implemented these means in the
software system developed within the project. Using this system, the user can find and
select fragments in the source text corresponding to the components of the arguments
(premises and conclusions), build a network of arguments on their basis, assign weights
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to the premises of the arguments showing their degree of the truth, and analyze the
persuasiveness of the arguments used in this text.

The authors propose a model and algorithm for calculating the persuasiveness of
arguments based on the apparatus of labeled networks and fuzzy logic. We have carried
out experiments to compute the degree of persuasiveness of the arguments contained in
the network of arguments constructed using the software system developed. The results
of these experiments have showed that the algorithm is suitable for calculating the
persuasiveness of the arguments used in popular science texts containing a conflicting
set of arguments.

Further development of the means for modeling and analyzing the persuasiveness
of argumentation involves the implementation of other computational models and alge-
bras of persuasiveness, as well as conducting experiments with subsequent comparative
analysis of the results obtained with different models.
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the projects of the Russian Foundation for Basic Research No. 18-00-01376 (18-00-00889) and
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Abstract. A method of intelligent information search and contextual informa-
tion provision in distributed data warehouses is proposed, that allows increasing
the efficiency and quality of providing information for intelligent preparation and
decision support. The method is based on the proposed compositional ontological
model that provides an interoperable representation of knowledge about the tasks
(processes) of the subject area, taking into account user profiles, in combination
with functionally oriented information resources formed on the basis of general-
ization and semantic integration of structured, poorly structured and unstructured
data from heterogeneous sources.

Keywords: Intelligent information search · Compositional ontological model ·
Information demand

1 Introduction

The constant increase in requirements for generalization and analysis of structured,
weakly structured and unstructured data from heterogeneous sources determines the
need to develop existing and create new approaches to information search based on
intelligent technologies.

The traditional approach to solving search problems in distributed data warehouses
is information search based on user queries, which provide either contextual informa-
tion or a ranked list of links to relevant information resources (Golenkov et al. 2019;
Grinchenkov et al. 2016).

The main limitations of existing search methods are their low pertinence, that is,
insufficient compliance of information needs of users with the results of information
search. This is due to the lack of efficiency and quality of providing these methods with
information needs in the context of the tasks being solved. Thus, users, on the one hand,
need time to formalize their information needs in the form of search queries, which often
contain errors and are characterized by ahighdegree of ambiguity. In addition, users often
do not know which search queries will be able to provide the required information. This
leads to iterative refinement, correction, and entering additional search query options
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into the information search system. Not the best alternative is to view a large number of
suggested search results to choose the best one.

An ontological approach is promising for creating effective methods of information
search in distributed data repositories. it allows: to clearly represent the knowledge
of experts and ensure their joint use, including in various subject areas; to integrate
information and its representation in a form that is convenient for sharing in order to
solve a variety of tasks; to increase attention to the accuracy and strictness (formality) of
the definition of terms entered into the dictionary and the relationships between them, to
the development of an apparatus for manipulating ontological models (Chibirova 2014;
Blomqvist et al. 2016). However, the limitations of using this approach for modern
information search systems are the complexity of their creation, associated with both
time costs and the need to attract a large number of experts in the subject area (Gribova
et al. 2013; Gribova et al. 2017; Kureichik and Safronenkova 2017; Arp and Smith 2015;
Karima et al. 2016; Hitzler et al. 2016).

Moreover, existing approaches to view of the subject area of information retrieval
include separate construction of domain ontology (Rogushina 2017) and ontology appli-
cations (Dyachenko andZagorulko 2014; Zagorulko et al. 2018),which provides require-
ments for submission of the information needs of decision-makers, taking into account
the specifics of the tasks of management, as well as restrictions on their decision, and
the automatic formalization in the form of enhanced search queries to distributed data
stores.

In (Borisov et al. 2019a), an ontological approach is developed and a composite
ontological model based on it is proposed, which is a composition of three coordinated
interdependent ontological models: tasks, functionally oriented information resources,
and user profiles. The compositional ontological model provides an interoperable repre-
sentation of knowledge about the tasks (processes) of the subject area taking into account
user profiles in combination with functionally oriented information resources formed on
the basis of generalization and semantic integration of structured, poorly structured and
unstructured data from heterogeneous sources.

The article proposes a method for intelligent information search and contextual
information provision in distributed data warehouses based on a composite ontological
approach, which allows increasing the efficiency and quality of providing information
needs for intellectual training and decision support.

2 Compositional Ontological Model for Generalization
and Semantic Integration of Structured, Weakly Structured
and Unstructured Data

The proposed compositional ontological model is based on the results of analysis
and systematization of intellectual support and decision-making processes in complex
organizational and socio-technical systems (Borisov et al. 2019a).

The proposed ontological model is a composition of three coordinated interdepen-
dent ontological models: the task ontology Oz, the ontology of functionally oriented
information resources Or, and the user profile ontology Op:

KOM = <Oz,Or,Op>.
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The ontological model of Oz tasks defines a set of decision-making stages, as well
as a set of tasks and subtasks performed on each of them, and is represented as:

Oz = <Z,Rzc,Rzo,A,F(A)>,

where Z is a set of tasks that are decomposed into their corresponding subtasks; Rzc is
a set of “part-whole” relations between tasks and their corresponding subtasks; Rzo is
a set of fuzzy conditionality relations when performing tasks (subtasks); A is a set of
attributes of tasks and subtasks, represented as atomic information units necessary for
their solution; F(A) is a set of restrictions on attribute values.

The ontological model of functional-oriented information resources Or defines
information for performing the corresponding tasks, and is represented as:

Or = <C,Rr,D,A,F(A),Ax>,

where C = {Cs|s = 1,… ,S} – the set of classes (subclassed) information objects that
characterize the information resources required for decision-making; Rr – many hier-
archical relationships between classes and subclasses (the ratio of “part–whole”) and
fuzzy relations of influence between the attributes; D is the set of domains to unions of
classes (subclasses) and their instance sets characterizing their attributes; A variety of
attributes of classes (subclasses), characterizing the system and external factors; F(A)
– many restrictions of attribute values; Ax – set of axioms for generating output from a
set of attributes and relationships.

The composition of ontological models of tasks and functional-oriented information
resources is supplemented by an ontological model of user profiles implemented on the
basis of an agent-based approach:

Op = <Id ,Ef , Str>,

where Id is information about the agent, Ef is a set of agent actions, and Str is a set of
agent behavior strategies and implements the following tasks:

• automatic generation of search queries to data warehouses;
• analysis and generalization of information search results;
• consistent structural and parametric adaptation of ontological models when changing
the functional or informational components of decision-making processes.

The agent Id information includes information about the hierarchy level and agent
status, as well as the scalability level of the information.

The set of actions of the Ef agent includes: updating the current information;
clarifying the task; making changes to the ontological model of Oz tasks; form-
ing a search query; information search; evaluating the results of information search;
aggregating (identifying) information; making changes to the ontological model of
functional-oriented information resources Or.

According to the possible sequences of actions listed above, the following strategies
for agent behavior are possible:
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• a well-known task has been set, and the available information resources are sufficient
to meet the information needs;

• a well-known task has been set, and there are not enough available information
resources to meet the information needs;

• a new task has been set, and the available information resources are sufficient to meet
the information needs;

• a new task has been set, and there are not enough available information resources to
meet the information needs.

Implementation of the proposed compositional ontological model in the form of a
knowledge base focused on a specific subject area is appropriate on a remote server
(“cloud”).

3 Description of the Method of Intelligent Information Search
Based on a Composite Ontological Model

The algorithmic description of the proposed method of intelligent information search
based on the compositional ontological approach is shown in Fig. 1.

Intelligent information search is performed in distributed data stores (“cloud”) in
accordance with automatically generated search queries.

Stages 1–2.After the user receives amanagement task (the task comes as a formalized
text document from a remote user (via a remote server), this task (document) on a remote
server (“cloud”) using a computer analysis tool for text information (for example, the
RCOFactExtractor SDK) is subjected to linguistic parsing of the text, taking into account
the grammar and semantics of the language, into information objects. The knowledge
base of this tool is based on a composite ontological model of the decision-making
process, which is located on this server.

An information object is an elementary unit of information that corresponds to a
class (subclass) of the compositional ontological model of the decision-making process.

After the linguistic analysis is performed, the “task” type object that the user needs
to solve is identified, its execution restrictions (for example, spatial and temporal), and
objects that are semantically related to the task and their attributes.

In addition to identifying the information objects contained in the document, the
analysis of text information determines a complex indicator PRb (taking into account
the priority of the source of information ISTb and its relevance VRb) and the degree of
proximity SIOb of information objects of the text SIOb, b ∈ 1, …, B with elements of
the composite ontological model Zd , Cd , Azd , Ard .

The complex PRb indicator is defined by a functional dependency:

PRb = f (ISTb,VRb).

The degree of proximity SIOb is determined based on indicators:

SIOb =
{(

SIO
b
g/sg

)
|g ∈ 1, . . . ,G

}
,
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Fig. 1. Algorithm of the intelligent information search method based on the compositional
ontological approach

where S = {sg|g ∈ 1,… ,G} – linguistic characteristics of the information object, which
determine its degree of proximity to the elements of the compositional ontologicalmodel;

SIO
b
g – the degree of compliance of the SIOb information object with the characteristics

of S.
If the analysis of the problem reveals information objects that do not belong to

the objects of the composite ontological model, then a set of compliance indicators is
determined for each of them SIO, which will be applied at the stage of making changes
to the composite ontological model.
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The result of the problem analysis is a set of information objects SIO =
{SIO1, …, SIOb}, a set of complex indicators PR = {PR1, …, PRb}, and a
set of indicators of the degree of compliance for all stages of analysis SIO ={
(SIO

1
1, . . . , SIO

1
g) . . . (SIO

b
1, . . . , SIO

b
g)

}
.

All information objects obtained from the analysis of the problem are distributed
among instances of the composite ontological model.

Stage 3. for each of the information objects defined in stage 2, theRz,Rr, andRs rela-
tionships in the compositional ontologicalmodel define their attributes, aswell as seman-
tically related classes (subclasses), their attributes, instances of classes (subclasses), and
their attributes. The result of this stage is an expanded set of SIO’ information objects, a
set of complex PR’ indicators and a set of compliance indicators for all stages of analysis
SIO′.

Stage 4. the Set of information objects received in stage 3 are automatically formal-
ized on the remote server (“cloud”) as a search query Q, where the information objects
are elements of the search image of the query

Q = f
(
SIO′, I

)
.

Stage 5. At this stage, an information search is performed, that is, the selection of
information objects from distributed data stores relative to the search query Q, which is
implemented through distributed cloud computing. The selection consists of matching
the many elements of the image search query SIO’ search images facts IOPX and docu-
ments distributed data store DPX , which are formed with automated indexing incoming
stream of documents (similar to step 2).

As a result of the information search, a set of IOPX information objects is formed,
found in distributed data stores, corresponding PRPX and IOPX indicators those defined
during indexing of facts and documents (similar to step 2) and links to DPX documents
that contain this fact

Rez(Q) = <IOPX ,PRPX , IOPX ,DPX>.

Stage 6. This stage is carried out to ensure the relevance, completeness and accuracy
of information about the search image of the query. Such a characteristic of information
as reliability is not considered, since the restriction is accepted that only known reliable
information can be stored in a distributed data warehouse.

The need to aggregate the found information occurs only if there are at least two
information objects that belong to the same instance of the class (subclass) or its attribute
(hereinafter aggregated information objects). The number of aggregated information
objects includes the information objects identified in step 2 of this method.

Aggregation refers to combining or enlarging indicators based on some attribute to
get generalized, aggregate indicators – aggregates.

Among the set of aggregated information objects, the object that has the maximum
value of the complex indicatorPRmax is defined, and the set of information objects whose
values of complex indicators correspond to the condition

PRi + σ ≥ PRmax,
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where σ is the allowable deviation of the complex indicator, determined on the basis of
expert opinions.

Only information objects whose complex indicator value meets the requirements of
the IOPX1, …, IOPXj, condition are subject to aggregation. other information objects are
excluded from the aggregation procedure. Further, the aggregation procedure is based
on production rules that take into account the linguistic features of the subject area of
information search.

Aggregation results obtained on a remote server are presented to the user as
functional-oriented information resources, the structure of which corresponds to the
management task obtained in step 1, and the identified information objects are replaced
or supplemented with aggregated information objects.

At stage 7, the need to make changes to the knowledge base based on the composi-
tional ontological model of decision making and initialize the mechanism for changing
it is determined. If the stage 2 will be detected information objects, not belonging to the
composite elements of an ontological model, each of them compares the degree of con-
formity SIOb of an information object SIObwith valuesZd ,Cd ,Azd ,Ard , characterizing
similarity of compositional elements of an ontological model.

The approach proposed in (Borisov et al. 2019b) is used to calculate proximity values
for elements of the composite ontological model of values Zd ,Cd ,Azd ,Ard , based on
agglomerative methods of hierarchical clustering (Zhambu 1988), information objects
are grouped with classes, subclasses and attributes of the composite ontological model,
and the value of the degree of proximity, for example, for an element Zd is determined
by the expression

Zd = {〈
tmd ,

{(
wmdg/sg

)|g = 1, . . . ,G
}〉|m ∈ 1, . . . ,Md

}
,

where for all d ∈ 1, …, D tmd is the m-th significant attribute in an element (class,
subclass, attribute) of the composite ontological model Zd , wmdg ∈ [0, 1] is the degree
of correspondence of the tmd attribute to the characteristic sg in the element Zd .

The SIOb information object being mapped corresponds most closely to the Zd*
element, which has the highest degree of fuzzy matching

Z∗
d : max

d∈1..D
ρ(SIOb,Zd ).

As a measure of the degree of fuzzy matching, it is proposed to use the expression
(Gavrilova et al. 2009; Hero 2015; Hero 2019).

ρ(SIOb,Zd ) = 1 − 1√
G

√√√√√
G∑

g=1

(
SIO

b
g − Z

d
g

)2
.

After determining the value of the index of the degree of fuzzy correspondence based
on the intervals α and β determined using the expert method, a decision is made to make
changes to the compositional ontological model:

• if Zd* > α, the SIOg information object being compared is automatically added to
the composite ontological model;
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• if β < Zd* ≤ α, the expert must confirm or clarify the changes made to the composite
ontological model, which the remote server administrator takes over;

• if Zd* ≤ β, the expert must independently make changes to the compositional
ontological model.

The need to use the expert method to determine the intervals α and β is due to the
implementation of the information aggregation function under conditions of uncertainty
and high risks when using the results of information search in making a decision.

Stage 8. Delivery of the received information search results to the user in the form
of functional-oriented information resources for making decisions on and information
about making changes to the knowledge base to the administrator of the remote server.
The overall structure of functional-oriented information resources corresponds to the
management task obtained in step 1.

4 Results of Applying the Method Intelligent Information Search

As an example of the proposed method, let’s consider the process of planning cargo
transportation by a transport and logistics company. The user assigned to perform this
task is the Manager of this company. The effectiveness of this task depends on the user’s
experience, skill level, and awareness. To solve the problem of transport planning, the
Manager must create the following list of documents for strict reporting: consignment
note; invoice; bill of lading, etc.

Thus, when a request for cargo transportation is received, the text of the request
is automatically parsed linguistically. With the help of a knowledge base based on a
composite ontological model for solving transport and logistics problems (Fig. 2), the
information objects of the document text are compared with the elements of the compos-
ite ontological model and the information object is identified as belonging to the “task”
class.

For a Manager who solves the problem of transportation planning, one of the main
documents that needs to be developed is a bill of lading. To effectively perform this task,
you need to search and aggregate data about the vehicle, driver, route, name and nature
of the cargo, time of dispatch and delivery of the cargo, the sender and recipient of the
cargo, and the cost of delivery.

With the traditional approach, the Manager needs to generate a lot of requests to the
Internet to get up-to-date information about the state of the road network and climate
conditions. Using the proposed method of intelligent information search allows you to
automatically generate an extended search query to the Internet. The search query is
expanded based on a compositional ontological model.

As a result of using the developed method, the time for generating information
requests in transport and logistics companies has significantly decreased relative to the
existing approaches to “manual” forming user requests to distributed data stores.

5 Conclusion

The paper proposes a method of intelligent information search based on a composite
ontological approach, which allows to significantly improve the quality and efficiency
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Fig. 2. Compositional ontological model for solving transport and logistics tasks

of information search by the user to a distributed data warehouse in accordance with the
transport and logistics task being solved by:

• first, automatic formalization of the search query (formalize the user’s information
need) in the language of the knowledge base, taking into account the restrictions
imposed on its implementation (spatial, temporal, climatic, etc.), which eliminates
ambiguity, errors and the need to repeatedly Refine the search query;

• second, reducing the time spent on creating multiple search queries for information
objects identified in the task, and analyzing the results of information search by the
user;

• third, a complete and accurate description of the user’s information needs, achieved
by presenting the knowledge base in the form of a composite ontological model.

The proposed method also allows to efficiently implement a mechanism for auto-
mated adaptation of knowledge base, made in the form of composite ontological model
for the solution of logistic tasks, change the task performed by the user, and to the
emergence of new information resources in distributed data stores.
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Abstract. To provide security for modern computer systems (i.e. iden-
tify threats and employ countermeasures) threat modelling is used on
early stages of life cycle (requirements, design). Security patterns can
be applied as security design decisions. However there are some chal-
lenges, related to management of security patterns, in particular, lack of
methods to identify the necessity of security patterns and weak integra-
tion with security risk-based models. To overcome these restrictions we
have developed an ontological format (schema), which allows a) creating
security pattern catalogs, and b) defining context labels to map patterns
with design decisions and security problems. We have proposed a usage
model of security pattern catalogs. The usage model enables creation
of domain-specific threat models, used for ontology-driven threat mod-
elling. Also, OWL ontology and a free toolset (Java, OWL API) have
been developed to manage security pattern catalogs and motivate devel-
opment of high-level software tools for maintenance of security pattern
catalogs.

Keywords: Software security · Security patterns · Threat modelling ·
Knowledge management · OWL

1 Introduction

Security is one of the fundamental design challenges of modern computer sys-
tems. On early stages of life cycle, system architects use threat modelling for
identification of security threats and their countermeasures in order to increase
security level. An issue with the threat modelling is that system architects do
not have enough experience as security experts do. Moreover, the latter are
less involved in the development process, because of fast system deployment
approaches, which do not leave time for deep security analysis, and automatic
deployment tools, able to create multi-component applications and even virtual
data centres on the fly.

A possible decision can be security patterns. Security patterns are known
as descriptions of security problems that appear in specific contexts and present
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well proven solution for them. They are created by security experts and represent
best security practices for inexpert computer system architects.

The research community has been collecting security patterns (also misuse
patterns, threat patterns etc.) for decades [1,2]. However there are some chal-
lenges related to their use in modern computer systems. First, systematic meth-
ods are required to identify the necessity of security patterns for a particular
design decision [3]. Second, existing security patterns need to be redesigned to
better tackle the security problems developers and architects actually face [4].
High security is the result of two processes: information flow analysis (security
by design) and formal modelling (security by certification) [5]. So, the threat
modelling based on security patterns should be integrated with appropriate risk-
based models.

In this paper we aim at developing a format (schema) and means to maintain
security pattern catalogs, which collect security knowledge and allow one to use
the data for different cases. We propose an ontological approach and conception
of context security patterns towards solving the problems described above.

The ontological approach is based on Web Ontology Language (OWL). OWL
is compatible with RDF (Resource Description Framework), they are both used
to build different datasets of the LOD (Linked Open Data) cloud. The main
advantage of the LOD approach to knowledge management is an opportunity to
add pieces of intelligence to the data processing. In particular, the OWL-based
knowledge management systems use the description logics (DL) as a background.
DL allows one to describe concepts of a domain and relations between them in
a very formal way. Also, reasoning procedures with relatively low computational
complexity (under certain conditions) and advanced rule-based processing can
be added to these systems. There are several researches aimed at employing
the ontological approach, in particular based on OWL, into the security domain
[6–8]. A context security pattern contains a precise description of security prob-
lems and their solutions. It also has criteria that allow to “automatically” answer
the questions, like “Is the pattern suitable for a system design?” and “Does the
pattern solve (describe) a particular security problem, valuable for its context?”.

We also propose to use security pattern catalogs for creation domain-specific
threat models, as a part of the ontology-driven threat modelling (OdTM) frame-
work [9]. Each domain-specific threat model contains a set of typical components
of some architectural domain, threats and countermeasures. A system architect
describes its computer system with DFD (Data Flow Diagram); then automatic
reasoning procedures are used to semantically interpret the diagram and figure
out relevant threats and countermeasures for the system.

2 Ontological Format (Schema) of Security Patterns

Security pattern format (schema) is a model of security patterns, represented
as an ontology. It includes concepts and individuals, used to describe security
patterns and create catalogs of security patterns. There are two main points of
the proposed ontology. First, the use of the ontology allows one to represent
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different types of patterns (security patterns, as well as misuse patterns and
common threats), and enables automatic building of advanced hierarchies of
patterns and their properties. Second, it allows putting a pattern into a context,
i.e. adding labels (properties) that enable automatic answering different decision-
support questions.

Fig. 1. Structure of format

Figure 1 shows the generic structure of the format with main properties.
Properties of the format include five sections that are described below.

Metadata. The metadata section contains properties used to identify a partic-
ular pattern and its idea [1]. To describe the pattern one should use the common
fields like “textIntent”, “textProblem”, “textSolution*”, “textConsequences”,
“textImplementation” (not shown in Fig. 1).

In some cases one has to avoid putting a full description of a pattern because
of copyright and trademark, so the “textreview*” fields should be used to
describe the pattern in own words. Also, the metadata should contain links
to an original pattern’s document, which is the most valuable thing there.
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Organization and Scope. This section describes organizational aspects of a
pattern (type - “hasType”, used template - “hasTemplate”) and its scope (i.e.
relations to other patterns). A pattern can belong to a group (“hasGroup”),
use other patterns as a part of its decision (“usesPattern”), relate to another
pattern (“relatesTo”). Also you can define relation between a concrete pattern
and abstract one (“isChildOf”).

Common Characteristics. Several attempts have been made to create a tax-
onomy of security patterns [10–12], so the security community has the com-
mon approach to classify existing patterns. This section represents this view
and contains base labels, used by the researchers, like “hasArchitecturalLayer”,
“hasConstraintLayer”, “hasResponseType”.

Context Characteristics. The “context” term means a possibility to use a
pattern in a design of computer system (i.e. answering the question “Is the
pattern suitable for the system design or not?”). The idea of the context approach
is that each computer system can be described in two ways: with components
and (or) functions (features). And here two options are possible.

First option is based on an assertion that functions are unique features that
build a coherent model of system, and components are common items, used
by all systems. For example, what functions make a hypervisor (IaaS compo-
nent) unique? An answer might include “Management of VMs”, “VM migra-
tion”, “Virtual networking” etc. What common components does it consist of?
It might be “Hardware server”, “Operating system”, “System service”, “Network
service”, “CLI interface”, “API interface”. In many cases security problems of
common components are known and well described, and security problems of
functions are in focus for a new type of computer systems. An ideal model has
a well-formed hierarchy of components. For such models it would be possible to
consider only functions for domain specific systems.

Second option is that the function is a part of component that does not have
subcomponents (i.e., functions describe non-decomposable parts of components).
For example, there is “Hypervisor”, and we do not want to decompose it (e.g..
to say it includes virtual machine manager, virtual network manager and virtual
storage machine manager). Instead, it can be said that hypervisor is an atomic
component, and it provides the functions of management of virtual machines,
management of virtual networks and storages.

The current version of our ontology contains the “component-function” mod-
els for the Cloud computing [13,14] and IoT (Internet of Things) [15–17] fields.

Security Characteristics. The next step of the pattern contextualization is to
correlate patterns and security challenges. A relevant question, which the secu-
rity characteristics allow to answer, is “Does a security pattern solve a particular
security problem, valuable for its context?”. Sure, a final decision is the respon-
sibility of a system architect, but this set of labels reduces the number of options
and offers only relevant security solutions.

The current version of our model proposes to use threats and security con-
cerns as security labels. Considering a pattern you can figure out a set of threats,
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related to this pattern (which ones the pattern touches). This can be useful from
the viewpoint of security experts. This ontology uses a model of threats based on
CAPEC (Common Attack Pattern Enumeration and Classification). We revised
its “Domain of Attack” view and created a list of base threats for communica-
tions and software (see Fig. 2).

Fig. 2. Threats used by model

This list enables mapping of CAPEC and threats, assigned with items of a
security pattern catalog. It is possible to map other security enumerations, like
CWE (Common Weakness Enumeration), to CAPEC [18], and as a result to
enrich security pattern catalogs with external data.

Security concerns [10,11] are considered as security features that a security
pattern holds in terms of software requirements. Such approach is useful for
description of security problems from perspective of developers.

We consider security control families from the NIST SP 800-53 publication
as security concerns (see Fig. 3). In theory this enables mapping of security
pattern catalogs with different security control catalogs (NIST SP 800-53, ISO
17799/ISO 27002) [19,20].

3 Usage Model of Security Patterns

A description of a security pattern contains a lot of explicit and implicit knowl-
edge from the security domain. The proposed format allows one to order this
knowledge and formalize it by means of the ontological model. There are sev-
eral use cases of security pattern catalogs. In this work we propose to use the
catalogs for creation of domain-specific threat models as a part of the ontology-
driven threat modelling (OdtM) approach [9], which has been introduced earlier.
The OdTM approach provides graphical representation of computer system
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Fig. 3. Security concerns

Fig. 4. Usage model

architecture (Data Flow Diagram, DFD) as a set of the DL axioms and cre-
ation of relevant threat lists by automatic reasoning procedures. The basis of the
threat modelling process is an ontological domain-specific threat model. For a
specific domain it contains lists of typical system components, relations between
them, and threats, associated with the components.
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Ontological security pattern catologs (Fig. 4) should be considered as com-
mon metamodels, because they combine descriptions of security problems and
their solutions both in general and for specific domains (Cloud computing, Inter-
net of Things, Software defined networks etc.).

The proposed format of security pattern and appropriate procedures allow
one to create libraries that are required to build domain-specific threat models
(metamodels). The list of required libraries includes:

Libraries of Architectural Elements and Functions. Elements (components, data
flow, boundaries) can form hierarchies. To apply functions into the ontology-
driven threat modelling, mapping should be added between functions and archi-
tectural elements.

Library of Threats. A hierarchical list of possible threats for a domain, with the
context labels and dependencies on data flows, components and countermeasures.

Library of Security Patterns. A hierarchical list of security patterns (counter-
measures) with the context labels and dependencies on data flows, components
and threats.

The bottom layer of the proposed usage model contains end models (system
models, threat models, security pattern models), which are parts of the ontology-
driven threat modelling process.

4 Implementation

The proposed format has been implemented as OWL ontology. We have imple-
mented our ideas as a free toolset for creation of security patterns, called SPCat-
alogMaker1. SPCatalogMaker includes the schema ontology itself and a small
building tool (“Maker”), based on the OWL API library.

To create a catalog, you should add pieces of an ontology as a set of OWL
files, which import the schema ontology, and create a resulting ontology and
RDF dataset from the source files with Maker. At the present time you can
use the Protege ontology editor to edit your catalogs. The development of more
user-friendly tools (e.g. wiki based system with tree-like navigation and forms
to fill data) is a quite a challenge.

You can use Protege to illustrate the ability of the ontology to “answer”
different questions. The questions can be represented as the DL queries as well
as the SPARQL (SPARQL Protocol and RDF Query Language) queries. For
example, you can ask a list of patterns, related to the Man in the Middle threat:

SecurityPattern and hasThreat value threat ManInTheMiddle
or create more sophisticated request, like a list of patterns related to threats,

which affect confidentiality:
SecurityPattern and hasThreat some (hasSecurityObjective value SO

Confidentiality)
Figure 5 shows an example of execution of the last DL request on a test

dataset with Protege.
1 https://github.com/nets4geeks/SPCatalogMaker.

https://github.com/nets4geeks/SPCatalogMaker
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Fig. 5. Execution of DL request

5 Related Work

There are diverse researches aimed at formalizing security patterns. Most
scientific results are based on UML (Unified Modelling Language) and its
means [21,22]. UML is a common approach to describe different aspects of com-
puter systems, and it is used to create diagrams for security patterns.

One of the latest works [23] has proposed a security pattern classification,
based on Attack Defence Trees (ADT), which provided a well-known approach
to computer security for decades. Their classification has exposed relationships
between software attacks, security principles, and security patterns. Also they
have offered an approach to infer ADT from the CAPEC enumeration.

Work [24] has researched a challenge of automatic correction of security issues
in declarative deployment models of cloud services based on the ontological app-
roach and security patterns. Their implementation has been directly based on
First-order logic (FOL) and the low-level logical programming (Prolog).

Work [25] has been aimed, first, at developing a modelling language that
allows the definition of security patterns with metamodelling techniques, second,
at providing validation mechanisms for the verification of security properties.
This work also propose a set of guidelines for the modelling of security patterns.

An advantage of our approach as compared with the works mentioned above
is the use of description logics through OWL and the automatic reasoning fea-
tures as an implementation. This allows one to involve a strict formalization and
object-oriented approach into the design of knowledge management systems, as
well as to apply various high-level means, like the SWRL (Semantic Web Rule
Language) rules, the SPARQL queries.
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A few works offer the ontological approach and OWL language for selection
and management of security patterns. The work [11] has proposed an approach
to facilitate the mapping between security requirements and their solutions, i.e.
security patterns. Their have developed a security pattern search engine intended
to reuse security expertise in the software development. In [12] the authors pro-
posed to add ontological descriptions to pattern descriptions (i.e., represent exist-
ing security patterns in form of an ontology) with the aim to create a catalog of
security patterns.

Our work should be considered as a continuation of the previous efforts
[11,12]. Our contribution to this field include the definition of context and secu-
rity labels that enable the mapping of patterns to design decisions and security
problems, and implementation of these ideas as a part of the ontology-driven
threat modelling.

6 Conclusions

In this work we have considered the management challenges of security pat-
terns and the opportunity to use them in the threat modelling of modern com-
puter systems. To overcome existing restrictions we have developed a format
(schema) that allows creating ontological catalogs of security patterns. The for-
mat includes five sections (Metadata, Organization and scope, Common charac-
teristics, Context characteristics, Security characteristics). The last two are used
to put a pattern into a context and define applicability as a solution of a security
problem.

We propose a usage model of security pattern catalogs, which enables the
creation of domain-specific threat models, used for the ontology-driven threat
modelling. There are three layers of the proposed model: common metamodels
(represented by security pattern catalogs), domain-specific metamodels, and end
models (system models, threat models, and security pattern models). Also, OWL
ontology and a free toolset (Java, OWL API) have been developed to manage
security pattern catalogs and enable development of high-level software tools for
maintenance of security pattern catalogs.

The actual challenges for further research are:
Creation of different security pattern catalogs. The proposed ideas should be

proven on real catalogs. We are going to start creating a threat catalog for the
Cloud computing domain based on the schema ontology.

Development of methods and tools of automatic mapping catalog data with
existing security enumerations (CAPEC, CWE, CVE). It allows one to enrich
data with real use cases.

Development of methods and tools of integration domain-specific threat mod-
els with risk-based security models (NIST SP 800-53, ISO 17799/ISO 27002).

Development of applications for management of security pattern catalogs. It
would allow one to create ontologies by security experts without the use of OWL.
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Abstract. The paper proposes an algorithmic structure of inforware for assessing
the condition of a technological process for the production of phosphorus from
apatite-nepheline ore waste. The structure is based on the use of an ensemble of
deep recurrent neural networks for forecasting process parameterswith subsequent
aggregation of their outputs for clustering, the results of which can be used to
analyze repeatability and stability of the process. The results of checking structure
operability on a software model created in Python are presented.

Keywords: Condition assessment ·Machine learning · Neural networks
ensemble · Deep recurrent neural networks

1 Introduction

The objective of the conducted study is to develop infoware for the automated system
of control in technological process (ASCTP) for the production of yellow phosphorus
from apatite-nepheline ore waste to assess the condition of the technological process
(TP). This waste is accumulated in large quantities within the territories adjacent to the
mining and processing plants, causing great environmental damage to the environment
and human health, so the task of creating technological cycles for their processing, as
well as their infoware, is now an urgent problem.

One of the problems in assessing the TP condition is to obtain data for detecting its
characteristics such as stability and repeatability, directly affecting the quality of products
and compliance with its standards [1]. The problem of forecasting the TP conditions is
of current interest, it allows providing stability and repeatability due to timely response
to undesirable trends in the development of TP.

TP control requires the application of efficient algorithms allowing calculation of the
optimal control actions on the basis of incoming information about TP. The hierarchical
principle of constructing ASCTP assumes different levels of decision-making: at the
lower levels these are various technical regulators (proportional, proportional-integral,
etc.), at higher levels more complex algorithms are connected that allow evaluating the
condition of the TP using highly reliable net-centric systems [2]. The term «net-centric
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control» came to technical applications from military science and suggests the control
object to be a distributed system, and control to be based on the principles of a weak
hierarchy in the decision-making circuit and the ability to generate objectives within
itself [3].

The network concept for building control systems makes it reasonable to use intelli-
gent treatment for technological information such as artificial neural networks processing
the input information presented in a matrix form and differ in their ability to learn from
existing data without the need to write an additional algorithm for their processing.

Intelligent systems based on the use of neural networksmake it possible to generalize
many examples generated on the basis of technological information and automatically
generate functional dependencies that put a certain state in correspondence with the
observed data (runs TP diagnostics). However, it should be noted that the drawback of
systems based on machine learning principles is their inability to explain the obtained
results. This fact motivates the construction of hybrid algorithms that allow “generating
explanations” and the need which has been noted by researchers for a long time.

A distinctive feature of the solutions application based on DNN is the dominance of
the engineering approach in the development of their architectures, since it is mathemati-
cally impossible to determine the network parameters that provide its required objective
characteristics [4]. It is explained by a very large (hundreds of millions) number of
adjustable parameters of powerful deep neural networks. Therefore, the development of
DNNarchitectures for specific applications, for TP control systems in particular, remains
an urgent scientific and practical problem, the solution of which makes it possible to
considerably improve ASCTP infoware.

The paper proposes an architecture of the ensemble application for one of DNN type,
which is recurrent neural networks (RNN), for processing technological information
coming from a net-metric control system.

The novelty of the approach to the TP condition assessment consists in the con-
sistent use of the RNN ensemble for forecasting data with their subsequent clustering.
The application of such an architecture is justified by RNN property of finding deep
regularities in data given in the form of time series. Based on the «memorization» of
the prehistory of the current value the network makes a forecast of its development.
Clustering, in its turn, selects patterns in the forecasted values of the parameters, which
makes their further use in determining the characteristics of repeatability and stability
of TP possible.

2 Problem Statement

Phosphorus production from apatite-nepheline ore waste presents a complicated
chemical and energy technological system (CETS) consisting of three units:

– a pelletizer, it forms raw pellets from ore waste;
– a multichamber indurating machine of a conveyer type (MIMCT) for ready-made dry
pellets;

– an ore-thermal furnace (OTF), where pellets are melted with the release of gaseous
phosphorus which is moved to special storage.
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For each unit mathematical models, based on the theory of heat and mass transfer,
thermodynamics, thermophysical laws, are developed [5, 6]. The models use a large
number of internal parameters, but for the purposes of controlling a net-centric system,
the important ones are input/output parameters of units:

– granulator input parameters: D, dispersion of apatite-nepheline ore waste; u, mass
fraction of moisture in them;

– MIMCT output parameters (output for a granulator): r1, radius of a raw pallet; uo,
pellet moisture content; ε, pellet porosity;

– OTF input parameters (output for MIMCT): r2, radius of a roasted pallet; σ, strength
of a roasted pellet; η, degree of response in decarbonization reaction;

– OTF output parameter: γ, the purity of the obtained phosphorus, the output parameter
for CETS.

Thermophysical, lithographic, and granulometric parameters and the properties of
the material flows of the converted raw materials at the inputs of the units have an
additional influence on the TP, however, at the first approximation, we will consider
them as constant, at least for a given supply of raw materials and the time interval for
TP monitoring.

Using parameter symbols and considering them as time functions t, the TP condition
can be presented by the vector:

A(t) = (D(t), u(t), r1(t), r2(t), u0(t), ε(t), σ(t),η(t), γ(t))T

Having designated the forecasting time interval by τ, the task is to assess the condition
of TP A(t + τ ) and identify patterns in the forecast data that can be used to determine
repeatability, stability of TP and control objectives. In a more specific formulation, the
forecast problem looks like this: according to time intervals Nb of the previous period,
from which samples A(t) were taken after each Ns intervals of �t, to predict A(t) for the
next Nd counting, τ = Nd Ns �t.

3 Materials and Methods

All elements for vector A(t) are scalars, so the sequence of each of them, taken at time
intervals �t, will be a time series. Their analysis is carried out in two directions: the
identification of the time series nature and the forecasting of its values for some interval.

The methods of analysis for the time series are diverse and their large group is rep-
resented by statistical methods. However, this approach requires a preliminary selection
of the statistical model and additional procedures to determine its parameters [7]. In
addition, the number of such parameters is relatively small, which allows expecting only
an average estimation of the process [8].

A large group of analysis methods and forecasting for the time series use the expert
approach based on the knowledge formalization [9]. Good results are given by com-
bined models combining genetic algorithms, neural networks [10], two-stage models
(clusterization followed by regression) [11, 12]. The difficulties in applying these meth-
ods include the need for a lot of preliminary work on the formation of knowledge bases,
problem adaptation to the use of evolutionary algorithms, and others.
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Nowadays, analysis and forecasting of time series based on such a variety ofmachine
learning as deep RNN becomes more and more popular. The structure of such networks
has computing units simulating «memory», taking into account previous information,
which makes forecasts more accurate compared to classical statistical methods. RNN
application saves from the above mentioned difficulties typical for statistical and expert
methods of analysis for time series.

Among the various types of RNN, the long short-term memory (Long Short-Term
Memory, LSTM) algorithm has the highest representative power. It was proposed in
1997 but deep neural networks LSTM, realizing it, have recently become widespread
in solving the problems of recognition and synthesis of speech, text [13], action [14],
human activity [15] and others, where the prehistory of the processes are taken into
account.

The successful experience of LSTMuse for accounting the time duration of processes
served as the reasoning for choosing this type of RNN to forecast the condition of
phosphorus production for TP under consideration.

The use of LSTMnetworks ensemblewith further clustering of the obtained forecasts
is proposed for the problem of TP condition assessment A(t + τ). The use of neural
networks ensembles is widespread in the analysis for data and allows improving the
quality of the applied solutions [16, 17], including forecast problems [18].

In the proposed ensemble there are seven LSTM, input data array which have the
following composition:

for LSTM1 – LSTM3:

XG =

⎛
⎜⎜⎜⎜⎜⎝

D(t) u0(t)
D(t − Ns�t) u0(t − Ns�t)
D(t − 2Ns�t) u0(t − 2Ns�t)

. . . . . .

D(t − Nb�t) u0D(t − Nb�t)

⎞
⎟⎟⎟⎟⎟⎠

(1)

for LSTM4 – LSTM6:

XM =

⎛
⎜⎜⎜⎜⎜⎝

r1(t) u0(t) ε(t)
r1(t − Ns�t) u0(t − Ns�t) ε(t − Ns�t)
r1(t − 2Ns�t) u0(t − 2Ns�t) ε(t − 2Ns�t)

. . . . . . . . .

r1(t − Nbs�t) u0(t − Nb�t) εr1(t − Nb�t)

⎞
⎟⎟⎟⎟⎟⎠

(2)

for LSTM7:

XR =

⎛
⎜⎜⎜⎜⎜⎝

r2(t) σ(t) η(t)
r2(t − Ns�t) σ(t − Ns�t) η(t − Ns�t)
r2(t − 2Ns�t) σ(t − 2Ns�t) η(t − 2Ns�t)

. . . . . . . . .

r2(t − Nb�t) σ(t − Nb�t) η(t − Nb�t)

⎞
⎟⎟⎟⎟⎟⎠

(3)

The output for the networks are the following parameters: LSTM1 – r1; LSTM2
– uo; LSTM3 – ε; LSTM4 – r2; LSTM5 – σ; LSTM6 – η; LSTM7 – γ. The enlarged
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structure of the proposed LSTM ensemble and the entire solution for the problem of the
condition assessment forecast and clustering is shown in Fig. 1.

D u r1 εu0 r2 ση

LSTM1 LSTM2 LSTM3 LSTM4 LSTM5 LSTM6 LSTM7

A(t)

A(t+Ns ΔT)γ рr1 u0 ε η r2 σ

Clustering
Z

Data Base

Fig. 1. Infoware structure

The first functioning of the ensemble takes place in time interval Nb�t from the
beginning of calculation t0. Further, as new data come, they are accumulated and in time
interval Ns�t the ensemble functions again shifting down rows in (1)–(3) excluding the
last one and adding the row corresponding to A(t0 + Nb�t + Ns�t) from above.

The results of ensemble forecasts are accumulated in the data base and after a suf-
ficient number of rows with elements A being accumulated in it, clustering is carried
out.

A variety of clustering methods makes it possible to apply them taking into account
the subject area, problems and characteristics of the data themselves. The best known
methods are the k-Means, hierarchical clustering, density–based spatial clustering of
applications with noise (DBSCAN).

In this study, DBSCAN was chosen, since data about TP condition usually contain
noise of various nature (measuring, systematic, random, etc.), but this algorithm works
properly in their presence [19]. Moreover, it can find anomaly in data [20, 21] and
form clusters not only of spherical shape but of arbitrary shape, which is important
in problems, including the problem under consideration, in the absence of assumption
about these cluster shape.

Data array for clustering represents a matrix containing the TP condition:

U = (
Ap(t0 + (Nb + Ns)�t)Ap (t0 + (Nb + 2Ns)�t), . . . , Ap (t0 + (Nb + NdNs)�t)

)
,

where Ap – forecast values A at a given time point.
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4 Results and Discussions

The proposed algorithm structure for infoware of TP condition assessment is imple-
mented in a program in Python 3.6. using Keras neural network library, which provides
a convenient high-level interface with the tensor calculation framework TensorFlow
[22]. For graphic representation of the results a data visualization library matplotlib was
used. The program realized the structure shown in Fig. 1. All seven LSTM had the same
composition presented in Fig. 2, which differs in the number of network inputs.

Fig. 2. LSTM structure

The networks are built for the «sequence to end» mode, in which the output contains
only the last result for each input sequence, and not together with several previous
ones. All networks were learnt separately according to the data from file lstm_dat.csv
prepared on the base of mathematical models application for individual TP units [5,
6] and containing 50000 lines with TP specific numerical values of elements A. From
file, in accordance with (1)–(3), the input arrays XG, XM, XR were formed and output
variables of networks LSTM1 – LSTM7 in accordance with Fig. 1 were extracted. 40000
lines were used for learning and 10000 lines were used for testing. To simulate the TP
condition change harmonic trend forD and u0 was introduced into the data. The learning
was performed during 30 epochs with the use of video card NVIDIAGeForce GTX 1650
which accelerated this process only twice due to the specificity of RNN architecture. It
should be noted that, when training convolutional networks, the gain can be more than
10 times. To control the learning quality the metric accuracy was used, which on the test
sample was in the range from 0.78 to 0.85. Figure 3 shows graphs r1 and u0, constructed
with the use of data from lstm_dat.csv (dashed line) and forecast variants received with
the help of LSTM1 and LSTM2 (dots) after networks outputs denormalization.

The program works in two stages: the first one uses ensemble LSTM and forms
file clust_dat.csv with the results of TP condition assessment. At the second stage, the
data from clust_dat.csv undergo density-based clustering using the DBSCAN object
connected from a specialized library Python sklearn.cluster. This method application is
justified by the lack of the need for indicating the supposed number of clusters, which is
difficult to do in this case, when analyzing the forecasting values for TP condition. The
adjusting parameters of the method are eps, the maximum distance between neighboring
points and min_samples, the minimum number of points in the neighborhood for the
formation of a cluster.
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Fig. 3. Forecast results for parameters r1 and uo with the help of LSTM

The results of density-based clusteringZ reflect the presence of two clusters and noise
(points which are not referred to any clusters) for their visualization (Fig. 4) a method for
reduction of dimensionality t-SNE (t-distributed stochastic neighbor embedding) was
used that minimizes Kullback–Leibler distance between two distributions taking into
account the positions of clusters points [23].

For comparison, Fig. 4a shows the result of clustering after applying the least- squares
method of the 4-th order to predict TP parameters, and Fig. 4b shows the results after
replacing LSTMnetwork with GRU (Gated Recurrent Units) network, which is a simpli-
fied version of LSTM. A visual analysis of the results shows that after applying LSTM,
clustering gives the most distinguishable density areas, while the least- squares method
does not allow the clustering algorithm to make division into regions.

The obtained clustering results show that the trend, input into the initial data, is
reflected in the TP condition. This can be used in the analysis of the repeatability and
stability of TP, as well as for controlling and optimization of the modes in the entire
CETP of phosphorus production.
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Fig. 4. Visualization of results for TP condition clustering

5 Conclusion

As a result of the work done, an algorithmic structure of infoware is proposed for
assessing the condition of the technological process for the production of phosphorus
from apatite-nepheline orewaste. The structure is based on the two-stage data processing
characterizing the TP condition: at the first stage the TP condition is forecasted using
the ensemble of recurrent neural networks, at the second stage the density clustering of
the obtained forecasting data is carried out.

The description of the software implementation for the proposed algorithmic struc-
ture of infoware is given and the results of a simulating experiment with a data
set simulating the technological parameters of CETP for phosphorus production are
presented.
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The results of the work can be used in the algorithmic support of ASCTP in various
application areas where a forecast for assessing the TP condition, as well as analysis of
its repeatability and stability, is required.

Acknowledgments. The reported study was funded by RFBR according to the research projects
(No 19-01-00425 and No 18-29-24094).
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Abstract. A general concept of software and information support for laser-based
additive manufacturing of metal parts from powder compositions is proposed. It is
based on an ontological two-level approach to the formation of knowledge about
the processes of laser additive manufacturing. For such an approach, the ontology
is clearly separated from the knowledge base. So, domain specialists can create and
maintain knowledge without intermediaries in terms and representation that they
understand. The conceptual architecture of the decision support software for laser-
based additive manufacturing processes is presented. Its information and software
components are described. Information components are ontologies, databases of
laser-based additivemanufacturing system components, databases of materials for
additive manufacturing, knowledge base and case database. The knowledge base
contains formalized information on the settings of laser-based additive manufac-
turing modes that ensure compliance of the obtained metal parts with the require-
ments of the current industry-specific guidelines. The case database contains a
structured description of the protocols for using laser technological equipment
for additive manufacturing of metal parts from powder compositions. Software
components are editors for creating and maintaining data and knowledge bases,
decision support system based on both knowledge and cases and tool for cases
structuring. There are also external tools for mathematical modelling of directed
energy deposition physico-chemical processes. When making decisions, it is pro-
posed to use a hybrid approach that combines knowledge engineering methods
and case-based search by analogy. The feature of the approach is the continuous
updating of the knowledge base due to its improvement by experts and due to its
verification in the process of accumulating cases.

Keywords: Decision support systems · Laser-based additive manufacturing ·
Laser technological equipment · Directed energy deposition · Ontologies for
laser-based additive manufacturing

1 Introduction

Technologies of additive construction, restoration or modification of complex functional
metal products are increasingly used in various sectors of economy [1–3]. Additive
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technologies make it possible to implement any design ideas in high-tech industries,
such as aircraft, rocket production, shipbuilding and medicine with minimal costs.

However, the insufficient number of highly qualified specialists in the field of metal-
and laser-based additive manufacturing (AM) is a serious obstacle to the widespread
implementation of this advanced technology in production processes. The complexity
of setting up a laser system for a specific technological task is due to the variety of
processed materials, different requirements for processing and its results, as well as the
adjustable parameters of laser equipment.

Most of the existing knowledge is based on rules of thumb and experimental stud-
ies [4]. Many of the additive manufacturing guidelines currently available are highly
dependent on the specific technological equipment and/or materials used. This ulti-
mately slows down the development of standards and production guidelines for setting
process parameters [5].

Creating and embedding intelligent support of technological processes in existing
AM systems will make up for the lack of practical experience of operators of such
systems. This will also significantly reduce the qualification requirements for operators,
as well as the costs of production and waste recycling. At the same time, situations when
the manufacturing is economically dependent on the process operator with extensive
experience and skills in this field are almost eliminated. Losses on training of a new
specialist can negatively affect the economic condition of the company. It takes years of
hard work and a large amount (hundreds of kilograms) of expensive powder rawmaterial
for a new specialist to acquire the necessary skills to perform the necessary adjustment
of the AM system [6].

In this regard, the task of creating software for intelligent support of laser-based
additive manufacturing of functional metal parts from powder compositions, is urgent.
This software is intended for automating the setting of controlled parameters of techno-
logical processes that ensure compliance of the manufactured products (parts) with the
requirements of the current industry-specific guidelines.

This paper describes the general concept of software and information support for
laser-based additive manufacturing of metal products (parts) from powder compositions
based on artificial intelligence methods.

Herewe consider one of themost promising types of additive technologies (according
to, for instance [7, 8]), known as Directed Energy Deposition (DED). Also it’s known
as Direct Metal Deposition or Laser Metal Deposition. This is an AM process in which
focused thermal energy from an external source (e.g. a high-power laser, in the case of
laser-based AM) is used to fuse materials as they are being deposited.

2 Tools for Supporting Operators of Metal-Based AM Equipment

Modern technology of laser-based additive manufacturing of metal products from pow-
der compositions is based on both developed theoretical models and numerous exper-
imental data, including the practical experience of qualified engineers-technologists.
Based on theoretical and experimental results, research teams of both scientific and edu-
cational institutions and industrial organizations are developing decision support systems
(DSS). These systems assist process engineers in setting up the most optimal parameters
for laser technological processes of materials processing [9–14].
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However, the problem of creating a DSS mentioned above and interfacing of such
systemswith specific laser equipment has not been sufficiently solved yet for a number of
reasons. Moreover, it is also stated that to date, these works are not systematic, limited
to laboratory research and do not have the ultimate goal of creating software for the
intelligent supporting of metal-based AM equipment operators [15]. One of the main
reasons for this situation is the lack of opened (non-proprietary) technological platforms
to support professional cross-disciplinary cooperation of research groups.

Currently, researchers from both industrial and academic backgrounds are working
to achieve a better understanding of how different physico-chemical processes of laser-
based AM impact on the construction of metal parts. In [5, 16, 17] discusses how the
ontological approach can provide a fundamental platform for:

• the conceptualization of various models and parameters of complex additive manu-
facturing processes that can be easily integrated with each other;

• building composite, reusable models of additive manufacturing processes;
• providing the possibility for standardization of descriptions and coordination of efforts
of various research groups.

Thus, in [17] it is noted that the development of an explicit ontological structure
of the laser-based AM process, on the basis of which information (knowledge) about
various models and parameters of AM and their relationships can be formalized, is the
first important step towards their reuse, as well as to a comprehensive understanding of
the processes of laser-based AM of metal products (parts) from powder compositions.

The current state of affairs related to the formalization of knowledge about AM is
based on descriptive logics, as well as on the formalism of category theory (so-called
category ontologies) [5]. These formalisms are used to describe various ontologies of
AM, such as design ontology [5, 18, 19] and process ontology [5, 17]. In these papers
the ontology (metamodel) which allows specification of laser models, thermal models,
mechanical properties of metal parts model, microstructure model, as well as various
groups of parameters and the relationships between them for the AM process of Powder
Bed Fusion (PBF) technology is presented. For the development of the ontology [16,
17] the Protégé editor [20] is used.

In opinion of the researchers introducing ontological (metamodeling) approach in
AM, such attempt of standardization can bring a great benefit to the community of
specialists in AM. Ontologies and metamodels are considered as a means of increasing
the structuring and unification of specifications in the development of AM models. It
should be noted that this is also true for other (not only additive) laser-based technological
processes of material processing.

However, integration conceptual (meta-)models in AM per se are useful, first of all,
for already experienced specialists and standards developers in this field. Operators of
industrial technological systems (machines) for AM need software products based on
suchmodels. The software should assist in the setting of configurable process parameters
that would ensure compliance of manufactured metal products (parts) with the require-
ments of regulatory documents. Therefore, as noted in [21], the development of these
studies should be the creation of web-services based on the ontology of AM, to which
all interested users can have free access in order to obtain as well as update knowledge
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about the AM processes. The ultimate goal is to provide rapid and accurate predictive
modelling of various AM processes.

Thus, the development of a software package for improving the level of informa-
tion support for process engineers who perform technological operations in laser-based
additive manufacturing (restoration, modification) of metal products (parts) is an urgent
task.

3 Decision Support Software for Laser-Based Additive
Manufacturing Processes

The main requirements that are necessary for the development of software for decision
support of laser-based additive manufacturing (restoration, modification) of functional
metal products (parts) from powder compositions are flexibility and extensibility, as
well as accessibility and ease of use by engineers-technologists – operators of the laser
technological equipment.

To meet these requirements, it is proposed to use an ontological two-level approach
to the formation of knowledge about the processes of laser-based AM of metal products
(parts). In this approach, the ontology is clearly separated from the knowledge base. It is
formed by knowledge engineers together with experts. Further, in terms of this ontology,
experts without intermediaries, form knowledge in terms and representation that they
understand (ontologies and knowledge bases are represented by semantic networks) [22,
23]. It is also proposed to use cloud technologies to provide easy, cross-platform access to
cloud data and knowledge banks, tools for their formation, as well as a decision support
software [24].

Together with experts – experienced specialists in additive technology of direct laser
growing of metal products from powder compositions, the domain was analyzed. The
main parameters of the components of the laser technological equipment that affect the
course of the laser-based additive manufacturing process and determine its result, which
should be taken into account by the process engineer, were determined.

As a result of the analysis, information and software components of the decision
support software for the processes of laser-based additive manufacturing were identified
(see Fig. 1).
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Fig. 1. Conceptual scheme of the decision support software for laser-based additive manufactur-
ing processes

3.1 Information Components

The information components of the decision support software include the following
types of information: ontologies, knowledge, and data.

Ontologies. This group of information components includes a set of the following
related ontologies.
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Ontology of Technological Operations. Input information for each technological oper-
ation is a specification of the characteristics of the following set of objects (see
Fig. 2)1:

Fig. 2. A fragment of the ontology of technological operations (screenshot)

• type of process – restoration of a part, functional coating cladding, manufacturing of
a new part;

• equipment for performing a technological operation – technological (high-power)
laser, complete technological laser (cladding) head, powder feeder, etc.

• formalized terms of reference for performing a technological operation.

The latter includes:

• requirements for the shape, structure, characteristics of the final metal part: geomet-
rical dimensions, surface roughness, porosity, hardness (HB, HV), microstructure,
residual stress, etc.;

• characteristics of the processed part: geometric form, composition of elements (chemi-
cal composition), optical, thermophysical properties of the partmaterial, metallurgical
properties (in the case of the part restoration or functional coating cladding);

• metal powder used and possibly process gases used.

1 This (and all the following) figure shows the interface of the IACPaaS cloud platform tool
"Ontology Editor", which is used for creating ontologies in the platform’s Fund [24].
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Output information for technological operation is a specificationof the characteristics
of the following set of objects.

• Settings of controlled process parameters of the technological operation: laser power;
laser emission mode (continuous, pulse); beam diameter on the processed surface;
linear velocity of the laser beam moving on the surface; vertical (z) offset between
layers; horizontal (x, y) offset between passes; powder flow rate, carrier, shielding and
compression gas flow rate; etc. This may also include process gases recommended
for use (if they have not been specified in the terms of reference).

• Characteristics of the substrate onwhich the part is grown (in the case ofmanufacturing
of a new part). Except for the geometric form, they largely coincide with the set of
characteristics describing the part being processed.

• Formalized operation protocol.

In addition to the mandatory “technical” information (number, date, name of
operation, etc.) the latter includes:

• the settings of controlled process parameters of the technological operation actually
selected by the operator of the equipment (they may either coincide with the proposed
DSS, or differ from them);

• the result of the technological operation – a part with characteristics that meet or do
not meet the requirements formulated in the terms of reference.

To provide a unified and standardized (including agreed vocabulary) description
of equipment and materials for laser-based additive manufacturing, the following
ontologies are also included in the set of ontologies.

Ontologies for the databases of the laser technological equipment (as AM system)
components: technological (high-power) lasers (see Fig. 3); complete technological laser
(cladding) heads; industrial robotics that provide moving the head on the processed
surface; powder feeders.

Ontology of metal powders database for the specification of data from the field
of materials science and engineering as well as powder metallurgy, such as grain size
distribution and percentage of the basic fraction, composition of elements (chemical
composition), melting point or melting range, flowability, apparent density, etc. (see
Fig. 4).

Ontology of the process gas database for specification of such process gas
characteristics as its name, brand, grade etc.

In order to form (create and maintain) knowledge on the basis of which decisions on
the optimal modes of laser-based additive manufacturing are made, the set of ontologies
includes a knowledge base ontology.

The knowledge base is formed by qualified technologists, based on their own experi-
ence and information from non-formal sources (manuals, scientific articles, documented
experimental results). In addition, as a result of using the DSS, a case database (formal-
ized protocols on technological operations performed) will be expanded. Cases will be
used, first, for case-based reasoning (when there aren’t too many cases), or for building
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Fig. 3. A fragment of the ontology of technological lasers database (screenshot)

a knowledge base using inductive knowledge base formation methods (when amount of
sampling is sufficient for training).

In this regard, the set of ontologies also includes the case database ontology, accord-
ing towhich a structured set of formalized protocols (reports) on technological operations
is formed (see Fig. 5).

Each case can belong to one of the following classes:

1. the correct and accurate solution is proposed;
2. the correct but inaccurate solution is proposed (several possible alternatives,

including the correct solution);
3. the wrong solution is proposed (a set of alternatives, possibly empty, among which

there is no correct solution);
4. no solutions are proposed (a report was created, but the DSS could not propose a

solution, the operator-technologist made the decision based on his/her experience).

Databases and Knowledge Base. This groupof information components includesdata
and knowledge bases formed on the basis of corresponding ontologies.Databases contain
information about components of the laser-based AM system and about materials for
AM. Also, these databases contain information on quality assurance activities that should
be regularly carried out for equipment and powder material (the so-called organizational
methods of quality assurance).

The knowledge base on the settings of laser-based additive manufacturing (restora-
tion, modification) modes that ensure compliance of the obtained metal products (parts)
with the requirements of the current industry-specific guidelines (regulatory documents
for this type of parts/products).

The knowledge base contains formally presented relationships between the com-
position and properties of the deposited powder materials, deposition mode (a set of
adjustable process parameters and system settings), as well as the gas environment that
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Fig. 4. A fragment of the ontology of metal powders database (screenshot)

should be provided during deposition process, and the properties of the final products
(parts).

In addition to data and knowledge bases, the information components of the decision
support software include a case database formed on the basis of the corresponding
ontology. This database contains a structured description of the protocols for using laser
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Fig. 5. A fragment of the case database ontology (screenshot)

technological equipment for AM of metal products (parts) from powder compositions.
Case database is used for two processes.

1. For inductive formation (along with expert formation, using the knowledge base
editor), verification and monotonous improvement of the knowledge base during
life cycle of the system. In both cases, the knowledge base is formed based on the
ontology, which makes it understandable and well interpreted by experts. Thus, a
hybrid approach to knowledge formation is provided.

2. To search in the case database the closest case, if the knowledge base does not have
relevant knowledge. It is assumed to use the k-nearest neighbor (k-NN) algorithm
[25].

When we have a new case, it is evaluated whether the case corresponds to the current
state of the knowledge base.

Cases of classes 1 and 2 form a set of adequately solved problems based on the
current version of the knowledge base and do not require its modification.

Cases of the class 3 require modification of the knowledge base.
Cases of the class 4 require accumulation for further use of inductive knowledge

formation methods to expand the knowledge base.

3.2 Software Components

The software components include the following tools.
Editors for creating and maintaining data and knowledge bases controlled by the

corresponding ontologies. Editors have several types of user interfaces and automatically
adapt to changes in ontologies.

A decision support system, based on input information for a technological oper-
ation, as well as information from a knowledge base and a case database, generates
recommendations to the process engineer on configuring the control parameters of the
laser technological equipment ensuring compliance of the manufactured part with the
requirements formulated in the terms of reference.



The Concept of Support for Laser-Based Additive Manufacturing 413

The development of an ontology-based decision support system is aimed at its
adaptation (development) without modifying the program source code.

The tool for structuring of cases accumulated as a result of using the decision support
system is intended for analyzing the next new case and including it in the case database,
referring to one of the four classes.

The control parameters of the technological process must be selected based on an
understanding of laser radiation process and the flow of powder, heat and mass transfer,
as well as other physical and chemical processes of the DED technology.

This requires interaction of the decision support system with external tools of math-
ematical modeling of physico-chemical processes that accompany the DED technology.
Such tools should perform calculations of the necessary parameters based on appropri-
ate mathematical models from the field of laser physics, laser chemistry, and thermal
models that describe rapidly occurring thermal processes [26, 27].

4 Conclusion

Additive manufacturing using laser robotic systems is a quite new technology compared
to conventionalmethods ofmanufacturingmetal products (parts). There aremany serious
obstacles and, at the same time, opportunities for improving this technology in order to
integrate it in various industrial processes. The modern approach to solving this problem
is to automate the technological processes (operations) of additive manufacturing using
intelligent technologies.

The paper presents the concept of software for information support of laser additive
manufacturing of metal products (parts) from powder compositions based on ontolo-
gies and artificial intelligence methods. The conceptual architecture of the software is
described.

We propose a hybrid approach to solving the problem of decision support in the field
of laser-based additivemanufacturing, which combines knowledge engineeringmethods
and case-based search by analogy. The feature of the approach is the continuous updating
of the knowledge base due to its improvement by experts and due to its verification in
the process of accumulating cases.

Based on the proposed concept, a knowledge portal of technological processes (oper-
ations) of additive manufacturing of metal products (parts) using laser technological
equipment was created on the IACPaaS cloud platform. To date, a number of informa-
tion and software components of the knowledge portal have been developed, and the
work is continuing to create new components and improve existing ones.

The integration of data and knowledge bases in the knowledge portal will make it
easier for the interested community to access this information. Such data and knowledge
bases will be useful in the process of training laser equipment operators, and formal-
ized representation of knowledge and data will provide the possibility of using this
information by software systems.
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Abstract. An analytical review of R&D in AI-domain within the context of
biotechnology, pharmaceutics, and medicine is presented. A comparative discus-
sion of leading analytical agencies latest reports was carried out, and expanded
by an analytical review of the literature in this domain, as well as by own sci-
entometric analysis of publication activity at the junction of AI and medicine,
biotechnology, and pharmaceutics according to PubMed in 2018–2020. Experts
predictions and myths existing in this field are discussed.
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1 Introduction

Currently, the utility of big data (BD) and artificial intelligence (AI) technologies is
declared in various areas [1]. At the same time, healthcare in general, and biotechnol-
ogy and the pharmaceutical industry, in particular, are considered as areas where AI
technologies, when utilizing BD, can provide a significant effect. Search, extraction and
analysis of increasingly complete information, which can ensure an effective solution to
specific problems and is based on processing a combination of large and complex sets
of structured and unstructured data of various nature, attracted an attention of specialists
in recent years and, accordingly, significant resources. A volume of various information
that should be considered can be exceptionally large. Therefore, as many experts note,
the use of AI technologies seems to be most productive for carrying out long, repetitive,
and “boring” work with such information [2].

Authors of various competency levels have already declared both sufficiently general
motivations and directions of the AI use in healthcare (such as a transition to person-
alized and preventive medicine, development of new curing methods and strategies to
improve the effectiveness of the healthcare system as a whole), and more specific ones
(such as identification of patients with a high risk of certain diseases, forecasting epi-
demiological situations, studying specific features of human body functioning, etc.). In
turn, many concrete tasks are set and solved within these areas. In addition to patient
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care, a separate group of tasks related to pharmaceuticals can be considered. In biotech-
nology and pharmaceutical industry, the use of AI is expected at all stages, from search
of novel drug candidates through drug development to bringing a drug to the market and
commercialization. Here the main goals are:

– To make drug discovery, creation, clinical trials (including patient selection), approv-
ing results by regulators, as well as implementation and pharmacovigilance processes
less costly, less time consuming and more efficient.

– To predict drug efficacy and side effects considering genetic features of patients, their
medical histories, lifestyle, and other factors (predictive modeling).

– To accelerate promotion of products to consumers (pharmacies, medical institutions,
doctors, pharmacists, patients), including collection and analysis of data on interests
and preferences for each customer category, on channels used by clients to get infor-
mation about drugs, on behavior of customers in various categories after receiving
information, etc.

At the same time, according to some estimates [2], currently most efforts to develop
and implement AI in pharma are undertaken for drug discovery. AI development for
commercialization of drugs takes the second place in terms of efforts, and attention paid
to AI in the drug development area is only on the third place.

The remainder of the publication is structured as follows. Section 2 focuses on
discussing forecasts of experts and existing myths, as well as on review of projects,
companies and organizations that actively and successfully use AI in the field of health-
care, biotechnology, and pharmaceuticals. The data of scientometric analysis of scientific
publications and patent activity in this field are also presented here. In conclusion, the
obtained results and current AI trends are summarized.

2 Artificial Intelligence in Healthcare, Biotechnology
and Pharmaceutical Industry

2.1 Forecasts of Experts and Myths About Using AI

Inmid-2019, the Gartner consulting company published the report “Hype Cycle for Arti-
ficial Intelligence 2019” presenting an analysis of AI trends [1]. It is stated in the report
that there is a significant progress in application of AI technologies by various compa-
nies, although a significant number of problems appear, and many mistakes are made
when implementing these technologies. According to the authors, the report presents
a landscape of research and development in the field of AI, that should help compa-
nies implementing results obtained here in assessing their usefulness and risks. Gartner
AI-2019 curve is shown in Fig. 1.

As for the general recommendations presented in the report the following issues
should be noted. On the “Innovation trigger” part of the Gartner curve, the number of
“participants” increased in 2019, reflecting the permanent influx of new and diverse
ideas in the AI area. At the same time, there is a traffic jam on the “Peak of inflated
expectations”, the “Slope of enlightenment” is empty, and only a fewpoints are registered
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Fig. 1. Hype Cycle for Artificial Intelligence, 2019.

on the “Plateau of Productivity”. This does not mean that AI is unsuitable for use, but
only that at this stage there is a time of changes in the field of AI.

Not all AI aspects brought to this curve are directly related to the topic of the cur-
rent work. Therefore, below (Table 1) only those AI technologies as well as already
obtained and/or predicted results are presented, which, in our opinion, are important for
biotechnology, pharmaceuticals and healthcare in general.

As the analysis of the Gartner curve (Fig. 1) and data from above Table 1 indicate,
experts in their forecasts pay the main attention to leading IT vendors actively pro-
moting AI technologies in various fields. Therefore, the table below (Table 2) presents
structuring of hypes from the Gartner report with a justification of their importance for
biotechnology, pharmaceuticals, and medicine.

2.2 Organizations and Projects

As the analysis of various information sources shows, more and more organizations in
different countries declare the use of big data for healthcare. Examples here are [3], in par-
ticular, Comet K-Project DEXHELPP (Austria), The Shared Care Platform (Denmark),
E-Estonia - National Identity Scheme (Estonia), The Business Intelligence database sys-
tem (Greece), PASSI - Progressi delle Aziende Sanitarie (Italy), Interagrated BioBank of
Luxembourg - IBBL (Luxembourg), Spanish RareDiseases Registers ResearchNetwork
- SpainRDR (Spain), The Swedish Big Data Analytic Network (Sweden), Clinical Prac-
tice Research Datalink - CPRD and UK Biobank (United Kingdom), The YODA (Yale
University open data access) Project (USA), FDA Adverse Event Network Analyzer
(USA), etc.
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Table 1. AI technologies important for biotechnology, pharmaceutical industry, and healthcare
in general

Hypes features in gartner’s predictions
Stage Hype Benefit

rating
Market
penetration

Maturity Sample vendors

On the
rise

Reinforcement
learning

High <1% of
target
audience

Embryonic Amazon SageMaker RL;
CogitAI; Facebook;
Google (Dopamine)

AI governance High <1% of
target
audience

Embryonic

Decision
intelligence

High 1÷5% of
target
audience

Emerging ACTICO; Exponential
Machines; Noodle.ai;
PROWLER.io; r4
Technologies; R4;
ReactiveCore

Data labeling
and annotation
services

Moderate 20÷50% of
target
audience

Early
mainstream

Alegion; Amazon
SageMaker Ground
Truth; Apache Hive;
CloudFactory; Directly;
Figure Eight; Globalme;
Labelbox; Mapillary;
Prolific

Knowledge
graphs

High 1÷5% of
target
audience

Emerging Attivio; Diffbot;
Facebook; Intelligent
Views; Maana; Neo4j;
Semantic Web Company
(PoolParty); Skelter
Labs; Smartlogic;
TopQuadrant

Explainable AI High 1÷5% of
target
audience

Emerging H2O.ai; IBM;
Microsoft; simMachines

At the
peak

Intelligent
applications

Transform 1÷5% of
target
audience

Emerging Google Docs; Microsoft
Office 365; Oracle
Applications; Salesforce
Einstein; SAP Leonardo;
ServiceNow; Workday

Digital ethics High 5÷20% of
target
audience

Adolescent

AutoML High 1÷5% of
target
audience

Emerging Amazon SageMaker;
Big Squid; dotData;
DataRobot; Google
(Cloud Platform);
H2O.ai; KNIME;
RapidMiner; Sky Tree

Conversational
user interfaces

Transform 5÷20% of
target
audience

Adolescent Amazon; Baidu;
Facebook; Google;
IBM; IPsoft; Microsoft;
Oracle; Salesforce; SAP

Deep neural
networks
(Deep learning)

Transform 5÷20% of
target
audience

Adolescent Amazon; Baidu;
Clarifai;
DimensionalMechanics;
Google; H2O.ai;
Matroid; NVIDIA;
Skymind; TwentyBN

(continued)
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Table 1. (continued)

Hypes features in gartner’s predictions
Stage Hype Benefit

rating
Market
penetration

Maturity Sample vendors

Graph analytics High 1÷5% of
target
audience

Adolescent Cambridge Semantics;
Centrifuge Systems;
Databricks; Digital
Reasoning; Emcien;
Maana; Palantir;
Symphony AyasdiAI;
SynerScope

Machine
learning

Transform 5÷20% of
target
audience

Adolescent Alteryx; Amazon Web
Services; Dataiku;
Google Cloud Platform;
H2O.ai; IBM (SPSS);
KNIME; Microsoft
(Azure Machine
Learning); RapidMiner;
SAS

NLP Transform 5÷20% of
target
audience

Emerging Bitext; Clarabridge;
CognitiveScale; Digital
Reasoning; Google;
IBM Watson; Microsoft;
Narrative Science; SAS;
Yseop

Sliding
into the
trough

VPA-enabled
wireless
speakers

Transform 5÷20% of
target
audience

Early
mainstream

Ainemo; Alibaba Cloud;
Amazon; Apple; Baidu;
Google; Lenovo; LG

Virtual
assistants

Transform 5÷20% of
target
audience

Adolescent Amazon; Apple;
Google; IPsoft;
Microsoft; Nuance;
Openstream; Oracle;
SAP; [24]7.ai

Computer
vision

High 5÷20% of
target
audience

Adolescent Amazon Web Services;
Baidu; Clarifai;
Cortexica; Deepomatic;
Google; IBM;
Microsoft; Tencent

Insight engines High 5÷20% of
target
audience

Adolescent Attivio; Coveo; Dassault
Systèmes; Funnelback;
IBM; Lucidworks;
Micro Focus; Microsoft;
Mindbreeze; Sinequa

Entering
the
plateau

Speech
recognition

Transform >50% of
target
audience

Mature
mainstream

Amazon; Baidu; Cedat
85; Google; IBM;
Intelligent Voice;
Microsoft; NICE;
Nuance; Speechmatics

In France, the Ministry of Industry has set up the ADR-PRISM (Adverse Drug
Reactions from Patient Reports in Social Media) consortium to organize collection of
information from the Internet about adverse drug effects. One of the objectives of the
project was to provide text mining and visualization tools to explore posts extracted from
social media. It is assumed that the software developed under the project will be used to
identify via the Internet poorly documented or not yet discovered rare ADRs.
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Table 2. Evaluation of the AI technologies most important for biotechnology, pharmaceutical
industry, and medicine

Hype Current importance to biotech, pharma &
medicine

Type Subtype Rating Comments
Machine learning Reinforcement learning Middle Machine learning approach

based on interaction with the
environment (a special case of
learning with a teacher).
Popular in the field of
biotechnology,
pharmaceuticals, and
medicine, but suggests the
presence of large labeled data

Deep neural networks
(Deep learning)

Middle To use deep learning methods
and tools in biotechnology,
pharmaceuticals and medicine,
you need powerful computers
(to train large neural
networks), sufficiently
volumes data sets (so that
training of large networks
makes sense), new
theoretically substantiated
tools (to effectively train
multilayer neural networks on
each layer separately and
integrate the results of such
training)

AutoML Low In general, a useful
technological technique to the
processes of building training
models and choosing the
“best” model automatization

Data acquiring &
processing

Data labeling and
annotation services

High Fully 80% of AI project time is
spent on gathering, organizing,
and labeling data, and this is
the time that can’t afford to
spend because they are in a
race to usable data, which is
data that is structured and
labeled properly in order to
train and deploy models

NLP High The real use of large volumes
of unstructured data, in
particular, in machine learning,
is impossible without NLP

Communication Conversational user
interfaces

Middle Dialog interfaces become
important in communication
with patients in medical
applications

VPA-enabled wireless
speakers

Middle Speech understanding
becomes important in
communication with patients
in medical applications

(continued)
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Table 2. (continued)

Hype Current importance to biotech, pharma &
medicine

Type Subtype Rating Comments
Virtual assistants Middle Intelligent assistants are one of

communication components in
almost all AI systems for
biotechnology, pharmacy, and
medicine

Analytics Explainable AI High Explanation is one of the key
functions of AI systems, and
without it their use in
practically meaningful
applications is impossible

Insight engines High Insights’ generation based on
available data is a critical
functionality for AI systems in
the field of biotechnology,
pharmaceuticals and medicine

Graph analytics Middle An important component of
intellectual analytics, primarily
for biotechnology and
pharmaceuticals.

Applications Digital ethics High An important area of AI for
practically significant
man-machine systems

Decision intelligence High Decision support is one of the
main goals of any AI system

Intelligent applications Middle General trend
Support Knowledge graphs Middle Useful for predictive analytics

method of knowledge
representatio

Computer vision High An important approach for
biotechnologies and
intellectual diagnostics
medical systems.

Speech recognition Middle Important for medical
applications

There are also joint projects in the European Union [3], where several countries
participate, for example: AEGLE - An analytics framework for integrated and person-
alized healthcare services in Europe (Great Britain, Italy, Greece, Sweden, Belgium,
Netherlands, Portugal, France), CEPHOS-LINK (Finland, Austria, Romania, Norway,
Slovenia, Italy), SEMCARE - Semantic Data Platform for Healthcare (Germany, the
Netherlands, Austria, Great Britain, Spain).

Cooperation on AI developments for general healthcare is also proceeding. So, early
in 2019, the Alliance for Artificial Intelligence in Healthcare (AAIH) was formed - a
coalition of technology developers, pharmaceutical companies, and research organiza-
tions,whose goalwas improvement of care quality through innovations basedon thought-
ful and responsible use ofAI, aswell as establishing reasonable standards for the develop-
ment and implementation ofAI in healthcare. The alliance includes organizations of vari-
ous profiles: AmazonWS,Bayer, Benevolent AI, BeyondLimits, BlackThorn Therapeu-
tics, The Buck Institute for Research on Aging, Cyclica, Envisagenics, GE Healthcare,
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Genialis Inc., GSK, Insilico Medicine, Janssen, Minds.ai, Netrias, NuMedii, Numerate,
Nuritas, OWKIN, Progenics Pharmaceuticals, Recursion, SimplicityBio, University of
Pittsburgh.

In the USA, in June 2016 it was announced about intentions to create, and in October
2017, the ATOM consortium (Accelerating Therapeutics for Opportunities in Medicine)
was officially created to leverage artificial intelligence to go from preclinical cancer drug
discovery to patient-ready therapy in just one year. The foundingmembers of the consor-
tium were GSK Pharmaceutical Company, Lawrence Livermore National Laboratory,
Frederick National Laboratory for Cancer Research, and University of California, San
Francisco.

Multilateral cooperation and bilateral relations are also established among phar-
maceutical companies to combine efforts for development and/or application of AI
technologies (first of all, machine learning) in the pharmaceutical industry. For exam-
ple, the Machine Learning for Pharmaceutical Discovery and Synthesis Consortium
(MLPDS) was organized by the Massachusetts Institute of Technology (MIT). The con-
sortium included, along with the MIT departments (departments of Chemical Engineer-
ing, Chemistry, and Computer Science at MIT), such pharmaceutical and biotechnology
companies as Amgen, AstraZeneka, BASF, Bayer, GSK, Janssen, Leo, Lilly, Merck,
Novartis, Pfizer, Sunovion, Wuxi Pharmatech. It is expected that the collaboration of
these organizations will facilitate the design of software tools for the automation of
small molecule discovery and synthesis.

In June 2019, the MELLODDY (MachinE Learning Ledger Orchestration for Drug
DiscoverY) projectwas launched in theEuropeanUnion.Theproject aims to usemachine
learning methods on the chemical libraries of 10 pharmaceutical companies and to
develop a platform creating models to predict which compounds could be promising
in later stages of drug discovery and development [4]. In addition to the ten pharma
companies, the list of project partners includes two academic universities, four subject
matter startups, and a large AI computing company NVIDIA.

In 2014, the European Union’s Innovative Medicine Initiative WEB-RADR (Rec-
ognizing Adverse Drug Reactions) project was initiated as a public-private partnership,
where participating members were from European regulatory agencies, European phar-
maceutical companies and associations, academic universities, patient groups with an
interest in pharmacovigilance. The project primarily aimed to evaluate the value of social
media data (i.e., information exchanged through the internet) and mobile applications
for identifying adverse events as well as for drug safety signal detection. US experts
also joined the activities. A collaborative English language workspace was developed,
and recommendations were presented mainly based on data from Facebook and Twitter
(for example, in [5]). As a key point of conclusions drawn after exploring the English
language sector of the Internet, it was not recommended to use social media for broad
statistical signal detection at the expense of other pharmacovigilance activities. In 2018,
the WEB-RADR 2 project was launched with the aim to further develop functionality
of applications for mobile devices, to map terminologies and to establish connectivity
protocols with electronic health record databases.

To solve specific tasks, large pharmaceutical companies enter partnerships with star-
tups using artificial intelligence in drug discovery. For example, [6] and [7] present some
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areas of activities where pharmaceutical companies cooperate with such partners to use
their technologies and AI expertise. Several AI companies involved in various activities
for drug discovery are also presented in [2].

Sometimes pharmaceutical companies acquire startups after accumulating a positive
experience of cooperation with it. The Roche Pharmaceuticals can be mentioned as an
example. Some large pharmaceutical companies have special units with a significant
number of specialists in big data andAI areas. Examples of such companies are Novartis,
where about ~240 big data andAI experts work at scientific institutes (Novartis Institutes
for BioMedical Research (NIBR)), and GSK whose special AI department has about 50
specialists.

2.3 AI Technologies for Analysis of Texts in Social Networks and Electronic
Health Records

The rapid development of communication and information technologies not only pro-
vided new opportunities for access to various sources of large textual data valuable for
healthcare and pharmaceutical industry (for example, to various online forums of patients
and medical professionals in social networks), but also contributed to the appearance
and development of new sources of data specially collected for analysis (for example,
speech samples, special applications for smartphones and other mobile devices, special
social media sites, etc.) [8]. AI technologies are usually applied to analyze such data.
AI technologies are also used in clinical practice, in particular, for automated process-
ing of data in electronic health records (EHR). Electronic health records contain both
structured and unstructured (free text) data. Often unstructured data provide a valuable
additional information and/or more detailed information than structured data.

The task of automatic analysis of author sentiments in Internet messages came to
the healthcare and drug safety areas from the areas of product commercialization and
mining opinions of various social strata through social networks [9, 10]. Because of
specific features of the medical area, a number of works deal with problems related to
improvement of appropriate methods for text mining and sentiment analysis of patient
messages in various forums, blogs, etc. on various issues of medical care, including
assessment of physicians, clinics, and companies [11].

For the pharmaceutical industry the development of new technologies has also
opened up additional ways of collecting information, including using social networks for
access to a wider, as compared to clinical trials, experience of using drugs and attitude
of patients and doctors to a specific drug. It is possible to receive earlier, than through
standard channels, signals about suspected adverse drug reactions. There is an additional
possibility of communication with consumers through social networking platforms and
special applications, as well as capability of real-time monitoring of patients through
mobile devices. Analysis of sentiments in medical and patient online communities helps
to form a strategy during development of new drugs.

Although a number of reports by WEB-RADR participants (mainly from the UK
and USA [5]) indicated limited value of social media in detecting or confirming signals
for a majority of the drugs studied, as compared to conventional sources, the results of
other authors are more optimistic (for example, for the French Internet sector [8]). In the
ADR-PRISM project of the French Ministry of Industry, the research groups participate
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from such academic institutions providing expertise in medical informatics and statistics
as the National Institute of Health and Medical Research, Paris Descartes University,
INSERM U1138 - Team 22 (Information Sciences to Support Personalized Medicine);
Service Catalog and Index of French Language medical websites SIBM-CISMeF et al.
Other participants are the Innovative Projects - Text Mining, Expert System company,
working in the field of software for analysis of Internet texts; pharmaceutical and epi-
demiology companies - Kappa Santé and INSERM CIC1418, Clinical Epidemiology,
Hôpital Européen Georges-Pompidou, as well as the Vidal group company, which main-
tains a database of pharmaceutical products used in most systems for pharmaceutical
prescription in France. As part of this project, in 2019 the standard protocol was pro-
posed for evaluating software tools designed to identify adverse effects based on data
frommedical forums. The testing of the applied tools within the framework of the project
is carried out with specific tasks.

A teamofCanadian experts from theUniversity of Toronto (Department ofComputer
Science,Department ofGeriatricMedicine, EpidemiologyDivision) and theLiKaShing
Knowledge Institute of St. Michael’s Hospital reviewed [10] publications related to the
detection of adverse effects in social networks. Journal articles, conference reports,
books, publications on the Internet, as well as “gray” sources (preprints, etc.) were
analyzed. 77 documents, which fully satisfied selection conditions, were published from
2001 to 2016, with 78% of them published from 2013 to 2016. 90% of authors were
from North America and Europe. Posts extracted by authors of publications from the
Internet were in English (86%), in French (3%), in Spanish (3%), in German and Serbian
(1% each). It was noted that supervised machine learning was most often used in data
processing (21%), semi-supervised machine learning was used in 7% and unsupervised
one - in 6%. In 9%, rule-based learning was used. The authors results suggest that the
use of social media conversations for pharmacovigilance is in its infancy [10].

Many publications on the development and application of AI technologies to auto-
mate the analysis of texts from social media are associated with the English language
sector of the Internet [9, 10]. Activities on the analysis of texts from EHR are most
advanced in the USA, where systems of accumulation and storage of medical informa-
tion in electronic form are better established than elsewhere. At the same time, work
is intensified in other language sectors, primarily related to alphabetical languages. As
for ideographic languages that use hieroglyphs for writing texts, the works in Chinese
organizations on texts in Chinese should be mentioned [11]. For example, the University
of Science and Technology of China and the National University of Defense Technol-
ogy Changsha, College of Computers, Hunan deal with general issues of automated
processing of a natural language regardless of the subject area.

A keen interest in the development of AI technologies in medicine and pharmaceu-
ticals is expressed in a significant number of surveys published by various organizations
and highlighting the status of work in specific areas. For example, in 2019 alone, at least
5 surveys appeared prepared by organizations listed in Table 3. There are sites where
information on companies and startups using AI in drugs discovery is monitored [6, 7]
and updated at least twice a year.
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Table 3. Survey reports in AI technology for medicine and pharmacy

Organization Review name Publication year [Ref.]

The University of Edinburgh,
Usher Institute of Population
Health Sciences and
Informatics, Edinburgh,
(Scotland, UK)
Edinburgh Royal Infirmary,
Department of Anaesthesia,
Critical Care and Pain
Medicine, Edinburgh,
(Scotland, UK)

A systematic review of natural
language processing for
classification tasks in the field of
incident reporting and adverse
event analysis

2019 [12]

Fondazione Bruno Kessler
Research Institute, Trento,
Italy
University of Trento,
Department of Information
Engineering and Computer
Science, Trento, Italy
University of Zurich, Institute
of Computational Linguistics,
Zurich, Switzerland
Institute for Next Generation
Healthcare, Icahn School of
Medicine, Mount Sinai, NY,
US

Natural Language Processing of
Clinical Notes on Chronic
Diseases: Systematic Review

2019 [13]

Columbia University, School
of Nursing; Data Science
Institute, NY, US
University of Virginia, School
of Nursing, Charlottesville,
Virginia, US

Natural language processing of
symptoms documented in free-text
narratives of electronic health
records: a systematic review

2019 [14]

SciMar ONE. Allentown,
New Jersey, US

AI in Pharmaceuticals 2019 [2]

New York Genome Center,
Department of
Bioinformatics, NY, US

Artificial Intelligence for Drug
Toxicity and Safety

2019 [15]

Mayo Clinic, Division of
Biomedical Statistics and
Informatics, Department of
Health Sciences Research,
Rochester, MN, US

Clinical information extraction
applications: a literature review

2018 [11]

Thus, it can be stated that AI technologies are actively used both in healthcare as
a whole and in biotechnology and pharmaceutical industry. An important role in these
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processes is played not only and not so much by leading IT vendors but by small, though
strong research teams from leading universities in different countries and by startups. All
these organizations and teams are currently used by leading pharmaceutical companies
to accelerate development and implementation of new drugs while reducing risks and
financial costs.

In view of the foregoing, in our opinion, the scientometric analysis of publications
and patents at the intersection of AI and biotechnology, pharmaceutical industry and
healthcare (as a whole) is of interest.

2.4 Scientometrics and Patent Landscapes of the Use of AI in Medicine,
Biotechnology and Pharmaceutical Industry

In mid-2019, the authoritative intellectual property organization (The World Intellec-
tual Property Organization, WIPO) presented the analytical report “WIPO Technology
Trends 2019: Artificial Intelligence” [16], where, in particular, patent landscapes and
scientific publication activity in the field of AI in medicine are discussed. With keep this
in mind, some results of authors of this report are, in our opinion, of interest from the
point of view of the topic of the current work. They are presented below.

As it is known, the current AI boom began about decade ago and followed a series
of ups and downs, often referred to as “AI summers and winters”. So, it is a good time
to take a close look at the state of research and exploitation of AI technologies. And
patents provide a valuablemeans of assessing trends in research as they reveal the areas of
innovation that inventors are focused on. However, patents provide a part of the picture
only, course much research is never patented. Therefore, WIPO report also includes
analysis of scientific publications, identifying trends over time and by geography as
well as by subject area.

One of themost striking characteristics of researches inAI is the rapid growth that has
been seen over the past five years. The impressive numbers of patent filings in this period
and the decrease in the ratio of number of scientific papers to inventions are indicative of
a shift from theoretical research to the use ofAI technologies in commercial products and
services. This trend is also reflected in the types of patents being filed, with significant
growth in specific AI applications and sector-specific fields. For example, time series are
presented in Fig. 2. AI patent families and scientific publications by earliest publication
year.

Scentific Publications

Patent
Familes

Fig. 2. AI patent families and scientific publications by earliest publication year.



428 V. F. Khoroshevsky et al.

Fig. 3. AI patents filings by sub-categories.

It is interesting that, if to look
beyond the total numbers of patent
families and examine instead the
average annual growth rate of fil-
ings in the different sub-categories,
it is possible to observe that deep
learning demonstrates by far the
biggest recent growth in the field,
with an impressive 175% aver-
age annual growth between 2013
and 2016. Other machine learn-
ing techniques show a similar very
steep increase in filing growth rate
in recent years, namely multi-task
learning (49%) and neural net-
works (46%) (Fig. 3).

This recent interest in deep
learning and neural networks is
confirmed by data extracted from

GitHub, a collaborative platform for open source software development, which evidence
a constantly increasing number of repositories mentioning these techniques between
2014 and 2017, from 238 GitHub repositories mentioning neural networks and 43 men-
tioning deep learning in 2014, to 3,871 and 3,276 in 2017, respectively. Patent families
by co-occurrence of application fields are presented in Table 4.

According to the values in this table main patent activities are observed in (Computer
vision) + (Telecommunications, Personal devices, computing and HCI) and (Machine
learning, Computer vision) + (Life and medical sciences). At the same time, (Natural
language processing, Speech processing, Knowledge representation and reasoning, Pre-
dictive analytics)+ (Life and medical sciences) that, for our opinion, are also significant
to the usage of AI-technologies in medicine, biotech and pharma not show top results.

Table 4. Patent families by co-occurrence of application fields.
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Document management and 
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There are two main trends are stand out if scientific publications on various machine
learning approaches are compared with patenting activity: bio-inspired approaches are
significantly more common in scientific publications than in patent filings. A similar
trend is observed in neural networks, machine learning (general approaches) and multi-
task learning; rule learning forms an exception to the overall trend and is significantly
more common in patents than in scientific publications. And it is not spuriously course
growing number of academic labs, established companies and startups are shifting their
focus toward the field of precision medicine, that is, the design of therapies tailored for
each individual patient. Progress in this field will require the systematic collection of a
vast amount of clinical data from patients in each disease type and subtype. In turn, the
availability of this data will allow AI to realize its full potential and answer clinically
critical questions for each patient.

Since AI-related innovations are enabled by data, the organizations that generate the
most AI-related patents are often the ones that own the most data. This explains many
of the observations, in particular the surprisingly strong position of China – there are
far fewer obstacles to collecting vast amounts of data in China than in other countries,
and China has the best training data collections for speech recognition, human behavior
modeling and medical data, for example.

Baidu started its layout of Al in 2010, pouring R&D efforts into natural language
processing, speech processing,machine learning, computer vision, deep learning, knowl-
edge graph, and other areas. In 2013, Baidu announced theworld’s first in-house institute
focusing on the study of deep learning. In March 2017, Baidu set up a new business
group, the Artificial Intelligence Group, to bring Al-related departments together, aim-
ing to better develop AI technologies and promote Al applications. Baidu is now among
the top AI players in the world, with more than 10,000 R&D engineers. Its annual R&D
investment is about US $2 billion, and AI R&D accounts for a large proportion of that.
Behind these results is a continuous growth of the AI talent pool in China thanks to
the efforts of AI-related enterprises such as Baidu working with Chinese universities to
accelerate technological innovation and talent cultivation. Chinese universities, research
institutions and companies are working closely together to conduct AI-related research
and make the resulting technology transfer smooth, by for example implementing AI
talent training programs and setting up cooperative laboratories [16].

So, key players in an area that has seen significant recent growth, namely deep
learning, are the Chinese Academy of Sciences (CAS), which is the leader in the deep
learning sub-category of machine learning, and Baidu, followed by Alphabet, Siemens,
Xiaomi, Microsoft, Samsung, IBM and NEC (Fig. 4).

As it is outlined in observed report [16], five steps to success at the Chinese Academy
of Sciences are the following:

1. Clarification of the objectives of intellectual property (IP) creation and application
through the formulation and implementation of an intellectual property strategy. In
2007, the Chinese Academy of Sciences (CAS) issued “Several Opinions on Further
Strengthening theWork of Intellectual PropertyRights,” thefirst in a series of policies
and regulations.
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Fig. 4. Top patent applicants among universities and public research organizations.

2. Building an IPwork system. The Intellectual PropertyManagementOfficewas estab-
lished in the Science and Technology Promotion and Development Bureau, and in
2016 the number of patent applications reached 14881.

3. Vigorously carrying out IP training and information. Since 2008, 16000 people have
been trained and at the endof 2016,CAShad1891people engaged in IPmanagement,
transfer and service.

4. Strengthening AI technology innovation through IP rights. CAS has established a
number of AI research institutions, resulting in the following patent applications
from 2008 to 2018: machine learning 715, computer vision 417, natural language
processing 246, and speech processing 203.

5. Strengthening the transformation of scientific and technological achievements. From
2008 to 2016,CAS transferred and transformed7,000 IP assets (transfer, license, self-
implementation, price-for-share, technology development and technical services)
with a contract value of more than RMB12 billion.

What will be the next big things in AI? Below the opinions of authors of discussed
report [16] are present.

“… We may consider where the challenges and opportunities in AI lie: human-
like learningmechanisms, functional applications synergizedwith knowledge, combina-
tions of different functional applications and integration with hardware, AI applications
customized with real data and vertical scenarios” (H.Wang, Baidu).

“…We will continue to see huge growth in healthcare (especially AI for imag-
ing/diagnostics/monitoring/alerting/mining the microbiome and combinations for better
health, forecasting, etc.) and human–computer interaction (HCI)” (R.Picard, MITMedia
Laboratory).
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“…You’ll interact with AI in healthcare, education, legal services and in so many
different ways. We’ve got a ways to go, but this is only just the beginning” (F.Chen,
Andreessen Horowitz).

“…The next breakthrough could come from the combination of neuroscience andAI,
connecting something about our thinking and statistical thinking, quantum computing,
or semantics or language understanding” (K.-F.Lee, Sinovation Ventures).

2.5 Scientometrics of AI Technologies Publications in Medicine – Up to Date
Results

As follows from the above analysis, the WIPO report provides important and reliable
data.At the same time, it should be noted that itsmain conclusions are based on the results
obtained before 2017(incl.). Due to the dynamic development of AI, in our opinion,
scientometric analysis of publications on application of AI methods and tools in the
field of medicine, biotechnology and pharmaceutical industry is of interest since these
are scientific publicationswhich determine (with a certain time lag) the patent landscapes
formed here.

In view of the foregoing, the remainder of this paper presents the results of sciento-
metrics of publications from the PubMed [17] database, which, in turn, were obtained
using the semantic technologies of Semantic Hub [18].

Semantic Hub is a multilingual Natural Language Understanding platform aimed
at processing large volumes of unstructured text information in the field of healthcare,
pharmaceutical industry, and biotech. It is oriented towards processing both professional
discourse (scientific papers, patents, clinical trials) and patient-generated evidence, i.e.
the stories of patients with rare and other severe diseases which they share in social net-
works and online patient groups. The solution helps pharmaceutical companies, patient
advocacy groups and other stakeholders deeper understand the journey and the real
experience of their patients in the countries of interest.

The general architecture of the linguistic processors operating on this platform is
shown in Fig. 5.

This processor belongs to the class of NLP systems of the Ontology Driven Informa-
tion Extraction type and allows, in accordance with the domain model, to extract purely
bibliometric information (authors with their affiliations and geolocations) from PubMed
database records in Medline format as well as scientometrics (semantically meaningful
terms and relationships between them). The results of semantic processing of each arti-
cle are stored in Semantic Hub graphical knowledge base ensuring construction of the
necessary analytical reports.

To form the corpus, experiments were carried out on tuning queries on the PubMed
portal to search for relevant articles. Adequate results were obtained when performing
queries of the following structure:



432 V. F. Khoroshevsky et al.

Fig. 5. Semantic Hub multilingual Natural Language Understanding platform architecture.

("Artificial Intelligence"[Abstract] 
OR "Machine learn-

ing"[Abstract] 
OR "Natural Language Pro-

cessing"[Abstract] 
OR "Information Extrac-

tion"[Abstract])

AND (
medicine[Abstract] 
OR pharma[Abstract] 
OR pharmaceutics[Abstract])

NOT (
Proceedings[Title] OR Con-

ference[Title] 
OR Symposium[Title] OR

Congress[Title] OR Poster[Title])

AND ("2018/01/01"[Publication 
Date] 
: "2020/04/31"[Publication Date]) 
Sort by: PubDate

Search results are presented in Table 5.

Table 5. Search results for relevant articles on the PubMed portal.

N/N Publ years Items
found

#1 2018 157

#2 2019 222

#3 2020 70

#4 Total 449

The formed corpus was processed with the specialized linguistic processor based on
Semantic Hub platform. The processing results are presented in Table 6.

Thus, a total number of processed articles - 10143 from 149 countries. TOP-5
organizations and authors by year are presented in Table 7 and Table 8, respectively.
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Table 6. General results of processing relevant articles from PubMed portal.

Publ years Items found Countries Orgs Authors Extracted terms

MH OT NLP

2018 3077 100 2091 16363 3989 7213 53893

2019 4923 133 3177 26020 3717 10361 80990

2020 2143 98 1474 13239 720 4584 39196

Table 7. TOP-5 organizations from PubMed corpus, which are mentioned in author affiliations.

Mentioned in authors’ affiliations organizations

2018 2019 2020

Names Publs Names Publs Names Publs

Google Inc. 31 Department of
Computer Science,
Stanford University

19 Laureate Institute for
Brain Research

12

Harvard Medical
School

20 Harvard Medical
School

19 Novartis Institutes for
BioMedical Research

12

Center for Biomedical
Image Computing and
Analytics (CBICA)

19 Maastricht University 17 Institute of
Pharmaceutical
Sciences

11

Massachusetts
General Hospital

19 Department of
Neurology, Faculty of
Medicine, Oita
University

15 Oklahoma Medical
Research Foundation

11

Lister Hill National
Center for Biomedical
Communications

16 Bayer AG 13 Human Longevity,
Inc.

10

Thus, according to PubMed, only 14 competence centers and 5 authors can be dis-
tinguished in the field of using AI methods and tools in medicine, biotechnology, and
pharmaceutical industry. In view of the last remark, in our opinion it is interesting to sin-
gle out the areas of competence of the most active authors. The corresponding heatmaps
are presented in Fig. 6.

As follows from the analysis of the aboveheatmap,TOP-5 authorsmain competences
in 2018–2020 are R&D in the following domains: “Models”, “Tomography”, “Image
processing & interpretation”, “Sequence analysis”, “Biomarkers”, and “RNA”. More-
over, only “Neural Networks”, “Decision support systems”, and “Pattern recognition”
clearly related to AI.

Thus, the above results of scientometrics and publication activity at the intersection
of AI and medicine, biotechnology and pharmaceutical industry show that the emphasis
on the use of intelligent technologies in this area is different from those presented in
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Table 8. TOP-5 authors from PubMed corpus.

Papers’ authors

2018 2019 2020

Names Publs Names Publs Names Publs

Wang Y. 41 Wang Y. 86 Wang Y. 31

Li Y. 32 Zhang Y. 77 Zhang Y. 29

Zhang Y. 27 Wang J. 69 Zhang J. 26

Wang X. 26 Li Y. 47 Chen J. 24

Li J. 25 Zhang J. 46 Li J. 24

Fig. 6. Areas of competence TOP-5 authors

analytical materials [1, 16]. In our opinion, this indicates that researchers are less likely
to use the latest AI methods and tools to get results. It seems that this situation is
characteristic of all applied works in which new methods begin to be used with a time
lag of several years.

3 Conclusion

In this paper we presented an analytical review of research and developments in the
field of AI in the context of medicine, biotechnology and pharmaceutical industry. A
comparative discussion of the latest reports by leading analytical agencies was carried
out, expanded by an analytical review of publications in this area as well as by scien-
tometric analysis of authors on publication activity at the junction of AI and medicine,
biotechnology and pharmaceutical industry according to PubMed data of 2018–2020.

It is shown that, despite significant efforts to develop newmethods of machine learn-
ing and the results already available here, their practical use in medicine, biotechnology
and pharmaceuticals is at the beginning of theway.At the same time, themainmyths here



Artificial Intelligence, Biotechnology and Medicine 435

are determined by high expectations from the application of machine learning methods
and tools as well as from underestimation of the complexity of data preparation for the
effective performance of corresponding algorithms. It should be also noted that scientific
and technological trends that were noticeable at the beginning of 2020 are associated
with the further development of machine learning methods, means of semantic analysis
of NL texts, speech and images, as well as with their integration in practically important
applications.
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Abstract. An approach to automatized object-oriented code refactoring is
described that applies LP structures theory to type hierarchy transformations,
which merge attributes sharing common subclasses. A distinctive feature of these
algebraic structures is their ability to model aggregation not as a relation between
independent sets of types and attributes, but as a relation between specific types.
The property enables amore adequatemodeling of type hierarchies. The described
approach is dual to the “Pull Up Field” refactoring method that was considered
in the previous works related to the applications of LP structures theory. In this
paper, LP structures on type lattices are extended to be able to model a wider
range of type hierarchies and to accommodate external constraints on the refac-
toring process. Also, the paper details the process of constructing and applying
the model.

Keywords: Object-oriented programming · Refactoring · Intelligent system · LP
structure · Software development tool

1 Introductions

Over time, software systems are modified to resolve their flaws and to meet emerging
requirements. Such adjustments unavoidably contribute to code quality degradation and
make further modifications increasingly difficult.

This negative process canbe stopped and reversed byperforming a regular refactoring
of the source code. Refactoring is the process of improving the internal structure of a
software system that preserves its external behavior. An overview of refactoringmethods
can be found in [1].

Enormous complexity of large software systems justifies the need for intelligent tools
that can help a human. Such tools rely on variousmathematical approaches for analyzing
the code and suggesting possible modifications. One of these approaches is Formal Con-
cept Analysis (FCA) [2], which models two-dimensional structures having the “object-
attribute” semantics. FCA has been applied to many areas, including CRUD (Create,
Read, Update, Delete) matrices optimization [3], object-oriented systems refactoring
[4] and knowledge engineering [5].

In [6] it was demonstrated that models for automating the refactoring process can
also be devised usingLP (Lattice-Production) structures theory,which provides algebraic
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models for various domains of informatics [7]. The paper proposed a novel approach
that focused on “Pull Up Field” refactoring (more details about this refactoring method
can be found in [1]) and removal of redundant attributes.

FCA treats types and attributes as distinct sets [8], while LP structures on type lattices
model attributes as an essential part of type hierarchy. Therefore, it becomes possible to
consider more information during the refactoring process and to suggest more elaborate
transformations.

LP structure operations duality has led to the discovery of a new refactoring method
(presented in [9]), merging of attributes that have common subclasses. It is applicable
only to the programming languages that support multiple inheritance. At least, the exis-
tence of such refactoring methods can be justified by the existence of C++, a language
that has been widely used in systems programming for decades and continues to be
essential for performance-critical programming. The paper [9] defined and explored a
special class of LP Structures that could be used to automate such refactoring method.

The approaches of [6] and [9] pose a restriction on type hierarchies that may be
processed: there must not be any types that have multiple attributes of the same other
type. Also, these models provide no means of control over attribute uplifting/merger
and the procedure description lacks details on the mapping between the original and the
resulting object-oriented systems. In order to overcome these limitations for the “Pull
Up Field” refactoring automation, the corresponding approach was extended in [10].

The objective of the present work is to enhance the attribute merger refactoring
automation by eliminating the outlined limitations in a way similar to [10]. In particular,
we suggest an extension to the type lattice building procedure, introduce a new model
parameter that provides additional control over the refactoring process and describe a
generalized language-independent refactoring procedure.

The paper does not cover any implementation issues. It is intended to facilitate the
development of intelligent automatized refactoring tools by enhancing the corresponding
theoretical background.

2 LP Structures on Type Lattices

This section contains a brief introduction to LP structures theory in general and to the
important results from the previous papers on its application to object-oriented code
refactoring [6] and [9].

Definition 1. LP structure is an algebraic structure that consists of a lattice F(≤,∧,∨)
and a binary relation over the lattice (denoted by ←). The binary relation must have the
following properties:

• transitivity: if a ← b and b ← c, then a ← c (a, b, c ∈ F);
• distributivity (for the present work – ∧-distributivity): if and , then

(a1, a2, b ∈ F);
• ≤ ⊆←.

LP structures theory primarily aims at modeling production systems. The distribu-
tivity property of the previously mentioned binary relation is required for monotonic
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logical inference. It is possible for the binary relation not to obey ∧-distributivity in all
cases, this results in non-monotonic inference and requires a special treatment.

Among other concepts, LP structures theory defines and explores themeans of equiv-
alent transformations, which enable compacting the representation of LP structures. By
treating the elements and relations of an object-oriented system as a production system
and modeling it as an LP structure, it becomes possible to apply equivalent transfor-
mations in order to ultimately compact the object-oriented system itself. This aids in
removing redundancy from an object-oriented system and simplifying its structure.

There exist at least two important types of relations in object-oriented programming:
inheritance and aggregation. The lattice Fmodels types and inheritance links: if type a is
a parent of type b, then b ≤ a. a∧b corresponds to the greatest common descendant of a
and b, while a∨b corresponds to the least common ancestor of a and b. F that is defined
in this way will be called a type lattice. In general, such lattice F can be unbounded. To
simplify reasoning, F is augmented by two special entities (in case they are absent): a
fictitious common ancestor I and a fictitious successor of all types O.

Aggregation is represented by a binary relationR on the type latticeF. If a type a ∈ F

has an attribute of type b ∈ F, then it is denoted by (a, b) ∈ R. Note that in general (F,
R) is not an LP structure because such R is unlikely to satisfy all requirements of the LP
structure definition.

≤ and R have similar semantics – in case of both b ≤ a and (b, a) ∈ R, type b
has access to attributes and services provided by a. Let us denote the closure of R with
respect to Definition 1 by . It follows that and .

Semantically, represents the ‘accessibility’ relation between types after the
end of refactoring process. Specifically, corresponds to the statement that
it is possible to access attributes andmethods of type a from an instance of type b through
some chain of inheritance and aggregation links. The resulting attribute assignment is
obtained through compacting .

∧-distributivity of (if and , then ) has the fol-
lowing interpretation. If type b has access to attributes and services provided by types
a1 and a2, then it also has access to attributes and services provided by a1 ∧ a2. If a
new attribute of type a1 ∧ a2 is added to b, then the previous statement about b remains
true even if attributes of types a1 and a2 are removed from the type hierarchy. That
corresponds to the attribute merger refactoring.

It can be observed that this refactoring method affects only the attribute assignment
and preserves the original types and inheritance links. In terms of the mathematical
model, the type lattice F remains the same during all transformations.

The attribute merger refactoring is depicted in Fig. 1 as a UML class diagram with
5 entities. During refactoring, “SomeClass” that contained an attribute of type “A” and
an attribute of type “B” is converted into “SomeClass ′” that contains only one attribute
of type “C” (a descendant of both “A” and “B”, or A ∧ B = C in lattice formalism).

The purpose of refactoring is to enhance the inner structure of a software system,
and it is totally unacceptable for refactoring to lower the quality of code. Unrestricted
∧-distributivity of is a potential source of code quality problems, because it can
lead to merging of those attributes that should be separate for objective reasons. Also,
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Fig. 1. An illustration of the merge attribute refactoring.

it some cases (that have been investigated in [9]) it can introduce additional redundancy
into a type hierarchy. Therefore, ∧-distributivity of must be put under control.

In particular, the following constraint is enforced. A type must not be knowledgeable
of the existence of its descendant types, i.e. if and b ≤ a, then type amust
not have any attributes of type b. The rest of the paper presents definitions and theorems
from [9] that constitute a model that accommodates the restrictions on the acceptable
type hierarchy transformations.

Elements a, c ∈ F are called transitive in R if (a, c) ∈ R∗
1, where R

∗
1 is the transitive

closure of R1 = R\{(a, c)}.
Definition 2. Let R be a binary relation over F. Two pairs (b, a1), (b, a2) ∈ R are called
∧-compatible in R if there are c1, c2 ∈ F such that c1 ∧ c2 ≤ a1 ∧a2, (c1 ∧ c2)∨b = O,
and (b, c1), (b, c2) ∈ R are not transitive in R∪ ≤. (b, c1, c2) will be referred to as an
∧-distributive triple.
Definition 3. Consider two ∧-distributive triples: T = (b, c1, c2) and T ′ = (b′, c′

1, c
′
2).

T is called neutralizing for T ′ if one of the following conditions is satisfied:

1. b = b
′
, c1 ∧ c2 �= c

′
1 ∧ c

′
2 and at least one of c1 ∧ c2 < c

′
i holds;

2. b < b
′
, c1 ∧ c2 �= c

′
1 ∧ c

′
2 and at least one of c1 ∧ c2 < c

′
i holds;

3. b < b
′
, c1 ∧ c2 = c

′
1 ∧ c

′
2.

Definition 4. AtripleT ′ = (b′, c′
1, c

′
2) is called conflictless if there exist no∧-distributive

triples that are neutralizing for T ′.

Definition 5. Two ∧-compatible pairs are called conflictless ∧-compatible if the
corresponding ∧-distributive triple is conflictless.

The construction of LP structure on type lattice is completed by Definitions 6–8.

Definition 6. Abinary relation R is called logical if it is transitive, contains ≤, and if for
all ∧-compatible pairs (b, a1), (b, a2) ∈ R it holds true that (b, a1 ∧ a2) ∈ R.

For a partially ordered set, we distinguish between concepts of the minimal element
(no lesser element exists) and the least element (the least element among all).
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Definition 7. Logical closure of R is the least logical relation that contains R and the set
of its conflictless ∧-compatible pairs.

Definition 8. Two relations R1 and R2 are called equivalent (R1 ∼ R2) if they are defined
over the same lattice and their logical closures coincide. Logical reduction of R is a
minimal relation R0 such that R0 ∼ R.

Let Tpairs be a set of conflictless ∧-distributive triples of R. Consider a relation
R̃ = R∪ ≤ ∪{

(b, c1 ∧ c2)|(b, c1, c2) ∈ Tpairs
}
.

The following two theorems (formulated and proved in [9]) are important for the
rest of the present paper.

Theorem 1. Logical closure of R always exists and equals to the transitive closure R̃∗ of
R̃.

Theorem 2. Logical reduction of R can be computed as R0\ ≤, where R0 is a transitive
reduction of R̃.

Theorem1enables the use ofLP structures for performing equivalent transformations
of type hierarchies. Theorem 2 provides a straightforward way of obtaining the minimal
equivalent representation of a type hierarchy. Logical reduction of R determines the new
attribute assignment for the refactored software system.

3 Extending the Model

The definition of LP structure on type lattice from the previous section poses restrictions
on the hierarchies that can be modeled. In particular, it is restricted for a type to have
more than one attribute of the same other type. This section describes an extension
that cancels such restrictions. Also, a new model parameter is proposed that provides
additional control over attribute merging. This allows to significantly improve quality
and usability of automatized refactoring.

Before model extensions can be considered, an important observation must be made.
In general, logical reduction of a binary relation is not unique and not all logical reduc-
tions can be treated as correct type hierarchy transformations. Theorem 2 provides a way
to obtain a logical reduction that is suitable for refactoring purposes, so in the following
sections logical reduction is assumed to be computed exactly as Theorem 2 suggests.

Let us denote a transitive closure of a binary relation X by X ∗.

Remark 1. Theorem 1 and Theorem 2 have the following consequence: for each (t, a) ∈
R it is true that (t, a) ∈ (R0 ∪ ≤)∗, where R0 is a logical reduction of R.

3.1 Attribute Merging Control

In order to facilitate control over the refactoring process, a new model parameter is
suggested – a binary predicate P : F× F → {0, 1}. It is supposed to have the following
effect: ifP(t, a) = 0, then type t will not have any attributes of type a in the resulting type
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hierarchy. P must obey the following restriction: P(t, a) = 1 if t aggregates an attribute
of type a before the refactoring process or if type t inherits from type a. This restriction
prevents P from conflicting with the original attribute assignment and inheritance links.

The predicate can be incorporated into the model by extending the definition of
∧-distributive triple with an additional condition. A triple (b, c1, c2) will never be
considered ∧-distributive if P(b, c1 ∧ c2) = 0.

Theorem 3. Suppose that the definition of ∧-distributive triple has been updated as
described above. Let R̃ be a logical relation with predicate P, and let R0 be a logical
reductionof R̃. ThenR0 is guaranteednot to contain elements (t, a), such thatP(t, a) = 0.

Proof. Let (x, a) ∈ R̃ and P(x, a) = 0.

If (x, a) is transitive in R̃, then (x, a) /∈ R0 (otherwise R0 would not be minimal).
Therefore, we only need to consider cases when (x, a) is not transitive in R̃. A situation
when (x, a) ∈ R and P(x, a) = 0 is impossible due to the restrictions on P.

It remains to consider the case when (t, x) ∈ R̃ is true due to the existence of a
conflictless ∧-compatible pair (t, a1), (t, a2) ∈ R̃, for which a1 ∧ a2 = x is true. Then
(by Definition 2), ∃c1, c2 : c1 ∧ c2 ≤ x, where (t, c1), (t, c2) ∈ R̃. If c1 ∧ c2 < x,
then (t, c1, c2) is a neutralizing triple for all (t, b1, b2) where c1 ∧ c2 < b1 ∧ b2, and
(t, a1), (t, a2) ∈ R̃ is not conflictless. x = c1 ∧ c2 is impossible due to P(t, x) = 0.
Therefore (t, a1), (t, a2) ∈ R̃ cannot be conflictless ∧-compatible pairs. Then either
(t, x) is transitive (which contradicts the currently considered case), or (t, x) /∈ R̃.

If (t, x) /∈ R̃, then (t, x) /∈ R0. Otherwise R ∼ R0 will not hold. �
By definition, the predicate P(t, a) only determines whether an attribute of type a

can belong directly to type t. It does not eliminate the possibility of type t inheriting an
attribute of type a. If it is needed to prevent this from happening, P(t′, a) must be set to
0 for all t′ : t ≤ t′.

3.2 Extended Type Lattice

The use of a binary relation over the type lattice to model aggregation (as in [9]) prevents
some type hierarchies from being adequately modeled and refactored. Due to the nature
of a binary relation concept, such approach is only applicable to the type hierarchies
where a type can have only one attribute of another type.

Also, attributes can belong to different contexts. If such attributes are merged, this
can lead to code quality degradation and in the worst case it can even cause the program
to malfunction. Below (see Fig. 2) is an illustration of a situation where improper merger
of attributes can lead to severe problems.

The following classes can be seen on the attached UML diagram.

• “Encryptor” and “Decryptor” are the types that implement some cryptographic algo-
rithm (as their names suggest, one is responsible for encryption and the other one is
responsible for decryption).

• “CryptoSuite” is a type that combines the functionality of “Encryptor” and “Decryp-
tor”, i.e. it can be used for both these operations.
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Fig. 2. An example of a type hierarchy with different attribute contexts.

• “SomeClass” is a class that has an “Encryptor” and a “Decryptor” instances for key
“A” and an “Encryptor” instance for key “B”.

Obviously, if we merge “encryptor_B” and “decryptor_A”, then it will significantly
affect the behavior of the program.

In order to enable adequate refactoring of such type hierarchies, it is suggested to
alter the model by extending the type lattice with elements that represent the previously
mentioned contexts. The resulting lattice will be referred to as an extended type lattice.

Let us denote the set of original (before refactoring) attributes by A. The extended
type lattice can be built by the following algorithm.

• Firstly, a type lattice F must be constructed as described in [9], i.e. its elements
correspond to types and the partial order represents inheritance links.

• Let us denote be the set of attributes that belong to t by At ⊆ A. Each At must be split
into disjoint subsets {A(i)

t }Ni=1 in accordance with the following principle. If a ∈ A(i)
t

and b ∈ A(i)
t , then it is allowed to replace attributes a and b by a single attribute whose

type is a descendant of types of a and b. The splitting of attributes into disjoint subsets
must be done before the construction begins, i.e. it becomes a new model parameter.

• For each subset of attributes A(i)
t from {A(i)

t }Ni=1 the following operation must be

performed: a new element (let us denote it by t(i)agg) is instantiated and incorporated

into the type lattice as a parent of t (i.e. t ≤ t(i)agg).

Let us denote the set of all t(i)agg , which were added to the lattice, by T̃ and let
fagg : A → T̃ be a mapping from the original attribute set to the set T̃ of elements

that represent those attributes. If t(i)agg corresponds to A(i)
t , then the following is true:

∀a ∈ A(i)
t : fagg(a) = t(i)agg .

The changes in the process of construction of the type lattice also affect the binary
relation over the lattice. When an extended type lattice is used, the binary relation R
takes the following form: ∀a ∈ A : (

fagg(a), ftype(a)
) ∈ R, where ftype(a) corresponds

to the type of the attribute a.
The type lattice and the binary relation built as above have the following important

properties.
First, the original links between elements of the type hierarchy are preserved. If type t

has an attribute a, then it continues to contain this attribute in the resulting representation
(F,R), since by the construction t is modified to have a parent type fagg(a) that is linked
to a through R.
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Second, the logical reduction of R is guaranteed to bind elements of T̃ with elements
that do not belong to T̃ (which corresponds to attribute aggregation). The reason is that
by Definition 2 the existence of conflictless ∧-distributive triples (t, b1, b2) such that
t /∈ T̃ is prohibited. Therefore if the logical reduction of R includes (t, ftype(a)), t /∈ T̃ ,
then it also includes (fagg(a), ftype(a)), fagg(a) ∈ T̃ , which contradicts the minimality of
the logical reduction.

And finally, the approach does not specify any preconditions for type hierarchies. If
a type has multiple attributes of the same other type, it can be successfully modeled by
assigning these attributes to different subsets A(i)

t . Similarly, it is possible to prohibit the
merger of attributes of different contexts – if they are put into different A(i)

t , they will
never form an ∧-distributive triple.

It must be noted that the extended type lattice construction requires additional input
parameters. The quality and adequacy of the transformations that will be suggested by
the model depend heavily on the data used for extended type lattice construction.

Let us again consider the case described in Fig. 2. The extended type lattice that
corresponds to it is depicted in Fig. 3. For simplicity the fictitious successor and the
fictitious ancestor are omitted from the figure. Arrows point to ancestor types. Fictitious
elements T̃ (T̃ = {A, B}) are represented by gray circles.

Fig. 3. Extended type lattice for the type hierarchy of Fig. 2.

Binary relation R includes the following tuples: (A, Decryptor), (A, Encryptor), (B,
Encryptor). fagg maps encryptor_A to A, maps encryptor_B to B, and decryptor_A to A.

4 Model Application

While the previous sections were primarily focused on describing and enhancing model
itself, this section elaborates on the issues that need to be addressed in any real-world
implementation of the model. Below is a generic procedure of automatized refactoring,
where each step is accompanied by comments and practical considerations.

Step 1. Construction and configuration of the model.
First of all, a type lattice F and a binary relation over it must be constructed as

described in Sect. 2 or Sect. 3.2.
Of course, not every type hierarchy forms a lattice. For the discussed refactoring

method, the lattice property is important because it enables unambiguous choice of
common descendant types. In order to handle software systems where type hierarchies
do not form a lattice, it is required to choose a subset of the type hierarchy that obeys
this requirement.

The model can be configured in at least two ways.
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• Denying the merger of specific attributes (only possible with extended type lattice).
Attributes a1 and a2 can be merged and replaced with an attribute of their common
descendant type only if they are placed into the same set A(i)

t of attributes during the
construction of extended type lattice.

• Restricting the range of types for the newly created attributes. This can be done with
the predicate P : F×F → {0, 1} described in Sect. 3. For example, this predicate can
be used in order to prevent the creation of attributes of abstract types.
Step 2. Computing an updated set of attributes.

The approach can be customized to perform at least two levels of refactoring.

• Performing attribute merger refactoring – attributes are replaced by attributes of their
common descendant types. Firstly, a set of conflictless ∧-distributive triples must be
built. Then, for each triple (b, c1, c2) an attribute of type c1∧c2 should be instantiated
and put into b, while attributes whose type x obeys c1 ∧ c2 < x must be deleted from
b.

• Performing an exhaustive type hierarchyoptimization,which involves attributemerger
refactoring and removal of redundant attributes. This refactoring method can be per-
formed by finding a logical reduction of R. The resulting binary relation can be treated
as the new attribute assignment.
Step 3. Applying the suggestions of the model to the source code.

In a programming language that supports classes, each attribute appears in at least
two contexts – it is included in the corresponding class definition and it is referenced by
its name in every part of the code that needs to access the attribute. Therefore, the task
of removing or merging an attribute can be divided into at least two subtasks.

1. Updating definitions. Besides the issues of code parsing and generation, this subtask
needs to determine the name and type qualifiers of each new attribute. In order to
generate an appropriate definition, each attribute of the resulting type hierarchy must
be matched with a list of original attributes that it replaces.

2. Updating references. When all class definitions are updated, it becomes possible
(and necessary) to revise all references to attributes throughout the source code
since some of them may be pointing to already removed entities. Similarly to the
previous subtask, such correction of references also relies on a mapping between
the old and the new attribute sets. In this case, each attribute of the original type
hierarchy must be mapped to an attribute of the new type hierarchy. If an exhaustive
type hierarchy optimization is performed, each old attribute may be mapped not just
to a single new attribute, but to a chain of references.

The rest of the section is dedicated to constructing the previously mentioned
mappings from an LP structure on type lattice.

Let R be a binary relation over F that corresponds to the original attribute assign-
ment and let R′ be a binary relation over F that corresponds to the new attribute assign-
ment. Note that F remains unchanged during the transformations. Mappings between
the elements of attribute sets will be constructed under the following premises.
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• For each element (t, a) ∈ R, there is only one way to match it to an original attribute.
• Each

(
t′, a′) ∈ R′ represents an attribute of a type hierarchy that is suggested by the

model.
• R′ is a logical reduction of R.

The mapping that is required by subtask 2 can be mathematically represented as
a function fnew : R → SEQR′ , where SEQR′ is a set of sequences {(ai, bi)}Ni=1 that
correspond to valid “chains” of attribute references. The sequences consist of pairs
(ai, bi) ∈ R′ such that bi ≤ ai+1 (for every i < N ). Let us consider x = (t, a) ∈ R

and fnew(x) = {(
axi , b

x
i

)}N
i=1. The following condition must hold for all valid chains of

attributes: each x ∈ R must be mapped to a sequence with t ≤ ax1 and bxn ≤ a.
Below is the procedure that constructs a valid fnew. Let us compute the value of

fnew for (x, y) ∈ R. By Remark 1, there exists a sequence P = {(xi, yi)}Mi=1, where
(xi, yi) ∈ R′ ∪ ≤, xi = yi−1 for each i > 1, x1 = x, ym = y. Let us remove all
elements (xi, yi) ∈≤ from P and denote the resulting subsequence of P by P′. Since ≤
is transitive, P′ is a valid element of SEQR′ . The previous calculations did not rely on
any special properties of (x, y) ∈ R, and therefore the algorithm can be applied to any
(x, y) ∈ R.

The mapping that is required by the second subtask can facilitate the construction of
the mapping for updating the definitions. Mathematically, the first subtask needs to find
fprev : R′ → P(R), whereP(R) is a set of all subsets ofR. It follows from the assumptions
on R that the elements of fprev(x) can be uniquely matched to the corresponding original
attributes.

Let last_pair :SEQR′ → R′ be an supplementary relation that maps sequences
{(ai, bi)}Ni=1 ∈ SEQR′ to their last elements (aN , bN ). Then fprev(x) can be expressed
as fprev(x) = {y ∈ R|last_pair(fnew(y)) = x}.

Thus, if an LP structure on type lattice is constructed unambiguously, it is always pos-
sible to construct mappings between old and new attribute sets that facilitate automated
code corrections.

5 Conclusion

This paper has described and extended an approach of automatized object-oriented code
refactoring.

Similarly to the additions to the “Pull Up Field” refactoringmade in [10], an extended
LP structure-based model has been proposed that can be used for attribute merger
refactoring. The extensions have enhanced applicability and flexibility of the method.

The process of utilizing the model for refactoring automation has been considered,
including the procedures of building and configuring the model and the procedure of
automatic generation of type hierarchy transformations. It was also demonstrated that the
suggested transformations can be converted into mappings that enable straightforward
code modification.

The proposed model has considerable capabilities of formal representation and anal-
ysis of type hierarchies. It can be configured to suggest transformations that increase
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code quality for a broad range of object-oriented software systems. That is why the
method can be adopted as a basis for building intelligent refactoring tools.

Further research may include elaborating the extended type lattice generation and
code modification procedures, adjusting this generic approach to specific programming
languages and the actual implementation of the corresponding software development
tool.
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Abstract. Automated knowledge control is an important component of e-
Learning systems.Moreover, as an analysis of the most recent publications shows,
the possibility of automated free natural language answers assessment is almost
not represented in modern e-learning systems. Existing educational technologies
either support only test approach to knowledge control, or when processing a
natural-language answer, its semantic structure is not taken into account suffi-
ciently for accurate assessment. This paper presents a software prototype that
implements an algorithm for semantic processing of natural language answers.
The basis of the algorithm is a theoretical pragmatically-oriented model proposed
by D. Suleymanov, where main methodological principles are the principle of
context determinism and the principle of meaning expectation. The implemented
prototype was evaluated in order to verify its compliance with theoretical model
and obtain the data necessary for further development of model and algorithm.

Keywords: Automatic answer assessment · Natural language processing ·
e-Learning · e-Assessment

1 Introduction

At present, we are witnesses and even direct participants in the change of functional
responsibility in the three-agent “student – teacher – information technology” education
system [1]. In education, especially in the field of e-Learning, processes are taking place
that fundamentally change its essence. There is a large-scale and massive transition
to distance learning and remote educational process management being incorporated.
Practically the third agent, initially considered as a servicing resource, including auxiliary
software tools, acquires a qualitatively higher status, largely performing the functions
of the second agent, i.e., of the teacher.

In the age of accelerated and massive introduction of online learning, the issue of
effective feedback with the student becomes especially relevant and important, the prob-
lems associated with operational and effective monitoring and evaluation of student’s
answers in knowledge control become even more acute. The task of development of
intelligent software tools for analyzing and evaluating the student’s free natural language
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answers become highly demanded, because it can significantly improve the quality of
knowledge level evaluation, the quality of subject mastering. This, obviously, will help
with more effective online learning management by differentiating educational con-
tent and training individualizing based on more sophisticated automated analysis and
assessment of student’s knowledge.

This paper provides a review and a brief analysis of publications on this topic and
further describes a prototype of such a system for student’s free natural language answers
processing and evaluation developed by the authors. An analysis of publications, as well
as review articles, shows that this topic has not been studiedmuch and that software appli-
cations of automated natural language answer processing are more likely to be prototype
and experimental. Although the first publications related to the topic appeared in the late
1980s and early 1990s [2], more active research and development, and accordingly,
publications appeared only after 2010–2011.

2 Related Work

In order to gain knowledge and to compare our answer processing approach, we analyzed
a number of key review articles and developed systems in the domain of natural language
answer processing briefly described below.

The paper [3] presents an analysis of automated short answer grading systems. The
authors define the concept of “short answer grading” as a problem that satisfies the
following five criteria:

• The answer to the asked question cannot be extracted from the question itself. That
is, the answer can only be formed from external knowledge.

• The answer should be expressed in natural language.
• The length of the answer should be between one sentence and one paragraph.
• First of all, the meaning of the answer should be evaluated, and to a lesser extent its
form.

• The variability of the answer structure should be limited by the context of the question.

The authors conducted a historical analysis of short answer grading systems devel-
opment for the period from 1995 to 2014, proposing to divide this time period into
five parts, called eras: Era of Concept Mapping; Era of Information Extraction; Era of
Corpus-Based Methods; Era of Machine Learning; Era of Evaluation. These eras can
intersect, with each era being characterized by the appearance and development of cer-
tain ideas and approaches to short answer grading and some level of applied research
and software prototypes implemented in this domain.

In a comparative analysis of the short answer grading systems developed in the
considered time period, the authors use six characteristics of such systems: data set,
natural language processing approach, model building approach, grading model, model
evaluation, and effectiveness calculation.

Data sets inmost systems are extracted from academic and teaching experience, from
open sources, or through direct knowledge control testing. The main languages for the
data sets are English, Chinese, German, and Spanish. Common domains of knowledge
are computer science, natural sciences, linguistics.
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To process natural language 17 techniques are used in the systems in a different com-
bination, the most common ones being: spelling correction, stemming, part-of-speech
tagging. The least common are syntactic templates, named entity tagging, case folding.

Based on the studied data models, in particular, the models of correspondence
between questions, students’ answers, and reference answers, the authors conclude that
reference answers play a different role in the answer grading system. In some cases, the
reference answer takes the role of answer model, in other cases it is used for tagging of
the student’s answer.

Gradingmodels can vary depending on the era and approaches used. They are divided
into two large classes: rule-based assessment (the Era of Concept Maps and the Era of
Information Extraction) and statistical grading (the Era of Corpus-Based Methods and
the Era ofMachine Learning). According to the study, the most widely used are machine
learning systems.

Determining the quality of models in the considered systems depends on the type of
answer grading model. Rule-based assessment is best shown in repeated testing across
the same knowledge domain known in advance. Grading based on statistics is best
shown in repeated testing in a previously unknown knowledge domain. The authors
also distinguish three classes of used model quality assessment metrics: classification
metrics, ranking metrics, and relationship metrics.

The main conclusion of the authors regarding methods for the considered system
effectiveness evaluation is that the assessment is complicated by the lack of common
data sets and common grading models. Therefore, a statistical approach to effectiveness
evaluation according to the principles of TREC Eval is showing itself best of all.

The paper [4] supplements the analysis free answer grading systems with data rel-
evant for 2016. The authors divide the considered systems into three classes: systems
based on mask templates; systems based on the “bag of words” model; systems that take
into account semantic or grammatical role of words.

Systems based on mask templates are characterized by the fact that the reference
answers are set with some logical template language and describe the options for answer
structure.As an example, theFLOD template language (FunctionLogicalOf theDescrip-
tors) is presented. As the main problem of such systems, the authors highlight some high
burden on the knowledge control author, which incidentally leads to the desire to reduce
the template variety, which reduces the answers assessment accuracy. Therefore, one of
the subtasks in the development of such systems is also the task of template generation
for partial automation of knowledge control of author activities. In addition, the authors
note a downward grading trend in such systems.

Systems based on the “bag of words” model mainly use statistical analysis methods
and search for n-grams in the answer text, with preliminary answer processing which
consists of: paraphrase elimination, synonymy removal, abbreviations interpretation.
The authors refer to such systems as using vector models for answer representation and
machine learning methods. One of advantages of such systems is relative simplicity of
knowledge control tests preparation. However, in the case of questions that require a
specific answer structure, for example, requiring the proper order listing of a certain
process steps, such systems are not suitable. One of the problems of such systems, the
authors consider a tendency to grading overstatement.
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Systems that take into account semantic or grammatical role of words in a sentence
and their relations combine the ideas of two other system classes, since they adapt both
structural approach and the flexibility of answer modeling. However, such systems,
according to the study, inherit the problems of other system classes.

As the main conclusions, the authors cite some problems of automating the trans-
formation of complex structured answer information into a more unified and simpler
form, resolving coreference, automated development of knowledge bases and creating
domain ontologies based on unstructured natural language texts, also the need for logical
inference when evaluating the answer, rather than comparing it with syntactic templates.

Below we present related research where working prototypes of answer grading
systems are introduced.

The author of [5] proposes metaregular expressions to reflect variety of the answer
structure. He provides an algorithm for grading answers to questions of the “Definition”
type and a method for automated generation of metaregular expressions for correct
answers. Based on the results of the developed prototype evaluation, the author concludes
that this approach quite effectively processes the “Definition” type answers for a given
specific domain area.

The authors of paper [6] presents a report on the development of automatic answer
grading system for GRE (Graduate Record Examinations) test questions. This test is
intended for applicants to graduate schools at US universities. This test is intended for
master degree applicants in US universities. Test questions imply an answer consisting
of 1 to 3 sentences, which is automatically evaluated according to proposed “c-rater”
approach proposed by the authors. To conduct an evaluation experiment on the system,
15 questions in “Biology” and 20 questions in “Psychology” were prepared for the
algorithm. 971 students attended in experiment. Their answers were not only evaluated
by the algorithm, but separately, each answer was graded by two experts. The authors
claim that, according to their study, the average grade from the experimental test is higher
than the overall GRE average. To evaluate the algorithm, they measured the numerical
expression of agreement between experts, as well as agreement of each of the experts
with answer grade made by algorithm.

In paper [7] an automated assessment system for “Essay” type questions is proposed.
The authors described an approach of using information retrieval from encyclopedic and
question-answer systems to generate questions and evaluate answers. Evaluation takes
place by dividing the response into sentencization, tokenization, automatic morpho-
logical tagging using the OpenNLP package, and further analysis using the WordNet
semantic network. To evaluate the algorithm, an experiment in form of lesson embedded
testingwas conducted. 7 participantswrote essays on5questions. ThePearson coefficient
was used for numerical evaluation, showing the correlation between the algorithm given
score and the teacher given score. According to the results of the study, the correlation
coefficient was 0.77.

The paper [8] presents a software module designed to be embedded in Adobe Cap-
tivate, a program for e-Learning courses creation and e-Assessment conducting. The
authors propose the use of structural approach to information extraction for question
generation as well as for answer grading. The knowledge control author can either man-
ually edit the answermodel formore precise adjustment, or simply enter a set of reference
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answers so that the system generates an answer model automatically. The natural lan-
guage answer processor proposed by the authors uses the Stanford parser and supports
coreference resolving, synonyms processing, and composite concepts segmentation. To
evaluate the developed software module, the authors conducted a test of 30 questions,
in which 12 people took part. Answer grading was carried out using both automatically
generated and manually created answer models, the algorithm evaluation was done by
calculating the correlation coefficient with an expert given score. This coefficient for
automatically generated models was 0.66, and it was 0.81 for manually created models.

The authors of [9] present a system that uses a special GAN-LCS metric to evaluate
answers based on their distance to the reference answer. The paper describes approaches
to the automatic generation of reference answers where teacher creates the knowledge
control tests based on Maximum Marginal Relevance method, which facilitates filling
out the answer model. Moreover, the system uses either a corpus or machine learning,
and the presented metric, according to this study, is quite effective.

The authors of [10] describe an automatic open question answers grading system in
Russian. As a linguistic processor, the system uses Tomita-parser from Yandex, which
supports tokenization, morphological analysis, and entity extraction. This parser uses
user-defined grammar and thesaurus for natural language processing. To evaluate the
system, the authors used the Cohen’s kappa coefficient of compliance, which shows
the consistency between the programmatic answer score and the expert given score.
Experiment was conducted, in which 1445 student responses were received. The kappa
coefficient was 0.76.

3 Conceptual Model

3.1 Methodology

The main methodological principle of the approach used to build the prototype is the
assertion that the question asked limits the context of the answer in a natural way,
both in terms of answer variety and structure. The following hypothesis is put forward
and verified during prototype testing. The construction of an effective pragmatically-
oriented algorithm for natural language answer grading is possible and it is ensured by
the following significant factors:

• Natural limitation of the answer and corresponding tokens values’ space for a given
question in test-learning situation (principle of answer values determinism).

• Natural limitation of the answer structure types for a given question, which are
described in terms of special deep grammars called individual conceptual grammars
(ICG) (principle of answer structure determinism).

• Ability to control the answer assessment accuracy due to the extensibility and modifi-
ability of ICG as the basis of a pragmatically-oriented assessment algorithm (principle
of ICG openness).

• Possibility of the evaluation algorithm scope narrowing, which is done through com-
parison of the student’s answer with a pre-prepared answermodel (principle of answer
expectation).
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Thus, a pragmatically-oriented approach to natural language processing is imple-
mented, i.e., this algorithm is not universal, but aimed at solving of the problem within
a specific domain, limited by the framework of the question-answer context.

The basic concepts in this theoretical model are “Conceptule” and “Individual con-
ceptual grammar”. The conceptule expresses the specific typed semantic and grammat-
ical role of lexemes or their parts in the answer, indicating the corresponding natural
language grammatical features. An individual conceptual grammar is a conceptule com-
bination scheme corresponding to correct expected answer meaning in accordance with
its semantic class. Each ICG conveys a certain canonical meaning, and the answer corre-
sponding to this meaning is called a canonized answer. The need for introducing ICG in
themodel, therefore, is to reduce semantic text analysis to syntactic parsing of canonized
representation in conditions determined by the question context.

Figure 1 presents an example of ICG2 for answers corresponding to the canonical
meaning of a certain typed relationship, e.g., spatial or temporal, part-whole relations,
functional relations. The questions that correspond to ICG of this type can take the
following forms: “What is performed before: X orY?”, “What actions doesX perform?”,
“Where is X located?”. In the presented by ICG2, conceptule SS corresponds to the main
concept of the question, SO expresses a concept that exists in a typed relation with the
main concept, RSO reflects the relation of SS to SO, ROS reflects the relation of SO to
SS, Gm corresponds to grammatical modifiers for relations and concepts. In addition,
we consider interval lexemes LIS, LIO, LIR, which impose semantic restrictions on SS,
SO, and RSO with ROS, respectively.

Fig. 1. ICG2 structure.
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3.2 Answer Processing Algorithm

The answer processing algorithm is presented in Fig. 2. The lexical processor receives
natural language answer with answer model for the given question as input. The answer
model is a dictionary of mapping type “Conceptule” – “List of lexemes corresponding to
conceptule”. Lexemes description from the answer model can contain characters such as
“*” (it denotes an arbitrary single character) and “&” (it denotes an arbitrary sequence of
characters). These characters allow the question author to provide different word forms
to take into account syntactic inaccuracies in the student’s answer. An example response
model is provided later in the “Experiment” chapter.

Fig. 2. Answer processing algorithm.

The main output of lexical processor consists of canonized answer representation
which can be described as a chain of conceptule elements corresponding to the natural
language answer text. To convert the answer in this form of conceptules chain, the
lexical processor splits answer into lexemes and then searches the answer model for
corresponding conceptule. An example of canonized answer representation is provided
later in the “Prototype development and evaluation” chapter. In addition to canonized
answer, the lexical processor also calculates partial situation vector, forms an array of
restricted lexemes and an array of undefined lexemes. The partial situation vector is a
numerical vector (S1, S2, S3, S4) where:

• S1 is a ratio of canonized answer length in lexemes to the required length from answer
model;

• S2 is a number of restricted lexemes from the answer;
• S3 is a number of undefined lexemes from the answer;
• S4 is a code characterizing answer modality, that is, either the presence of uncertainty
or categoricalness characterizing lexemes, or their absence, i.e. neutrality. S4 values
are 0, 1, or 2 for cases of uncertainty, categoricalness, or neutrality, respectively.

The semantic interpreter receives canonized answer representation and the ICG
related to the question asked. The interpreter checks the correspondence of canonized
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answer to the ICG by trying to traverse the nodes of syntactic graph of the ICG according
to the conceptules chain. If this traversal completes at the final node of the graph, then
it is considered that the answer corresponds to the ICG. At the output, the semantic
interpreter calculates a complete situation vector (S1, S2, S3, S4, S5, S6, S7), which in
addition to the already described partial situation vector contains:

• S5 as a code characterizing the correct use of interval lexemes. It takes the value of 0
if all interval tokens are used correctly, otherwise it takes the value of 1;

• S6 as a code characterizing the semantic correctness of the answer, i.e., its correspon-
dence to the question ICG. Its value is 0 if the canonized answer fully corresponds to
the ICG. If the answer is missing a relation, then S6 takes the value of 1. Otherwise,
if canonized answer doesn’t correspond to the ICG, it takes the value of 2;

• S7 as a code characterizing the completeness of the response, that is, the ratio of
canonized answer length to the length of corresponding conceptules chain from the
ICG. It takes the value of 0 if full compliance. If the canonized answer is longer than
the ICG chain, then it takes the value of 1, otherwise it takes the value of 2.

4 Prototype Development and Evaluation

4.1 Software Implementation

Based on the previously described theoretical model, we developed a software proto-
type using Python programming language and Django web framework for graphical
user interface. Natural language processing algorithm was implemented with the usage
of regex, nltk and pymorphy2 packages for Python. The prototype consists of two com-
ponents: a question editor that implements question creation and editing with answer
model configuration, and a testing tool that allows to interactively give an answer to a
question and to analyze output of the algorithm.

Figure 3 presents a form that allows one to enter the question wording, a reference
answer and to configure the answer model. To set up an answer model, you need to enter
the required response length in conceptules and select an ICG corresponding to semantic
class of the question. After ICG selection, the form for answer model configuration
expands for editing. It is shown in Fig. 4. Through this form, sets of lexemes are entered.
They correspond to:

• Conceptules included in the selected ICG;
• Conceptules that express interval lexemes;
• Conceptules that express restricted and optional lexemes.

Special testing tool was developed for prototype evaluation. This tool allows one to
evaluate the algorithm output data in question-answer dialog model. Its form is shown
in Fig. 5. When entering the answer to the question, the form displays: canonized repre-
sentation of the answer, situation vector, list of undefined lexemes and list of restricted
lexemes.
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Fig. 3. Question editing form.

Fig. 4. Answer model configuration form.

4.2 Prototype Evaluation

For prototype evaluation, the question “What is executed before: compilation program
or loader program?” was created. An answer to this question involves the disclosure
of “Temporal typed relationship”, expressed in the form of the previously considered
ICG2. An answer model was developed for this question and this ICG. It is presented in
Table 1. The answers to this question may be:
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Fig. 5. Algorithm evaluation dialog form.

1. “The compilation program is executed before the loader program”, the reference
answer, it is fully consistent with the ICG;

2. “Compilation is always before of loading”, a correct answer, it is fully consistent
with the ICG;

3. “The loader program is executed before compilation”, an incorrect answer, it does
not correspond to the ICG;

4. “Compilation”, a correct answer, but it is incomplete, as it doesn’t fully correspond
to the ICG.

Table 1. Question and answer model for evaluation.

Question
(in Russian)

Что выполняется раньше: программа компиляции или 
загрузки?

Question
(in English)

What is executed before: compilation program or loader program?

Answer model
SS программ*+компиляци*, компиляци*, компилятор*
LIS люб&
SO программ*+загрузк*, загрузк*, загрузчик*
LIO люб&
RSO выполняется+раньше, раньше, работает+раньше
ROS выполняется+после, после, работает+после
LIR Всегда
Gm Чем

Using the above answers, the algorithm was evaluated. We graded the received
answer using common five-point scale, and entered them into the prototype to be pro-
cessed by the algorithm; output data is presented in Table 2. According to the results,
the lexical processor correctly and completely analyzed the natural language answer
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text, making the canonized representation of the answer without unidentified lexemes.
The semantic interpreter, in this case, according to the S6 value in the situation vector,
marked the reference and the correct answers as completely corresponding to the ICG,
and the incorrect or incomplete answers as not corresponding to the ICG2. Thus, we can
conclude that the prototype as a whole works as was expected.

Table 2. Evaluation output data.

Answer Canonical representation Situation 
vector

Grade

Программа 
компиляции 
выполняется 
раньше чем 
программа загрузки
(1st answer)

SS(Программа 
компиляции)

RSO(выполняется 
раньше)

Gm(чем)
SO(программа 

загрузки)

S1 = 1,0
S2 = 0
S3 = 0
S4 = 1
S5 = 0
S6 = 0
S7 = 0

5

Компиляция всегда 
раньше загрузки
(2nd answer)

SS(Компиляция)
LIR(всегда)
RSO(раньше)
SO(загрузки)

S1 = 1,0
S2 = 0
S3 = 0
S4 = 1
S5 = 0
S6 = 0
S7 = 0

5

Программа загрузки 
выполняется 
раньше компиляции
(3rd answer)

SO(Программа загрузки)
RSO(выполняется 

раньше)
SS(компиляции)

S1 = 0,8
S2 = 0
S3 = 0
S4 = 1
S5 = 0
S6 = 2
S7 = 1

2

Компиляции
(4th answer)

SS(Компиляции) S1 = 0,2
S2 = 0
S3 = 0
S4 = 1
S5 = 0
S6 = 1
S7 = 1

3

5 Conclusion

Further work on the developed prototype consists in its scaling to minimal knowledge
control system in order to conduct experimental e-Assessmentwith students. Such exper-
iments will make it possible to evaluate the algorithm in real conditions, to identify
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classes of problems that impede the algorithm, and to analyze solutions to problems of
this kind. Already now we can conclude about the possibility of confirming the hypoth-
esis with this experimental approach, provided that individual conceptual grammars and
answer models are properly configured. Another way of algorithm development is the
automation of answer model creation, because it is an exhausting task for a teacher to do
it manually. There is already an ongoing research for this problem which includes the
usage of domain ontologies for question generation This way of algorithm development
will allow it to be integrated into production-ready e-Learning system of knowledge
control.
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Abstract. A double intelligent system is proposed in the paper. It consists from
two Expert Systems. The first one is intended for autonomic behavior in the sur-
rounding information media, where it may get new evidences and modify its
behavior being the Dynamic Expert System by definition. The second Expert Sys-
tem is considered as a mother system with respect the first one. It provides a
certain amount of control over the autonomous part excluding such changes in the
knowledge base of the first ES that are considered to be unacceptable from the
mothering system point of view.

The special feature of such dual organization is that its members may be
arbitrary separated in space. The required control is achieved via the use of a
wideband wireless communication established between these two systems.

Oneof the purpose of such adual expert system is an attempt to avoid designing
of some Artificial Intelligence systems that might breach common social norms
of social behavior of technical devices working within society of people.

Keywords: Dual expert system · Dynamic expert system · Space separation ·
Wideband wireless communication · Knowledge base ciphering · Open key
ciphering

1 Introduction

An important for themodern applications ofArtificial Intelligence question of admissible
independence of activity of autonomous intellectual system from intention of its designer
is discussed and to some extent resolved in the present paper.
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This problem has been already raised in publications of outstanding American sci-
entist and science fiction writer Isaac Asimov [1] who proposed a system of restricting
rules for a robot in order to defense its human designer from any negative reactions from
the created machine.1

These rules have been proposed by I. Asimov, so to say, in a literature genre, as in
his time there was no the corresponding technology did not exist. Yet in the light of the
success in design of artificial systems ably to independent activity the problems of such
a safety occurred more and more frequently.

The society as whole began expressing corresponding anxiety.
Some time ago it would be enough to provide soothing arguments that compared

the AI science to the nuclear synthesis science and to note that consequently the safety
problem must be resolved by the specialists who may direct the nuclear research either
to the area of dangerous nuclear weapon or to the area of nuclear power stations able to
solve the important energy problem for the people.

Oneof the authors of the present paper used this argumentation in reply to the question
of the chairman in some TV program concerning possible danger of intellectual robots
for people. However gradually accumulated believe in the unlimited power of intelligent
system makes such an argument not consistent. Indeed, in case intelligent systems the
final decision would be taken by an AI system, not by the people. And nobody is able
to predict what thought would come out of its artificial brain.

It is typical that such an anxiety was noted as well among leading modern scientists,
who are experts in Artificial Intelligence. For instance they have produced a Manifest
that AI specialists had to take an obligation to never design something that may be
referred to as Autonomous Weapon (Naturally we have put our supporting signature
in the corresponding document. The latter document attracted a special interest within
scientific community and elsewhere)2.

Following the remarkable fiction scientist advice one may solve the problem by
simple formulation of corresponding restricting rules for the case of newly created intel-
ligence system. However, the main obstacle for this approach is the following one. As
in case of nuclear strategy it was important to invite for consultation such a prominent
scientist as Richard Feynman. But in case of intelligent system similar problems may
be solved easily by some changes in the system of logical rules involved in an artificial
intelligent system.

Actually even some beginner may change logical rules in dangerous direction for
people if he has been explained what the autonomous weapon is.

1 First Law: A robot may not injure a human being or, through inaction, allow a human being to
come to harm.

Second Law: A robot must obey the orders given it by human beings except where such
orders would conflict with the First Law.

Third Law: A robot must protect its own existence as long as such protection does not
conflict with the First or Second Law [1] .

2 On behalf of Executive Council of the Association for the Advancement of Artificial Intelligence
Prof. TobyWalsh in 2015 helped release an open letter calling for a ban on offensive autonomous
weapons that attracted over 20,000 signatures.
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Moreover for various applications a lot of complicated AI systems were created and
for an external observer it is very difficult to guess what kind of problems may be solved
with a particular system.

Nuclear and thermonuclear bombs were design immediately after the Second world
war, when there was a feeling that such a weapon may bring the piece throughout
World. And it very good that some other scientist and engineers started to work on a
really peaceful application of the science mainly for energetic and medicine.

In our present paper an attempts is made to design a new intelligent system, which
from one side is able to develop itself, via the use of various kind of external information
that’s why it is referred to as an autonomous one. However, its development is taken care
of, though not fully controlled, with some mother intelligent system, which is watching
it to keep its activity within a certain frame of permissible one and maybe considered as
a designer of the whole system or as a creator of it [1].

Probably in a distant future the similar to our schemes will let us checking any newly
created intelligent systems and possibly will issue an official documentation – a license
– as an evidence that such a system may be used under certain conditions and in any
case will mot bring any harm to people. The licenses of a similar kind are presently
obligatory with respect to modern medicine and medical equipments.

Yet presently the research in this paper is oriented towards development of
fundamental issues of something that we referred to with the term the restricted
autonomy.

In the next chapter and its parts present a general block-scheme of restricted auton-
omy system that consists in Mother Intelligent System MIS and Dynamic Intelligent
autonomous System DIAS in a certain manner interconnected over the wideband wire-
less channel [6]. This chapter is the main part in this paper. It reports, in particular, the
means used to provide necessary stability and safety of DIAS performance when it tries
to modify its knowledge on the of base of information coming from outside media and
texts.

Conclusion describes the perspectives of building a practical version of dual system
and mentions the general problem of simultaneous collective behavior of many dual
intelligent systems.

In the theoretical parts of the paper the author’s system of wideband wireless com-
munication [6] of the systems MIS and DIAS is used and the problems involved are
discussed; the use of new methods of providing safety for DIAS based on original sym-
bol splitting method [9] and the classical methods of open key ciphering [7, 8] are used;
our original results in the area of conversion of texts into sets of productions [2] have
been used, and finally the theory of category approach provided a necessary knowledge
simplification due to new formal language.

2 Dual Intelligent System

The proposed in this paper system contains two expert systems: MIS (Mather Expert
System) and DIAS (Dynamic Intellectual Autonomous System). As it was mentioned
above, MIS may be considered as the author of DIAS in the sense of publication [1], as
it is MIS that supplies DIAS with its first knowledge base.
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The systemDIAS acts autonomously collecting information at the start in accordance
with the rules initially supplied by MIS. However it is assumed that DIAS may obtain
some new knowledge from texts in accordancewith the conditionalitymethod developed
by Liudmila Savinitch and described, for instance, in the publication [2].

The dynamic expert system DIAS renew its knowledge by learning and “leads its
normal life” in the environment where it is happened to be in. For example, working on
earthquake prognoses it may send the results to interested party.

The most important that the DIAS may attempt to reconsider its own knowledge-
rules taking into account the informational input flaw that was already observed in the
very first dynamic expert system SEISMO [3].

DIAS is an autonomic system in any respect except one. The point is that the DIAS
is the autonomic system in any sense except one but very important aspect. The point is
that MIS is taking care on its activity in a certain way, in order to avoid the event when
DIAS will do anything that it is considered as impermissible or harmful from the point
of view of the mother system.

MIS does not control DIAS but only is taking care its attempts not allowing it to
perform any error in something that is principally important.

Initially DIAS acts in a strict agreement with its starting rules established by MIS.
However it is also important that none of the external actionsmight change the rules i.e.
a special shield should be arranged, which will be described later.

From the other side the DIAS itself may propose some changes in its knowledge
base, yet it may be accomplished only after permission from MIS. To make it possible
a distant wireless communication is established between two components of the dual
intelligent system, as well as some additional defense scheme.

In this paper we will not make it very distinct what namely MIS might consider
inacceptable, limiting themselves with some clear examples. It is done intentionally.

2.1 Data Exchange Between Two Systems

At the starting moment t = 0 system MIS transmits to DIAS an initial knowledge base
znani� – KB(0) – to be used by DIAS to collect information and to start self-learning.
This KB(0) is stored ciphered in a safe place of DIAS computer memory. Each moment
when DIAS starts to work it loads the current knowledge base to its working space after
preliminary deciphering of the stored file and begins to perform accordingly. Next time
DIAS also loads it after deciphering and etc.

Being dynamic expert system may occasionally decide that it wants to modify its
knowledge base by creating KB(t). However DIAS may not put in the space occu-
pied with original KB(0), as this space was password protected from hackers or other
unsanctioned external attempts (see below).

For these reason DIAS builds the KB(t) in a separate piece of memory and sends it
over radio to system MAS asking the latter to check if there some inadmissible breach
in the new knowledge base from the point of view of MAS.

If there is no such a breach than would announce the new KB(t) correct and will
send it back to DIAS ciphered with the same cryptographic key and it will be installed
in place of previous knowledge base file site of memory.
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If however some inadmissible breach is presentMASwill prohibit such a replacement
and the knowledge base remain unchanged.

2.2 Example of Inadmissible Breach

As an obviously inadmissible example of inadmissible breach may be the rule to destroy
MIS in some way, which reminiscent the breach of one of this laws for robots or broke
connection DIAS with MIS with. It seems that in this situation in knowledge base KB(t)
there is command delete or breach of communication, addressed to MIS or something
similar. Thus, we do not mean some participation in the current activity of DIAS. We
mean that only some general control is provided over the KB(t)..

For this it is very desirable to have some description of the knowledge base on some
abstract language that is not dependant on the subject domain as some of the breaching
commands may be hidden rather deeply in KB. If one speak on the check up provided
by MIS then in the majority of cases one should not look for look for delete but look for
the object of direction of the delete. And it might happen in some cases that delete is not
directed towards MIS and there is no breach at all.

System DIAS solves problems in a certain domain. A situation for DIAS is the
position that is achieved in result of application of certain set of knowledge related to
the domain. DIAS In the process of its performance is changing the situation. But also
in the process DIAS may obtain some new knowledge. The goal situation for DIAS is
the situation containing solution of its main problem.

Acting autonomously DIAS extracts also some knowledge that is not directly related
to the solution which is sought of. For some reasons the system DIAS may store in its
memory also extraneous knowledge, say, for solution of some future tasks.

2.3 Knowledge Description in Category Theory

Commonly the format of the situation in expert system as well as the format of rules,
which constitutes the knowledge base of the Expert System are depended upon the
subject domain.

In a Theory-of-Category description developed by A. Zhozhikashvily and his col-
leagues [4] these problems maybe solved without taking into consideration the concrete
particulars of certain problem domain.

The class of the situation is a certain subclass of all the morphisms of a category
that satisfies the following requirements: if morphism α represents a situation, then for
any morphism ϕ for which the composition with αϕ is defined this composition is also a
situation. the production from the object S into object T is defined as a pair of morphisms
ϕ : X → S and φ : X → T , where X is some object of this category.

Let α : I → S be some morhism that represents a situation. The production ϕ :
X → S, φ : X → T is considered to be applicable to this situation if for somemorphism
β : I → X one has α = βϕ. In this case the result of its application will be some new
situation βφ : I → T , as it was proved in a number of our papers (see Fig. 1).

The knowledge base which is used in DIAS essentially represents the subject domain
for MIS. A situation for MIS is the description of knowledge base of DIAS. The produc-
tions of the systemMIS transform the situations and, consequentlymodify the knowledge
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Fig. 1. The graph representation of a production in Category Theory

base of DIAS. Category Theory interpretation of the knowledge base let us write down
the DIAS in an abstract format thus “hiding” the DIAS subject domain in the definitions
of the category and its morphisms. It means that the situations and rules, as well as the
procedures of their application, in this case do not depend on the subject domain used
in DIAS.

TheDIAS as the dynamic system [3]may independently develop its knowledge base.
One of the ways for such development may be embedding some knew rules obtained
in result of some generalization of solutions of certain concrete problems, or obtaining
some external knowledge of rules from various sources using the approach developed
in [2].

Categorical interpretation of the knowledge base lets one write down the rules for
DIAS in an abstract way that is independent upon subject domain of DIAS and hides
this problem domain in the definitions of objects and morphisms. Hence the situations
and the rules of MIS as well as the procedures for the applications of rules in MIS in
this case do not depend upon the subject domain.

DIAS may autonomously develop its knowledge base. One of the approaches to the
development is an addition of new rules obtained in the result of some generalization of
some concrete task descriptions. There are some other ways of knowledge base modifi-
cation. For instance it may be done on the base of external texts, which in many cases
may be converted into productions using the approach proposed by Liudmila Savinitch
[2].

Each time, when DIAS develops its Knowledge base, before its use it sends the
new base foe improvement by MIS. Only MIS knows what possible logic inferences
are dangerous or inacceptable and should prevented, as we mentioned above. Studying
the new knowledge base that has been sent to DIAS, MIS attempts to discover in it a
possibility of undesirable inferences.

2.4 Correction of Knowledge Base for DIAS Is Possible

Algorithms applied byMIS are not directly related with subject domain of DIAS, if they
are expressed in the theory of category terms [4], i.e. in the language of composition of
morphism composition (see Fig. 1 above).
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In case system MIS is found some dangerous possibilities in the base sent by DIAS,
the obtained knowledge base is considered inadmissible and the previous base of DIAS
remain in its previous way.

In principle there are possible somemore delicate adjustments which should bemade
in the obtained knowledge base that may be sent to DIAS for correction. For example
some newknowledgewere obtained during generalization andMIS discovered that some
particular knowledge sometime might lead to the prohibited results. It means that the
generalization was too wide.

If MIS corresponds to DIAS which situation must be excluded, DIAS may built a
difference between the generalization and the situation obtained fromMIS, i.e. may find
the admissible level of generalization that does not contain the prohibited situation.

Such an operation may formally defined in the terms of Theory of Category. Yet it
may not be implemented in some categories [4]. However if it may be implemented, the
rule added by DIAS should be replaced for a more special that avoids the prohibited
situation. In some categories, where such difference does not exists< there are may exist
an equivalent (i.e. covering the same set of situations) finite set of generalizations? less
obvious than the original generalization. In this case the added rule should be replaced
with the finite set of more special rules.

2.5 Problems of Correction

In some cases MIS may check up the correctness of the changes introduces by DIAS
in its knowledge base and edit them. If MIS knows the lists of possible results of DIAS
performance that should be prohibited, then MIS tries to logically infer each of such
results using the knowledge base provided by DIAS. Let MIS consider the possibility
of obtaining one of the prohibited results. For the inference an abridged version of the
original knowledge base is used. The following is understood with this concept.

A rule of DIAS has the following construction P1, P2, …, Pn → Q, where P1, P2,
…, Pn, Q – some facts. The left side facts of this rule P1, P2, …, Pn.

One class contains the facts that are obtained as the result of inference. The second
class contains facts, truth values of which is defined by external with respect to the
system actions. The most popular is the case, when the truth value of the fact is defined
in the reply to the question razed by the system. Also it is possible when the truth is
defined with some device, or it is the result of analysis of some documents, and etc.

The abridged version is obtained by removal from the rule left side of the elements
of the second class.

Such an abridged rule serves to check the rule performance if all the data coming
from outside will let the rule to be applicable.

If the use of such an abridged version leads to prohibited results, it means that
under some replies of an operator and other data coming from outside DIAS may obtain
an undesirable for MIS result. In this case it is necessary consider the chain of rules,
leading to this result, find in this chain the rule that was added by DIAS in the process
of modification (such a rule must exist, otherwise we have to admit, that the original
knowledge base contained something bad) and exclude this rule from the base.

Some complexity appears if in the inference chain there are several added rules/
Then one has to decide, which of the added rules has to be removed. Let us temporally
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consider some simple version and require from DIAS send its knowledge base to MIS
whenever any one rule is added. Such a solution looks as logical one, however it does
not solve the problem, but only masking it.

Indeed, imagine that DIAS added rules R1 and R2 and their sequential application
leads to the dangerous situation. If first R1 was added and the R2, then NIS did not
notice anything bad. Yet after addition of R2, MIS will see the undesirable effect and
will removeR2. However if the R2 is added first andR1 arrived next? systemwill remove
R1. Thus, the order of removals is somewhat randomly defined.

The previous actions may be reformulated in the following way: to find De�ctvie,
opicannoe v ppedydywem abzace, mo�no pepefopmylipovat� tak: in the chain of
rules some rules lead to the prohibited result and the rules added in the latest modification
of the knowledge base and remove one of them.

2.6 Suspicious Changes in the Knowledge Base

Finding rules in the knowledge base that are responsible for inadmissible results in
general constitutes a complicated problem. Moreover, apart from obvious attempts from
the side of DIAS to create conditions for non-wishful action from the point of view of
MIS, there can be hidden ones. Thus one of the new rule may contain a suggestion to
load some external file and start it, which in its turn may perform some effect undesirable
for MIS up to destroying MIS completely.

At last the DIAS may contact some other intelligent system to make a harm to MIS.
In all the above cases the only possibility for MIS would be to ask DIAS for some

explanation what is hidden behind these unknown programs and files and some non-
obvious actions by sending DIAS a separate letter with request to remove from its
knowledge base all the suspicious modification, which may do something bad to MIS.

In the future it is desirable to make a list of all the obvious and hidden ways of
introducing in expert system DIAS the suspicious modification that may have some
negative character with respect to MIS.

However for the moment NIS will farce DIAS to the previously approved knowledge
base, i.e. KB(t − 1).

In another words the interests of MIS have a higher priority over the consideration
of DIAS, which it used when proposing to make changes in its knowledge base.

2.7 Special Features of Knowledge Bases of Dynamic Expert Systems

From the other side one should not forget that the system DIAS is a Dynamic Expert
System [3] i.e. the system able to perform in a changeable external environment. It is
able to reconsider in due time the results of its analysis, taking into account the change
of some parameters.

Under some characteristics of these parameters it needs to reconsider its knowledge
base, which becomes inadequate under certain values of mentioned parameters. If the
temperature of the local environment unexpectedly reached large negative values, a
special knowledge base should start fixingmeasuring apparatus and consider the animals
behavior and the water in drinking pits in a special way. This knowledge base has to
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take into account the following tasks: to find a service company, find finance resources
for purchasing new elements, and etc.

The knowledge base (KB) has changed, yet the main goal of DIAS is preserved. For
instance, it is important to make an estimation of the chance of the earthquake in the
locality [3]. Hence the new KB* must finish its intermediate task with the return to the
solution of the main goal. That is, the knowledge base KB* was intended only to solve
some close up subtask having its own sub-goal.

Wewant to stress that the KB*may be borrowed from surrounding sources as well as
the evidence about drastic change of local weather and this information is available. It is
not unusual that the KB* may be found among the information and be openly available
even in an algorithmic format, but see also [2] and considerations above in this paper.

After this intermediate goal has been reached the system DIAS will automatically
return to its main goal, however probably after some time. avtomatiqecki vepnetc� k
pexeni� cvoe� celevo� zadaqe, no byt� mo�et lix� qepez nekotopoe vpem�.
It is possible that some stages of the goal program of DIAS should not taken care and
may be omitted because of the lost time, probably some rules in its knowledge base
became obsolete and may be replaced. Or the local earthquake already took place and
the system DIAS may start to do something else or choose the new task from the library
of all possibilities, for example, begins to create the longtime prediction [3].

In some other words the system DIAS.
Formally speaking, DIAS will remove some of the rules and will add some new

collection of rules. It is important that the additions/removals are not arbitrary and these
are results of solution of some important intermediate problems.

It is possible to consider somewhat more general case, when the knowledge arrived
without any relation to the existing knowledge base. Then the mentioned approach with
suspicious knowledge components would be more appropriate. These may bring some
threat in principle towards the dual system described here or be undesirable in some
other sense3.

Some algorithms of verification of proposed changes in DIAS may be considered in
the category language, using patterns. This language has been developed by the present
authors during many years [4].

MIS may formulate the set of prohibited situations as a pattern or set of patterns.
For each rule proposed to be added by DIAS the system MIS verifies if the pattern
representing side “Then” of the rule presents the sub-pattern of one of the prohibited
patterns. When it is true the rule should be removed from the knowledge base.

The formulated above condition for removal is simple but maybe it is too weak.
Indeed, the consideration that part THEN of the rule is the sub-pattern of one of the
prohibited patterns means that any inference, obtained with this rule, is considered as
prohibited. However the rule has to be removed in case if only some of the inferences
obtained with this rule turned out to be prohibited. It means that the rule has to be
removed if its right part has “non-empty” intersectionwith one of the prohibited patterns.
In the language of patterns the intersection is the most general special case (MGSC).

3 Rememer that it is DIAS presents “a progressive part” of dual system that is describd here. It
is tuned on the search of new tasks that requires solution as well as the means to solve them?
choosing out tasks from available information.
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Consequently, if in the category that described the knowledge with which the DIAS
works there is exist MGSC, the check for correctness consists in calculation MGSC for
the part THEN and for each of the prohibited patterns. Result of each of such calculation
should be a pattern, which is smallest in the set of patterns. When its true the rule must
be removed.

Thus the final algorithm of interaction of DIAS and MIS consists in the following.
Each change in knowledge base of DIAS is sent to MIS for approval. DIAS may

use only verified base obtained from MIS. The ban for DIAS to insert changes into
its knowledge base is a complicated problem needing probably hardware solutions. We
propose one of the solution on the software level that uses open key cryptography [7, 8].

MIS sends DIAS knowledge base in a ciphering form [9]. It is arranged that DIAS
may use only knowledge base obtained after deciphering. MIS sends to DIAS also the
key for opening the file with. However, MIS do not share the key for ciphering. It means
that DIAS can not introduce any changes to its knowledge base on its own, as it is not able
to cipher correctly the changed base. This fact also provides a defense against external
interference in thework of DIAS: everybody, who obtains the key for deciphering, which
was not secret as we mentioned, may read the base that DIAS is using, yet nobody may
put any changes to it, as it is impossible to cipher the changed base, yet DIAS may use
its base only after deciphering it.

In the same time DIAS may use its base only after its deciphering. MIS may period-
ically change the key sending DIAS new key for deciphering? but keeping the ciphering
key secret. This schemes repeat the scheme of usage of the electronic signature [11].

3 Conclusion

In this paper it was proposed the design of autonomous intelligent system, that is able
to take into account any additional requirements stated as the set rules or production.
With this scheme of restricted autonomy it is possible to avoid the so to say “negative
consequences” of the further development of Artificial Intelligence which are used by
some authors to keep people frightened, see for example [5].

From theoretical point of view the present research is related to some extent to the
important book [12]. Indeed, if mothering care of the MIS (or meta-level consideration
in the sense of [12]) might be somehow embedded into the knowledge base of DIAS as
the object-level system it would certainly remind the creation of a conscience for DIAS
that usually control the people’s intellectual activity in external media and in the internal
world of a human being.

However if a man under certain conditions might step-over the imposed restrictions
related to the conscience, in our case of the restricted autonomy all the special measures
are undertaken in any case to exclude such an event.

It is for this reason our dual system organization has quite a complexity.
Also we do not use the term meta-level for several reasons. First, previously we

published a result where we understood by meta-ES the system ES considering the area
of ES systems. Moreover, with this understanding the Meta-ES was implemented in
LISP and was used for education in the Expert System area [13].
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The second reason is that in our opinion mothering systemMIS does not control the
system DIAS in usual sense of the word of Control Theory. It is only preventing some
undesirable pieces of activity of DIAS when the latter obtains some new knowledge
from outside.

Our system is complex enough. It has several obligatory components, which work in
a close cooperation: several expert systems, wideband mobile wireless communication
[6], the ciphers suitable for the work with knowledge base [9], the procedures for con-
version texts to knowledge [2]. All these components were designed, tested and details
considered previously by the authors of the present paper.

We think that one day we will have a number of intelligent systems with limited
autonomy. They may occupy arbitrary areas, changing their location occasionally and
solving a variety of tasks.

Moreover, they may interact with each other sharing different information and
knowledge. An interaction with people will be considered elsewhere.

Some explanations for the above concern about Artificial Intelligence future and its
role for the people may be found also in the book [5]. This concern arrived mostly due
to the lack of information about real possibilities of AI as well as to the unknown limi-
tations inherent to Artificial Intelligence. It seems also that for the feelings of unlimited
possibility of Artificial Intelligence, also there no theoretical or experimental proof. This
is just an obvious supposition without any strong support for it. But any idea requires
verification!

Indeed, existing intelligent systems are able to solve presently a number of separate
and rather specific tasks.

However situation with mentioned concern about Artificial Intelligence is much
simpler than it is in the area of nuclear technology. In the nuclear area there is no
technology in nuclear field for considering all possible limitations that are important for
humanity. Hence, only politicians are able to take a final decision on limitations and
advantages, and we know the results of it in the past [10].

We hope that present research will reduce the feeling of danger of AI described also
in the introduction chapter of this paper. Naturally one may build a sophisticated system,
which would use some elements from Artificial Intelligence and from other disciplines,
such as learning and recognition, in order to build the autonomous weapon that is able
in some way independently choose the goal for an attack and decide on its scale. It is
similar with respect to influenza viruses, which are also able to recognize and learn.

However, Artificial Intelligence systems build in the frames of the scheme described
in our paper would let one exclude some technical designs as inadmissible by putting
into mother part of our dual system corresponding knowledge. Yet, for this aim it is
necessary very precisely formulate what events are not desirable, which is not easy at
all as it is shown in the paper. In another words, the system described here presents
a pattern for somebody making a new intelligent system and planning to include in it
some features of autonomy.

The restricted autonomy scheme proposed by the present paper allows to transmit
the solution of important for humanity questions to the people. The final decision is
made by a human. It is for him/her to decide how far artificial systemmay improve itself
due to learning, and use for it something like proposed here dual autonomous system.



Intelligent Systems with Restricted Autonomy 471

There are also a second version that should raise a real concern. Freely floating AI
systemmight become something like a virus [5]. Indeed, some shortsighted or malicious
people may program any strange behavior by putting into their system corresponding
knowledge. Hence the idea of I. Asimov to install some laws for robots [1] remains the
most important and possibly unique way to direct the progress for the good of the people.

Our research shows that such “a legislation”may be formulated in the form of certain
requirements contained in the knowledge base ofmothering part of the dual system, using
scheme of restricted autonomy described above.

Acknowledgements. We would like to express our thanks to the anonymous reviewers for their
valuable comments to our paper. In result we increased the number of references and added some
further explanatory notes to our text.

References

1. Asimov, I.: “Runaround”. I, Robot (The Isaac Asimov Collection ed.). Doubleday, New York
City, p. 40 (1950). ISBN 978-0-385-42304-5

2. Savinich, L.V., Stefanuk, V.L.: Semiotics for extraction of knowledge from text
(Cemiotika vy�vleni� znani� iz tekcta) (Kognitivno-cemiotiqeckie acpekty
modelipovani� v gymanitapno� cfepe, pod nayq. ped. B.L.Ctefan�ka i �.A.
Ta�cino�, Kazan�: Akademi� nayk Tatapctana 163–184 (2017))

3. Stefanuk, V.L.: Behavior of quasi-static shell in changing fuzzy environment
(Povedenie kvazictatiqecko� oboloqki v izmen��we�c� neqetko� cpede, Tpydy
IY nacional�no� konfepencii c me�dynapodnym yqactiem «Ickycctvenny�
intellekt-91» , Pybinck, cent�bp� 16–24, 1, 199–203)

4. Stefanuk, V.L., Zhozhikashvily, A.V.: Category theory patterns for the tasks in artificial
intelligence (Teopetiko-kategopnye obpazcy dl� zadaq ickycctvennogo intellekta,
Izvecti� akademii nayk. Teopi� i cictemy yppavleni� 5, 5–16 (1999))

5. Barrat, J.: Our Final Invention: Artificial Intelligence and the End of the Human Era. Thomas
Dunne Books, p. 336 (2013)

6. Stefanuk, V.L., Tzetlin,M.L.: On power control in the collective of radio stations. Inf. Transm.
Probl. 3(4), 59–67 (1967)

7. Hellman, M.E., Diffie, B.W., Merkle, R.C.: Cryptographic apparatus and method. U.S. Patent
#4,200,770, 29 April 1980

8. Hellman,M.E.: An overview of public key cryptography. IEEE Commun.Mag. 42–49 (2002)
9. Stefanuk, V.L., Alhussain, A.H.: Absolute secrecy asymptotic for generalized splitting

method. In: Kovalev, S., Tarassov, V., Snasel, V., Sukhanov, A. (eds.) IITI 2019. AISC, vol.
1156, pp. 422–431. Springer, Cham (2020). https://doi.org/10.1007/978-3-030-50097-9_43

10. Hellman, M.E. (ed.): Breakthrough, Emerging New Technologies, Nuclear War: Inevitable
or Preventable? Walker and Company, pp. 80–86

11. Menezes, A.J., van Oorschot, P., Vanstone, S.A.: Handbook of Applied Cryptography. CRC
Press, Boca Raton (1996)

12. Bundy, A.: Meta-level inference and consciousness. In: Torrance, S. (ed.) The Mind and the
Machine. Horwood (1984)

13. Stefanuk, V.L., Zhozhikashvily, A.V.: Consulting expert systemMETA-ES. In: 2d All-Union
Conference, Artificial Intelligence-90, Belorussia, Minsk (1990)

https://doi.org/10.1007/978-3-030-50097-9_43


Invariance Preserving Control of Clusters
Recognized in Networks of Kuramoto

Oscillators

Oleg Granichin1,2 and Denis Uzhva1(B)

1 Saint Petersburg State University (Faculty of Mathematics and Mechanics),
St. Petersburg, Russia

o.granichin@spbu.ru, denis.uzhva@yahoo.com
2 Institute of Problems of Mechanical Engineering, Russian Academy of Sciences,

St. Petersburg, Russia

Abstract. The Kuramoto model is able to describe a huge variety of
examples of synchronization in the real world. We re-consider it through
the framework of the network science and study the phenomenon of a
particular interest, agent clustering. We assume that clusters are already
recognized by some algorithm and then consider them as new variables
on mesoscopic scale, which allows one to significantly reduce the dimen-
sionality of a complicated (complex) system, thus reducing the required
number of control inputs. In contrast to the common approach, where
each agent is treated separately, we propose an alternative one using a
supplementary control input, which is equal for the whole cluster. We also
perform an analysis of this input by finding its limitations required for
cluster structure to remain invariant in a network of Kuramoto oscilla-
tors. The theoretical results are demonstrated on a simulated multi-agent
network with multiple clusters.

Keywords: Control of networks · Agents-based systems · Nonlinear
output feedback

1 Introduction

For a long time, complex systems composed of numerous identical parts with
sophisticated, sometimes chaotic dynamics were only studied only as a whole.
Emergent behaviour of such systems leaved researchers with the only chance of
describing them using macroscopic characteristics, which arise from statistical
quantities.

As an example, one may consider quark-gluon plasma (QGP) in the Large
Hadron Collider [15,25]. Nowadays it is the hottest known state of matter with
temperatures reaching four trillion degrees Celsius. Being decomposed to (prob-
ably) indivisible bricks of the universe, QGP holds laws of evolution of particular
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mystery due to both quantum and relativistic effects. However, those scientists
who try to break into the deepest secrets of the structure of the world are able to
measure the temperature of quark-gluon plasma as a macroscopic characteristic
of an ensemble of quarks and gluons. Notwithstanding the foregoing, physicists
are capable of describing dynamics of individual corpuscles, yet the complexities
appear in systems of large number of particles [9].

Such a problem is also typical for biology. Consider a colony of ants. It is
known that capabilities of a single ant are very limited: basically, an ant can
only move, lay down and perceive pheromone traces. It is also worth noting that
an ant can make simple decisions regarding his movement, based on perception
of local stimuli. If one would leave a single ant out of his colony, his behaviour
would be quite senseless, since his “attention” would always be interrupted by the
endlessly changing environment. However, a colony of these insects is possible
to form complex structures and collectively perform nontrivial tasks in such
environment. In other words, the colony as a swarm of simple individuals exhibits
intelligent behaviour. And, as it was in physics, there is a mysterious gap between
the dynamics of a single ant and a swarm composed of them.

However, according to [8,26], emergent behaviour may often differ from that
leading to a statistically predictive equilibrium state. Emergence may evolve in
time, so that the states of a complex system would always transform from one to
another, never reaching a certain one eventually. A statistical approach, basically,
integrates over an emergent process, resulting in omitting important details: one
may think of emergence as of an ostensive [8] process, so that emergent proper-
ties a priori include only those recognized when observed. However, there exists
another point, stating that emergent properties may seem impartible due to
imperfection of the methods complex systems are analyzed with. With that in
mind, an alternative agent-based approach is proposed to overcome the limita-
tions of statistical modeling, where a complex system is considered as a network
of simple autonomous units called intelligent agents (or simply agents) [6,20,28].
This study aims to develop a unified framework to fill the chasm in-between
macro and micro with the purpose to understand how does emergency work and
lead to complexity. It is assumed that such a framework would allow to control
multi-agent systems (MAS) without delving into the nature of agents themselves.
Thus, cybernetics attempts to unify both elementary particles, ants and other
examples of individuals which we usually face in collections with the purpose to
allow production of decentralized artificial intelligent multi-agent systems (such
in which artificial swarm intelligence emerge) and to control the natural ones.

Intelligent agents may be driven by the BDI (“beliefs, desires and intentions”)
model [5,22,24], where each agent has a goal and seek to achieve it. In simple
cases, such goals may be reduced to excitation of certain states, stabilization or
mutual synchronization. The last one is often associated with self-organization
among agents in a network, and, in fact, is of particular interest [7,27]. The idea
behind this phenomenon lays in behaviour of agents inside a MAS: allowed only
to exchange simple messages with each other, agents can adjust their internal
state so that on a macroscopic scale the whole system will form a pattern. It is
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worth noting that the initial state of the system can be arbitrary, as well as the
network’s topology (not all the agents may communicate with the whole popula-
tion). These patterns may include global constant states like in the task of load
balancing for a computer network [14]) or synchronized oscillations (Kuramoto
networks [1]).

Since multi-agent systems are usually described using dynamical systems,
the state of synchronization means convergence of their dynamical trajectories
to a unique synchronous trajectory. This phenomenon is known to be thoroughly
studied in case of linear systems [12,20,30]. However, the class of linear systems
is a very special case of the nonlinear rules of control, which are not so carefully
studied yet.

A very special type of synchronization is the cluster synchronization. The
actual dynamics of complex large-scale systems, such as groups of robots, oper-
ating in an unstable environment are often too difficult to be controlled by
conventional methods, including approximation by classical ODE models. How-
ever, agents of complex systems are known to sometimes exhibit separation into
groups also called clusters, where agents of the same group are synchronized,
while there is no synchronization between those from different clusters. This
allows one to significantly reduce the amount of control inputs to a system, as it
is now composed of separate clusters, which now can be considered as a whole.
We may now define three levels of study: microscopic (the level of individual
agents), mesoscopic (the level of clusters) and macroscopic (the level of a system
as a whole). Such a relation can be expressed in an equation

N � M � 1,

where N is the number of agents in a complex system and M is the number of
clusters.

Despite the idea of exploiting clustering in networks seems to be very promis-
ing, a crucial sub-task arise: how one would find all the clusters in a network
at a certain moment of time? It is clear that by re-calculating each agent, thus
coming back to the case with a huge number of parameters, one would waste
the benefits that agent clustering offer. Instead, some pattern recognition and
artificial intelligence techniques may be used, supported by data compression
tools, such as compressive sensing [3,21].

A very simple yet versatile nonlinear model was proposed by Yoshiki
Kuramoto [1]. It describes oscillatory dynamics of coupled oscillators, where
“coupled” means that they locally affect each other. Given a network of N
agents each having one degree of freedom (often called a phase of an oscillator),
its dynamics is described by the following system of differential equations:

θ̇i(t) = wi +
N∑

j=1

Kij sin (θj(t) − θi(t)) , (1)

where θi(t) is a phase of an agent i, Kij is a weighted adjacency matrix of
the network and wi is a natural frequency. According to [2,4] and [10], agents
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approach the state of frequency (θ̇i = θ̇j ∀i, j ∈ 1, N) or phase (θi = θj ∀i, j ∈
1, N) synchronization under certain conditions on wi and Kij .

There are numerous extensions of this model, e.g. time-varying coupling con-
stants (adjacency matrix Kij(t)) and frequencies wi(t) [13]. It is also known that
the Kuramoto model with phase delays in the sine function [11,19] was studied.
Besides, this model has extraordinary multiplex [23] or quantum [17] variations.
In [16], cluster synchronization under specific conditions was discussed.

The model of Kuramoto appeared to be a successful tool for description of
cortical activity in the human brain [23], being able to reveal three regimes of
brain activity, corresponding to three states of the Kuramoto network: unsyn-
chronized, highly synchronized and chaotic (cluster synchronization). This model
is also suitable for various biological systems [1] and robotics: in [29] authors dis-
cuss the task of pattern formation on a circle using rules inspired by the model
of Kuramoto, while [18] proposes an idea of an artificial brain for robots made
of Kuramoto oscillators.

1.1 Paper Contribution

In this paper, we propose a new approach to treating complex multi-agent sys-
tems by developing a corresponding mathematical framework, allowing to ana-
lyze processes such as local agent interactions, synchronization and clustering.
As an example, we attempt to connect mesoscopic control inputs for clusters
with the algorithm of microscopic local interactions between agents, described
by the Kuramoto model. It is intuituvely clear that additional control inputs
should not “overwhelm” the coupling intensity, otherwise synchronization may
break. Such modification could, for example, allow us to control large groups
of N robots as a whole using only M (M � N) different mesoscopic control
actions. In current work, we omit the process of finding clusters, assuming that
a certain clustering configuration is known at any moment of time.

1.2 Paper Organization

The paper is organized as follows. In Sect. 2 we describe the framework for multi-
agent networks to be formalized and then studied. Then, in Sect. 3 we re-consider
the Kuramoto model through that framework and find conditions required for
invariance of cluster structure. Next, in Sect. 4 we provide numerical simulations
to demonstrate how mesoscopic control input with different values of parameters
can affect clusters. Finally, Sect. 5 brings the conclusion.

2 Clustering in Multi-agent Networks

We aim to provide a prescription (rather than a description) to treating the
Kuramoto model using the agent-based approach. Following the ideas set out
in [20], let’s denote a set of agents as N = 1, N , where N is the number of
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them. Typically, the dynamics of a system of agents is characterized by the
corresponding system of differential equations:

ẋi(t) = fi(xi(t), ui(t), Ui(t), ηi(t)), (2)

where xi(t) ∈ R
ni is a state vector of an agent i ∈ N ; ui(t) is a (microscopic)

control input, i.e. it describes how local interactions between agents affect their
state; Ui(t) stands for another (macro- or mesoscopic) control input, which is
supposed to affect large groups of agents at the same time; ηi(t) ∈ R

mi is a
stochastic variable (or an uncertain vector).

As it is specific for the network science, we define a topology of the network of
agents by constructing a directed interaction graph: G(t) = (N , E(t)), where E(t)
is a collection of all directed arcs of the graph and N becomes a set of vertices.
Each agent is not necessary to be connected to each other one, so that it is
convenient to denote Ni(t) ⊆ N as a (time-dependent) neighborhood of i. This
means that ∀j ∈ Ni(t) ∃(j → i) ∈ E(t), i.e. each such agent j can communicate
to i at time t.

We denote the in-degree of a vertex i (i ∈ E) by d(i) =
∑N

l=1 Ail, where A
is an adjacency matrix of G. In other words, the in-degree of i is the weighted
number of agents in Ni. Similarly, we denote the in-degree of a vertex i excluding
j (i, j ∈ E) by dj(i) =

∑N
l=1,l �=j Ail. Since we generally work with directed

graphs, it is convenient to define a strongly connected graph: it is a graph,
where for some n there exists a “path” between all pairs of vertices: ∃n : i1 ∈
Ni2 , i2 ∈ Ni3 , ..., in−1 ∈ Nin , in ∈ Ni1 i1, ..., in ∈ N .

Definition 1. A function gi(xi(t), ηi(t)) is called an output of an agent i if
g : R

ni × R
mi 	→ R

l, where l does not depend on i.

Since the state vectors of agents may be of different dimensionality, we want
to define two outputs: one for communication and one for measurement of syn-
chronization between agents.

Let yj(t) = gi(xj(t), ηj(t)) j ∈ Ni(t) be outputs of agents j from the neigh-
borhood of i, used for communications. By the “coupling” between agents we
assume that a decision of i (at time t) is based on the outputs yj(t). In practice,
these outputs may be transmitted from j to i directly or just displayed by each j
and then recognized by i. Mathematically, the rules of transmission are usually
defined in ui (see Eq. (2)):

ui(t) = fi

({yj(t)}j∈Ni(t)

)
, (3)

where fi(·) is a function of the outputs yj(t) j ∈ Ni(t). The Eq. (3) is also
referred to as a coupling protocol in a sense it contains rules of control for i
based on outputs of all j received by i. With that being said, we provide the
following definition of a multi-agent network:

Definition 2. The triple consisting of 1) family of agents (Eq. (2)); 2) interac-
tion graph G and 3) coupling protocol defined as in Eq. (3) is called a multi-agent
network.
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Henceforth, we denote a multi-agent network by the letter N , corresponding
to the set of agents of such network.

Let zi(t) = hi(xi(t), ηi(t)) be an output of i, which is introduced for mea-
surement of synchronization.

Definition 3. Let Δij(t∗) = ‖zi(t∗) − zj(t∗)‖ stand for the deviation between
outputs zi and zj at time t∗, where ‖·‖ is a corresponding norm. Then:

1. agents i and j are (output) synchronized, or reach (output) consensus at time
t∗ if Δij(t∗) = 0; similarly, agents i and j are asymptotically (output) syn-
chronized if Δij(∞) = limt∗→∞Δij(t∗) = 0;

2. agents i and j are (output) ε-synchronized, or reach (output) ε-consensus at
time t∗ if Δij(t∗) ≤ ε; similarly, agents i and j are asymptotically (output)
ε-synchronized if Δij(∞) = limt∗→∞Δij(t∗) ≤ ε;

As it was described in the Introduction, agents can synchronize in clusters,
rather than globally.

Definition 4. A family of subsets M(t) =
{Mα(t) : Mα(t) ⊆ N ∀t ≥ 0 ∀α ∈

1,K(t)
}K(t)

α=1
of N is told to be a partition over N if the following conditions are

respected:

1. �Mα(t) ∈ M(t) : Mα(t) = Ø;
2.

⋃K(t)
α=1 Mα(t) = N ∀t ≥ 0;

3. Mα(t) ∩ Mβ(t) = Ø α �= β.

With that in mind, we also propose an additional definition for a specific
case of cluster synchronization (see Figures in Sect. 4 for visual demonstration).

Definition 5. A multi-agent network with a partition M(t∗) over N is (output)
(ε, δ)-synchronized, or reach (output) (ε, δ)-consensus at time t∗ for some δ ≥
ε ≥ 0 if

1. Δij(t∗) ≤ ε i, j ∈ Mα(t∗) Mα(t∗) ∈ M(t∗) and
2. Δij(t∗) > δ i ∈ Mα(t∗) j ∈ Mβ(t∗) Mα(t∗), Mβ(t∗) ∈ M(t∗) α �= β.

A (0, 0)-synchronization is henceforth referred to as cluster synchronization.
We also say that the M(t∗) is a clustering over N .

3 The Kuramoto Model as a Multi-agent Network

3.1 Coupling

We propose an approach to treating the Kuramoto model of coupled oscillators,
which is quite peculiar for cybernetics and control theory. Consider the model (1).
The coupling protocol is as follows:

ui(t) = wi +
N∑

j=1

Kij sin (θj(t) − θi(t)) , (4)
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so that the corresponding communication outputs of the agents are yi(t) = θi(t).
It is assumed that K = {Kij} is an adjacency matrix for a specific configuration
of a network of oscillators, i.e. Kij �= 0 ⇐⇒ j ∈ Ni ⇐⇒ ∃(j → i) ∈ E(t); and
θi(t) ∈ S1 ∀i ∀t ≥ 0. Synchronization in the Kuramoto model can appear in the
forms of frequency or phase lock. The difference between them is the choice of
the output zi(t): zi(t) = θ̇i(t) and zi(t) = θi(t) correspondingly. We only consider
the first case, since it is more general and has more practical applications.

Unlike many other works on the Kuramoto model, we do not restrict ourselves
to mean-field coupling Kij = C

N ∀i, j, where C is some constant. Indeed, the real
physical world has more examples of networks with incomplete (or even sparse)
graph topologies, i.e. networks of neurons, flocks of birds or even sometimes
swarms of robots. More than that, the topology of the graph G(t) corresponding
to a certain multi-agent network may change with time. With that in mind, we
propose the following modification to the model (1):

θ̇i(t) = wi + ρ
∑

j∈Ni(t)

sin (θj(t) − θi(t)) , (5)

where ρ is a constant and i is only affected by the agents from Ni(t). we denote
an adjacency of G(t) by Υij(t) ∈ {0, 1} ∀i, j ∀t ≥ 0, so that Kij(t) = ρΥij(t) now
becomes dependent on time. The value 0 can be interpreted as “no connection
from j to i (j /∈ Ni)” and 1 stands for “i is accessible to j (i ∈ Nj)”.

Since agents tend to synchronize using the sum in the protocol of (5), we
assume that ρ > 0. However, the agents also drift with speeds wi ≥ 0, which are
basically their natural frequencies.

3.2 Mesoscopic Control

As it was mentioned, in the current work we aim to control already formed
clusters, rather than study methods of finding them. With that in mind, we
assume that there exists some algorithm A that, given a multi-agent network N ,
returns the corresponding clustering at any given moment of time. Let clustering
M(t1) emerge at time t1 for the model (5) and remain constant on interval
T = [t1,+∞). Henceforth, t ∈ T . Assume that topology of G(t), corresponding
to a given multi-agent network, also does not change on T . Thus, Υij is also
constant. We propose the following modification to the original Kuramoto model,
assuming i ∈ Mα:

θ̇i(t) = μiFα(t, xα(t))

+wi + ρ

N∑

j=1

Υij sin (θj(t) − θi(t)) ,
(6)

where Fα(·) is a mesoscopic function in a sense it is equal for the whole cluster
Mα, μi is (a constant) agent’s sensibility to the control function Fα(·). If we
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compare the model (6) with Eq. (2), it becomes clear how the coupling protocol
ui(t) and the mesoscopic control input Ui(t) are separated:

ui(t) = wi + ρ

N∑

j=1

Υij sin (θj(t) − θi(t)) ,

Ui(t) = μiFα(t, xα).

(7)

Besides time t, an additional argument in Fα(·) is xα(t). It stands for charac-
teristics of the cluster α with physical nature, i.e. a position of the cluster in
space.

The control inputs (7) allows agents to synchronize only if certain conditions
are satisfied. As it was discussed for drift, cluster synchronization depends on
the values of μi: some agents in a cluster Mα may react to F(·) with much
greater intensity, which may affect the overall structure of the cluster.

In order to find conditions for the parameters in (6) sufficient for cluster
structure to remain invariant, we firstly propose a theorem for the model (5)
concerning relations between the natural frequencies wi and values Kij = ρΥij

necessary for cluster synchronization.

Theorem 1. Consider a multi-agent network corresponding to (5) and to some
graph G with an adjacency matrix Υ . Let t ∈ T , output zi(t) = θ̇i(t) and
Δij(t) = |zi(t) − zj(t)|. The following conditions are sufficient for this network
to be output (0, 0)-synchronized:

1. For i, j ∈ Mα such that wj − wi ≥ 0

wj − wi ≤ ρ sin
(

Δθji

2

) N∑

l=1

[Υil + Υjl], (8)

where sin
(

Δθji

2

)
= 1 in case Υij = Υji = 0; otherwise,

sin
(

Δθji

2

)
= max

{
√

1 − (Γi(j))2,

√
1 − (Γj(i))2,

√
2

2

}
,

(9)

where

Γi(j) =
−di(j) +

√
(di(j))2 + 8(Υij + Υji)2

4(Υij + Υji)
. (10)

2. For i ∈ Mα, j ∈ Mβ, α �= β

|wi − wj | > 0. (11)

3. Graph G is strongly connected.
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Remark 1. The idea behind Theorem 1 is that if |wi−wj | is very high, there may
appear to be not enough strength of coupling, so that ρ should be appropriately
large to “overcome” drift. In the simplest case, where wi = w ∀i, the synchro-
nization always appear ∀ρ > 0. We obtain that |wi − wj | should be non-zero for
agents i and j from different clusters for (0, 0)-synchronization to remain.

Proof. Henceforth in the proof, we will write θ̇i(t) as θ̇i for the sake of notation
simplicity (the same will be applied to θi and Δij). Following the Definition 5,

Δij =
∣∣∣θ̇i − θ̇j

∣∣∣ = 0 ∀i, j ∈ Mα and Δij > 0 ∀i ∈ Mα, j ∈ Mβ α �= β.
Since the case when i and j are from different clusters is simpler to prove,

we consider it in the first place. If one instead of θ̇i substitute the RHS of the
model (5), the Δij will appear as follows:

Δij =

∣∣∣∣∣wi − wj + ρ

(
N∑

l=1

Υil sin(θl − θi)

−
N∑

l=1

Υjl sin(θl − θj)

)∣∣∣∣∣ > 0.

(12)

By letting the arguments of the sines in (12) be 0, we derive the desired condition
for the natural frequencies.

Further, we only consider the situation where i, j ∈ Mα. Let the LHS of (12)
be strictly equal to zero and assume that wj − wi ≥ 0 without loss of generality.
Let E be a functional

E =
N∑

l=1

Υil sin(θl − θi) −
N∑

l=1

Υjl sin(θl − θj)

= (Υij + Υji) sin(θj − θi) +
N∑

l=1,l �=j

Υil sin(θl − θi)

−
N∑

l=1,l �=i

Υjl sin(θl − θj),

(13)

which we aim to maximize. The first order necessary conditions for maximizing
E are given by

∂E

∂θi
= −(Υij + Υji) cos(θj − θi)

−
N∑

l=1,l �=j

Υil cos(θl − θi) = 0,
(14)
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∂E

∂θj
= (Υij + Υji) cos(θj − θi)

+
N∑

l=1,l �=i

Υjl cos(θl − θj) = 0,
(15)

∂E

∂θl
= Υil cos(θl − θi) − Υjl cos(θl − θj) = 0. (16)

For the further reasoning to be true, let ∃l1 : Υil1 = 1 and ∃l2 : Υjl2 = 1.
Assuming i and j are arbitrary, it follows that G is strongly connected.

Consider the case Υij = Υji = 0. Then the cosines in the second terms of
Eqs. (14) and (15) are also equal to 0, therefore

Emax =
N∑

l=1

[Υil + Υjl]. (17)

Now let Υij +Υji ≥ 1. Consider first Eq. (16). In case Υil = Υjl = 0, it follows
that Emax is as in (17).

If Υil = 1 and Υjl = 0, then, according to (14), cos(θj − θi) = 0. The same
conclusion is true if Υil = 0 and Υjl = 1, according to (15).

The most complex situation is when Υil = Υjl = 1. Using (16), we can get
either θl = θi+θj

2 or θi = θj = 0. However, the second case implies that E ≡ 0,
so that it does not suit the goal to maximize E. Thus, we substitute θl = θi+θj

2
in (14) and use the fact that cos(2x) = 2 cos2(x) − 1:

2(Υij + Υji) cos2
(

θj − θi

2

)
− (Υij + Υji)

+ cos
(

θj − θi

2

) N∑

l=1,l �=j

Υil = 0.

(18)

Solving the quadratic equation (18), we obtain two solutions, where only the one
with the “plus” sign satisfies the condition cos

(
θj−θi

2

)
∈ [−1, 1]. We denote that

solution by Γj(i), and it corresponds to (10). Similarly, one may obtain solutions
of (15). Again only the solution with the “plus” sign is of interest (denoted by
Γi(j)).

We choose the optimal value of (θj − θi)opt = Δθji as in (9), where the first
two options are obtained from the formula sin(arccos(x)) =

√
1 − x2, while the

last one is derived from (16) in case either a coefficient is equal 1, while other is
0. Finally, substitute Δθji and θl = θi+θj

2 in (13):

Emax = sin
(

Δθji

2

) N∑

l=1

[Υil + Υjl], (19)

which concludes the proof.
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The result can be generalized for the model (6). We denote Fα = Fα(t, xα)
for the sake of notation simplicity.

Theorem 2. Consider a multi-agent network corresponding to (6). Let t ∈ T ,
output zi(t) = θ̇i(t) and Δij(t) = |zi(t) − zj(t)|. Let also Fα does not depend
on θi ∀i. The following conditions are sufficient for this network to be output
(0, 0)-synchronized.

1. In case i, j ∈ Mα,

|(μj − μi)Fα| ≤ 2ρ sin
(

Δθji

2

) N∑

l=1

[Υil + Υjl], (20)

where Δθji is as in Theorem 1 (including the case Υij = Υji = 0).
2. For i ∈ Mα, j ∈ Mβ, α �= β

|wi − wj + μiFα(t, xα) − μjFβ(t, xβ)| > 0. (21)

3. Graph G is strongly connected.

Proof. The sufficient conditions can be derived from Theorem 1 by substitution
of the mesoscopic control Ui in the Δij :

Δij =

∣∣∣∣∣wi − wj + μiFα − μjFβ + ρ

·
(

N∑

l=1

Υil sin(θl − θi) −
N∑

l=1

Υjl sin(θl − θj)

)∣∣∣∣∣.
(22)

First, we assume that i, j ∈ Mα. Following the same reasoning as in the Proof
for Theorem 1, Eq. (22) is equal to 0, thus (20) can be easily derived. Now let
i ∈ Mα, j ∈ Mβ α �= β, thus Δij > 0 in Eq. (22). Setting the sines to zero
as in Theorem 1, the desired condition on the mesoscopic control can be easily
derived, which concludes the proof.

4 Simulations

Consider model (6) and its solutions on T = [0, 60]. For now, let the con-
trol function Ui(t) ≡ 0. Let N = 16, and topology of the graph G be
as on Fig. 1. Let also ρ = 0.5 and natural frequencies {wi}i∈N be as fol-
lows: w1, ..., w4 = {2.1, 2.2, 2.3, 2.4}, w5, ..., w8 = {4.1, ..., 4.4}, w9, ..., w12 =
{6.1, ..., 6.4}, w13, ..., w16 = {8.1, ..., 8.4}, so that agents from one “square” (see
Fig. 1) satisfy the condition of Eq. (8), however, agents from different squares
does not. We obtain initial phases θi(0) from uniform distribution on S1. Assum-
ing zi(t) = θ̇i, such a configuration leads to a clustering M with four (ε, δ)-
synchronized clusters for some ε and δ such that ε � δ, as it can be seen on
Fig. 2.
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Fig. 1. Topology of the graph developed for simulations

Fig. 2. Trajectories of Eq. (5) with Ui(t) ≡ 0

One may notice that each cluster contain peculiar agents with higher varia-
tion of θ̇i in comparison with the rest. These agents are under the numbers 2, 5,
12 and 15 on Fig. 1: as it can be seen, they are exposed by the agents 13, 4, 7, 10
correspondingly, which deviate the values of θ̇i. Now consider a sinusoidal con-
trol function Ui(t), which we “turn on” at t = 20 (when (ε, δ)-synchronization
establish):

Ui = μiFα(t, xα(t)) = μi sin(2πfα(t − 20)),

where fα are from uniform distribution on [0, 1]. The set of values {μi}i∈N
is constructed as follows: μ1, ..., μ4 = μ5, ..., μ8 = μ9, ..., μ12 = μ13, ..., μ16 =
{0.125, 0.25, 0.375, 0.5}. Since these values satisfy Eqs. (20) and (21), the cluster
structure is not affected severely (see Fig. 3).
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Fig. 3. Trajectories of Eq. (5) with sinusoidal Ui and small differences between μi: it
can be seen that clusters remain invariant in (ε, δ)-synchronized state

Fig. 4. Trajectories of Eq. (5) with sinusoidal Ui and large differences between μi: the
clusters overlapped as ε became greater than δ

Consider now values μ1, ..., μ4 = μ5, ..., μ8 = μ9, ..., μ12 = μ13, ..., μ16 =
{0.25, 0.5, 0.75, 1}. As it may be concluded from the Eqs. (20) and (21), such
values of agent’s sensibility may break cluster invariance, and they in fact do
(see Fig. 4).

5 Conclusion

We proposed a multi-agent approach to treating the Kuramoto model under its
extension to the addition of a so-called mesoscopic control input to the com-
munication protocol. It allows to control large synchronized groups of agents
called clusters simultaneously in a space of much lower dimensionality than that
corresponding to separate agents in a system. We formulated and proved two
theorems about parameters of the corresponding model. It appeared that a meso-
scopic control function must be bounded with the boundary conditions described
in Theorem 2 on a certain interval of time in order to retain cluster structure
on this interval. It was also shown that the simulated results obey the rules
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we proposed. Furthermore, we plan to consider the case of continuous values of
coupling strength and its dependence on time in future research.
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1. Acebron, J., Bonilla, L., Pérez-Vicente, C., Farran, F., Spigler, R.: The Kuramoto
model: a simple paradigm for synchronization phenomena. Rev. Mod. Phys. 77
(2005). https://doi.org/10.1103/RevModPhys.77.137

2. Benedetto, D., Caglioti, E., Montemagno, U.: On the complete phase synchroniza-
tion for the Kuramoto model in the mean-field limit. Commun. Math. Sci. 13
(2014). https://doi.org/10.4310/CMS.2015.v13.n7.a6

3. Candes, E.J., Wakin, M.B.: An introduction to compressive sampling. IEEE Signal
Process. Mag. 25(2), 21–30 (2008). https://doi.org/10.1109/MSP.2007.914731

4. Chopra, N., Spong, M.: On synchronization of Kuramoto oscillators, vol. 2005, pp.
3916–3922 01 2006. https://doi.org/10.1109/CDC.2005.1582773

5. Cohen, P., Levesque, H.: Intention is choice with commitment. Artif. Intell. 42(2–
3), 213–261 (1990)

6. Dorri, A., Kanhere, S., Jurdak, R.: Multi-agent systems: a survey. IEEE Access
1–1 (2018). https://doi.org/10.1109/ACCESS.2018.2831228

7. Giammatteo, P., Buccella, C., Cecati, C.: A proposal for a multi-agent based
synchronization method for distributed generators in micro-grid systems. EAI
Endorsed Trans. Ind. Netw. Intell. Syst. 3, 151160 (2016). https://doi.org/10.4108/
eai.21-4-2016.151160

8. Goldstein, J.: Emergence as a construct: history and issues. Emergence 1, 49–72
(1999)

9. Hong, J., Diamond, P.: Anomalous viscosity of the quark-gluon plasma. Phys. Rev.
C Nucl. Phys. 89 (2013). https://doi.org/10.1103/PhysRevC.89.034905

10. Jadbabaie, A., Motee, N., Barahona, M.: On the stability of the Kuramoto model
of coupled nonlinear oscillators, vol. 5, pp. 4296–4301, 05 2005. https://doi.org/
10.23919/ACC.2004.1383983

11. Kotwal, T., Jiang, X., Abrams, D.: Connecting the Kuramoto model and the
chimera state. Phys. Rev. Lett. 119 (2017). https://doi.org/10.1103/PhysRevLett.
119.264101

12. Li, Z., Wen, G., Duan, Z., Ren, W.: Designing fully distributed consensus protocols
for linear multi-agent systems with directed graphs. IEEE Trans. Autom. Control
60(4), 1152–1157 (2015). https://doi.org/10.1109/TAC.2014.2350391

13. Lu, W., Atay, F.: Stability of phase difference trajectories of networks of Kuramoto
oscillators with time-varying couplings and intrinsic frequencies. SIAM J. Appl.
Dyn. Syst. 17, 457–483 (2018). https://doi.org/10.1137/16M1084390

14. Manfredi, S., Oliviero, F., Romano, S.P.: A distributed control law for load bal-
ancing in content delivery networks. IEEE/ACM Trans. Networking 21 (2012).
https://doi.org/10.1109/TNET.2012.2190297

15. Manuel, C., Mrowczynski, S.: Whitening of the quark-gluon plasma. Phys. Rev. D
70 (2004). https://doi.org/10.1103/PhysRevD.70.094019

16. Menara, T., Baggio, G., Bassett, D., Pasqualetti, F.: Stability conditions for cluster
synchronization in networks of heterogeneous Kuramoto oscillators. IEEE Trans.
Control Network Syst. 7, 302–314 (2019). https://doi.org/10.1109/TCNS.2019.
2903914

https://doi.org/10.1103/RevModPhys.77.137
https://doi.org/10.4310/CMS.2015.v13.n7.a6
https://doi.org/10.1109/MSP.2007.914731
https://doi.org/10.1109/CDC.2005.1582773
https://doi.org/10.1109/ACCESS.2018.2831228
https://doi.org/10.4108/eai.21-4-2016.151160
https://doi.org/10.4108/eai.21-4-2016.151160
https://doi.org/10.1103/PhysRevC.89.034905
https://doi.org/10.23919/ACC.2004.1383983
https://doi.org/10.23919/ACC.2004.1383983
https://doi.org/10.1103/PhysRevLett.119.264101
https://doi.org/10.1103/PhysRevLett.119.264101
https://doi.org/10.1109/TAC.2014.2350391
https://doi.org/10.1137/16M1084390
https://doi.org/10.1109/TNET.2012.2190297
https://doi.org/10.1103/PhysRevD.70.094019
https://doi.org/10.1109/TCNS.2019.2903914
https://doi.org/10.1109/TCNS.2019.2903914


486 O. Granichin and D. Uzhva

17. Hermoso de Mendoza Naval, I., Pachón, L., Gómez-Gardeñes, J., Zueco, D.: Syn-
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