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Preface

We are happy to present to you the proceedings of the 26th International Conference on
Information and Software Technologies (ICIST 2020). This yearly conference was held
during October 15–17, 2020, in Kaunas, Lithuania.

The present volume includes three chapters, which correspond to the three major
areas that were covered during the conference, namely, Business Intelligence for
Information and Software Systems, Software Engineering, and Information Technol-
ogy Applications. According to the four special sessions of the conference, the pro-
ceedings and the three areas are subdivided into the following sections:

(i) Intelligent Methods for Data Analysis and Computer Aided Software
Engineering

(ii) Intelligent Systems and Software Engineering Advances
(iii) Smart e-Learning Technologies and Applications
(iv) Language Technologies

Conference participants not only had the opportunity to present their rigorous
research in more specialized settings, but also had the possibility to attend high-quality
plenary sessions. This year, we had the pleasure of hearing the keynote presentations
by Prof. Dr. Vladimir Trajkovkij (The Ss. Cyril and Methodius University in Skopje,
North Macedonia) on “Big Data, Internet of Things and Health: May the Force Be with
You,” Prof. Dr. Adel S. Elmaghraby (University of Louisville, USA) on “The AI
Journey: A Vision into the Future Guided from the Past,” and Dr. Ajith Abraham (MIR
Labs) on “Industry 4.0 and Society 5.0: Challenges from a Data Science Perspective.”

We would like to express our deepest gratitude to the special session chairs Prof. Dr.
Audrius Lopata (Kaunas University of Technology, Lithuania), Dr. Maria Dolores
Afonso Suárez (SIANI University Institute), Assoc. Prof. Marcin Wozniak (Silesian
University of Technology, Poland), Prof. Dr. Christian Napoli (University of Rome,
Italy), Assoc. Prof. Danguolė Rutkauskienė (Kaunas University of Technology,
Lithuania), Prof. Dr. Radu Adrian Vasiu (Politehnica University of Timisoara,
Romania), Prof. Dr. Jurgita Kapočiūtė-Dzikienė (Vytautas Magnus University,
Lithuania), and Peter Dirix (KU Leuven, Belgium). We acknowledge and appreciate
the immense contribution of the session chairs not only in attracting the highest quality
papers but also in moderating the sessions and enriching discussions between the
conference participants.

The entire team working on organizing the conference is proud that despite the
uncertainties of the pandemic period, the conference maintained and attracted the
interest of numerous scholars across the globe. This year, we received 78 submissions
from approximately 20 countries. This indicates that over the years the conference has
truly gained international recognition as it brings together a large number of brilliant
experts who showcase the state of the art of the aforementioned fields and come to
discuss their newest projects as well as directions for future research.



As we are determined not to stop improving the quality of the conference, only 30
scientific papers were accepted to be published in this volume (thus accumulating to
38% acceptance rate). Each submission was reviewed by at least two reviewers, while
borderline papers were evaluated by three or more reviewers. Reviewing and selection
was performed by our highly esteemed Program Committee, who we thank for
devoting their precious time to produce thorough reviews and feedback to the authors.
It should be duly noted that this year, the Program Committee consisted of 54
reviewers, who represent 33 academic institutions and 17 countries.

In addition to the session chairs and Program Committee members, we would also
like to express our appreciation to the general chair, Prof. Dr. Audrius Lopata (Kaunas
University of Technology, Lithuania), who took up the responsibility of steering the
wheel of ICIST after the conference celebrated its 25th anniversary in 2019. Moreover,
we would like to thank the Local Organizing Committee, the Faculty of Informatics at
Kaunas University of Technology, as well as the Research Council of Lithuania—the
conference would not have been a success without their tremendous support.

The proceedings of ICIST 2020 are published as an issue of the Communications in
Computer and Information Science series. This would not be possible without the kind
assistance that was provided by Aliaksandr Birukou, Amin Mobasheri, Sanja Evenson,
and Alla Serikova from Springer, for which we are extremely grateful. We are very
proud of this collaboration and believe that this fruitful partnership will sustain for
many more years to come.

July 2020 Vilma Sukackė
Audrius Lopata

Daina Gudonienė
Rita Butkienė
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Survey of Open-Source Clouds
Capabilities Extension

Rita Butkiene(B), Jaroslav Karpovic, Ricardas Sabaliauskas,
Laurynas Sriupsa, Mindaugas Vaitkunas, and Gytis Vilutis

Kaunas University of Technology, Kaunas, Lithuania
{rita.butkiene,gytis.vilutis}@ktu.lt

Abstract. In this paper, we present a survey, which would be beneficial
to anybody considering private or hybrid cloud solution implementa-
tion or implementing custom scheduling optimization algorithm on pop-
ular cloud computing platforms. The cloud computing platform can be
deployed as a private cloud on-premises or in dedicated data centre space,
as a public service or as a combination of both. In this survey, we review
similarities and differences of most popular private cloud implementation
platforms and their compatibility with public cloud solutions. The sur-
vey reveales the prevalence of resource scheduling and service deployment
algorithms within some popular open-source clouds.

Keywords: Open Cloud eXchange · Cloud · Scheduling algorithms

1 Introduction

Along with the growing availability in cloud computing services, different virtu-
alization concepts are being developed in cloud computing systems to help cloud
consumers and providers to achieve better usage and efficient management of the
clouds with the least cost. Resource management in Cloud includes two stages:
resource provisioning and resource scheduling. Resource provisioning is defined
to be the stage to identify adequate resources for a given workload based on
QoS requirements described by cloud consumers, whereas resource scheduling is
mapping and execution of cloud consumer workloads based on selected resources
through resource provisioning. Cloud consumer submits workloads while the
cloud provider provides resources for the execution of workloads. Both the parties
have different requirements: provider wants to earn as many profits as possible
with the lowest investment and maximize utilization of resources while consumer
wants to execute workload(s) with minimum cost and execution time. From the
point of view of the consumer, higher efficiency of resource scheduling could
be achieved by consolidating all available services into one multi-cloud environ-
ment, where multiple, independent and competitive service providers offer and
deliver services to clients. The concept of such a system is called an Open Cloud
Exchange [1]. The clients that wish to make use of these services can pick and

c© Springer Nature Switzerland AG 2020
A. Lopata et al. (Eds.): ICIST 2020, CCIS 1283, pp. 3–13, 2020.
https://doi.org/10.1007/978-3-030-59506-7_1
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choose between a diversity of offerings rather than being locked into the choices
made by a single service provider. To achieve better accessibility of multi-cloud
system resources, the process of cloning and migrating VMs from one source
host to another within or beyond the cloud must be maximum simplified and
automated. The overall control of migrated VMs needs to be assured through a
compatible API. In this paper we will take a closer look at specifics of IaaS pri-
vate cloud services implementation within some open-source clouds and possible
avoidance of cloud vendor lock-in related issues: proprietary scheduling strate-
gies, limited scheduling policy extension, different hypervisor implementations
and native APIs.

2 Background and Related Works

Establishing service interoperability across different providers and clouds is still
an open problem. The main challenges cloud consumers are facing lately are a
large number of commercial cloud providers that have emerged in the market
over the last years and a lack of standardization in the cloud services, which is
inevitable in the early stages of the new technology. In cloud computing, the
service interoperability is the ability to migrate and integrate services, which are
deployed on different providers regardless of their location, their environment
(single cloud or interconnected clouds), and the diversity of their hardware and
software. Lack of interoperability is caused by several factors: heterogeneous vir-
tualization technologies, non-standardized service descriptions and service-level
agreement (SLA) definitions, diverse APIs, and non-standardized technologies
for authentications and authorizations. A vendor lock-in is one of the outcomes
induced by the lack of interoperability among cloud providers, which also means
lack of ability to migrate application components and associated workload among
multiple cloud providers. The majority of previous surveys declare the main focus
of new approaches should be the avoidance of the vendor lock-in. To address
these challenges, many researchers present their analytical surveys and practical
solutions on how to use multiple clouds serially, when moved from one cloud
to another, or simultaneously, when using services from different clouds and
vendors.

Generally speaking, a collaboration of clouds may be from the user side
(Multi-clouds or Aggregated services by Broker) [2,3] or the provider side
(Hybrid clouds, Cloud federation, Inter-clouds and so on) [4,5]. Huynh et al.
[6] highlight an ability for automatically porting cloud software components to
other compatible cloud platforms which are provided by various cloud providers.
They propose a concept of a Multi-cloud Marketplace, in which a consumer uses
multiple cloud services (IaaS or PaaS) from more than one provider. Additionally,
Juan-Verdejo [7], Long [8] and some other authors [9–11] denote the importance
of vendor lock-in problem overcoming, which is a direct consequence of the lack
of interoperability and portability between multiple clouds.

An important functionality of the Multi-cloud is to manage the deployments
on various clouds. Several research and development collaborative projects that
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are dealing with deployable services on multiple clouds were started in 2010ths
and going on [12–14]. Some worth mentioning among them are mOSAIC, Opti-
mis, Cloud4SOA, PaaSage, Cloudify and a few others. Purpose of those projects
is the development of an open-source platform that will serve as an environment
for competition between cloud providers.

Also, many papers focus on the improvement of live Virtual Machine (VM)
migration strategies [15,16]. Live migration is an essential feature of virtualiza-
tion, which allows migrating VMs from one location to another without sus-
pending VMs. A VM can be migrated seamlessly and transparently from one
physical machine (source host) to another (destination host), while the VM is
still running during migration. Researchers try to improve the migration process
by minimizing total data transferred, total migration time and downtime. This
might be significant when considering the next steps in the overall Open Cloud
Exchange strategy.

3 Task Scheduling Implementation in Popular Private
Cloud Systems and Its Extensibility Possibilities

IaaS private cloud services can be implemented by using many commercial and
open-source software products. To implement resource scheduling strategies on
IaaS cloud abstraction level, the algorithm should be integrated into cloud plat-
form software stack. In this chapter architectures and task scheduling systems
of three popular open-source projects, most often encountered in reviewed liter-
ature will be compared according to three aspects:

– Main components of cloud platform;
– Implemented task scheduling algorithms;
– Possibilities of implementation of custom task scheduling policies.

This chapter would be beneficial to anybody considering private or hybrid
cloud solution implementation or implementing custom scheduling optimization
algorithm on popular cloud computing platforms.

3.1 OpenStack Cloud Computing Suit

OpenStack cloud computing suit consists of six core services:

– Nova - compute instance lifecycle management;
– Neutron - network management;
– Swift - object storage;
– Cinder - block storage;
– Keystone - authentication and authorization token provider;
– Glance - image service.



6 R. Butkiene et al.

In addition, there are 13 optional services, providing additional functionality,
at the moment [17].

A new virtual machine resource request goes to Nova API service, then
is forwarded to Nova scheduler and allocated on one of Nova compute nodes.
Nova scheduler chooses host for VM allocation by simple, but extendable,
two-step algorithm. On the first step, a list of all available hosts is filtered
through pre-configured filter list. Filters can be based on available hypervisor
resources (ComputeCapabilitiesFilter, RamFilter, DiskFilter), VM placement
(DifferentHostFilter, SameHostFilter, AvailabilityZoneFilter) or flexibly config-
ured (JsonFilter). JsonFilter supports comparison (=, <,>,<=, >=), boolean
algebra (not, or, and) operators and variables, defining free and total ram,
free disk space, total number and number of used virtual CPUs. On the sec-
ond step, all hosts, complying requirements of all filters are sorted according to
weights. By default six weighers are used: RAMWeigher, DiskWeigher, Metric-
sWeigher, IoOpsWeigher, ServerGroupSoftAffinityWeigher, ServerGroupSoftAn-
tiAffinityWeigher. RAM and Disk weigher names are self-explanatory, metrics
weight allows to evaluate expressions, defined by administrators, based on nova-
compute host metrics, such as system CPU time, user CPU time, etc. Group
affinity or anti-affinity weighers allow controlling distribution of virtual machine
groups on hypervisor hosts. It allows to schedule VMs with high network traffic
in between to the same host or to distribute members of application cluster in
different hosts for high availability. With computed weights, Nova scheduler tries
to provision resources from the start of the sorted list.

3.2 Eucalyptus Private Cloud

Eucalyptus private cloud consists of five main components:

– The Cloud Controllers - a central management service, providing EC2 com-
patible API and managing all private cloud.

– Walrus - a storage component, compatible with S3 standard.
– The Cluster Controller - a component acting as a front end of every cluster

and managing virtual machine execution and SLAs per cluster.
– The Storage Controller - a service managing block volume storage and snap-

shots.
– The Node Controller - a component, managing single hypervisor.

In addition, there is one optional component - the VMware Broker, allowing
to add VMware vSphere (vCenter or ESXI) to Eucalyptus cloud. Eucalyptus
cluster controller implements greedy, roundrobin and powersave scheduling poli-
cies, also allows user-defined policy implementation through user scheduler [18].
Availability models of Eucalyptus architectures are analysed in [19].
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3.3 OpenNebula Cloud

OpenNebula cloud consists of Front-End node, Hypervizor-enabled hosts, data-
stores and physical networks. On the Front-End node there are three main
services:

– Oned - management daemon of cluster nodes, virtual networks, virtual
machines, users, groups and storage datastores.

– Mm sched - OpenNebula’s architecture defines this service as a separate pro-
cess that can be started independently of oned (it is however started auto-
matically when you start the opennebula service).

– Sunstone-server - web interface of OpenNebula.

In addition, some advanced services providing application provisioning, mon-
itoring, EC2 API compatibility are available.

OpenNebula default scheduling algorithm consists of the following steps:

– If VM consumes more image datastore than is available, it will remain in
‘pending’ state.

– The hosts, that do not meet requirements or have not enough resources are
filtered out. The same process is repeated for system datastores.

– Same process is repeated for system datastores;
– All remaining hosts and datastores are ranked according to configurable

SCED RANK and SCHED DS RANK expressions.
– Resources with higher rank are used first to allocate VMs.

In addition, OpenNebula supports resources rescheduling on demand. Also,
the architecture allows replacing default scheduling service with third party
implementation, because all services communicate through an XML-RPC
interface [20].

3.4 Comparison of Open Source Cloud Platforms

All popular open-source cloud platforms implement a heuristical approach to
resource scheduling, the default configuration does not implement more sophis-
ticated algorithms Table 1. Basic algorithm extension for OpenStack and Open-
Nebula can be achieved by configuration of default scheduling subsystem, all
platforms can support user redefined scheduling subsystems. Notable that only
OpenNebula supports resource rescheduling on demand.
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Table 1. Comparison of open source cloud platforms.

OpenStack Eucalyptus OpenNebula

Main services

– Nova: computea

– Neutron: network
– Swift: object storage
– Cinder: block storage
– Keystone: authentication
and authorization
– Glance: image service

– Cloud Controllers
– Walrus: object storage
– Cluster Controllera

– Storage Controller

– Node Controller

– Oned - management

– Mm sched-schedulera

– Sunstone-server: web
interface

Implemented scheduling strategies

Two step process:
– Filtering out of unsuit-
able supervisors according to
available resources and VM
placement
– Ranking of available
hypervisors according to
available resources and VM
placement

Available heuristics:
– Greedy
– RoudRobin
– Powersave

Two step process:
– Filtering out of unsuit-
able supervisors according to
available resources
– Ranking according to
configurable expressions

Scheduling policy extension method

– JSON based custom filter
– Custom user defined filters
and weighters implemented
on python

– Custom user scheduler,
implemented on C language

– Default scheduler can be
replaced with custom,
implementing XML-RPG
based interface

aComponents responsible for task scheduling

4 Interoperability of Cloud Systems

The cloud computing platform can be deployed as a private cloud on-premises
or in dedicated data centre space, as a public service or as a combination of
both. In this section we will review similarities and differences of most popular
private cloud implementation platforms and their compatibility with public cloud
solutions based on two criteria:

– Compatibility of virtual machine images;
– Supported Application Programming Interfaces (API).

A provided comparison would benefit anyone, planning to implement hybrid
cloud solutions, designing cloud-native systems or customising workloads for
cloud computing environments. This particularly concerns those cloud con-
sumers who are seeking for a possibility to extend computing resources by adding
more VMs (horizontally scale) to the same cloud or embracing additional clouds.
An extension would be available by using the existing cloud API or compatible
API of the external cloud. Figure 1 illustrates the principle of VM migration.

For private cloud deployment, there are various options for software stacks.
From open-source, a leader currently is an OpenStack project, backed up by
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Fig. 1. Open-source clouds extension via VM migration functionality.

more than 150 companies. Also, private cloud implementation is possible using
Apache CloudStack, OpenNebula and few others.

From commercial vendors, one of the leading implementations is VMware
vCloud, based on leading VMware’s virtualization technologies. Microsoft offers
a virtualization platform Hyper V with integration with System Center services,
offering some base private cloud functionalities. Many commercial vendors offer
their supported versions of OpenStack.

The first company, which offered a public cloud service, was Amazon with
AWS (Amazon Web Services). Now almost all leading IT infrastructure and ser-
vice companies offer at least some public cloud-based services, such as Google
APP platform, Microsoft Azure, RackSpace’s OpenStack based services and
many more to count.

A simple IaaS cloud architecture consists of management services and hyper-
visors, dedicated to run virtual machines of cloud customers. Modern cloud plat-
forms can add much more services, such as network, storage virtualization, net-
work load balancing, object storage, etc.

There are several initiatives to standardize cloud computing interfaces, one of
most actively developed is Open Cloud Computing Interface [21], unfortunately,
the support of open standards in cloud computing platforms is in a very early
stage. Cloud standardization initiatives are also reviewed in corresponding [5]
section, [4] discuss in detail scheduling of virtual machines in multiple providers
and federated cloud environments.

Despite some common principles, architectures of cloud implementation can
differ a lot. Starting from four hypervisor implementations (ESXi, HiperV, XEN,
KVM), offering different virtual hardware interfaces to hosted VM’s. Having
different focuses and goals - some platforms extends usual enterprise architec-
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ture with automation, offers high availability of single VM and other services,
expected from enterprise datacenter, others focus on a pure cloud application,
offering services such as ques, object storage and elastic compute services, leaving
high availability functionality to the application.

An application or workload can benefit greatly if it is not locked to one
provider solution. Possibility to use multiple cloud computing vendors ar tech-
nologies allows to minimise costs of operations and utilise hybrid cloud deploy-
ment options.

To move specific virtual machine unmodified from one hypervisor to another,
the underlying virtual hardware layer has to be identical. As it is mentioned
above, at least for now such compatibility can be provided only by same hyper-
visor software on both hypervisors. VM migration scenarios are extensively anal-
ysed in [16]. Also, hypervisor compatibility is important for initial cloud image
of the virtual machine.

The vast majority of the hypervisor software installations is covered by four
implementations: open source KVM and Xen with their commercial modifica-
tions from various companies, Microsoft’s Hyper-V and VMware’s ESXi. In table

Table 2 the support of these hypervisors in popular private cloud implemen-
tation platforms is presented.

Table 2. Supported hypervisors

Cloud environments Hypervisors

KVM Xen Hyper-V ESXi

Apache CloudStack [22] + + +

Eucalyptus [23] + − − +

OpenStack [24] + + + +

vmWare vCloud [25] − − − +

OpenNebula [26] + + − +

Nimbus [27] − + − −

VMware vCloud can be distinguished from other implementations as an only
commercial private cloud platform, with closed architecture, all other five imple-
mentations are open source.

The direct migration of VM is not necessary for native cloud applications to
migrate to another cloud provider or to balance load between two or more cloud
infrastructures. If load balancing and elasticity are implemented in application
logic, the application can utilise cloud service through web services and available
APIs.

In the Table 3 supported APIs for computing and storage resources of most
popular private cloud implementation platforms and three most popular com-
mercial public cloud providers - Google, Amazon and Microsoft are presented.
An API is important for cloud application and resource broker integration with
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Table 3. Supported APIs

Cloud platform Supported API

Apache CloudStack – Native
– AWS EC2
– AWS S3

Amazon Web Services API – AWS EC2
– AWS S3

Eucalyptus – AWS EC2
– AWS S3

Google Compute Engine – Native

OpenStack API – Native
– AWS EC2
– AWS S3

VMware vCloud API – Native

OpenNebula – Native
– EC2 through
econe-server

Nimbus – AWS EC2
– AWS S3

Azure – Native

the platform because it is directly used for dynamic resource provisioning and
management.

From presented comparison a conclusion can be drawn, that most commonly
supported interfaces are Amazon’s EC2 and S3 and they are implemented in
most open-source private cloud implementations, but all three public cloud
providers support only their native standards.

5 Conclusions and Future Works

The survey revealed the prevalence of resource scheduling and service deployment
algorithms within some popular open-source clouds. To answer some end-user
demand for making changes in the scheduling policies for the IaaS application,
the possibility of resource scheduling algorithms customization was analyzed.
The results show that all popular open-source cloud platforms implement a
heuristic approach to resource scheduling, the default configuration does not
implement more sophisticated algorithms. Basic algorithm extension for Open-
Stack and OpenNebula can be achieved by configuration of default schedul-
ing subsystem, all platforms can support user redefined scheduling subsystems.
Notable that only OpenNebula supports resource rescheduling on demand.

Development of multi-cloud systems with shared services requires evalua-
tion of the cloud service interoperability between different vendor clouds. It was
important in our survey to find out whether the different clouds use the same
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hypervisor and what APIs could be used for automating VM migration tasks.
From this point of view, both CloudStack and OpenStack are highly flexible and
support multiple hypervisors and APIs. As to the diversity of hypervisors sup-
port, Nimbus seems to be the most restricted cloud. Selection of suitable API is
less problematic since all popular clouds use AWS EC2 API.

Some good initiatives to standardise cloud computing interfaces were started,
including the most prominent Open Cloud Computing Interface, which specifies
a protocol and accompanying APIs for many kinds of cloud management tasks,
including deployment, autonomic scaling, monitoring and more. However, the
survey reveals that the major public cloud service providers (Amazon Web Ser-
vices, Google Cloud Platform, and Microsoft Azure) don’t support unification
and standardisation efforts. By supporting native only APIs which are incom-
patible with other APIs, they further a vendor lock-in policy.

Future research will be focused on service deployment algorithms investiga-
tion, seeking for the best-suited algorithms individually for the end-user and
service provide.
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Abstract. Modern technological trends like Internet of Things (IoT’s) essentially
require prompt development of software systems. To manage this, Model Driven
Architecture (MDA) is frequently applied for development of different systems
like industry automation, medical, surveillance, tracking and security etc. Image
processing is an integral part of such systems. Particularly, image enhancement and
classification operations are mandatory in order to effectively recognize objects
for different purposes. Currently, such critical image processing operations are
not managed through MDA and low level implementations are performed dis-
tinctly during system development. This severely delays the system development
due to integration issues. Furthermore, system testing becomes problematic as
few components of systems are developed through MDA and image processing
operations are implemented in isolation. This article introduces a novel frame-
work i.e. MIEORF – Model-driven Image Enhancement and Object Recognition
Framework. Particularly, a meta-model is proposed, that allows modeling and
visualization of complex image processing and object recognition tasks. Subse-
quently, an open source customized tree editor (developed using EclipseModeling
Framework (EMF)) and graphical modeling tool/workbench (developed using Sir-
ius) have been developed (both distributable via eclipse plugin). Consequently, the
proposed framework allows modeling and graphical visualization of major image
processing operations. Moreover, it provides strong grounds for model transfor-
mation operations e.g. Model to Text Transformations (M2T) using Acceleo for
generating executableMatlab code. Furthermore, it systematically combinesMDA
and image processing concepts which are detailed enough to be easily integrated
into wide variety of systems such as industrial automation, medical, surveillance,
security and biometrics etc. The feasibility of proposed framework is demonstrated
via real world medical imagery case study. The results prove that the proposed
framework provides a complete solution for modeling and visualization of image
processing tasks and highly effective for MDA based systems development.
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1 Introduction

Digital Image Processing is the processing of digital images with the help of digital
computers. Broadly, it encompasses Low-Level, Mid-Level and High-Level processing
tasks while dealing with noise reduction, contrast setting and sharpening to attributes
extraction, object recognition and ‘making sense’ of the recognized objects [1–3]. Image
enhancement and object recognition are interesting areas of digital image processing
due to the poor contrast and noise in most of the real life images obtained from various
systems i.e. satellite imagery, medical imagery, biometrics, surveillance and security
etc. Image enhancement primarily deals with improving the quality and bringing out
obscured details for human perception as well as for automated processing of specific
computer based applications. Object recognition, on the other hand deals with recogniz-
ing objects andmaking sense of the recognized objects and is generally preceded by some
image enhancement tasks. Over period of time, various spatial and frequency domain
techniques of image enhancement have evolved [6, 7]. Likely, accuracy of object recog-
nition algorithms and classifiers have also improved tremendously. With the increasing
sophistication of image enhancement and object recognition in digital image processing,
the complexity of development of corresponding systems have also increased.

Essence of Model Driven Engineering (MDE)/Model Driven Architecture (MDA)
lies in its capability of achieving abstraction and reducing complexity of software devel-
opment via modeling. Models and transformations are considered as primary artifacts
in MDE/MDA for automated design, development/implementation, testing and model
based evolution of software systems [15, 16].Model based development startswith devel-
oping a platform independent model (PIM)/Domain Specific Language (DSL)/Meta-
model. Various domains have benefited from this powerful abstraction approach. For
example, Iqra at el. [24] proposed a novel MDA framework for industrial automation. In
another study [25], a novel MDA approach is introduced for embedded systems. Sim-
ilarly, there exist several studies [26, 27] where MDA is applied to simplify the devel-
opment of complex and larger systems. In addition to state-of-the-art approaches, there
exist comprehensive MDA based industry oriented standards like Unified Architecture
Framework (UAF) [28] for the development of diverse and large systems.

Image processing is an integral part of modern systems like industrial automation,
medical, surveillance and security etc. The development complexity of such systems is
frequentlymanaged throughMDA.However, for image processing operations like image
enhancement and object recognition, the low level implementations are performed sepa-
rately during system development. This severely delays the system development as few
components of systems are developed through MDA and image processing operations
are implemented in isolation. Although there exist few studies [19–22] where image
processing is explored in the context of MDA, these solutions have very limited scope
and cannot be applied/integrated in MDA development flow for larger systems. Conse-
quently, the state-of-the-art MDA approach to effectively support the image processing
operations for object recognition is hard to find in literature (Sect. 2). Therefore, there
is a need of comprehensive MDA approach to perform critical image processing opera-
tions with simplicity. Furthermore, such approach should allow the seamless integration
with other MDA based system development approaches/frameworks for the execution
of image processing tasks.
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This article introduces a novel framework i.e. MIEORF – Model-driven Image
Enhancement and Object Recognition Framework, where MDA is utilized to perform
major image processing operations. Particularly, a meta-model is proposed to represent
core image enhancement andobject recognition concepts at higher abstraction level. Sub-
sequently, an open source tree editor (developed using EMF) and graphical modeling
tool (developed using Sirius), distributable via eclipse plugin, have been developed. Con-
sequently, the MIEORF allows modeling and visualization of major image processing
operations with simplicity. Moreover, it provides strong grounds for model transforma-
tion operations. Furthermore, it systematically combines MDA and image processing
concepts detailed enough to be easily integrated into wide variety of systems such as
industrial automation, medical, surveillance, security and biometrics systems. The feasi-
bility of proposed framework is demonstrated via real worldmedical imagery case study.
The results prove that the proposed framework provides a complete solution for mod-
eling and visualization of image processing tasks and highly effective for MDA based
systems development. An overview of the development process of MIEORF is depicted
in Fig. 1. Initially the selected literature (Sect. 2) was reviewed to get an insight of various
concepts related to image enhancement/object recognition and Model Driven Software
Engineering (MDSE). Integration of these concepts is achieved in the form of MIEORF
(Sect. 3) which composes of a meta-model/M2 level Ecore model (Sect. 3.1), a tree
editor and Sirius graphical modeling tool for M1 level Modeling (Sect. 3.2). MIEORF
is validated via real world medical imagery case study (Sect. 4) by creating M1 level
models of case study scenario using our tree editor and Sirius graphical modeling tool.

Fig. 1. Proposed methodology

2 Literature Review

The domain of digital image processing is characterized by processing of digital images
with the help of digital computer. It encompasses low-level (noise reduction, setting
contrast, sharpening), mid-level (features extraction) and high level processing (making
sense of recognized objects) [1]. Image enhancement is one of the most common and
interesting areas [1, 2] which deals with bringing out the obscured details for analysis
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[1–3]. Due to the poor contrast and noise in most of the medical, satellite, aerial and real
life images, actual information of interest may not be properly extracted from the images
[4]. Hence image enhancement improves the quality of an image for visual perception as
well as for automated processing of computer applications [5]. Primarily, enhancement
techniques fall in two broad categories i.e. spatial and frequency domain enhancements
[6, 7]. Various spatial enhancement techniques are highlighted by authors of [1, 6, 7]
i.e. image negatives, thresholding, log transformations, power law transformations, con-
trast stretching, histogram equalization/matching, subtraction, averaging, Laplacian and
Sobel filters. Some of the applications of image processing/enhancement are highlighted
by authors of [6, 8–10]which are forensics, atmospheric sciences, satellite imagery,med-
ical imagery, atmospheric sciences, astrophotography, surveillance and tracking systems,
industrial automation, critical infrastructure security, biometrics and oceanography etc.
Similarly recognition of targeted objects from an image [11], irrespective of various
distortions (scale, rotation, and occlusion) and noise is a critical requirement [12]. Two
broad categories have been reported i.e. appearance and feature based techniques for
object recognition. These techniques are further categorized into variety of specialized
techniques [1, 13]. Authors of [1] and [14] reported various classifiers for classifying
objects that include KNN, Bayes Decision Theory and Neural Networks etc.

The advent of MDSE, in contrast to code centric approaches, is marked by achiev-
ing abstraction and reducing complexity of software systems through modeling [15].
Models and transformations are the primary artifacts and major corporate assets for
automated design, development and other activities of the model based development
of software [16]. The process of MDA/Model Driven Development (MDD) starts by
defining/developing a formal model (Meta-model/Domain Model/Platform Indepen-
dent Model) either using general purpose modeling language i.e. UML or defining a
Domain Specific Language (DSL) using Ecore Modeling Framework. Various domains
have benefited from this power abstraction approach including information systems [17],
software enterprises [18], industrial automation [24] and embedded systems [25]. Com-
bining the domains of modeling and image processing, authors of [19] integrated the
techniques of digital water marking (an information hiding technique) toMDD life cycle
for intellectual property protection of models. Authors of [20, 21] introduced a novel
tool for extracting UML class models from images. 23 features are extracted by authors
of [22] from images for classification of UML diagrams. Authors of [23] introduced a
novel idea of model based shopping of various items from malls.

In summary, the reviewed literature reveals the necessity of image enhancement and
object recognition tasks in the context of digital image processing for various domains.
The reviewed literature also highlighted the importance of MDSE in reducing complex-
ity of software development. Most of the reviewed literature focuses on the concepts
of digital image processing and MDSE distantly and very little integration of the two
domain have been noticed. The literature in noway, substantially or specifically proposes
any meta-model or model driven approach for image processing operations. Although
there exist few studies [19–22] where image processing is explored in the context of
MDA, these solutions have very limited scope and cannot be applied/integrated in MDA
development flow for larger systems. Consequently, the state-of-the-art MDA approach
to effectively support the image processing operations for objective recognition is hard



18 Y. Rasheed et al.

to find in literature. Therefore, there is a need of comprehensive MDA approach to
perform critical image processing operations with simplicity. Furthermore, such app-
roach should allow the seamless integration with other MDA based system development
approaches/frameworks for the execution of image processing tasks.

3 MIEORF - Model-Driven Image Enhancement and Object
Recognition Framework

MIEORF primarily composes a meta-model (M2 level Ecore Model) and its implemen-
tation in the form of tool support which includes a customized tree editor (for M1 level
modeling in tree view) and a Sirius based graphical modeling workbench (for M1 level
graphical modeling and visualizations).

3.1 Proposed Meta-Model

Proposed meta-model (Fig. 2, ieors.ecore) defines meta-classes which are required to
model image enhancement and object recognition tasks in the context of digital image
processing, computer vision and pattern recognition for wide variety of domains and
applications. For better organization, it is further subdivided into two sub packages
namely Spatial Image Enhancement and Object Recognition with concepts relevant to
their names. Its possible integration with various systems such as Medical Imagery
Systems, Surveillance and Tracking Systems, Critical Infrastructure Security System
etc. has also been shown abstractly thorough composition relationships.

Description. IEORS (root level concept) composes of a working folder which further
composes many images and datasets. The data set itself may composes many images.
This means that for an image to be processed, it must be contained either by a data
set or working folder itself. Image Buffer represents the concept of temporary storage
for images for further processing and is composed by IEORS. Description of two sub-
packages is as under:-

Spatial Image Enhancement. This package contains the concepts relevant to the
enhancement of images in spatial domain (Primarily representing various transforma-
tion on images such as gamma correction). IES is the main concept of this sub-package.
IEORS composes zero or one IES (Image Enhancement System) concept, which com-
poses the concept of pre-processing (through zero or one relationship). Preprocessing is
the major abstract class of this package and all other subclasses are directly or indirectly
specialized from it. This class contains operations related to reading and showing of
images, converting a color image to grey scale and resizing an image.

Due to the concepts of inheritance, all the attributes and operation of this class are
available to its subclasses as well. Any Preprocessing task may be performed on individ-
ual image or a complete data set containing multiple images (as shown by the respective
relationships). Similarly a partially processed image may be placed in an Image Buffer.
The concept of Preprocessing is specialized by the abstract concepts of Point processing
(representing pixel by pixel operation), Histogram Processing (representing processing
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Fig. 2. Proposed meta model of MIEORF

on frequencies of occurrence of grey levels in images), Arithmetic Op (operation) and
Filtering (representing application of filters/masks or kernel of specific size on images
by sliding window operations). Corresponding to various point processing techniques,
the concepts of Point processing is further specialized by the concepts of Negative (rep-
resenting Image Negatives), Thresholding (assigning the minimum grey value to pixels
with values lower than a certain threshold and vice versa), Log Tfr (transformation) and
Power Law transformations for gamma correction of images. Histogram Processing is
specialized by the concepts of Histogram Equalization and Matching. Arithmetic Op is
specialized by Image Subtraction (for subtracting an image from the blurred version of
itself for highlighting certain details) andAveraging (for removal of noise and smoothing
of images). Out of various filters in use, our proposed meta-model has incorporated con-
cepts of Smoothing Filter and Sharpening Filter which are specialized from Abstract
class Filtering. The Sharpening Filter is further specialized by Laplacian and Sobel
filters that uses second and first derivatives for the purpose of sharpening.

Object Recognition. This package contains concepts which may be used for automa-
tion/model based development of such systems which recognizes objects preceded by
certain preprocessing of images. This package includes concepts pertaining to features
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based object recognition.Main concept of this package is ORS (Object Recognition Sys-
tem) which is composed by IEORS. ORS composes of Feature Extractor (for extracting
features of interest from images), Selection (representing feature selection), Projection
(representing feature projection), and Feature Buffer (for temporary storage of features
or for storage of features vector), Classifier (representing various classifiers evolved
over period of time in the context of pattern recognition). The concept of classifier is
further specialized by some of the commonly used classifiers such as KNN (K near-
est neighbors) and Naive Bayes classifiers etc. Features may be extracted directly from
training images as well as test images or after certain preprocessing is performed on
test and training images. Respective associations of Feature Extractor with Image and
Preprocessing represents the same concept. After feature extraction, feature selection
and projection algorithms may be applied to extracted features and the finalized features
are stored in Feature Buffer in the form of features vector with assigned labels (in case of
training image). Same process may be performed on test image and thereafter the clas-
sifier/model classifies the object by assigning labels to extracted features of test image.
Hence a prediction is done and object is recognized. Our meta- model also achieves
abstraction in applying ensembles of classifiers by associating a classifiers with itself
through (zero or many) ensemble relationship.

3.2 Tool Support

After integrating the concepts of image processing and MDA in the form of proposed
meta-model/M2 level model. We have developed a tree editor (with customized icons)
using Eclipse Modeling Framework (EMF) that conforms to the concepts of proposed
meta-model.Our tree editor allowsM1 levelmodeling (with extension ‘*.ieors’) andmay
be used for creating models for different scenarios of image processing tasks. This editor
will be subsequently used for creating M1 level model of our case study scenario related
tomedical imagery domain (Sect. 4/Fig. 4). After creating tree editor, we have developed
a Sirius based tool/work bench that allows graphical modeling and visualization (M1
level). Using this Sirius tool, the instance models (instance of our proposed meta-model)
may be created and graphically visualized in a user friendly environment with drag drop
palette facility. Case study scenario has also been modeled/visualized using our Sirius
workbench (Sect. 4/Fig. 5). Our proposed meta-model, tree editor and Sirius tool are
publically available at [29].

4 Case Study

Wenow intend to validate ourmeta-model via realworld case study pertaining tomedical
imagery domain (Nuclear whole body bone scan) [1]. We have developed an M1 level
instance model in runtime-New_Configuration of Obeo designer using our tree editor.
This M1 level model maps the requirements of given case study by instantiating rele-
vant concepts of our proposed meta-model and setting relationships amongst instances
accordingly.
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4.1 Case Study Narrative

Various image enhancement techniques are often used in combination to one another
to highlight the features of interest. Figure 3A, shows an image of nuclear whole body
bone scan which is used to diagnose tumors and infections in bones. As noticed, due to
the high noise content and narrow dynamic range of grey levels, it is not possible for the
medical staff to read the relevant details. Our aim is to use various image enhancement
techniques for sharpening it, so that skeletal details can be brought out from the image
for effective diagnosis. The technique involves steps i.e. Step a. Taking Laplacian of the
original image. Step b. Adding the original and Laplacian image of step a. Step c. Sobel
of original image. Step d. Sobel of image of step c to get a smoothed gradient image.
Step e. Obtain a mask image by taking product of images of step b and d. Step f . Obtain a
sharper image by adding original image and the image of step e. Step g. Applying power
law transformations, with gamma = 0.5 and c = 1, to image of step f in order to obtain
final result which is represented by Fig. 3B. We may notice a prominent enhancement
of original image by comparing Fig. 3A and B.

.
A B

Fig. 3. Original image bone scan vs enhanced image

4.2 MIEORF in Action

Concepts of our proposed meta-model, which are instantiated to map the case study
scenario may be noticed in Fig. 4. Attributes of these instances are also set as per the
requirements of the case study. First of all an Instance of Medical Imagery System
has been created which contains an instance of IEORS. Thereafter eight instances of
Image created. Value of name attribute have been set to such strings that describes the
task which has been performed on image. After that, instance of Laplacian Filter has
been created which is associated with Image A (original image) as its input image and
Image B as its processed image. Similarly instance of Addition Operation is associated
with Image A and B as input images and Image C as processed image (this depicts
that addition operation that performs pixel by pixel addition). Instance of Sobel Filter
is associated with Image C as its input image and Image D as its Processed Images. A
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5× 5 Averaging Filter takes Image D as its input image and produces Image E. Product
Operation produces Image F after multiplying images C and E. A second Addition
Operation sums Images A and F and produces Image G. Finally Instance of Power Law
takes Image G, as its input and produces Image H with gamma = 0.5 and C= 1. Image
H i.e. enhanced image is visualized as Fig. 3B.

Fig. 4. M1 level instance model of case study scenario using tree editor

Wehave also graphically visualized thisM1 level InstanceModel via our Siriuswork-
bench/tool as depicted in Fig. 5. This prototype tool allows the users to model/visualize
any complex image enhancement scenario with the help of its palette.

Fig. 5. M1 level instance model of case study scenario using Sirius workbench/tool

5 Discussion and Limitations

This article introducesMIEORF–Model-driven ImageEnhancement andObject Recog-
nition Framework to enable the execution of image processing operations throughMDA
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development flow. This is a major milestone, as a comprehensive and open source model
driven framework for image processing operations is hard to find in literature. There exist
fewwell-known image processing solutions like Simulink image processing toolbox [30]
and eclipse ImageN [31]. In contrast to Simulink toolbox, MIEORF deals with the pure
Platform Independent Models (PIMs) that can be transformed to different target mod-
els as per requirements while Simulink toolbox is only effective in given environment.
Furthermore, Simulink toolbox is proprietary while MIEORF is freely available. On
the other hand, ImageN and MIEORF shares certain common features like both are
based on object oriented approach and freely available. However, MIEORF operates on
higher abstraction level while ImageN performs image processing tasks in java language
at lower abstraction level. Therefore, MIEORF is more effective in terms of usability.
Another significance of MIEORF with respect to Simulink toolbox and ImageN is that,
it is highly interoperable and can be employed/integrated with other MDA frameworks.
For example, the meta-model of MIEORF can be integrated easily with other MDA
frameworks/MDA based systems for the execution of image processing tasks. For such
integration, a particular Domain SpecificModeling Language (DSML) can be developed
by using the concepts of proposed meta-model.

To summarize, MIEORF provides several benefits as follows: 1) Flexibility: It is
highly flexible as it contains the concepts detailed enough to be easily integrated with
other MDA frameworks for image enhancement and object recognition tasks. Moreover,
it can be extended and enhanced to incorporate more detailed concepts related to image
processing. 2) Model Transformation Support: MIEORF supports both Model to Model
(M2M) and Text (M2T) transformations. Particularly, the meta-model of MIEORF may
serve as source meta-model to perform M2M transformations in ATL (ATLAS Trans-
formation Language). On the other hand, M2T transformation can be implemented in
Acceleo using the concepts of MIEORF meta-model to transform M1 level models
(developed using tree editor or Sirius tool) into low level implementations like Matlab
code. 3) Tool Support: As part of MIEORF, a Sirius graphical modeling workbench/tool
and a tree editor have been developed. Both the tool and tree editor are distributable via
eclipse plugin and can be easily installed in any eclipse IDE/Obeo Designer.

Currently, MIEORF supports basic image processing tasks like image enhancement
in spatial domain and feature based object recognitionwhile advancedoperations like fre-
quencydomain enhancements and correlationbasedobject recognition are not supported.
Such missing image processing concepts can be incorporated in MIEORF through the
extensionofmeta-model. Similarly, no transformations (M2M/M2T)have currently been
written for MIEORF to generate target low level implementations. However, such trans-
formations can be conveniently written as per requirements because MIEORF supports
both M2M and M2T transformations.

6 Conclusion and Future Work

This article introduces a novelMIEORF –Model-driven Image Enhancement andObject
Recognition Framework, where MDA is utilized to perform major image processing
operations. Particularly, a meta-model is proposed to represent core image enhancement
and object recognition concepts at higher abstraction level. Subsequently, an open source
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tree editor (developed using EMF) and graphical modeling tool (developed using Sirius),
distributable via eclipse plugin, have been developed. Consequently, MIEORF provides
strong foundations to perform major image processing operations with simplicity by
utilizing MDA development flow. The applicability of MIEORF is demonstrated via
real world medical imagery case study by instantiating the concepts of proposed meta-
model in tree editor and also graphically visualized via Sirius tool. The results reveal
that MIEORF is highly effective for modeling and visualization of both simple as well
as complex image processing tasks. It may be safely concluded that MIEORF is a major
milestone, as a comprehensiveMDA framework for image processing operations is hard
to find in literature and industrial projects.

In Future, we intend to extend the proposed framework for incorporating concepts
related to image enhancement in frequency domain and object recognition using co-
relation filters and enhance our Tree editor/Sirius tool as well. Writing Acceleo trans-
formation code in order to transform system models (M1 level models developed using
our tool) into executable Matlab code is also a mile stone to be achieved.
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Abstract. The main scope of this paper is to introduce knowledge-based Enter-
prise model as sufficient data storage for different Unified Modelling Language
(UML) models generation, by using all collected data. UML models can be gen-
erated from the Enterprise Model by using certain transformation algorithms
presented in previous researches. Generation process from the Enterprise model
is illustrated by a particular Ticket Buying example. Generated UML dynamic
Use Case, Sequence, State and Activity models of the Ticket buying process
demonstrate fullness of stored information in the Enterprise model.

Keywords: Knowledge-based · UML · Enterprise model · IS engineering

1 Introduction

Nowadays information system (IS) engineering process is quite challenging as for ana-
lysts, designers and as for any IS design process professionals. Enterprise modelling
has become one of the most important elements in IS design process. Enterprise models
applications are adapted in various ways and diverse types of models are created based
on chosen Enterprise model [1, 2].

UML is a highly recognized and understood platform for IS design. It is a standard
notation among professionals. UML can be used to model not just object-oriented IS
engineering, but application structure, behavior, or/and business processes. UMLmodels
can generate code from the design, apply design patterns, perform impact and complexity
analysis [1, 6, 8].

To ensure all these UML model applications is possible only then, when data used
for UML models design is verified, validated and of enough quality. Enterprise model
completely provides all necessary data and UML models generated from it by using
transformation algorithms fully match this requirement [3, 5, 7, 9, 10].

Particular Enterprise meta-model and Enterprise model structure used as the back-
ground for this research are presented almost two decades ago. All previous researches
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are dedicated to prove that composition of these EMM and EM is enough for generation
of different types of models in IS modelling process [10–12].

2 Knowledge-Based Enterprise Meta-model and Enterprise Model

EMM is formally defined EM structure, which consists of a formalized EM in line
with the general principles of control theory. EM is the main source of the necessary
knowledge of the particular business domain for IS engineering and IS re-engineering
processes (Fig. 1) [3, 4].

Fig. 1. Enterprise meta-model class diagram [3, 4, 10]

EM classmodel has twenty-three classes. Essential classes are Process, Function and
Actor. Class Process, Function, Actor and Objective can have an internal hierarchical
structure. These relationships are presented as aggregation relationships. Class Process
is linked with the class MaterialFlow as aggregation relationship. Class MaterialFlow
is linked with the classes MaterialInputFlow and MaterialOutputFlow as generalization
relationship. Class Process is linked with Classes Function, Actor and Event as associa-
tion relationship. Class Function is linkedwith classes InformationFlow, InformationAc-
tivity, Interpretation, InformationProcessing andRealization as aggregation relationship.
These relationships define the internal composition of the Class Function. Class Infor-
mationFlow is linked with ProcessOutputAtributes, ProcessInputAtributes, IPInputAt-
tributes and IPOutputAttributs as generalization relationship. Class InformationActivity
is linked with Interpretation, InformationProcessing and Realization as generalization
relationship. Class Function linked with classes Actor, Objective and Business Rule as
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association relationship. Class Business Rule is linked with Interpretation Rule, Real-
ization Rule, InformationProcessing Rule as generalization relationship. Class Actor is
linked with Function Actor and Process Actor as generalization relationship [3–5, 11].

Figure 2 presents the transformation algorithm of UML model generation from EM
process and is described by the following steps [10, 11].

Fig. 2. The top level transformation algorithm of UML models generation from EM process
[10–12]

• Step 1: Particular UML model for generation from the EM process is identified and
selected.

• Step 2: If the particular UML model for generation from EM process is selected then
algorithm process is continued, else the particular UML model for generation from
EM process must be selected.

• Step 3: First element from EM is selected for UML model, identified previously,
generation process.

• Step 4: If the selected EM element is an initial UML model element, then initial
element is generated, else the other EMelementmust be selected (the selected element
must be initial element).

• Step 5: The element related to the initial element is selected from the Enterprisemodel.
• Step 6: The element related to the initial element is generated as UMLmodel element.
• Step 7: The element related to the previous element is selected from the Enterprise
model.

• Step 8: The element related to the previous element is generated as UML model
element.
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• Step 9: If there are more related elements, then they are selected from EM and gen-
erated as UML model elements one by one, else the link element is selected from the
Enterprise model.

• Step 10: The link element is generated as UML model element.
• Step 11: If there are more links, then they are selected from EM and generated as
UML model elements one by one, else the Business Rule element is selected from
the Enterprise model.

• Step 12: The Business Rule element is generated as a UML model element.
• Step 13: If there are more Business Rules, then they are selected from EM and gener-
ated as UML model elements one by one, else the generated UML model is updated
with all elements, links and constraints.

• Step 14: Generation process is finished.

Table 1 presents part of Enterprise model elements and their descriptions in order to
describe elements, which are necessary in this particular research.

Table 1. Description of knowledge stored in Enterprise model

Enterprise Model element Description

Actor In actor element can be stored information related with process or
function executor. Actor element is responsible of information
related with the process or function participant, it can be person,
group of persons, subject such as an IS, subsystem, module and
etc.

Process, Function In process or function elements can be stored all information
related with any user, entity, object, subject and its behavior.
Process or function element is responsible of information related
with any operation, activity, status change, movement which is
implemented by any actor, entity, participant and etc.

Information Flow In Information Flow element can be stored diverse information
flow types, such as Information input and output attributes or/and
process input and output attributes. Information Flow element is
responsible of information related with each element input and
output attributes, details which make impact on other elements,
their state or status

Business Rule In Business Rule element can be stored different rules such as
interpretation, realization or/and information processing. Business
rule element is responsible of information about how different
elements in IS design phase are related; what restrictions and
restraints are applied to these elements
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3 Development of UML Models for Ticket Buying Process

This section deals with the detailed explanation of the Ticket buying process and how this
process can be designed by using knowledge-based Enterprise model, where all knowl-
edge related with the previously described example is stored. There is also explained,
what knowledge is used for the generation particular UMLmodels through certain trans-
formation algorithms created for each UML model generation process [10, 12]. There
are described UML Use Case, Sequence, State and Activity models generated form the
Enterprise Model.

3.1 Ticket Buying Process Example and Its UML Models

The process of Ticket buyingmay seemvery simple, but if this processwould be analyzed
from different perspectives in information systems design phase; if this process would
be projected and designed for the fulfillment of its all possible functions it would take a
lot of time and efforts of an analyst, designer and etc.

In IS lifecycle design phase all the details must be estimated. These details, this
knowledge is stored in previously described Enterprise model and they are already
verified and validated.

3.2 UML Use Case Model of Ticket Buying Process Example

A UML Use Case model is the primary form of system requirements for a new IS
underdeveloped. Use cases specify the expected behavior – what?, and not the precise
method of making it take place – how?. A key concept of use case modelling is that it
assists to design a system from the end user’s perspective. It is an powerful technique
for communicating system behavior in the user’s conditions by specifying all externally
visible system behavior.

Table 2 presentsUMLUseCasemodel elements generated from theEnterprisemodel
of Ticket buying example. In Enterprise Model all information related with actors, their
functions and relationships between these functions is stored. There are three actors:
Client, Manager and Ticket System. Ticket System as an actor is associated with all
seven functions – use cases: Enquire ticket availability, Fill form, which includes use
case of ticket booking or ticket cancelling, ticket booking includes ticket price payment
and form printing, this includes ticket cancelling and this includes payment refunding.
Client as an actor is associated with all functions except payment refunding, because it
is Ticket system’s function. Manager as an actor is associated only with two functions
– uses cases: form printing and ticket canceling.

Figure 3 presents UML Use Case model of Ticket buying example generated step
by step from the Enterprise Model through UML Use Case transformation algorithm.
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Table 2. UML Use Case model elements generated from the Enterprise model of Ticket buying
example [5, 7, 9]

Enterprise Model
element

UML Use Case
Model element

Ticket Buying
example

Description

Actor Actor Client There are three actors,
each of them is
behavioural classifier
which defines a role played
in particular example

Manager

Ticket system

Process, Function Use Case Enquire ticket
availability

There are three use cases,
each use case is a type of
behavioural classifier that
describes a unit of
functionality performed by
three actors

Fill form

Book ticket

Pay ticket price

Print form

Refund payment

Cancel ticket

Business Rule Include Six include
elements

There are six include
elements, each include is a
directed relationship
between two use cases
which is used to
demonstrate that behaviour
of the included use case is
inserted into the behaviour
of the including use case

3.3 UML Sequence Model of Ticket Buying Process Example

UML Sequence model is an interaction model that detail how operations are imple-
mented. This model captures the interaction between objects in the context of a collab-
oration. UML Sequence model is time focus and it shows the order of the interaction
visually by using the vertical axis of the diagram to deliver time what messages are sent
and when.
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Fig. 3. UML use case model of ticket buying example

Table 3 presents UML Sequence model elements generated from the Enterprise
model of Ticket buying example. In Enterprise Model all information related with actors
and their collaboration is stored. There are three actors – process participants, which are
calledLifelines inUMLSequencemodel: person –Client, subject –Ticket system, object
– Ticket. Ticket has one execution specification, receives one message with details and
sends one message of created ticket; Ticket system has three execution specifications,
one is assigned for validation, after Client logs in, it returns result; second is assigned
for form creation and third for ticket creation; all these are related with messages from
Client. Client logs in, requests form, submits details, prints ticket – client sends four
messages and receives two: validate login and acknowledgement of all requests of this
particular process.

Figure 4 presents UML Sequence model of Ticket buying example generated step
by step from the Enterprise Model through UML Sequence transformation algorithm
[10].

3.4 UML State Model of Ticket Buying Process Example

UML State Model shows the different states of an entity. State model can also
demonstrate how an entity responds to various events by changing from one state to
another.

Table 4 presents UML State model elements generated from the Enterprise model
of Ticket buying example. In Enterprise Model all information related with processes,
functions and their state is stored. This model is from Client’s perspective. There are
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Table 3. UML Sequence model elements generated from the Enterprise model of Ticket buying
example [5, 7, 9]

Enterprise Model
element

UML Sequence
Model element

Ticket Buying
Example

Description

Actor Lifeline Client There are three actors, in
UML Sequence model
three Lifelines, which are
shown using a symbol that
consists of a rectangle
forming its “head”
followed by a vertical line
and these lines represent
the lifetime of the actor
– participant of the process

Ticket system

Ticket

Process, Function Message Login () There are eleven messages,
related with actors and they
define a communication
between these actors

Validate ()

Return ()

Request form ()

Create form ()

Submit details ()

Create ticket ()

Send details ()

Ticket created

Acknowledge

Take print ()

Business Rules Execution
specification

Ten execution
specifications

Each of ten executions
specification element
represents a period in the
actor’s lifetime

four information flows – composite states of a Client entity: validation, availability
check, ticket booking and printing. All these composite states are conducted by partic-
ular behavioral state machine: Enter login details, Enter bus details, Enter self details,
Booking successful, Logout.

Figure 5 presents UML State model of Ticket buying example generated step by step
from the Enterprise Model through UML State transformation algorithm [10].
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Fig. 4. UML sequence model of Ticket buying example

Table 4. UML State model elements generated from the Enterprise model of Ticket buying
example [5, 7, 9]

Enterprise Model
element

UML State Model
element

Ticket Buying
Example

Description

Process, Function Behavioural state
machine

Enter login details Five states are used to
specify discrete behaviour
of a part of designed
system through finite state
transitions

Enter bus details

Enter self details

Booking
successful

Logout

Information Flow Composite state Validation Four states of an entity are
defined as state that has
substates

Availability check

Booking Ticket

Printing

3.5 UML Activity Model of Ticket Buying Process Example

UMLActivity model describes how activities are coordinated to provide a service which
can be at different levels of abstraction. Typically, an event needs to be gained by some
operations, particularly where the operation is intended to gain a number of different



Knowledge-Based Generation of the UML Dynamic Models 35

Fig. 5. UML state model of Ticket buying example

things that require coordination, or how the events in a single use case relate to one
another, especially, use cases where activities may overlap and require coordination.

Table 5 presents UMLActivity model elements generated from the Enterprise model
of Ticket buying example. In Enterprise Model all information related with actors, their
activities and relationships between these functions is stored. There is one business rule
– control node, related with the process beginning, initial node. In this case, there is only
one actor – one partition – Client. There are two Client activities before decision node:
bus searching and checking tickets availability. In case, there is no available tickets,
process finishes unsuccessful with one of final activity nodes. In other case, if there are
available tickets, Client books tickets, fills details, submits details, makes payment and
prints ticket. This process finishes as successful with second final activity node.

Figure 6 presents UML Activity model of Ticket buying example generated step by
step from the Enterprise Model through UML Activity transformation algorithm [10].
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Table 5. UML Activity model elements generated from the Enterprise model of Ticket buying
example [5, 7, 9]

Enterprise Model
element

UML Activity Model
element

Ticket buying example Description

Actor Partition Client There is one partition
and all activities are
directly related with
that actor

Function, Process Activity Search bus There are eight
activities directly
related with one
partition – Client.
They represent a
parameterized
behaviour as
coordinated flow of
actions

Check tickets
availability

Book tickets

Fill details

Submit details

Make payment

Print ticket

Logout

Business Rules Control nodes Initial node, two
activity final nodes,
decision node – are
there available tickets

There are four
control nodes: one
node – Initial node in
the beginning; one
decision node,
regarding which
process finishes in
success or otherwise;
two activity final
nodes one, in case of
successful process,
another, in case of
unsuccessful process.
Basically, control
nodes are used to
coordinate the flows
between other nodes

All four UML dynamic models: Use case, Sequence, State and Activity of one
Tickets buying process example are generated form Enterprise model, where sufficient,
verified and validated data was stored. These four UML models define same example,
but in diverse perspectives by showing different actors activities, states and use cases.
Knowledge-based Enterprise model is sufficient storage of data, which is necessary for
UML models generation by certain transformation algorithms of each UML model.
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Fig. 6. UML activity model of Ticket buying example

4 Conclusions

The first part of the paper deals with the presentation of the knowledge-based Enter-
prise model, UML models generation form Enterprise model top level transformation
algorithm, which is described step by step and also represents the idea of each UML
model transformation algorithm. This part either presents some part of Enterprise model
elements and describes their possible content necessary for further research.

The second part presents particular example, which data is stored in knowledge-
based Enterprise model and it is used in generation process. There are presented four
types of UML dynamic models for this particular example. Eachmentioned UMLmodel
is generated through certain transformation algorithms.

Each subsection presents different UML dynamic model. All these UML models
are generated from the Enterprise model. All information necessary for this generation
process is stored in knowledge-based Enterprise model and all UML models elements
of the analyzed example also described by their dependency to a certain elements stored
in Enterprise model.

The presented example demonstrates that all knowledge stored in Enterprise model
is enough for generation process; that Enterprise model elements are sufficient to convey
all UMLmodels element in different UMLmodels perspectives. Every element of UML
dynamic models can be generated from the Enterprise model and this can implement
entire knowledge-based IS development cycle design phase.
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Abstract. The usability evaluation plays a crucial role in the human-computer
interaction. It is one of the basic elements used to verify the user interface quality
and also, the quality of the system, as a whole. The goals of usability testing can
vary by study, but usually they include: identifying problems in the design of a
product or service, uncovering opportunities to improve, learning about the target
user’s behaviour and preferences. In this paper, wewill present an analysis over the
most commonly used standardised questionnaires. Also, based on a comparison
between them,wewill present the results of an analysis doneby agroupof students,
whowere asked to compare and decidewhich standardised questionnairewould be
appropriate for their usability evaluation over a certain project. The students were
split in teams, each team having a different project to analyse. Their activity is part
of the “Interactivity and Usability” subject of Multimedia Technologies Master
Degree Program of Politehnica University of Timis,oara. We will also present a
score of choosing some of the surveys and emphasise the pros and cons of the
preferred questionnaires.

Keywords: Usability · Usability evaluation · Questionnaire · Usability
methods · SUS · PSSUQ · SUMI · QUIS

1 Introduction

According to [1], usability is a web design (or an application design in general) app-
roach, by which we decide how difficult for a user is learning and accessing an applica-
tion. Developers should take into consideration that users are frequently familiar with
some user interface patterns. Keeping this in mind, complicated designs and strange
functionalities can be very confusing to the potential customers of any digital product
[1].

Usability is defined by International Organization for Standardization (ISO) as “The
extent to which a product can be used by specified users to achieve specific goals with
effectiveness, efficiency, and satisfaction in a specified context of use” [1].

There are five main components which define usability, according to [1]:
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1. Learnability – How easy is to perform basic tasks for new users?
2. Efficiency – What time does it take for users to find what they came for?
3. Memorability – How hard is it for users to repeatedly perform their tasks?
4. Error rate – Errors made by users.
5. Satisfaction – The comfort users feel when using the design.

In this paper, we will present an analysis of the most commonly used standardised
questionnaires for usability evaluation. Also, based on a comparison between them, we
will statistically present the results of an analysis done by a group of students, who were
asked to compare and decide which standardised questionnaire would be appropriate for
their usability evaluation over a certain project. The students were split in teams, each
team having a different project to analyse. Their activity is part of the “Interactivity and
Usability” subject of Multimedia Technologies Master Degree Program of Politehnica
University of Timis,oara.

2 Standard Questionnaires Used in Usability Evaluation

The usability testing has a key importance in the human-computer interaction. It is one of
the basic elements used to verify the user interface quality [2]. There aremany definitions
of usability. The actual definition of usability is based on the assumption that users are
rational agents, who can interact with a system, being capable to use their knowledge
and receiving information from the system’s reactions to achieve their specific goals [3].

One of the popular appliedmethods in usability testing is the user observation, where
participants are handed tasks on an product and their behaviour is observed and analysed
by the people organising the usability testing.

Also, the questionnaire method is another good option when it comes to usability
testing. It can briefly sum up the feedback of a possible user after navigating through an
app, either mobile or web app.

As being mentioned in [4], people often think that a high level of usability can be
accomplished just by adding a simple and clear interface. However, usability is much
deeper than the superficial features of the user interface. The user interface features
have an important impact on the usability of every product, yet an important role is
played by the clear information which is presented to the user. So, a simple graphic user
interface, with few and very easy-to-use elements, may not satisfy completely the user
needs sometimes. An acceptable level of usability is reached when the design meets the
user needs on a higher level [4].

However, in order to improve and also, somehow standardize the entire usability
testing process, there were developed targeted questionnaires, based on the essential
components of the usability itself: learnability, efficiency, memorability, error rate and
user satisfaction.

Some well known surveys for post-study are System Usability Scale (SUS), Post
Study System Usability Questionnaire (PSSUQ), Questionnaire for User Interaction
Satisfaction (QUIS), and Software Usability Measurement Inventory (SUMI).
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2.1 SUMI

According to [5], SUMI is a solution to the measurements of the user perception of the
usability of a digital product. It offers the possibility to compare competing products and
similar products, so it can give useful information for future updated on the software.
It consists of a 50-item survey and it’s intended to be managed by people with some
previous experience using similar products. “The concept of usability as assessed by
SUMI draws on the definition in ISO 9241 and relates to the European Directive on
Health and Safety Standards for Workers with VDU Equipment” [5].

One important aspect of SUMI has been the development of a standardisation
database, which consists of usability profiles of over 200 different kinds of applica-
tions such as: word processors, CAD and graphics packages, travel reservation systems,
on-screen help systems.

According to [6], SUMI is especially used for evaluating product-against-product
comparisons or for product against the standardisation database comparisons, in order to
see how the product which is being rated compares against the average state-of-the-art
market profile.

SUMI has also strengths andweaknesses. Some of its strengths are the following: it’s
a validated instrument, it is complex and it consists of a database with results available
for comparison of own test results. The weaknesses can be: same drawbacks as with all
subjective scales; focus mainly on software; scale mostly addresses classical usability
issues, smaller part is about affect; the results are not highly informative for the future
possibility of redesigning products. Also, SUMI is not free [7].

2.2 SUS

Another type of standardized questionnaire we will present is SUS (System Usability
Scale), which is the most frequently used questionnaire to measure usability. It was
created by John Brooke in 1986 [8]. In UX, SUS is always used in an online survey or
after each usability testing session for users to fill in.

According to [8], SUS was not initially created for the websites usability testing
measurements, it was developed at Digital Equipment Corporation in the UK in 1986
as a tool dedicated for electronic office systems usability engineering. While SUS is
frequently used today to measure the usability of websites, its usage is not limited to
websites. It can be used to measure any systems and applications, from digital products
such as mobile apps, digital kiosks, laptops to machinery.

SUS is known as a simple, frequently used 10-statement questionnaire. The tool asks
users to rate their perception of agreement or disagreement to the 10 statements—half
worded positively, half negatively—about the software under review [8].

SUS has been proven as an efficient questionnaire and it is also a free tool.

2.3 PSSUQ

The PSSUQ (Post-Study System Usability Questionnaire) is a 16-item standardized
questionnaire. It is frequently used to measure users perceived satisfaction of a website,
software, system or product at the end of a study.
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The items are seven-point graphic scales, anchored at the end points with the terms
“Strongly agree” for 1 and “Strongly disagree” for 7 and a “Not applicable” point
outside the scale. A group of usability evaluators selected the items on the basis of their
comprehensive content regarding hypothesized constituents of usability. For example,
the items assess such system characteristics as ease of use, ease of learning, simplicity,
effectiveness, information and the user interface [9].

One of the advantages of using standardized usability questionnaires such as PSSUQ
is its replicability. It can be easily replicated PSSUQ across the studies. Also, PSSUQ
is free [10].

2.4 QUIS

According to [11], the Questionnaire for User Interaction Satisfaction(QUIS) is a usabil-
ity testing tool created to measure the users subjective satisfaction with any computer
interface. It contains a demographic questionnaire, a measure of general satisfaction
over the entire product and also, it measures the users satisfaction on 4 certain threads,
such as the screen factors, terminology and system feedback, learnability and system
capabilities.

Also, the QUIS is commonly used in areas as commerce/industry, international edu-
cation and research, domestic education and research users. Most of them use the QUIS
in conjunction with a usability testing laboratory [11].

In the next chapter, we will present the case study applied on a group of students
who had the task to choose between the presented surveys in order to customise and use
them for their assigned projects usability evaluations.

3 Applied Case Study

A group of Multimedia Technologies master degree students were asked to compare
all of these four types of questionnaire and they had to analyse which one is the most
appropriate to use for their project. The students were split in 5 teams, each of the teams
having assigned a certain mobile application or web platform.

3.1 Spotlight Heritage Timisoara Project

Team 1 had to realise a study on the Spotlight Heritage Timisoara mobile application
and decide which standardised questionnaire would be the most appropriate option in
order to use it for the questionnaire method applied in this case.

Spotlight Heritage Timis,oara is a cultural project developed by the Politehnica Uni-
versity of Timis,oara and the National Museum of Banat in collaboration with Timis,oara
2021 European Capital of Culture Association.

The mobile app contains several stories about the city that highlights neighbour-
hoods and communities of the city. The first story is already implemented and it’s called
“Iosefin”. In Fig. 1, there is a capture of a section from the mobile app.

The students decided to use the SUS questionnaire because it’s fast and easy to use
by the participants of the usability evaluation and also, for its rationale of the score
calculation.
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Fig. 1. Spotlight Heritage Timisoara mobile
application (https://play.google.com/store/
apps/details?id=eu.spotlighttimisoara&hl=
en_US).

Fig. 2. OpenVMLH mobile application
(https://play.google.com/store/apps/details?
id=eu.openvirtualmobility.hub&hl=en_US).

The customized questions/statements of the SUS questionnaire applicable to the
Spotlight Heritage Timis,oara mobile app usability evaluation is presented as it follows:

1. I think I would frequently use this mobile app in Timis,oara.
2. I think the app is easy to use.
3. The information in this app is useful.
4. The information regarding the Iosefin neighbourhood is really interesting.
5. There is a lot of useless information on this app.
6. I think the information on the app is quite incomplete.
7. This app won’t help me in the future.
8. I can easily find the landmarks once selected as favourites.
9. This app is fast.
10. I’m comfortable with the design of this app.

3.2 Open Virtual Mobility Learning Hub Project

Team 2 was responsible for finding the appropriate type of survey for the Open Virtual
Mobility Learning Hub mobile application1 .

According to [12], TheOpenVMLH(VirtualMobilityLearningHub) is an innovative
multilingual environment which was created as part of the Open Virtual Mobility, a

1 (https://play.google.com/store/apps/details?id=eu.openvirtualmobility.hub&hl=en_US).

https://play.google.com/store/apps/details%3fid%3deu.spotlighttimisoara%26hl%3den_US
https://play.google.com/store/apps/details%3fid%3deu.openvirtualmobility.hub%26hl%3den_US
https://play.google.com/store/apps/details%3fid%3deu.openvirtualmobility.hub%26hl%3den_US
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European-funded project, with the purpose to promote collaborative learning, social
connectivism and networking as an instructional method, OERs as the main content and
open digital credentials. In Fig. 2 presented above, there is a capture from the mobile
application first page.

For this mobile app, the team decided to use the PSSUQ - Post-Study SystemUsabil-
ity Questionnaire. The reasons for their choice are the following ones: its replicability,
the PSSUQ is more complex than SUS and it would be helpful for finding precise results
regarding the usability problems of the app and it’s free.

As it follows, the students customised the questionnaire and the structure is presented
below.

1. The login section was very easy and intuitive.
2. I find the app easy to use.
3. I didn’t have many problems using the app.
4. I felt comfortable with the design of this app.
5. The menu is too complex.
6. The information on OpenVMLH app is useful.
7. I find the graphic interface easy to use.
8. The video tutorials on the app are useful and precise.
9. I enjoyed the entire design of the app.
10. The information on the app is well structured.
11. I didn’t find on the app everything I searched for.
12. Communicating through this app is fast.
13. The OpenVMLH app sends suggestive error messages so I can easily understand

what I should do.
14. I think this app helps you being productive.
15. The calendar sections on this app is easy to use.
16. I think this app will help me in the future.

3.3 E-Learning Center Website Project

Team 3 had to study the standardised questionnaires in order to decide which one would
suit their own project usability evaluation regarding the E-learning Center website2.
Also, in Fig. 3, there is a capture of the homepage of this website.

The students decided that SUS would be appropriate for their usability study over
this website because the standard questions of the questionnaire are suitable for websites
usability testing, so the major changes of the questions would be useless as long as it
has been proven as a successful questionnaire in the past.

Also, the students customised the survey in such a way so it could be more specific
on the E-learning Center website.

1. I think I could frequently use the E-learning Center website.
2. I think that this website is way too complex.
3. This website is easy to use.

2 (https://elearning.upt.ro/ro/).

https://elearning.upt.ro/ro/
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Fig. 3. E-learning Center website (https://ele
arning.upt.ro/ro/).

Fig. 4. DigiCulture courses on UniCampus
platform (https://unicampus.ro/).

4. I would need technical help in order to use this website.
5. The information on this website is well structured.
6. I think the menu of the website is too complicated.
7. The website is easy to learn to use.
8. I think that this website is way too difficult to use.
9. I felt comfortable using this website.
10. I think I have to improve my skills before using the E-learning Center website.

3.4 UniCampus Website Project

Team 4 had to realise a study on the UniCampus platform3 in order to create their own
questionnaire.

UniCampus is an initiative of the eLearning Center (CeL) of the Politehnica Univer-
sity of Timis,oara, which aims to strengthen the recognition of the Romanian universities,
the power of support and penetration in the social and educational life in Romania of
quality, academic education, by promoting access to knowledge.

Its purpose is to create and develop the first MOOC (Massive Open Online Course)
in Romania, as an online virtual platform for free, free courses, open to everyone [13].

In Fig. 4 presented above, there is a capture of the existing courses on UniCampus
website.

The students concluded that using their customised version of the SUS questionnaire
would be the best option. The reasons for their choice consists of the fact that it’s a
short questionnaire and it’s easier to be filled by the participants, rather than a longer
questionnaire which can be overwhelming for them. Also, they chose this standardised
questionnaire for its balance between the positive and negative questions, which brings
more objectiveness.

As it follows, this is the customised version of the SUS survey applicable for their
project.

1. I would frequently use this website to improve my digital skills.
2. I think that the UniCampus website is too complex.
3. This website is easy to use.
4. I think that the video tutorials are really useful.
5. I think that the website is inconsistent.

3 (https://unicampus.ro/).

https://elearning.upt.ro/ro/
https://unicampus.ro/
https://unicampus.ro/
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6. I need technical support to use this website.
7. I think I learned this website very quickly.
8. I need more time to get used to this website.
9. I felt confident using the UniCampus website.
10. I need more technical background to use this website.

3.5 Virtual Museum of Politehnica University of Timisoara Project

The project assigned to Team 5 was a VR application developed for the Politehnica Uni-
versity of Timisoara Technical Museum. The application consists of a journey through
the history of the university such as a virtual museum. Also, the application is not a final
product yet. In Fig. 5, there is a capture from the application.

Fig. 5. Virtual museum application

The students from Team 5 concluded that the appropriate questionnaire for this
application is the PSSUQ.

Through the reasons for their choice we noticed the number of questions which can
cover the main possible usability problems of the application and also, choosing this
type of survey rather than the SUS brings more specificity to the usability problems of
the application.

The PSSUQ questionnaire proposal from Team 5 is presented below.

1. The application is complex and creative.
2. I didn’t have problems at the selection of rooms in the application.
3. Navigating through this app is easy.
4. The historical content presented in the app was intelligible.
5. The objects descriptions from the app was easy to understand.
6. The sound implementation would be a real improvement.
7. The number of graphical elements was good enough.
8. All over, the objects recognition was easy without description.
9. The objects sorting by categories is well implemented.
10. The graphical elements were clear.
11. The information was clear and readable.
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12. I didn’t have problems with the interactions speed.
13. The level of interactions with the elements was enough.
14. The interaction with some elements was intuitive.
15. The entire graphical interface is friendly.
16. The text information is useful.

3.6 Discussion

As presented above, we can observe that 3 out of 5 teams tend to choose the SUS
questionnaire for their usability evaluation of the projects so we can conclude that in our
case, there is 60% predilection of using the SUS questionnaire and 40% predilection of
using the PSSUQ.

Also, we could be able to previously predict the fact that after analysing all these
four standardised questionnaires presented above, the students will tend to use these two
types because both of them are free.

We can also observe that both of the teams which chose the PSSUQ have to test the
VR application and the OpenVMLH mobile application, these products requiring more
specific research for the possible usability problems.

Through the reasons mentioned by the students decided to use the SUS, we can
notice that this standardised questionnaire offers fewer questions, it’s an easy and objec-
tive type of questionnaire and also, being short encourages the participants to be honest
and fast. Another reason for choosing the SUS is its replicability and the fact that it can
be customised or not. An advantage of using the SUS is also the ease of the score cal-
culation, demonstrating a logic rationale, with an equal number of positive and negative
statements, with answers in a range between “Strongly Disagree” to “Strongly Agree”.
The interpretation of the obtained score can be found in [14].

Likewise, the students embracing the use of PSSUQ in their usability evaluations
brought significant reasons for their analysis, such as the ease of use, the proper number
of questions which is also an important aspect in the questionnaire method.

The PSSUQ offers 16 questions/statements that can be properly customisable so
the survey is able to cover important aspects of the tested product. Contrarily, a longer
questionnaire can be overwhelming for the participants, inducing thoughtless answers
and subjectiveness.

Comparing the options of the teams participating in this case study, we can conclude
that choosing one of the standardised questionnaires in usability evaluations depends on
the complexity of any product, the stage of development. An example supporting these
statements can be the decision to use the PSSUQ for theVirtualMuseumVR application,
which is not a final product and it’s also a complex application.

Furthermore, choosing one of the questionnaires presented in this paper depends
on the budget of the team organising the usability evaluation. As being said above, the
students picked the free questionnaires-SUS, PSSUQ, instead of the paid ones - SUMI
and QUIS.

An important point when it comes when picking the appropriate questionnaire is its
complexity. As mentioned above, compared with a short questionnaire, a long survey
can overwhelm the participants and induce thoughtless answers.
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4 Conclusion and Future Work

As specified in the beginning of the paper, the goals of usability testing can vary by study,
but usually they include: identifying problems in the design of a product or service,
uncovering opportunities to improve, learning about the target user’s behaviour and
preferences.

Also, in this paper we researched and presented various types of commonly used
standard questionnaires used in the user evaluation phase: SUS, PSSUQ, QUIS and
SUMI.

Likewise, we presented a case study where five teams of master degree students had
to choose between those four surveys in order to accomplish their usability evaluations
work by the end of semester.

We obtained a score of 60% for using the SUS questionnaire and 40% for using the
PSSUQ. We also emphasised above the pros and cons of using any of these two types
of usability evaluation surveys.

As future work, the students will have to apply the questionnaires within the Interac-
tivity andUsability subject at the Politehnica University of Timis,oara and afterwards, we
will analyse the impact of the chosen questionnaires over the assigned projects usability
evaluations.
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Abstract. The paper focuses on the idea to semi-automate relational database
development. Various approaches to ease, automate conceptual data modeling
discussed.A chosenmethod to semi-automate conceptual datamodel development
was pattern based-approach. This paper introduces a data model patterns library
and a CASE tool to use it. Furthermore, an experiment was conducted to test the
abilities of a CASE tool. The purpose of the experiment was to test the coverage
and time aspects of an actual database schema reproduction using a CASE tool.
Experiment results showed that patterns cover a large portion of a conceptual data
model, and a new CASE tool reduces the time required to develop a conceptual
data model by hand.

Keywords: Data model patterns · CASE tool · Database development ·
Conceptual data model · Semi-automated database development

1 Introduction

1.1 Database Development Process Steps

As software development has its core aspect subdivided into steps, each of which focuses
on one aspect of development, the database development process can also be divided
into steps. The most similar one of the software development life cycle to the database
development cycle is the waterfall model. Graeme Simsion [1] offered a schema for the
database development process from which three core aspects can be deduced:

1. From the established requirements and interaction with the Universe of Discourse,
the conceptual data model is produced.

2. From a conceptual data model, the logical database schema can be produced using
specific data definition language (DDL).

3. From the logical schema, SQL script should be created and executed in a DBMS to
create a database with tables and constrains that where defined in the logical schema.

From the steps mentioned above, it is clear that the core of a database development
process is a clear and precise conceptual data model [2].
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1.2 Problems that Occur While Creating a Conceptual Data Model

Even tho it is clear that the conceptual data is the core of the database, many problems
still occur while creating a conceptual data model. Conceptual modeling requires a lot
of attention and takes a lot of time. During this time, many novice designers face a lot
of problems [3]. These problems were identified in many research papers, but further
research shows that they remained unsolved [1]. One of such problems is a semantical
mismatch. Most of the system requirements are written using natural language [4, 5],
which might cause ambiguities as the same word in a different domain can mean a
different thing [6].

Further expanding on semantic problems, not all relations that exist in the real world
can be transferred and represented in a database [3]. Some relations are derived and only
needed in a database model.

Another problem that a novice designer faces is a lack of experience [7]. Not only
they lack experience in modeling, but theymight also be unfamiliar with the domain area
of which a conceptual data model is needed. The lack of knowledge of a specific domain
is common among expert designers too. Both experts and novice designers struggle
when it comes to finding entities that are necessary for the model to be correct [8].

There is a large number of other challenges that might be faced while designing a
conceptual data model, but in this paper, we are not going to talk about them.

2 Related Works

As a result, to solve those challenges, there were many tries to automate or at least semi-
automate a database creation process. Some of the methodologies that were suggested
for semi-automated conceptual data modeling was:

• Linguistic-based approach – using natural language and creating entities processed
from natural language requirements [9].

• Case-based approach–using cases repository to get amodel to solve a specific problem
at hand.

• Ontology-based approach [10] – using ontologies to create data models.
• Pattern-based approach – using existing data model patterns to create data models.

Comparing all these approaches by cost, usability, flexibility, and complexity, we
would get the results like these (Table 1):

The linguistic-based approach would be most flexible if we could remove the limi-
tations of natural language. Currently, it is difficult to apply this method in practice as it
puts constraints on requirements language, that is why this method complexity is high
and its usability is low. To develop a tool for natural language processing would require
a substantial amount of money.

The case-based approach has the lowest complexity because if the case already exists
in a repository, it might be ready to use. As for flexibility, if the existing model needs to
change, all changes need to be done by hand. This approach is not used globally, as most
repositories are private for every individual modeler. Creating and maintain a global use
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Table 1. Existing methods comparison by cost, usability, flexibility, and complexity

Method Cost Usability Flexibility Complexity

Linguistic-based High Low High High

Case-based High Average Low Low

Ontology-based High Low High High

Pattern-based Low High High Average

case repository would cost a lot. That is why its cost is high and usability is average as
most professional modelers have their private repositories.

Ontology-based approach, as with the linguistic-based approach, the data model
would be easily changeable, but ontology models are very expensive. Large ontologies
would generate a way to many entities that would not be needed in a data model. Cur-
rently, there are no user-friendly API to work with ontologies; that is why this method
is rarely used to construct data models.

The pattern-based approach has the most advantages among the compared charac-
teristics. It is not expensive as most patterns are already in books. Patterns are already
often used unconsciously bymodelers.Models created using patterns are easy to change.
Sometimes it might be hard to choose the right pattern as there are various abstraction
levels of patterns.

3 Data Model Patterns

3.1 Data Model Patterns and Their Benefits

A data model pattern is a set of entities and relationships between them organized a
specific way to solve a particular problem. A pattern is an accepted solution to recurring
problems, a beginner or an expert designer can use patterns in various scale database
models.

3.2 Other Authors View on Data Model Patterns and Their Usage

Design patterns have been beneficial in software development. They not only speed up
the development process but increase the quality of software systems. Tho integrating
patterns in conceptual modeling might be challenging, but it is not impossible. Authors
such as Hay [8], Fowler [11], Coad [12], created a library of proven modeling structures
(patterns) and provided examples on how to adapt them.

Research already shows that experts reuse patterns, while novice designers do not
[13]. Patterns may be a valid way to construct data models. However, to use them
correctly, three steps need to be taken [14]:

1. First, the correct pattern must be chosen;
2. then it should be adapted to meet the current requirements;
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3. It should be integrated into a model.

Only following these steps, a complete conceptual data pattern can be formed.

3.3 The Variety of Data Model Patterns and Their Abstraction Levels

As a concept of a data model pattern arose, the number of data model patterns increased
as well. A pattern can be as small as containing only a single entity, and as large as
a complete database schema for a specific domain. Not only that, but there are also
various abstraction levels of patterns. For example, let us take Hay [8] proposed Parties
data model pattern (Fig. 1).

Fig. 1. “Party” pattern based on David C. Hay “Party” patterns

Only the core entities and attributes are in this pattern. If we take Len Silverston [15]
suggested a more detailed version of this pattern (Fig. 2).

We can see a clear difference between abstraction levels in these patterns [16].
Differences in abstraction levels are one of the reasons why some modelers choose not
to use patterns, as it might require a lot of changes to adapt it correctly [17].

3.4 The Need for a Tool to Use Data Model Patterns

It has been said that patterns could increase the quality and speed up the development of
a conceptual data model. Most data model patterns are in books or articles. The libraries
that contain data model patterns are also in textual format. Thus not allowing data model
patterns to be used in CASE tools. The only way how modelers could use data model
patterns is if they would redraw them by hand. Current technologies allow us to create
a tool that would semi-automate pattern usage in the data modeling process.

4 Conceptual Data Model Creation Based on Data Model Patterns

4.1 Existing Data Model Patterns and Relationships Between Them

It has been established that there is a considerable amount of data model patterns. A few
experts such as David C. Hay, Len Silverstone, Michael Blaha have proposed a set of
data model patterns in their publications. In their books, they showed how a bigger data
model could be made of small patterns. [8, 15, 18] Based on various research, there is a
possibility to jump-start a database creation using patterns.
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Fig. 2. “Party” pattern based on Len Silverston “Party” pattern

4.2 Domain Independent and Domain-Specific Data Model Patterns

As there is a huge amount of patterns, there was a need to categorize them. Data model
patterns can be categorized into domain-independent and domain-specific patterns [16,
19]. Domain-independent patterns are made of generic entities that could be applied in
any domain. For example, a domain-independent entity might be Party, Person, Organi-
zation. For a specific domain such as Heath care, there might be some domain-specific
entities such as Patients, Diagnoses, Drugs, and so on.

Research shows that most database models can be covered by up to 50% using
domain-independent patterns, and up to 75% using domain-specific patterns [19].

4.3 Data Model Development Using Data Model Patterns

An idea to create conceptual data models using patterns have been around for a few
decades. As in many other areas of IT, patterns have already been adapted and used for a
long time. For database creation processes until now, patterns were only used by experts
who already know them. For that reason, there still is no semi-automatic way of using
those patterns. Based on how patterns are constructed. Some of these patterns have the
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same entities. If we can connect different patterns using the same entity, we can build a
conceptual data model just by adding and connecting different patterns.

4.4 Digitalized Data Model Patterns Library

As a chosen method, to increase speed and quality for database development was a
pattern-based approach for it to be viable, one must have a pattern repository from
which one can choose patterns needed for a data model. In a section above, it was stated
that there is a possibility to create a conceptual data model from patterns. For that reason,
it was decided to create a repository of such patterns. MagicDraw was selected as a tool
to build such data model patterns repository. Not only MagicDraw use well know UML
[4] notation, but it also allowsmodelers to generate a script for creating database objects.
To ensure the quality of data model patterns in this repository, they were chosen from
only a few selected authors.

This data model patterns repository will not only help with the database development
process butwill also help analyze the domain area forwhich the database schema is being
created. Having the right patterns project analysts can gathermore in-depth requirements
and, in such a way, increase the quality of the database schema and overall project.

5 CASE Tool for Conceptual Data Modeling

Once the data model patterns repository was created, an idea to create a tool to use this
repository arose.

5.1 The Idea and Purpose of a CASE Tool

The main goal of the CASE tool was too allow the user to copy a pattern into a data
model diagram. As mentioned before, patterns sometimes contain the same entities and
for that reason, while developing the CASE tool, the decision was made to use only one
object of the same entity in all the patterns that it was used. Themain focus of data model
patterns is entities, not attributes. For that reason, most of the pattern entities contain
only the most significant attributes. Users can modify the copied pattern entities based
on their needs and still maintain a connection with the data model pattern repository,
thus allowing the user to expand the data model with other patterns or entities from the
repository.

5.2 CASE Tool Usage in the Database Development Process

Database schema development is a tedious process that requires a lot of repetitive work.
Many databases can have the same entities; to draw them every time would be a waste
of valuable time. This new CASE tool offers two new use cases for conceptual data
modeling:

1. One of the ways this new tool could be used is to look for entities in the pattern
repository and copy them into the data model diagram.
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2. Another use case of this tool could be “exploratory” as the user could copy a few
core entities from the pattern repository and build upon those further.

From the use cases mentioned above, it is clear that the tool can increase the speed
of conceptual data model development, and in some cases, help to gather requirements
or familiarize with unknown domain areas.

5.3 Data Modeling Tool Functions

A main data modeling function is showed in Fig. 3.

Fig. 3. CASE tool processes and data flow diagram

3. Data modeler can search entire data model patterns repository or search by a specific
keywords.

4. From the search results, the data modeler can select entities that he wants to copy to
the data model diagram.

5. From the data model diagram, the data modeler can select copied entity and search
for its related elements.

Using these three processes, a conceptual data model can be build using a CASE
tool and data model patterns.

6 Experiment

For a proof-of-concept that the use of data model patterns is a rational method to create
a database model, an experiment was conducted. In this experiment, an exemplary open
source databasemodelwas selected and tried to reproduce it applying datamodel patterns
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chosen from developed CASE tool repository. It is highly unlikely that the usage of
patterns can ensure 100% reproduction of any large or medium database model. In
addition, the time it takes to create a model is an important feature when choosing
a model development method. Therefore, to measure the success of the CASE tool
developed and a patterns library 2 main criteria were chosen:

1) Coverage of the original model by the reproduced model;
2) The ration of the time required to redraw the exact data model using the method

proposed to the time needed to redraw the same model without method application.

The first criterion is measured by calculating such measures:

1. The percentage of entities1 with exact meaning and name found in an actual model
and a reproduced model.

2. The percentage of entities that have the same meaning2 but named differently.
3. The percentage of attributes found in the actual data model and the model created

from patterns.
4. The percentage of relationships found in the actual data model and the model created

from patterns.

These measures were chosen because they represent a core individual items (entities,
attributes and relationships) of a conceptual data model.

The second criterion is measured by calculating:

5. The time required to redraw the exact data model applying patterns taken from the
data model patterns repository of CASE tool;

6. The time needed to redraw the exact data model without application of the CASE
tool data model patterns repository.

It is important to mention that the chosen original data model was modified a bit as
it contained history tables and memory address, timestamp attributes - these attributes
and tables where not included in coverage measures calculation.

6.1 Experiment Flow and the Chosen Database Model

A database schema chosen for an experiment wasMicrosoft exemplary database Adven-
tureWorks Rev 10.00.0009. The reason behind this choice was that there are not many
open source database schemas available, and it was complex enough to show the
possibilities that the usage of patterns brings. The experiment was divided into steps:

1. As theAdventureWorks database does not have a conceptual datamodel, the first step
of the experiment was to make reverse engineering of the database schema and get

1 Exact entities – entities that have same identical name in the examplary database and in data
model patterns for example “Person”, “Employee”.

2 Entities with the same semantic value – entities that are named the same or use synonyms or
more generic names for example “Store” and “Organization” or “Customer” and “Party”.



Research of Semi-automated Database Development 57

a conceptual data model3. All unnecessary attributes such as FK, PK, rowguid, and
ModifiedDate provided in the original schema model were removed. Entities that
constitutes a many-to-many relationship and do not have any additional attributes
were also removed from the conceptual data model. During the transformation from
the database schema to a conceptual data model, a time required to redraw the model
was measured.

2. The aim of the next step was to reproduce the same model4 using only a CASE tool.

a. Firstly as there were entities that were in AdventureWorks database schema and
patterns library using a search function, such entities were found. Once theywere
found, they have been copied from patterns library into a data model diagram

b. Secondly, using a second use case provided by a CASE tool to look for related
library elements, the rest of the model entities were added. Related elements
from the library were selected based on their semantic value.

Once there were no more entities in a pattern library that could cover entities or
attributes in a conceptual data model of the AdventureWorks database, an experiment
was finished. A time that took to reproduce the original model applying data model
patterns was measured, and coverage of the model was calculated.

6.2 Experiment Results

The results of the experiment were presented in Fig. 4.
Results show:

1. The exact coverage of the entities in the original data model by the data model that
was developed using data model patterns was only 14%. It is because the entities in
the patterns are named using more generic names, and in an actual data model, most
modelers prefer entity names that clearly represent the objects types of the domain
area.

2. The coverage of entities that have the same meaning but can differ in name forms
was 76%. This number supports previous researcher’s results. As it was stated that
there is a possibility to cover 75% [19].

3. For the coverage of attributes, the result was 47%. As expected, it is challenging to
cover attributes with patterns entities, as they tightly coupled with the domain area
and a specific business logic and data that the business needs.

4. For the coverage of relationships, the result was 58%. As the original database
model contained entities that were not covered based on the semantic aspect, the
relationships that those entities contained were not covered too. That is why the
coverage of the relationship is lower than entities.

5. While testing time consumption to draw the test model by hand, it took 75:29 min,
and to draw the same model using a library and tool created, it took 29:01 min.

3 Adventure works conceptual data model - https://github.com/vytautas101/Data-modelling/blob/
master/adventure%20works/adventure%20works.png.

4 Reproduced conceptual data model - https://github.com/vytautas101/Data-modelling/blob/mas
ter/adventure%20works/reproduced%20model.png.

https://github.com/vytautas101/Data-modelling/blob/master/adventure%20works/adventure%20works.png
https://github.com/vytautas101/Data-modelling/blob/master/adventure%20works/reproduced%20model.png
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Fig. 4. Experiment results

The overall results of the experiment show that the new tool and data model patterns
have merit, and expanding the data model patterns library and improving the CASE
tool, the results could be even better. Of course, some might argue that the data models
created using patterns lack clarity, but they are more flexible. To increase the clarity of
the model entities copied from the patterns library can be renamed, thus increasing the
readability of the data model.
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Abstract. This paper is devoted to developing amodel of decision-making regard-
ing the optimal control of the Hybrid Grid mode parameters, considering the fore-
cast of changes in the parameters of generation and electricity consumption in the
Microgrid. The decision-making problem at the management of Hybrid Power
Grids is formed in the conditions of uncertainty and incompleteness of the input
information. It cannot be considered as anoptimization problembut should be eval-
uated as a multidimensional and multiscale problem. In this research the informa-
tion support components, arrays of alternative possible regimes have been formed,
based on expert evaluation, the decision selection criteria have been defined, fuzzy
production rules have been formulated, which consider the operational logic of
the hybrid grid. The developed system of fuzzy production rules allows in the
functioning process of the Hybrid Power Consumption System to make changes
in the mode of operation in order to increase energy savings, resource components
of the power consumption system and electricity quality.

Keywords: Decision-making model · Hybrid Power Grid · Subscriber point

1 Introduction

The decision-making problem at the management of Hybrid Power Grids is formed in
the conditions of uncertainty and incompleteness of the input information, which makes
it impossible to formalize it as the exact mathematical model [1]. Various scales of
measurement with varying degrees of detail are used to evaluate the parameters affecting
the functioning, consequently the decision-making task of determining the effective
mode of a Hybrid Grid operation cannot be considered as an optimization problem but
should be evaluated as a multidimensional and multiscale problem.

Meanwhile, by many authors, this task is regarded as a task of operational control
based on the current status of the mode parameters. A detailed analysis of this approach
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is given in [2]. This approach is implemented in existing Hybrid Power Supply Systems
with the possibility of connection to a Centralized Power System, for example described
in [1, 3]. The problemwithHybrid Power Systems is that they do not account for possible
changes in power and power generation modes in the nearest future.

This work’s purpose is to develop a model of decision-making regarding the optimal
control of the Hybrid Grid mode parameters, taking into account the forecast of changes
in the parameters of generation and electricity consumption in the Microgrid.

This paper is dedicated to the method of the choosing the possible existing state
of the Hybrid Power Grid that allows to strike a balance between generation and con-
sumption of electricity with sufficient the generated electricity quality. The issues of
the choice of effective state based on the operational logic of the Power Grid operation
will be considered, the effective decision-making methods based on fuzzy logic will be
described, as well as the management decisions issues using additional current informa-
tion about an established mode and predictive information about electricity generation
and consumption will be explored, the change Hybrid Power Grid structure by switching
changes will be carried out.

2 Problem Statement

From the possible existing states of the Hybrid Power Grid, one should be chosen that
allows to strike a balance between generation and consumption of electricity with suf-
ficient the generated electricity quality. The solution choice should also be based on
the operational logic of the Power Grid operation. Therefore, in this case for effective
decision-making should use of decision-making methods based on fuzzy logic.

A Microgrid is a System of Subscribers, each of them has owning renewable energy
sources. Accordingly, the decision-making system for managing the Microgrid modes
should be multilevel. The lower level corresponds to the Subscriber Point level, which
is the one considered in this research.

An important feature of the subscriber point management system is that they are set
up to maintain the current balance of consumption - electricity generation. Therefore,
almost the only way to influence with the operation of the Electrical Modes Control
System of the Subscriber Point is to promptly change its structure due to switching
changes. It is proposed to monitor the control process by monitoring the electricity
quality, as well as the total capacity of its production from various renewable energy
sources or different combinations thereof. Management decisions are suggested to be
made using additional current information on the established mode, as well as predictive
information obtained on the mathematical models’ basis.

3 Configuration of Subscriber Point

The Subscriber Point is connected to the Hybrid Microgrid by means of the B1 switch
(Fig. 1). Renewable Energy Sources (RES) are connected by means of switches B2–
B5. Non-critical and balance load is connected by means of switches B6, B7. Critical
load cannot be disconnected from the Power Grid. Renewable Energy Sources have
convectors (K1–K3) convert theDC voltage current of the source intoAC voltage current
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of Power Grid. These processes are controlled by autonomous device Controllers. Their
task is to maintain either a constant voltage or the required load capacity of a Subscriber
Point. Such regulation possibilities are limited because as a rule, they do not consider
the qualitative indicators of electricity, the integrated electricity consumption and power
generation characteristics, the forecast environment characteristics and the influence of
other Subscriber Points.

Microgrid

Electricity
meter

Wind 
turbine

Voltage 
sensor

Power 
sensor

Wind 
Turbine 

PV
meter

Charge 
counter

Discharge 
counter

Storage 
battery

PV solar 
panel

Balanced 
load

Non-critical
load

Critical
load

meter

Fig. 1. The structure of the Hybrid Grid Subscriber Point

The effective operation mode of the Subscriber Point is ensured by connecting
Renewable Energy Sources or various separate combinations thereof, together with the
possible connection of batteries in charge or discharge mode (if necessary), as well as
connecting to the Microgrid (if necessary). The solution choice comes from possible
alternatives considering the Hybrid Grid operating logic.

4 Decision-Making Model

4.1 Decision-Making Criteria

As the first type of decision-making criterion is proposed to accept the electricity quality
indicator in a fuzzy form.

Grid voltage sensors provide up-to-date information on phase voltages UA, UB, UC,
as well as interfacial voltages UAB, UAC, UBC. This gives the ability to control the
electricity quality indicators related to the voltage.

Firstly, it is an indicator of the voltage deviation, which is established δUy. A fuzzy
estimate of this indicator is given in [4]. For operational control, it is more convenient
to use fuzzed data from voltage sensors, as it is showed on Fig. 2.

Let UH be the nominal value of the corresponding voltage deviation; μδUyn , μδUyL ,
μδUyh are the corresponding membership functions to the normal, low, and high voltage
index, which is established.
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Fig. 2. Fuzzification of an indicator δUy

The membership function to the term “normal” voltage μδUyn is formed on the basis
of the fazzed quality norms given in [4].

μδUyL , μδUyh reflect the deviation degree from the regulatory documents require-
ments.

Formally defined membership functions are as follows:

μδUyL = max

{
0,min

{
1,

0, 95UH − U

0, 05UH

}}

μδUyh = max

{
0,min

{
1,

U − 0, 9UH

0, 05UH
,
1, 1UH − U

0, 05UH

}}

μδUyh = max

{
0,min

{
1,

U − 1, 05UH

0, 05UH

}}
(1)

Fuzzing is carried out in two voltage types: phase and interphase. Phase and interphase
voltages are considered to be a fuzzy value with the terms: low (L), normal (n) and high
(h): UAL, UAn, UAh, UBL, UBn, UBh, UCL, UCn, UCh; UABL, UABN, UABh, UACL, UACn,
UACh, UBCL, UBCn, UBCh.

Secondly, it is the voltage asymmetry coefficient of the reverse sequence K2U and
the voltage asymmetry coefficient of the zero sequence K0U.

Measurement and calculation method K2U, K0U are determined by the state standard
for electricity quality

K2U = U2(1)

UHM
· 100,

where the current voltage value of the reverse sequence

U2(1) = 0, 62
(
UMmax − UMmin

)
,

UMmax = max(UAB,UAC ,UBC),

UMmin = min(UAB,UAC ,UBC).

The UHM is the nominal interfacial voltage value.

K0U = U6(1)

Unf
· 100,
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where the current value of the voltage zero sequence

U0(1) = 0, 62
(
Ufmax − Ufmin

)
,

Ufmax = max(UA,UB,UC),

Ufmin = min(UA,UB,UC).

In these expressions, Unf is the nominal phase voltage value.
For fuzzing the asymmetry coefficients, we introduce two terms: normal (n) and high

(h). Accordingly, the fuzzy sets corresponding to these terms are K2Un, K2Uh, K0Un, and
K0Uh. In Fig. 3 shows their graphical and then formal appearance.

Fig. 3. Fuzzification of asymmetry coefficients

The term membership functions are formed on the basis of the fuzzed quality
standards given in [4].

μK2Un,K0Un = max

{
0,min

{
1,

5− K

3

}}
,

μK2Uh,K0Uh = max

{
0,min

{
1,

K − 2

3

}}
. (2)

Only two of these Quality Indicators can be modified in the Microgrid.
As the second decision-making criterion type, it is proposed to select the elec-

tric capacity received by the Subscriber Point from the Microgrid. This criterion is
minimizing. It shows how much a Subscriber Point is able to function autonomously.

4.2 Current’s Mode Parameters of the Subscriber Point Power Supply System

Power sensors provide information on the current state of electricity generation and
consumption.

Firstly, it is the solar panel power Psb. It is proposed to fuzzy the parameter Psb

by introducing three terms: low (L), normal (n) and high (h). The term membership
functions are as follows:

μPsbL = max

{
0,min

{
1,

Psbmod − Psb

Psbmod − Psbmin

}}
,
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μPsbn = max

{
0,min

{
1,

Psb − Psbmin

Psbmod − Psbmin
,

Psbmod − Psb

Psbmax − Psbmod

}}
,

μPsbh = max

{
0,min

{
1,

Psb − Psbmod

Psbmax − Psbmod

}}
. (3)

The characteristic parameters of expressions (3) are obtained from the forecast depen-
dences given in [5, 6], but for different periods of the year. Psbmin - for December 22;
Psbmax - for June 22; Psbmod - for March 21 or September 21.

Secondly, it is the wind turbine power PW . It is proposed to fuzzy the parameter PW

by introducing three terms: low (L), normal (n) and high (h). The terms membership
functions are as follows:

μPWL = max

{
0,min

{
1,

Pwmin − PW

Pwmod − Pwmin

}}
,

μPWn = max

{
0,min

{
1,

PW − Pwmin

Pwmod − Pwmin
,

Pwmod − PW

Pwmax − Pwmod

}}
,

μPWh = max

{
0,min

{
1,

PW − Pwmod

Pwmax − Pwmod

}}
. (4)

The characteristic parameters of expressions (4) are obtained from the predicted depen-
dencies, Pwmin - for the minimum parameter values; Pwmax - for maximum parameter
values, Pwmod - for modal parameter values.

Thirdly, it is the battery capacity PB. It is proposed to fuzzy the PB parameter by
introducing two terms: low (L) and high (h). The term membership functions are as
follows:

μPBL = max

{
0,min

{
1,

0, 75PBmax − PB

0, 5PBmax

}}
,

μPBh = max

{
0,min

{
1,

PB − 0, 25PBmax

0, 5PBmax

}}
. (5)

In expressions (5) PBmax is the maximum battery capacity, which is determined by the
technical passport.

Fourthly, it is the current power consumption W. The parameter W is proposed
to be fuzzed by introducing three terms: low (L), normal (n) and high (h). The term
membership functions are as follows:

μWL = max

{
0,min

{
1,

Wmod −W

Wmod −Wmin

}}
,

μWn = max

{
0,min

{
1,

W −Wmin

Wmod −Wmin
,

Wmod −W

Wmax −Wmod

}}
,

μWh = max

{
0,min

{
1,

W −Wmod

Wmax −Wmod

}}
. (6)

The characteristic parameters of expressions (6) are obtained based on the analysis
of statistical data, which are used in the development of forecast dependencies [7].
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4.3 Predictive Values of Mode’s Parameters

The mathematical models given in [5–7] allow estimating the predictive data for elec-
tricity generation and consumption in a Hybrid Grid every three hours during the
24 h.

Firstly, it is the solar panel power PPsb, which is calculated when the environmental
parameters are changed according to the weather forecast after three hours. It is proposed
to fuzzy the parameter PPsb by introducing three terms: low (L), normal (n) and high
(h). The term membership functions are analogous (3).

Secondly, it is the wind turbine power PPW , which is calculated when the envi-
ronmental parameters are changed according to the three-hour weather forecast. It is
proposed to fuzzy the parameter PPW by introducing three terms: low (L), normal (n)
and high (h). The term membership functions are analogous (4).

Thirdly, it is the power consumptionWP, which is calculated according to the short-
term forecast model for a period of three hours. It is proposed to fuzzy the parameter
WP by introducing three terms: low (L), normal (n) and high (h). The functions of term
membership are similar (6).

4.4 Output Parameters

The output parameters of decision-making model are the control commands of the B1,
B5–B7 switches (Fig. 1).

Switches B2, B3, B4 are always switched on when operating the mains. They turned
off only in cases of dismantling, repair or individual maintenance.

The B1 switch connects the Subscriber Point to the Hybrid Microgrid, the B5 switch
connects the StorageBattery for discharge to the Subscriber Grid, the B6 switch connects
non-critical load to the Subscriber Point Grid, the B7 switch connects the balance load
to the Subscriber Grid.

Non-critical load is one that can be switched off without damage if necessary. Bal-
ancing load helps to consume a small excess of electricity, which is more profitable to
use at a Subscriber Point than to give to the Microgrid.

Let the fuzzy value B1 = <B1on, B1off >.

Membership function B1 value terms are as follows:

μB1off = max

{
0,min

{
1,

1− B1

1

}}
,

μB1on = max

{
0,min

{
1,

B1

1

}}
. (7)

Similarly, B5 = <B5on, B5off >, B6 = <B6on, B6off >, B7 = <B7on, B7off >. The
membership functions B5–B7 value terms have the form similar to (7).

4.5 Formation of Fuzzy Production Rules for Managing the Hybrid Grid
Operation Modes

When we have the current values terms of fuzzy operational parameters (1)–(6) and
predictive parameters, it is possible to form a Fuzzy Inference System regarding the
choice of Hybrid Power Grid operation mode.
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The fuzzy reasoning for B1 control consists of two rules:

If ((
((
UAL and UBL and UCL

)
or

(
UABL and UACL and UBCL

)
or

(
K2Uh and K0Uh

))
and

PSBL and PWL and PBL and PnSBL and PnWL and not WnL) or ((
(
UAh and UBh and UCh

)
or

(
UABh and UACh and UBCh

)
) and PSBh and PWh and PBh and PnSBh and PnWh and

not Wnh) then B1on (8)

If ((
(
UAn or UAh and UBn or UBh and UCn or UCh

)
or (UABn or UABh and UACn or UACh

and UBCn or UBCh)) and
(
PSBn or PSBh and PWn or PWh

)
then B1off . (9)

The first rule consists of two parts. The first part means that when all phase voltages are
low or all interphase voltages are low or both coefficients of asymmetry are large, and at
the same time there is a low level of electricity generation, a low Battery, the generation
is not expected to increase and the load is not expected to increase, there is no other way
out than to connect a Subscriber Point to a HybridMicrogrid. The second part of the rule
means that when all phase or interphase voltages are large and the energy generation is
large with a high Battery level, and no significant reduction in generation and load is
expected, there is an excess of electricity that can be released into the Microgrid.

The second rule means that when all phase or interphase voltages have a normal
or high level and the generation of electricity is at a normal or high level, then the
Subscriber Point is able to provide autonomous power from alternative sources and can
be disconnected from the Microgrid.

If
((
PSBL or PSBn

)
and (PWL or PWn) and PBh and PnSBL and PnWL and

(
Wnh or Wnn

))
then B5on. (10)

If
((
PSBh or PSBn

)
and

(
PWh or PWn

)
and PBh and

(
PnSBL or PnSBn

)
and (PnWLPnWn) and Wnh

)
then B5off . (11)

The third rulemeans that the battery connects to the discharge in lowor normal generation
at high charge, with a predicted decrease in generation to a low level and a predicted
average or high load level.

The fourth rule means that at a high or normal level of generation, a large level of
charge, with a predicted decrease in generation and increase in load, it is necessary to
keep the charge until the expected voltage mode of power consumption. If the predictive
conditions of generation are fulfilled, then the third rule will work and the battery will
turn on for discharge.

This predictive discharge mode is not provided by the standard automatic charge-
discharge control algorithm. However, due to this interference with the information
system, it is possible to extend the mode of autonomous electricity consumption to a
Subscriber Point.

If ((UAL or UBL or UCL) and (UABL or UACL or UBCL) and Wh and Wnh) then B6off .
(12)

If ((UAn and UBn and UCn and UABn and UACn and UBCn and Wn and (Wnn or WnL))

then B6on. (13)

The fuzzy reasoning for B7 also has two rules:
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If (
(
UAnor UAL

)
and (UBnor UBL) and

(
UCnor UCL

)
and

(
UABnor UABL

)
and (UACnor

UACL) and
(
UBCnor UBCL

)
and K2Un and K0Un) then B7off . (14)

If ((UAnor UAh) and (UBnor UBh) and (UCnor UCh) and (UABnor UABh) and (UACnor

UACh) and (UBCnor UBCh) and K2Unand K0Un) then B7on. (15)

The method of defuzzification is offered - according to the maximum actuation force,
namely:

if µB1off > µB1on – switch off the switch B1,
if µB1off < µB1on – switch on the switch B1.
Similarly, for B5–B7 switches.
Checking the decision-makingmodel adequacy was performed on the Power System

of a particular Subscriber Point.
Testing of the fuzzy production decision-making rules system was performed in the

Matlab Fuzzy Logic Toolbox software extension package (Fig. 4).
Testing was carried out for the Hybrid Power Grid, which included the Amerisolar

AS-6P30 solar panel with a total area of 20 m2, the FLAMINGO AERO wind units,
and the Pulsar HTL12-300 battery [1]. Electricity consumption data throughout the year
were used to estimate the consumption pattern. The proposed decision-making model
testing was performed at three-hour intervals during the day.

The implementation of the fuzzy inference of the decision-makingmodel was carried
out using the Mamdani algorithm. For defuzzification, the method of the rule maximum
actuation force was triggered.

Fuzzification was performed for each of the input and output variables.
For a fuzzy inference system, further input parameters are conveniently to present

not in ab-solute but in relative form. This approach generalizes the methodology because
it will not be tied to the specific parameters of the hybrid power system. This requires a
slight correction of expressions (3)–(6).

Solar power in relative form is accepted as Psb/Psbmod . Similarly, wind power is
Pw/Pwmod . Accordingly, the predictive values of these parameters will be taken as
Ppsb/Psbmod , Ppw/Pwmod .

For the rechargeable battery, entered the relative parameter Pb/Pbmax, and for more
accurate and predictive loading respectively W/Wmod and Wp/Wmod .

The decision to enable or disable switches B1, B5–B7 in clear logic is shown by
clear commands - 0, 1, in a fuzzy form, this decision depends on the evaluation of the
command execution degree to switch on or off switches in the range 0–1. Therefore, the
terms membership functions of the output variables have the form as shown in Fig. 5.

After the input parameters were fuzzed, a system of Mamdani fuzzy logic rules was
developed. The complex rules of logical inference (8–15) have been broken down into
a number of simple production rules. Total of such rules 31.

Examples of characteristic surfaces for the rule base for switchs B1, B5–B7 are
shown in Figs. 6, 7, 8 and 9.

Figures 6, 7, 8 and 9 clearly illustrates the correctness of fuzzy logic inference system
construction, its compliance with the tasks.
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Fig. 4. Logic inputs and outputs formation

Fig. 5. The term membership function of the output variable B1

Fig. 6. Characteristic surfaces illustrating the operation of fuzzy logic output for the B1 switch



70 S. Tymchuk et al.

Fig. 7. Characteristic surfaces illustrating the operation of fuzzy logic output for the B5 switch

Fig. 8. Characteristic surfaces illustrating the operation of fuzzy logic output for the B6 switch

Fig. 9. Characteristic surfaces illustrating the operation of fuzzy logic output for the B7 switch

The developed decision-making method in the management of the Hybrid Electrical
Grid does not interfere with the operation of automatic control and regulation devices.
It is the basis of the Decision Support System and aims to normalize the quality of
electrical energy, as well as to efficiently consume it by promptly making changes to the
structure of the Hybrid Grid itself.
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5 Conclusions

The decision-making problem in the management of the Hybrid Power Grid is consid-
ered. The information support components for decision support in the management of
the Hybrid Grid have been determined.

Arrays of alternative possible regimes have been formed, based on expert evalua-
tion, the decision selection criteria have been defined, fuzzy production rules have been
formulated, which take into account the operational logic of the hybrid grid.

Thus, the developed system of fuzzy production rules allows in the functioning
process of the Hybrid Power Consumption System to make changes in the mode of
operation in order to increase energy savings, resource components of the power con-
sumption system and electricity quality. The fuzzy rules system, formed on the basis
of expert judgment and mathematical models for predicting the level of generation and
consumption, takes into account the operational logic of the hybrid electricity network
operation with a sufficient level of electricity quality and is part of the knowledge base.
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Abstract. In this paper, incomplete data sets have missing attribute
values of two types: lost values and “do not care” conditions. Our algo-
rithm of data mining, based on rule induction, uses two types of prob-
abilistic approximations, called global and saturated. Thus, we use four
different ways of rule induction, applying two types of missing attribute
values with two types of probabilistic approximations. We used ten-fold
cross validation to estimate an error rate. Previous results, with data sets
with 35% of missing attribute values, show that there is no universally
best way of rule induction. Therefore, in our current experiments, we
use data sets with many missing attribute values. As follows from our
new results, the best way of data mining should be selected by running
experiments taking into account all four possibilities.

Keywords: Incomplete data mining · Characteristic sets · Rough set
theory · Probabilistic approximations

1 Introduction

In this paper, incomplete data sets have missing attribute values of two types:
lost values and “do not care” conditions. Lost values mean that the original
values were deleted, so we are going to use only existing attribute values for rule
induction. A lost value is denoted by “?”. “Do not care” conditions indicate that
a missing attribute value may be replaced by any existing attribute value. A “do
not care” condition is denoted by “*”.

Our algorithm of data mining, based on rule induction, uses two types
of probabilistic approximations, called global and saturated. A probabilistic
approximation is a generalization of the idea of lower and upper approxima-
tions known in rough set theory. A probabilistic approximation is defined by a
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probability α, if α = 1, a probabilistic approximation is reduced to the lower
approximation; if α is a small positive number, e.g., 0.001, the probabilistic
approximation becomes the upper approximation. Usually, probabilistic approx-
imations are applied to completely specified data sets [13–21]. Such approxima-
tions were generalized to incomplete data sets in [9].

Characteristic sets for incomplete data sets with any interpretation of miss-
ing attribute values were introduced in [8]. A global probabilistic approximation
was introduced in [1]. Recently, a new idea of probabilistic approximation, called
a saturated probabilistic approximation was introduced in [4]. Our main objec-
tive is to compare both probabilistic approximations in terms of an error rate,
evaluated by ten-fold cross validation. The Modified Learning from Examples
Module, version 2 (MLEM2) [3] was used for rule induction.

Previous results, with data sets with 35% of missing attribute values, show
that there is no universally best way of rule induction [4]. Therefore, in our
current experiments we use data sets with many missing attribute values. In
our experiments, four ways for mining incomplete data sets were used, since we
combined two options of probabilistic approximations: global and saturated with
two interpretations of missing attribute values: lost and “do not care” conditions.
Our new results show the best way of data mining should be selected by running
experiments taking into account all four possibilities.

2 Incomplete Data

Our main ideas are illustrated using a small data set presented in Table 1. Rows
of this table represent cases, while columns are labeled by variables. The set of
all cases will be denoted by U . In Table 1, U = {1, 2, 3, 4, 5, 6, 7, 8}. Independent
variables are called attributes and a dependent variable is called a decision and
is denoted by d. The set of all attributes will be denoted by A. In Table 1, A
= {Temperature, Wind, Humidity}. The value for a case x and an attribute a is
denoted by a(x). For example, Temperature(1) = medium.

Table 1. A Decision Table

Attributes Decision

Case Temperature Wind Humidity Trip

1 Medium Medium Low Yes

2 High ? * Yes

3 * Low Medium Yes

4 ? * Medium Yes

5 High High ? No

6 Low High * No

7 * ? High No

8 Medium * High No
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The set X of all cases defined by the same value of the decision d is called a
concept. In Table 1, a concept associated with the value yes of the decision Trip
is the set {1, 2, 3, 4}.

For a variable a and its value v, a block of the variable-value pair (a, v),
denoted by [(a, v)], is the set {x ∈ U | a(x) = v} [5]. For incomplete decision
tables, the definition of a block of an attribute-value pair is modified in the
following way:

– if for an attribute a and a case x we have a(x) = ?, the case x should not be
included in any blocks [(a, v)] for all values v of attribute a;

– if for an attribute a and a case x we have a(x) = ∗, the case x should be
included in blocks [(a, v)] for all specified values v of attribute a.

For the data set from Table 1, the blocks of attribute-value pairs are:
[(Temperature, low)] = {3, 6, 7},
[(Temperature, medium)] = {1, 3, 7, 8},
[(Temperature, high)] = {2, 3, 5, 7},
[(Wind, low)] = {3, 4, 8},
[(Wind, medium)] = {1, 4, 8},
[(Wind, high)] = {4, 5, 6, 8},
[(Humidity, low)] = {1, 2, 6},
[(Humidity, medium)] = {2, 3, 4, 6}, and
[(Humidity, high)] = {2, 6, 7, 8}.

For a case x ∈ U and B ⊆ A, a characteristic set KB(x) is defined as the
intersection of the sets K(x, a), for all a ∈ B, where the set K(x, a) is defined in
the following way:

– if a(x) is specified, then K(x, a) is the block [(a, a(x))] of attribute a and its
value a(x);

– if a(x) = ? or a(x) = ∗, then K(x, a) = U .

For example, for Table 1 and B = A,
KA(1) = {1},
KA(2) = {2, 3, 5, 7},
KA(3) = {3, 4},
KA(4) = {2, 3, 4, 6},
KA(5) = {5},
KA(6) = {6},
KA(7) = {2, 6, 7, 8}, and
KA(8) = {7, 8}.

3 Probabilistic Approximations

In this section, we discuss two types of probabilistic approximations: global and
saturated.
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3.1 Global Probabilistic Approximations

An idea of the global probabilistic approximation, restricted to lower and upper
approximations, was introduced in [11,12], and presented in a general form in
[1]. Let X be a concept, X ⊆ U . A B-global probabilistic approximation of the
concept X, based on characteristic sets, with the parameter α and denoted by
apprglobal

α,B (X) is defined as the following set
⋃

{KB(x) | ∃ Y ⊆ U ∀ x ∈ Y, Pr(X|KB(x)) ≥ α}. (1)

Obviously, for some sets B and X and the parameter α, there exist many
B-global probabilistic approximations of X. In addition, the algorithm for com-
puting B-global probabilistic approximations is of exponential computational
complexity. Therefore, in our experiments we used a heuristic version of the
definition of B-global probabilistic approximation, called a MLEM2 B-global
probabilistic approximation of the concept X, associated with a parameter α and
denoted by apprmlem2

α,B (X), [1]. This definition is based on the rule induction algo-
rithm MLEM2 [7]. The MLEM2 algorithm is used in the Learning from Exam-
ples using Rough Sets (LERS) data mining system [2,6,7]. The approximation
apprmlem2

α,B (X) is constructed from characteristic sets KB(y), the most relevant to
the concept X, i.e., with |X∩KB(y)| as large as possible and Pr(X|KB(y)) ≥ α,
where y ∈ U . If more than one characteristic set KB(y) satisfies both conditions,
we pick the characteristic set KB(y) with the largest Pr(X|KB(y)). If this cri-
terion ends up with a tie, a characteristic set is picked up heuristically, as the
first on the list [1].

In this paper, we study MLEM2 B-global probabilistic approximations
based on characteristic sets, with B = A, and calling them, for simplicity,
global probabilistic approximations associated with the parameter α, denoted
by apprmlem2

α (X). Similarly, for B = A, the characteristic set KB(X) is denoted
by K(x).

Let Eα(X) be the set of all eligible characteristic sets defined as follows

{K(x) | x ∈ U,Pr(X|K(x)) ≥ α}. (2)

A heuristic version of the MLEM2 global probabilistic approximation is pre-
sented below.

MLEM2 global probabilistic approximation algorithm
input: a set X (a concept), a set Eα(X),
output: a set T (apprmlem2

α (X))
begin

G := X;
T := ∅;
Y := Eα(X);
while G 
= ∅ and Y 
= ∅

begin
select a characteristic set K(x) ∈ Y
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such that |K(x) ∩ X| is maximum;
if a tie occurs, select K(x) ∈ Y
with the smallest cardinality;
if another tie occurs, select the first K(x);
T := T ∪ K(x);
G := G − T ;
Y := Y − K(x)

end
end

For Table 1, all distinct MLEM2 global probabilistic approximations are
apprmlem2

1 ({1, 2, 3, 4}) = {1, 3, 4},

apprmlem2
0.75 ({1, 2, 3, 4}) = {1, 2, 3, 4, 6},

apprmlem2
0.5 ({1, 2, 3, 4}) = {1, 2, 3, 4, 5, 6, 7},

apprmlem2
1 ({5, 6, 7, 8}) = {5, 6, 7, 8},

apprmlem2
0.75 ({5, 6, 7, 8}) = {2, 5, 6, 7, 8} and

apprmlem2
0.5 ({5, 6, 7, 8}) = {2, 3, 5, 6, 7, 8}.

3.2 Saturated Probabilistic Approximations

Another heuristic version of the probabilistic approximation is based on selection
of characteristic sets while giving higher priority to characteristic sets with larger
conditional probability Pr(X|K(x)). Additionally, if the approximation covers
all cases from the concept X, we stop adding characteristic sets.

Let X be a concept and let x ∈ U . Let us compute all conditional probabilities
Pr(X|K(x)). Then, we sort the set

{Pr(X|K(x)) | x ∈ U}. (3)

Let us denote the sorted list of such conditional probabilities by α1, α2,...,
αn, where α1 is the largest. For any i = 1, 2,..., n, the set Ei(x) is defined as
follows

{K(x) | x ∈ U,Pr(X|K(x) = αi}. (4)

If we want to compute a saturated probabilistic approximation, denoted by
apprsaturated

α (X), for some α, 0 < α ≤ 1, we need to identify the index m such
that

αm ≥ α > αm+1, (5)
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where m ∈ {1, 2, ..., n} and αn+1 = 0. Then, the saturated probabilistic approx-
imation apprsaturated

αm
(X) is computed using the following algorithm.

Saturated probabilistic approximation algorithm
input: a set X (a concept), a set Ei(x) for
i = 1, 2,..., n and x ∈ U , index m
output: a set T (apprsaturated

αm
(X))

begin
T := ∅;
Yi(x) := Ei(x) for all i = 1, 2,..., m and x ∈ U ;
for j = 1, 2,..., m do

while Yj(x) 
= ∅
begin

select a characteristic set K(x) ∈ Yj(x)
such that |K(x) ∩ X| is maximum;
if a tie occurs, select the first K(x);
Yj(x) := Yj(x) − K(x);
if (K(x) − T ) ∩ X 
= ∅

then T := T ∪ K(x);
if X ⊆ T then exit

end
end

For Table 1, all distinct saturated probabilistic approximations are
apprsaturated

1 ({1, 2, 3, 4}) = {1, 3, 4},

apprsaturated
0.75 ({1, 2, 3, 4}) = {1, 2, 3, 4, 6}, and

apprsaturated
1 ({5, 6, 7, 8}) = {5, 6, 7, 8}.

Note that apprmlem2
0.5 ({1, 2, 3, 4}) covers the cases 5 and 7 in spite of the fact

that these cases are not members of the concept {1, 2, 3, 4}. The set {1, 2,
3, 4, 5, 6, 7} is not listed among saturated probabilistic approximations of the
concept {1, 2, 3, 4}.

3.3 Rule Induction

For given global and saturated probabilistic approximations associated with a
parameter α, rule sets are induced using the rule induction algorithm based on
another parameter, also interpreted as a probability, and denoted by β. This
algorithm also uses MLEM2 principles [10]. This algorithm was presented, e.g.,
in [1].

For example, for Table 1 and α = β = 0.5, using the saturated probabilistic
approximations, the MLEM2 rule induction algorithm induces the following set
of rules:
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(Humidity, medium) → (Trip, yes),
(Humidity, low) → (Trip, yes),
(Wind, high) & (Humidity, high) → (Trip, no),
(Temperature, high) & (Wind, high) → (Trip, no), and
(Temperature, low) & (Humidity, high) → (Trip, no).
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Fig. 1. Error rate for the Breast cancer data set with 45% missing attribute values

4 Experiments

Our objective was to find the best way among four ways of rule induction. In our
experiments we utilized data sets stored at the University of California at Irvine
Machine Learning Repository. For every data set, a template was created. Such
a template was formed by replacing randomly existing specified attribute values
by lost values. The same templates were used for constructing data sets with “do
not care” conditions, by replacing “?”s with “∗”s. The maximum percentage of
missing attribute values was determined by the requirement that no row of the
data set should contain only missing attribute values.

In our experiments, we used the MLEM2 rule induction algorithm. In all
experiments, the parameter α was equal to 0.5. Results of our experiments
are presented in Figures 1, 2, 3, 4, 5, 6, where “MLEM2” denotes a MLEM2
global probabilistic approximation, “Saturated” denotes a saturated probabilis-
tic approximation, “?” denotes lost values and “∗” denotes “do not care” condi-
tions. In our experiments, four ways for mining incomplete data sets were used,
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Fig. 2. Error rate for the Echocardiogram data set with 40% missing attribute values
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Fig. 3. Error rate for the Hepatitis data set with 60% missing attribute values
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Fig. 4. Error rate for the Image segment data set with 50% missing attribute values
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Fig. 5. Error rate for the Lymphography data set with 55% missing attribute values
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Fig. 6. Error rate for the Wine recognition data set with 65% missing attribute values

Table 2. Results of statistical analysis

Data set Friedman test results

(5% significance level)

Breast cancer (MLEM2, *) & (Sat., *) are better than (MLEM2, ?) & (Sat., ?)

(MLEM2, *) is better than (Saturated, *)

Echocardiogram (MLEM2, *) is better than (Saturated, *)

(Saturated, *) is better than (MLEM2, ?) & (Saturated, ?)

Hepatitis (MLEM2, ?) & (Sat., *) & (Sat, ?) are better than (MLEM2., *)

Image segment (Saturated, *) is better than (MLEM2, *)

(MLEM2, *) is better than (MLEM2, ?) & (Saturated, ?)

Lymphography (MLEM2, *) & (MLEM2, ?) & (Sat., ?) are better than (Sat., *)

Wine recognition (MLEM2, *) is better than (MLEM2, ?) & (Saturated, ?)

(MLEM2, ?) & (Saturated, ?) are better than (Saturated, *)

since we combined two options of probabilistic approximations: global and satu-
rated with two interpretations of missing attribute values: lost and “do not care”
conditions.

Results of our experiments on four ways of rule induction were compared by
the Friedman rank sum test with the post-hoc multiple comparisons (a 5% level
of significance). A summary of experimental results is presented in Table 2.
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5 Conclusions

In this paper, we compared four ways of rule induction, applying two types
of missing attribute values with two types of probabilistic approximations. For
every data set, we computed an error rate using ten-fold cross validation. As
follows from our experiments, there were significant differences between the four
ways. However, the best way, associated with the smallest error rate, depends
on a data set. For a specific data set, the best way to data mining should be
selected by running experiments, taking into account all four possibilities.
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Abstract. Authors have developed a new analytical model for organizing design
workflows, including orchestration and choreography compositions of hybrid
dynamic diagrammatic models of design workflows in computer-aided systems
(CAD) and computer-aided systems of production preparation (CAPP). Their
analysis, control, synthesis, transformation and interpretation in different graphic
language bases, designed to increase the hybrid dynamic diagrammatic design
workflows models interoperability degree in CAD and CAPP on the basis of
the ensemble principle. The model differs from analogues in that it provides the
system functions and communication protocol definition, which increases their
interconnection.

1 Introduction

The relevance of research is determined by the fact that it is aimed at solving a funda-
mental problem of increasing the diagrammatic automated systems workflows models
processing efficiency in order to reduce the time spent on their development, increas-
ing the diagrammatic models workflows processing success (fulfilling the requirements
for resource constraints, including functionality, financial component and deadlines),
as well as improving the diagrammatic models quality (semantic error control). These
problems have great practical importance [33].

Automated systems are defined in GOST 34.601-90 as an organizational and tech-
nical system that provides solutions based on automation of information processes in
various fields of activity (management, design, production, etc.) or their combinations,
as well as in IEEE 1471 International Standard as complex systems intensively using
software. In the business process management theory, theoretical computer science, and
design automation theory, the stages of creating such systems are represented by design
workflows of designers who intensively use software (computer) development tools.
The processing of such workflows (business processes) in the paradigm of end-to-end
digital design contains key design procedures: analysis and synthesis, which are one of
the newest areas of research and significantly affect the result and success of design.
At the same time, the problem of the success of design decisions in these theories has
been dealt with for more than 30 years, such attention to the problem is caused by a
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high degree of development (project solutions) going beyond the planned time, financial
and functional parameters. In the existing theory, the reasons are identified and recom-
mendations are made to increase the complex computer-aided systems design success,
however, according to the Standish Group engaged in research in the field of success-
ful development of automated systems, only 40% of developments are currently being
completed successfully.

Thework has the following structure. In “Relatedworks” section there is an overview
of modern researches in workflows theory, grammars and data flows. In the third section
choreography and orchestrationmodels are described, axioms and operational semantics
rules of the choreographic model are given. The fourth section shows application of
the choreography conceptual model on the example of large enterprise provided with
diagrammatical view.

2 Related Works

The Common Workflow Language (CWL) workflows descriptors are researched in [1],
which allow analyzing data in various computing environments (Docker containers vir-
tualization). The authors developed CWL-metrics, a utility tool for cwltool (a reference
implementation of CWL), for collectingDocker container runtimemetrics andworkflow
metadata for analyzing resource requirements. To demonstrate the use of this tool, the
authors analyzed 7 workflows on 6 types of instances. Analysis results show that choos-
ing the type of instance allows to reduce financial costs and execution time using the
required amount of computing resources. However, in the CWL-metrics implementation
proposed by the authors, there are no functions for collecting metric data from parallel
tasks in workflows.

[2] is devoted to the dynamic access control approach for business processes devel-
opment. Authors offer a context-oriented and trust-oriented work environment. The pro-
posed approach focuses on inter-component relationships, where steps are performed
online or offline to avoid performance bottlenecks. It should be noted that the pre-
sented context-oriented access structure is applicable only for solving problems related
to business processes in service-oriented computing.

[3] described a new approach to the systematic support of engineers using model-
driven system architectures for process design and plant automation. The authors inves-
tigated a new aspect the virtual intelligent objects design in enterprise data models,
which represents the life cycle of an object. A methodology is described that enables
users to define the life cycle for classes of objects depending on the context and goals of
the projects. The authors performed workflows research and analysis to form a library
of production processes for certain objects classes. However, the dynamic distributed
workflows analysis and control methods are not considered.

The [4] describes a new effort assessment model based on use cases reuse, called use
case reusability (UCR), designed for projects that reuse artifacts previously developed
in past projects with a similar scope. The basis for the new model for assessing efforts
is the use case model. The UCR model introduces a new classification of use cases
based on their reuse, and includes only those technical factors that, according to experts,
have a significant impact on the efforts for targeted projects. It is worth noting that the
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classification of precedents in terms of the possibility of reuse occurs manually, which
takes a lot of time. Also, when testing the UCR model, mainly small design solutions
were used, and therefore certain deviations in the assessment of efforts for complex
technical solutions and automated systems can be expected.

The [5] presents a methodology for exchanging specialized CAx data between the
design and modeling department, in particular, between CAD and other modeling tools.
General steps, such as filtering, aggregation, and preprocessing, as well as selecting and
using appropriate interfaces, result in flexible and reusable workflows. The identification
and use of such workflows speed up the modeling phase, ensures transparency of the
development process, and allows to reuse and refine the process steps and intermediate
results. The approach proposed by the authors can simplify the binding of design tools,
but cannot completely solve this problem.

In [6], an ontology is proposed for collecting, presenting, and documenting knowl-
edge related to hierarchical workflows of decision-making in themeta-design of complex
engineering systems. An approach to creating a process template procedure is presented
to simplify the reuse of filled template instances in a future project. However, the paper
does not show how decisions are made regarding the management of distributed infor-
mation and how the ontology proposed by the authors is regulated to collect relevant
knowledge about design decisions.

In [7], the authors presented an environment for integrating all stages of the life
cycle (design, configuration, implementation, analysis and evaluation) of business pro-
cess management, in which types of business processes and their instances can be mod-
eled, visualized, controlled and automatically synchronized using general presentation
of models and code.

In [8], the authors developed the SciPipe workflow programming library, imple-
mented in the Go programming language, for managing complex and dynamic pipelines
in bioinformatics, chemoinformatics, and other fields. SciPipe is based on the principles
of streaming programming to support the flexible development of workflows based on a
library of stand-alone, reusable components. The tool proposed by the authors is special-
ized and is not intended for very complex workflows, such as working with nested loops,
dynamic scheduling and parameterization, which is often found in complex automated
systems.

In [8], an approach to the selection of services for modeling business processes is
proposed. At the first stage, the function similarity method is used to select services from
the service repository to create a set of candidate services that checks the description of
functions to find suitable services, especially a service can publish one or more functions
through several interfaces.At the second stage, amethod based on the probabilisticmodel
verification, which includes the composition of services and calculation of stochastic
behavior in accordance with the workflow structures, is used to quantitatively verify
process instances. Next, experiments are carried out to demonstrate the efficiency and
effectiveness of the proposed method compared to traditional methods.

In [10], an improved two-stage approach of exact query based on the graph structure
is proposed. At the filtering stage, a composite task index, which consists of a label, a
connection attribute and a task attribute, is used to obtain candidate models, which can
significantly reduce the number of process models that need to be tested at a specific time
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- the verification algorithm. At the verification stage, a new subgraph isomorphism test
based on the task code is proposed to clarify the set of candidatemodels. The experiments
are conducted on six syntheticmodel kits and two realmodel kits.However, the algorithm
has polynomial computational complexity.

In [11], success and failure factors for the implementation of business process
management technologies in organizations were investigated.

Workflowmining in highly changing areas is researched in [12], focusing on creating
models of process instances (in the form of instance graphs) from simple event logs.

The [13] shows how to combine the advantages of BPMS with the advantages of the
blockchain platform. The article presents a blockchain-based BPMN execution engine
called Caterpillar.

In the [14], according to the author, the most solid foundation in the theory of
workflows at present is Petri nets. In the analysis, the author identifies the following
errors: blocked tasks, deadlock - “freezing”, active deadlock (endless loop), performing
tasks after reaching the end point, the presence of chips in the network after the network
is shut down, and others. He also claims that most modern workflowmodeling languages
(BPMN,EPCs, FileNet, etc.) are built onWFnetworks, a subclass of Petri nets. However,
taking into account the very wide distribution of tools for working with BPMN- and
similar diagrams, for applying the author’s methods there is a need for initial translation
of the original diagrams into the Petri net, which leads to unnecessary costs.

In [15], the authors extend the generalized LR algorithm to the case of “grammars
with a left context”, which supplement context-free grammars with special operators
for referencing the left context of the current substring, as well as a join operator (as
in conjunctive grammars) to combine syntactic conditions. All the usual components of
the LR algorithm, such as a parsing table, shift and reduce actions, etc., are extended to
handle context statements. The resulting algorithm is applicable to any grammar with a
left context, but it has the same performance in cubic time for the worst case.

The work of science school led by prof. Yarushkina N.G. [16] is the closest to the
set problem. The article presents the selection and justification of the notation of design
diagrams for the description of technological processes using the example of a fragment
of the model for the description of the technological process “Assembly of the door
frame” at the CJSC Aviastar-SP. A description of the approach to the transformation
of UML – OWL and the search for a similar software project from the repository by
the severity of common design patterns using ontological engineering methods is given.
However, the work does not address the issues of semantic analysis of diagrammatic
workflows based on the linguistic approach.

In [17], authors use ontologies in the process of “multisite” software development.
A semantic notation in the source code is proposed for understanding the code by the
machine in accordance with the user ontology of the project, but there is no connection
with grammars.

The [18] presents mathematical models of granularity and graduality. The author
offers an improved method of fuzzy granulation. The practical application of fuzzy
granulation in the tourism sector is considered, however, there is no connection with
grammars in the work.
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The problem of error neutralization and its solution is well reflected in classical
works on compilers [19]. An error neutralization method for RV grammars has also been
proposed [20]. However, they did not solve the issues of neutralization for diagrammatic
models of dynamic distributed work flows.

Translation of visual language models into another target language based on RV-
grammars is solved in [21]. However, the task of translating several interconnected dia-
grammaticmodels of workflows presented in different languages into the target language
is not considered.

In [22], an algorithm for the synthesis of context-free grammars based on input
examples is presented. An algorithm structure consisting of two phases is proposed.
Phase 1 contains the following steps: synthesis of regular expressions, selection, sorting,
verification of structures and calculation of the complexity of the algorithm. Phase 2
contains the following steps: studying the recursive properties of a language, translating
regular expressions into a context-free grammar, sorting grammars, checking constructs,
computing algorithm complexity. However, the synthesized grammar is not temporal
(temporary).

The [23] developed the AZee framework, which allows synthesizing the grammar
of sign language. Gestures are presented in the form of diagrams that display the state
of body parts in accordance with gestures. The synthesized grammar is not temporal
temporal).

The [24] considers the problem of storage and dissemination of knowledge about
the organization’s activities, presented as a set of business process models. An approach
is proposed to build a repository that allows you to analyze business process models
and formulate recommendations for their improvement, determine the semantic simi-
larity between business process models in order to reuse them when designing new or
improving existing organization business processes. Themain drawback of the proposed
approach is the lack of analysis of workflows for semantic and structural errors.

The [25] is devoted to the problem of finding frequent and similar fragments in work
processes using graph analysis methods. The authors examine various representations
that can be used to encode workflows before evaluating their similarity, taking into
account the efficiency and effectiveness of the data mining algorithm. However, the
issue of building a library or repository of such workflows for reuse is not addressed.

WorkflowHunt, a hybrid architecture for searching and discovering workflows for
universal repositories, which combines keyword search and semantic search, allowing
finding relevant workflows using various search methods, is presented in [26]. The work
presents a search engine design for scientific repositories of workflows, however, the
WorkflowHunt system allows you to only extract workflows, but does not check them
automatically for compliance with a request, an expert is required for this.

3 Design Workflows Organization Analytical Model

The choreography and orchestration model’s composition focused on a large project
and production enterprises is represented by the analytical model CM which has the
following form [27, 28]:

CM = {(Organizationn,Orchestrationn),Choreography,Ensemble},
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where (Organizationi,Orchestrationi) pair define internal organization design work-
flows, i ∈ N . Label link n provides an unambiguous connection of the orga-
nization with its orchestration. Choreography is globally defined on entire pairs
set (Organizationn,Orchestrationn) i.e. it is available at any Organizationi and
Orchestrationi. Organizationi = {id , name} is a set containing the serial number of
the organization id and its name name, where each design and industrial organization is
identified by id , and id ∈ N .

LetAllName be the set of all the names of organizations, therefore, name ∈ AllName.
LetVariable is an x, y, z variables set.Mark x1, x2, . . . , xn as a tuple x̃. LetCommandname
be the commands names set. Commanddirection = {ow, rr} is a commands types set,
where ow means one-way exchange whereas rr means query-answer exchange. A
command itself is described by name and type:

command = {(title, direction)|title ∈ Commandname, direction ∈ Commanddirection},
and each command has the unique name.

The transition system states of the composition, choreography and orchestration
conceptual model are determined by the variables values and calculated by the exchange
function Functionrel : Variable → Value. The value range of this function is calculated
by the formulaψ and equals ν ∈ Value∪{∅}.Functions(x) = ∅means that x is undefined.
S[v/x] means that the system in the state S has variable x with the value v (we can also
state that S

[
ṽ/x̃

]
means that tuple x1, x2, . . . , xn has values v1, v2, . . . , vn, respectively):

S[v/x] = S ′,

S ′(x′) =
{
v if x′ = x
S
(
x′) else

Variables can have a limited set of values. Backus-Naur logical conditions form for
describing variables restrictions allows set the initial system state:

φ ::= x ≤ expression|expression ≤ x|¬φ|φ ∧ φ,

where expression is an expression which can have variables and means v in S state.
expressionS → v means that expression has calculated value v in S state. As a rule, in
order to mark that φ is performed in S state, S	φ notation is used. Rules for φ are the
following:

S(x) = ∅ ⇒ S	(
x� ∅ ∧ ∅ � x

)

expressionS → v, S(x) � v ⇒ S	x�expression
expressionS → v, v�S(x) ⇒ S	expression� x

S	φ′ ∧ S	φ′′ ⇒ S	φ′ ∧ φ′′
= ¬ (S	φ) ⇒ S	¬φ

Choreography and orchestration interexchange is formally defined as follows:
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Interaction ::= 0|θ |Interactioin; Interactioni|
::= Interaction‖Interaction

∣∣
∣
∑+

i∈N θi; Interactioni
∣∣
∣

::= ∑⊕
i∈N φi?θi; Interactioni

θ ::= (Choreography ::= ρA,Orchestarationi ::=
{
(workflow, state)idi

}
, operation, x̃, ỹ,

direction)|x ::= expression,

where N is natural series of numbers, θ is a design workflow successor. ::=(
ρA, (workflow, state)idi , title, x̃, ỹ, direction

)
means that exchange between ρA chore-

ographer and (workflow, state)idi orchestrator successfully completed. title means
exchange command name (title, direction) ∈ Command . Tuples x̃, ỹ are necessary
during sending and receiving of exchange design workflows, respectively. direction
sets sending (↑) and receiving (↓) of design workflows. x ::= expression means that
expression is assigned to x.

Exchange design workflows can have a zero (0) value, basic operator θ value,
sequence (I; I) view, parallelism (I‖I ) view, unconditional (unrestricted) choice∑+

i∈N θi; Ii, conditional (restricted) choice
∑⊕

i∈N φi?θi; Ii. Unconditional choice is
performed regardless of the system state CM , described by the φ condition.

Assume actions during design workflows exchange as exchange and view at as
follows:

exchangeI = {
λ|λ = (

ρA, (workflow, state)idi , title, ṽ, direction
)} ∪ {timeclock}

where λ is exchange parameter, timeclock is time. (I , S)
exchange→ (

I ′, S ′)means occurrence
of exchange provided with exchange and the system CM changed its state from (I , S)

to
(
I ′, S ′).
Let � be set of all possible states of CM . Operational semantics can be viewed

as → � × exchange × �. Table 1 contains possible exchanges in choreography and
orchestration composition model CM , where δ ⊆ command .

Structural congruence defines the exchange equivalents 0; I which are moniods
where 0 means empty set and, in addition, end of exchange, after that next exchange can
start. Exchanges 1 and 2 describe the interaction, which is a request or response depend-
ing on the value of direction. When executing the query (direction = ↑) the information
contained in the tuple x̃ oft he sender choreography, is transmitted by the command to
the tuple ỹ of the receiver (workflow, state)idi . When a response is received (direction
= ↓) the information contained in the tuple ỹ of the receiver (workflow, state)idi , is
transmitted by the command to the tuple x̃ of the sender choreography. Exchange 3
provides the assignment of the result of expression to the variable x calculated in state
S updating the state of the choreography. The rules of sequence, parallelism and con-
gruence determine the exchange order and equivalence, respectively. The unconditional

selection rule provides the disjunction of the exchange (θi; Ii, S)
υ→(

θ ′
i , S

′). The condi-
tional selection rule deals with the condition φi according to which a strict disjunction

exchange (θi; S)
υ→(

0, S ′) is fulfilled.
Ensemble is an interoperability scheme (ensemble) of hybrid dynamic diagrammatic

models of design workflows that defines the choreography and orchestration exchange
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Table 1. Description of axioms and operational semantics rules in the CM model

functions set Functionrel . In this case Ensemble = {Interaction → Map} determines
when which orchestrators and choreographers (roles) will be involved in the design
workflows. The interaction scenario between choreographers and orchestrators is set



92 N. Voit et al.

in Map by a tuple of call names of the corresponding exchange commands Map =
(title1, τ1), (title2, τ2), . . . , (titlen, τn) ranked by time τ .

4 Instances of the Analytical Model for Organizing Design
Workflows

We will develop a copy of the CM conceptual model for coordination of design doc-
umentation when designing complex automated systems for a typical large design and
production enterprise. Let an instance of a conceptual model have the following roles:

• Chief, or ρdepartment manager ,
• Executives, or ρthe junior executives,
• Head of topic, or ρHead of a topic,
• Chief of a sector, or ρchief of a sector .

For each role, define design workflows set as follows:

δdepartmentmanager = {(problem definitionControl Center, ow),

(Approval, rr), (OSN , rr), (The End of Agreed upn documents, ow),

(departmental manager Checking, rr)},

where problem definitionControl Center is statement of the problem by the chief,
Approval is design documentation approval by the chief,OSN is transfer of documenta-
tion for rationing materials and labor, The End of Aggredd upn documents is the design
documentation approval stage completion, department manager Checking is control of
OVK,OPZM ,OMO (see meanings below).

δthejuniorexecutives == {(development, rr), (quire, rr), (checking, rr), (route, rr),

(remarks, rr), (rework, rr)},

where development is design documentation development, quire is requirements analysis
and executives definition,checking is design documentation control, route is manufac-
turing route selection, remarks is – drafting of remarks to the design documentation,
reworks design documentation modification.

δHeadofatopic == δthejuniorexecutives ∪ ∪
{(NKS, rr), (checking, rr), (TControl, rr), (OVK, rr),

(OPZM , rr), (Head of a topic Checking, rr),

(Technical sector, rr), (OMO, rr)},
where NKS is drawing up a statement of purchased products of the regulatory design
sector, checking is the statement control, TControl is process control defining whether it
is possible on the enterprise,OVK is making purchases in the external equipment depart-
ment, OPZM is materials purchasing (wire, rubber etc.), Head of a topic Checking is
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checking by the head of topicNKS,TControl,OVK,OPZM , Technical sector is obtain-
ing permission to use parts in the reliability department (for example, to use electro-radio
products),OMO performance of metrological measurements in the metrological support
department.

δchief of a sector = {(agree, rr), (Design and Laboratory Return, rr),
(Select a document type, rr),

(Design& Laboratory Checking, rr),
(Exit from a Route Checking, rr),

(Desgin and Laboratory Exit, ow),

(Head of a sector, rr)}
where agree is request for the design documentation approval by the head of topic,
Design and Laboratory Return – design documentation coordination with the head of
topic, Select a document type – documentation type definition (for designers, for circuit
designers),Design& Laboratory Checking design documentation control by the head of
the topic,Exit from a Route Checking is decisionmaking according to the control results,
Desgin and Laboratory Exit is design documentation forming completion by the head
of topic, Head of a sector is NKS,TControl,OVK,OPZM control by the head of topic
for the designers [29–31].

For each role define variables set.

˜Variabledepartmentmanager = issue, dse ::= {3DModels, specifications, schemes},
where issue is technical task, dse is assembly parts set, consisting of 3D-models set
3DModels, specifications set specifications, drawings set schemes.

˜VariableHeadofatopi ≡ ˜Variabledepartmentmanager ≡ ˜Variablechiefofasector means that
head of topic, chief and chief of a sector variables sets are equal when design docu-
mentation coordination, i.e. technical task, assembly parts, 3D-models, specifications,
drawings and schemes are available for them.

Next we define exchanges, or design workflows.

ProblemDefinition ::= wf 1 = {(ρdepartment manager, ρthe junior executives,
(problem definitionControl Center, ow), issue,↓)}

One-way design workflow means setting the task by the chief to the executives.

DevelopmentReq1 ::= wf 2;wf 3 == {(ρdepartment manager , ρthe junior executives,
(development, rr), dse, ↑);
(ρthe junior executives, ρdepartment manager ,

(development, rr), dse, ↓)}

This hybrid dynamic design workflow of the request-response type occurs between
the chief and executives, including the head of the topic, in which there is a request
from the chief to the executives for the technical task analysis. The head of the topic, in
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turn, forms a documentation set (parts and assembly units, 3D-models, specifications,
assembly drawings, etc.).

DevelopmentReq2 ::= wf 16;wf 3 ==
{(ρHead of a topic, ρchief of a sector,

(development, rr), dse,↑)

(ρHead of a topic, ρthe junior executives,

(development, rr), dse,↓)}
The hybrid dynamic design workflow DevelopmentReq2 means that the revision is

completed and it is necessary to form a new set of documents taking into account the
revision (parts andassembly units, 3D-models, specifications, assembly drawings, etc.).

QuireReq ::= wf 4;wf 5 =={(
ρthe junior executives, ρHead of a topic, (quire, rr), dse, ↑

)
;
(
ρHead of a topic, ρthe junior executives, (quire, rr), dse, ↓

)}

The design workflows QuireReq of request-response type determines the perform-
ers, terms, requirements for the product, development tools, selection and purchase of
materials, items and standard solutions, the documents set formation.

CheckingReq ::= wf 6;wf 7 == {(ρthe junior executives, ρHead of a topic, (checking, rr), dse, ↑);
(ρHead of a topic, ρthe junior executives, (checking, rr), dse, ↓)}

The hybrid dynamic design workflow CheckingReg means documentation set
forming control.

RouteReq1 ::= wf 8;wf 9 == {(ρHead of a topic, ρthe junior executives, (route, rr), dse,↑
);(

ρHead of a topic, ρchief of a sector, (route, rr), dse,↓
)}

The hybrid dynamic design workflow RouteReg1 means documentation set transfer
to the chief of a sector.

RouteReq2 ::= wf 8;wf 10 == {(ρHead of a topic, ρthe junior executives, (route, rr), dse,↑
);(

ρHead of a topic, ρthe junior executives, (route, rr), dse,↓
)}

The hybrid dynamic design workflow RouteReq2 means documentation set transfer
to the revision.

AgreeReq1 ::= wf 12;wf 18 == {(ρHeadofatopic, ρchiefofasector, (agree, rr), dse,↑
);(

ρHeadofatopic, ρthejuniorexecutives, (agree, rr), dse,↓
)}

The hybrid dynamic design workflow AgreeReq1 means documentation set coordi-
nation with the chief of a sector and transferring it to the revision.

AgreeReq2 ::= wf 12;wf 17 == {(ρHeadofatopic, ρchiefofasector, (agree, rr), dse,↑
);(

ρchiefofasector, ρthejuniorexecutives, (agree, rr), dse,↓
)}
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The hybrid dynamic design workflow AgreeReq2 means documentation set coor-
dination with the chief of a sector and transferring it to the further coordination with
designers and circuit designers.

DesignandLaboratoryReturnReq1 ::= wf 67;wf 70 ==
{(ρHeadofatopic, ρchiefofasector,

(DesignandLaboratoryReturn, rr), dse,↑);
(ρHeadofatopic, ρchiefofasector,

(DesignandLaboratoryReturn, rr), dse,↓)}
The hybrid dynamic design workflow DesignandLaboratoryReturnReq1 means

documentation set preparing by chief of a sector to the head of topic.

DesignandLaboratoryReturnReq2 ::= wf 67;wf 71 ==
{(ρthejuniorexecutives, ρchiefofasector,

(DesignandLaboratoryReturn, rr), dse,↑); (ρchiefofasector, ρthejuniorexecutives,

(DesignandLaboratoryReturn, rr), dse,↓)}
The hybrid dynamic design workflow DesignandLaboratoryReturnReq2 means

documentation set preparing by chief of a sector to the executives for revision.

RemarksReq1 ::= wf 72;wf 13 ==
{(ρdepartmentmanager, ρHeadofatopic, (remarks, rr), dse,↑

);(
ρHeadofatopic, ρthejuniorexecutives, (remarks, rr), dse,↓

)}
The hybrid dynamic design workflow RemarksReq1 means that documentation set

control by chief is failed and the set if send to the executives for revision.

RemarksReq2 ::= wf 19;wf 13 ==
{(ρchiefofasector, ρHeadofatopic, (remarks, rr), dse,↑

);(
ρHeadofatopic, ρthejuniorexecutives, (remarks, rr), dse,↓

)}
The hybrid dynamic design workflow RemarksReq2 means that documentation set

control by head of topic is failed and the set if send to the executives for revision.

RemarksReq3 ::= wf 11;wf 13 ==
{(ρchiefofasector, ρHeadofatopic, (remarks, rr), dse,↑

);(
ρchiefofasector, ρthejuniorexecutives, (remarks, rr), dse,↓

)}
The hybrid dynamic design workflow RemarksReq3 means that documentation set

control by chief of a sector is failed and the set if send to the executives for revision.

RemarksReq4 ::= wf 76;wf 13 ==
{(ρHeadofatopic, ρchiefofasector, (remarks, rr), dse,↑

);(
ρchiefofasector, ρthejuniorexecutives, (remarks, rr), dse,↓

)}
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The hybrid dynamic design workflow RemarksReq4 means that documentation set
control by chief is failed and the set if send to the executives for revision.

RemarksReq5 ::= wf 80;wf 13 ==
{(ρdepartmentmanger, ρHeadofatopic, (remarks, rr), dse,↑

);(
ρHeadofatopic, ρthejuniorexecutives, (remarks, rr), dse,↓

)}
The hybrid dynamic design workflow RemarksReq4 means that documentation set

control is failed on the formatting standards and the set if send to the executives for
revision.

ReworkReq ::= wf 14;wf 15 ==
{(ρHeadofatopic, ρchiefofasector, (rework, rr), dse,↑

);(
ρchiefofasector, ρthejuniorexecutives, (rework, rr), dse,↓

)}
The hybrid dynamic design workflow ReworkReq means that documentation set

revision is completed and transferred to the head of topic.

ApprovalReq1 ::= wf 73;wf 74 ==
{(ρHead of a topic, ρdepartment manager, (Approval, rr), dse,↑

);(
ρdepartment manager, ρHead of a topic(Approval, rr), dse,↓

)}
The hybrid dynamic design workflow pprovalReq1 means that documentation

set is formed, checked, approved by the chief and transferred to the department of
standardization and normative control.

ApprovalReq2 ::= wf 73;wf 75 ==
{(ρHead of a topic, ρdepartment manager, (Approval, rr), dse,↑

);(
ρHead of a topic, ρthe junior executives, (Approval, rr), dse,↓

)}
The hybrid dynamic design workflow ApprovalReq2 means that chief control of the

design documentation set is failed and the set is transferred to the executives for revision.

OSNReq1 ::= wf 77;wf 78 ==
{(ρdepartment manager, ρthe junior executives, (OSN , rr), dse,↑);(

ρthe junior executives, ρHead of a topic(OSN , rr), dse,↓)}
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The hybrid dynamic design workflow OSNReq1 means that standards control of
documentation set is successful.

OSNReq2 ::= wf 77;wf 79 ==
{(ρdepartment manager, ρHead of a topic, (OSN , rr), dse,↑);(
ρHead of a topic, ρthe junior executives, (OSN , rr), dse,↓)}

The hybrid dynamic design workflow OSNReq2 means that standards control of
documentation set is failed and the set is transferred to the executives for revision.

The End of Aggreed upn documents ::= wf 105 =
{(

ρHead of a topic, ρdepartment manager , dse, ↓
)}

The hybrid dynamic design workflow The End of Aggreed upn documents means
that approved documentation set is transferred from the head of topic to the chief.

Ensemble [32] of theCM conceptual model is defined with the compositional model
given on the Fig. 1 in a diagrammatical view.

Fig. 1. The hybrid dynamic design workflows of workflows organization analytical model on the
example of project procedure of design documentation coordination
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Initial values of variables in CM have the following values.

X = 〈
problem definitionControl Centre ::= 200′1

〉

5 Conclusion

Authors have developed an analytical model for organizing hybrid (different graphic
language bases) dynamic diagrammatic models of design workflows in CAD and CAPP
with the purpose of increasing the interoperability of hybrid dynamic diagrammatic
design workflow models, including a composition of orchestration and choreography
of workflows based on the principle of ensemble. The analytical model developed by
the authors was successfully implemented in the program code and introduced into the
production of a large design organization and allowed to obtain an economic effect of
3% when coordinating the documentation.

Future works researches are related to the interpretation of diagrammatic models of
design work flows.
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Abstract. The pervasiveness of ubiquitously connected smart devices are the
main factors in shaping the computing. With the advent of Internet of things
(IoTs), massive amount of data is being generated from different sources. The
centralized architecture of cloud has become inefficient for the services provision
to IoT enabled applications. For better support and services, fog layer is introduced
in order to manage the IoT applications demands like latency, responsiveness,
deadlines, resource availability and access time etc. of the fog nodes. However,
there are some issues related to resource management and fog nodes allocation
to the requesting application based on user expectations in the fog layer that
need to be addressed. In this paper, we have proposed a Framework, based on
Model Driven Software Engineering (MDSE) that practices Machine Learning
algorithms and places fog enabled IoT applications at a most suitable fog node.
MDSE is meant to develop software by exploiting the problem at domain model
level. It is the abstract representation of knowledge that enhances productivity by
maximization of compatibility between the systems. The proposed framework is a
meta-model that prioritizes the placement requests of applications based on their
required expectations and calculates the abilities of the fog nodes for different
application placement requests. Rules based machine learning methods are used
to create rules based on user’s requirements metrics and then results are optimized
to get requesting device placement in the fog layer. At the end, a case study
is conducted that uses fuzzy logic for application mapping and shows how the
actual application placement will be done by the framework. The proposed meta-
model reduces complexity and provides flexibility to make further enhancements
according to theuser’s requirement to use anyof theMachineLearning approaches.

Keywords: Fog computing ·Meta-modeling · Cloud computing ·Model
driven · Fog computing nodes · Internet of Things · Application placement ·
Model driven software engineering ·Machine learning · Fuzzy logic

1 Introduction

Internet of things is the most vibrant topic in the rising technology currently. Through
Big data and cloud computing, the communication among people has gone closer and
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closer. There is obvious shortcoming of this growing data on cloud. It has become
challenge to manage this data and provide resources to huge number of connected IoTs.
There are various problems associated to cloud computing including response time,
low responsiveness, high latency, low throughput etc. The devised solution suggested
for problems related to cloud computing was to introduce some distributed system that
can handle the resources allocation more appropriately. This concept is named as fog
computing. The aim of fog computing architecture is to fully utilize the benefits of
distributed computing and address the problems of cloud computing. Cisco introduced
the idea of fog computing in 2012 [24]. The basic idea was not to replace the cloud but to
supplement fog computing. Fog computing contains various edge networks with many
IoT devices, sensors etc. that are linked by these edge networks called Fog Nodes. [25].
Some characteristics of fog computing technology are described as: 1) Fog computing
has dense and extensive geographic distribution. 2) Fog nodes provide a fast-wireless
access to mobile nodes. 3) Due to closeness of the edge to the customer, the latency
is very low. 4) Fog computing creates the environment of large number of network
nodes that helps in environment monitoring. 5) Fog also supports real time computation
and analysis. 6) Low energy is required as it is distributed system. 7) Fog environment
supports various hardware and software device due to heterogeneity.

The contribution of this paper is ameta-model for application placement on fog nodes
using machine learning algorithms. The Proposed meta-model takes user’s preferences
and places the request on the node with most optimized features that fulfill the user’s
expectations. It reduces the complexity and provides the flexibility to enhance the model
according to the user’s requirements as per the true essence of Model Driven Software
Engineering [18, 26].

2 Literature Review

Internet of Things (IoT) will increase by additional 26 billion devices installed by the
year 2020 [1]. These IOT devices generate a huge amount of data that is needed to be
processed and analyzed in the real time [2]. For carrying out computations of IOTs a large
scaled data centers called ‘clouds’ are installed. However, there are some shortcomings
like high broadcast cost, congestion, mobility, location awareness and latency in services
provision. For overcoming these limitations of cloud computing, Cisco introduced the
idea of fog for enhancing the cloud computing paradigm [3, 4]. Following are the Fog
computing approaches that use machine learning algorithms.

2.1 Related Work

Baoling et al. [5] proposed a design and application of Fog Computing Model that is
based on big data. Fog computing model is a multi-layered model in which fog layer is
composed of structurally heterogeneous nodes. These nodes are scattered, and they col-
lect device data from the edge of the network and analyse it quickly. This fog computing
model alleviates the pressure of cloud computing on computing, communication and
storage of big data. Wag et al. [6] proposed a fog-based framework and a model based
on programming for IoT applications found in the smart grid. The proposed architecture
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is comprised of three layers. First layer the terminal layer contains smart devices that
send data to the upper layer. They also proposed a distributed coordination dataflow pro-
gramming model for the fog-based architecture. They used electrical vehicle intelligent
services to simulate and evaluate their fog architecture and programming model. Dang
et al. [7] has proposed a model to solve the security issue of fog-based architecture.
They call it data protection model for fog computing. This model ads new features to
the fog-based model. They have added a region-based trust component to resolve the
newly connected devices, FPRBAC is for verification and authorization for dealing with
the mobility management issue. Boqi et al. [8] proposed a Resource Allocation Strategy
called as Double-Matching strategy for a Fog Computing Networks focusing on cost
efficiency. Author had investigated that there is resource allocation problem in all the
three layers of the fog networks. Based on cost efficiency, a double matching policy was
developed based on deferred acceptance algorithm (DA-DMS). Nader et al. [9] proposed
a UAVFog: A UAV-Based Fog Computing for the Internet of Things. There are some
IoT applications that are available in the far away and remote areas that are far from
reach like deserts, forests, places underwater or mountains. The model is based on the
basic principles of fog computing with additional advantage of having the UAVmobility
that can take fog to the remotely located places where they are needed most.

2.2 Fog Node Allocation Algorithms

Heuristic Based. Yao et al. [10] used heuristic-based algorithm for resource allocation
and application placement in fog layer. Performance evaluation metric used was the
deployment cost. Advantages of the approach was that there was low complexity in
computation, heterogeneous cloudlets and user’s mobility patterns were considered.
Major limitation was that they lacked proper algorithm evaluation. Similarly, Minh et al.
[11] also used heuristic based method to evaluate performance of their model based
on Energy utilization, Latency and Network usage. Advantages include context-aware
information support, low latency, network usage and energy utilization. Their limitations
include resource cost not considered, increased computational complexity and overhead
of the approach has not been calculated. Again, Kabirzadeh et al. [15] used Hyper-
heuristic based approach for addressing Energy consumption, Network usage, Execution
time and Cost in Fog networks. Their work reduced energy consumption, cost and time
as well. Simulation was performed in iFogSim. The proposed model unfortunately had
low support for scalability.

Genetic Algorithm. Skarlet et al. [13] has used genetic algorithm for performance
evaluation based on Execution delay, Service placement rate and Execution cost. They
used iFogSim for evaluation of the model. Advantages involved handling of service
placement problem and considered heterogeneous applications and resources. Major
limitations were that the resource cost was not considered, and the proposed framework
was platform dependent.

Bees Life Algorithm. Bitam et al. [14] used Bees Life Algorithm for memory manage-
ment and to reduce execution time of CPU. The algorithmwas evaluatedwith Simulation
done in C++. Performance metrics were CPI execution time and the memory allocated.
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Limitations were that they used static idea of scheduling and there was low scalability
support.

Adaptive Based. An adaptive based approach was used by Cardellini et al. [17] for
improvingNode utilization, applications latency and inter-node traffic. Prototypemethod
was used for evaluation of the model. The approach resulted into increased runtime
scheduling reduced latency and reduced execution time. Low availability, scalability
and Centralized topology were the major drawbacks in this model.

Reinforcement Learning Based. Xu et al. [27] used Reinforcement learning-based
method to improve the convergence speed, run time performance, higher harvesting
efficiency, support for renewable-powered systems. Limitations include less support for
scalability and the simulation was not performed for the model evaluation.

Game Theory. Game Theory was used by Khan et al. [19] for improving Cache Hit rate.
Prototype (Apache Storm) method was used for evaluation of the model. The approach
resulted into Self-organizing and improved cache hits ratio. The major drawback was
they never considered content and node profile in this model. Simulation was done in
OMNeT++.

Threshold Based. Li et al. [20] has used genetic algorithm for performance evalua-
tion based on Resource utilization, Execution time. They used iFogSim for evaluation
of the model. Advantages involved minimum overhead, more scalability, dynamic tun-
ing of proper load thresholds. Major limitations were that no investigation of energy
consumption and throughput bottleneck.

Social Network Analysis (SNA) Based. Sood et al. [29] used social network analysis-
basedmethod to reduce the number of deadlocks detected, energy consumption, resource
utilization and latency. Limitations were that they did not analyze bandwidth and time.
Simulation was performed in CloudSim.

Game Theory. Game Theory was used by He et al. [21] for improving number of moving
nodes and running time. Prototype (Apache Storm) method was used for evaluation of
the model. The approach resulted into reduced computational complexity and minimum
service latency. The major drawback was that the proposed algorithm has not been
assessed in a real case study.

Approximate Algorithm. Anglanoet et al. [23] used Approximate Algorithm for max-
imization of profit. The algorithm was evaluated with Simulation done in C++. Perfor-
mance metrics were maximization profit and low delay. Limitations include lack of a
suitable simulation and workload forecast has not been considered.

After a detailed literature review, it has been observed that there is a huge challenge
of application placement and resource allocation in the fog layer. To fulfill the user’s
need and expectations, it is required to propose a simple and scalable framework for
application placement on fog nodes. Since Model Driven Software Engineering reduces
complexity through abstraction [22, 28], therefore the proposed framework based on
model driven approach fulfills the requirement of a simple and scalable framework for
application placement on fog nodes.
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3 Proposed Framework

The proposed framework is a meta-model for placement of IoT enabled device on Fog
node. Assigned fog node is the node that provides optimum user expectation satisfaction
in terms of access rate, processing time, turnaround time etc. Fog is an intermediate
computing paradigm between cloud and the IoT devices. Nodes are organized in a
hierarchical order in Fog layer. Fog nodes are divided into two categories [12]. The top
layer of nodes is called Fog Computational Nodes. They provide resources to the fog
enabled applications for data analysis and processing. The lowest located fog nodes are
the nodes closest to the users. These are called the Fog Gateway Nodes. IoT devices
with fog enabled applications subscribe to the Fog environment through FGN to get
monitored, executed and placed in the Fog environment.

Last layer is of IoT enabled user’s devices. This layer contains multiple devices
which are using IoT apps installed on them and send signals to the Fog layer. Placement
of these requests signals is the main challenge being addressed here. The placement is
done based on the user’s expectation requirements.

3.1 The Meta-Model

The proposed Framework is a meta-model shown in Fig. 1. This model contains two
main submodules:

Fig. 1. Proposed meta-model for application placement

Fog Layer. Fog module is composed of Fog Computational Node and Fog Gateway
Node. Fog Computational Node further consists of communication, controller and com-
putational component. Fog layer can have multiple fog computing nodes. Each IoT
device can be connected to a limited number of nodes. Computational components
contain multiple Micro Computing Instances (MCI) where application executions are
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assigned. Communication components perform networking tasks like packet forward-
ing, routing etc. Controller component is there to monitor and control the functions of
communication and computational component. Fog gateway node contains application
display unit and a data container.

Machine Learning Layer. The most important layer where the actual placement logic
is performed is the machine learning layer. This layer provides a machine learning
algorithm selector. Rules based algorithms can be selected among four of these: Fuzzy
logic, OneR, Rippers Algorithm and Decision Tree.

3.2 Application Placement with Proposed Meta-Model

Application Initiation. Initiation unit initiates the client’s application through the Fog
Gateway Node in the fog layer. It allows users to convey their expectations. The capacity
index from Micro Computing Instances MCI are stored in data containers.

Placement Module. Then comes the placement module. Here, there is the main idea
of the research. Placement module performs the actual application placement based on
the optimum satisfaction of the user expectations related to quality of services.

Machine Learning Module. This model is a generic model that provides various
machine learning rule-based methods to the users to select and get the optimum appli-
cation placement in the fog layer. The reason for using rule-based methods is the variety
of input that can vary from user to user and can be enhanced or reduced as per the user’s
requirements. User expectations metrics include: Access rate, required resources, Pro-
cessing time,Round trip time,Resource availability, Processing speed andServiceDeliv-
ery Deadline. In meta-model these parameters are interpreted as 1(Slow), 2(Normal),
3(Fast) based on their degree respectively. These values are then normalized within a
specific range. After normalization, rules are generated. These rules are stored in another
class called rules container. This process is called fuzzification. The next step is Fuzzy
Inference. Here, the associated outputs are combined to produce a single degree value.
In de-fuzzification, exact value of maximum rating of user’s expectation is calculated.

Application Mapping. The objective function in the mapping module then optimizes
the rating value and the application is placed in a respective node in the Fog layer.
Objective function can vary according to the user’s preference and can be customized
as well.

4 Case Study

The proposed model is applied on a real time scenario. Consider an application that is
IoT enabled and installed on user’s device. Application sends signals to the fog layer
through Fog Gateway Node. The Fog gateway node initiates the application and displays
it on the user’s IoT device. It collects expectation matrix from the IoT app provided by
the user and save it in data container. Expectation metrics is given in Table 1.

The system will perform placement based on these metrics.
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Table 1. Expectation parameters

Metrics Values

Access rate 0

Required resources 1

Processing time 0

Round trip time 2

Resource availability 0

Processing speed 1

Service Delivery Deadline 2

4.1 Fuzzy Logic

Fuzzy logic is applied here for the two reasons: firstly, such systems get stable results
quickly and secondly, it is scalable as well. User’s Expectation parameters are normal-
ized first and then converted to fuzzy dimensions using membership function. Hence
a membership degree of each expectation parameter is obtained through this function.
Set of fuzzy rules are then generated. Using the rules membership degree of the fuzzy
output is determined. For each fuzzy output there is a singleton value as a result of
de-fuzzification.

4.2 Optimization

This value will then be used by the optimizer to place application on a fog computing
node. Optimizer will solve the optimization problem and application placement will be
done based on some objective function. Proposed instance model is shown in Fig. 2.
This model provides optimum placement of all the requesting applications.

5 Discussion

The proposed meta-model is a generic approach to model the problem of application
placement in the fog layer, at the abstract level.Modeling provides a compact and flexible
way of providing a solution. This meta-model is for fog enabled application placement
in the fog layer. There are various approaches being proposed in the past studies that
has addressed the same issue. Our proposed method is a much better method for appli-
cation placement as compared to the rest due to the following reasons: 1) It has reduced
the complexity of the placement system by providing the lower level implementation
baseline in an abstract form. 2) The model is reusable and can be modified as required
with more user expectation metrics for similar systems. 3) The optimum placement of
application can be achieved through this model. 4) The model is flexible and can be
enhanced for additional machine learning algorithms. 5) The model can generate an
organized code (after model to text transformation) in python with various modules
of the model as functions. Python is well known language for implementing machine
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Fig. 2. Instance model for application placement

learning algorithms and many built in packages are available, so implementation of rule
generation algorithms will be a simpler task in python. 6) This model can be used as a
source model for model to model or model to text transformation.

The model has been validated with some realistic parameters of user expectations.
Validation shows that the proposed technique is capable enough to address the problem
systematically and efficiently. The model has some generic approach that needs to be
converted to concrete implementation after code generation. User can definemany things
including objective function and optimization algorithm.

6 Model Evaluation

Evaluation criteria for model has been defined based on certain parameters i.e. (1) Com-
plexity: How much the proposed algorithm is complex from computational point of
view, iterations and execution and resources? (2) Flexibility:Howmuch an algorithm is
vulnerable to adopt modifications in future? (3) Scalability:Howmuch a system can be
enhanced formore functionality and features? (4) Computational Cost:Cost of running
an algorithm based on time, resources utilization and efficiency (Table 2).

There are certain limitations of the proposed model. Model cannot be directly
translated to required language. There is always a platform and location dependency.
Moreover, user is required to provide implementation details in the code.
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Table 2. Comparison analysis table of previous and newly proposed model.

Algorithm Complexity Flexible Scalable Computing
cost

[10, 11, 15] Low Yes Yes High

[13] High No No High

[14] High No No Low

[17] High Yes Yes Low

[18] Low Yes No High

[19] Low No No Low

[20] Low Yes Yes Low

[21] High No No High

[22] Low No Yes High

[23] High Yes No High

Proposed Low Yes Yes Very low

7 Conclusion and Future Work

This paper discusses various issues related to fog computing and resource management
in the context of fog layer. We have proposed a Model Driven based framework for
placement of IoT applications on Fog nodes in Fog computing environment. It uses
machine learning approach to allocate fog node. The framework has provided flexibility
for adding more user expectations in terms of metrics and creates more rules using
machine learning algorithms. Output of model will be a python code. Model is validated
through an application placement case study using fuzzy logic algorithm. The framework
has provided flexibility for addingmore user expectations in terms of metrics and creates
more rules using machine learning algorithms. This model is a generic solution to the
problem of application placement in fog environment which is flexible to be enhanced
and transformed into a well-formed code. For future work, this model can be further
simulated and can be used for real time scenarios. It can be automated and thereafter
used for various customized scenarios of fog applications as well.

References

1. Al-Fuqaha, A., Guizani, M., Mohammadi, M., Aledhari, M., Ayyash, M.: Internet of Things:
a survey on enabling technologies, protocols, and applications. IEEE Commun. Surveys Tuts.
17(4), 2347–2376 (2015)

2. Lin, J., et al.: A survey on Internet of Things: architecture, enabling technologies, security
and privacy, and applications. IEEE Internet Things J. 4(5), 1125–1142 (2017)

3. Bonomi, F., Milito, R., Zhu, J., Addepalli, S.: Fog computing and its role in the internet
of things. In: Proceedings of the First Edition of the MCC Workshop on Mobile Cloud
Computing, pp. 13–16. ACM (2012)



A Model-Driven Framework for Optimum Application Placement 111

4. Stojmenovic, I., Wen, S.: The fog computing paradigm: scenarios and security issues. In:
FedCSIS. IEEE (2014)

5. Qin, B., et al.: Design and application of fog computing model based on big data. In: 2019
IEEE 2nd International Conference on Information and Computer Technologies (ICICT),
pp. 93–97. IEEE, March 2019

6. Wang, P., Liu, S., Ye, F. and Chen, X.: A fog-based architecture and programming model for
iot applications in the smart grid (2018). arXiv preprint arXiv:1804.01239

7. Dang, T.D., Hoang, D.: A data protection model for fog computing. In: 2017 Second Inter-
national Conference on Fog and Mobile Edge Computing (FMEC), pp. 32–38. IEEE, May
2017

8. Jia, B., Hu, H., Zeng, Y., Xu, T., Yang, Y.: Double-matching resource allocation strategy in fog
computing networks based on cost efficiency. J. Commun. Networks 20(3), 237–246 (2018)

9. Mohamed, N., Al-Jaroodi, J., Jawhar, I., Noura, H., Mahmoud, S.: UAVFog: a UAV-based
fog computing for Internet of Things. In: 2017 IEEE SmartWorld, Ubiquitous Intelli-
gence & Computing, Advanced & Trusted Computed, Scalable Computing & Commu-
nications, Cloud & Big Data Computing, Internet of People and Smart City Innovation
(SmartWorld/SCALCOM/UIC/ATC/CBDCom/IOP/SCI), pp. 1–8. IEEE, August 2017

10. Yao, H., Bai, C., Xiong, M., Zeng, D., Fu, Z.: Heterogeneous cloudlet deployment and user-
cloudlet association toward cost effective fog computing. Concurr. Comput. Pract. Experience
(CCPE) 29(16), e3975 (2017)

11. Minh, Q.T., et al.: Toward service placement on fog computing landscape. In: 2017 4th
NAFOSTED Conference on Information and Computer Science. IEEE (2017)

12. Mahmud, R., Srirama, S.N., Ramamohanarao, K., Buyya, R.: Quality of experience (QoE)-
aware placement of applications in fog computing environments. J. Parallel Distrib. Comput.
132, 190–203 (2019)

13. Skarlat, O., Nardelli, M., Schulte, S., Borkowski, M., Leitner, P.: Optimized IoT service
placement in the fog. SOCA 11(4), 427–443 (2017). https://doi.org/10.1007/s11761-017-
0219-8

14. Bitam, S., Zeadally, S., Mellouk, A.: Fog computing job scheduling optimization based on
bees swarm. Enterp. Inf. Syst. (EIS) 12(4), 373–397 (2017)

15. Kabirzadeh, S., Rahbari, D., Nickray, M.: A hyper heuristic algorithm for scheduling of fog
networks. Algorithms 19, 20 (2017)

16. Sun, Y., Lin, F., Xu, H.:Multi-objective optimization of resource scheduling in fog computing
using an improved NSGA-II. Wirel. Pers. Commun. 102(2), 1369–1385 (2018)

17. Cardellini, V., et al.: OnQoS-aware scheduling of data stream applications over fog computing
infrastructures. In: 2015 IEEE Symposium on Computers and Communication (ISCC). IEEE
(2015)

18. Rasheed, Y., et al.: A model-driven approach for creating storyboards of web based user
interfaces. In: Proceedings of the 2019 7th International Conference on Computer and
Communications Management. ACM (2019)

19. Khan, J.A., Westphal, C., Ghamri-Doudane, Y.: Offloading content with self-organizing
mobile fogs. In: 2017 29th International Teletraffic Congress (ITC 29). IEEE (2017)

20. Li, C., Zhuang, H., Wang, Q., Zhou, X.: SSLB: selfsimilarity-based load balancing for large-
scale fog computing. Arab. J. Sci. Eng. 43(12), 7487–7498 (2018)

21. He,X.,Ren,Z., Shi,C., Fang, J.:Anovel load balancing strategy of software-defined cloud/fog
networking in the internet of vehicles. China Commun. (Chinacom) 13(2), 140–149 (2016)

22. Rasheed, Y., Azam, F., Anwar,M.W.: A novel framework and tool formulti-purposemodeling
of physical infrastructures. In: 12th (ICCMS 2020), Brisbane Australia (2020)

23. Anglano, C., Canonico, M., Guazzone, M.: Profit-aware resource management for edge com-
puting systems. In: Proceedings of the 1st InternationalWorkshop onEdge Systems,Analytics
and Networking. ACM (2018)

http://arxiv.org/abs/1804.01239
https://doi.org/10.1007/s11761-017-0219-8


112 M. Arif et al.

24. Bonomi, F., Milito, R., Zhu, J., et al.: Fog computing and its role in the Internet of Things.
In: Edition of the MCC Workshop on Mobile Cloud Computing, pp. 13–16. ACM (2012)

25. Yin, Y.: Research and implementation of embedded intelligent gateway based on Internet of
Things. Beijing University of Technology (2013)

26. Anwar, M.W., Rashid, M., Azam, F., Kashif, M., Butt, W.H.: A model-driven framework for
design and verification of embedded systems through System Verilog. Des. Autom. Embed.
Syst. 4, 179–223 (2019). https://doi.org/10.1007/s10617-019-09229-y

27. Xu, J., Ren, S.: Online learning for offloading and auto scaling in renewable-powered mobile
edge computing. In:GlobalCommunicationsConference (GLOBECOM), IEEE. IEEE (2016)

28. Anwar, M.W., Rashid, M., Azam, F., Naeem, A., Kashif, M., Butt, W.H.: A unified
model-based framework for the simplified execution of static and dynamic assertion-based
verification. IEEE Access 8, 104407–104431 (2020)

29. Sood, S.K., Singh, K.D.: SNA based resource optimization in optical network using fog and
cloud computing. Opt. Switch Netw. 33(3), 114–121 (2017)

https://doi.org/10.1007/s10617-019-09229-y


Diffusion of Knowledge in the Supply
Chain over Thirty Years - Thematic
Areas and Sources of Publications

Anna Maryniak , Yuliia Bulhakova , W�lodzimierz Lewoniewski ,
and Monika Bal(B)
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Abstract. The subject of consideration is the diffusion of knowledge
about supply chain management analyzed through the prism of coun-
tries, journals, scientific carriers of knowledge and detailed analysis of
keywords.

The research aims to diagnose which thematic areas of the supply
chain have dominated in the last three decades, i.e. since 2019, and there-
fore in which direction the diffusion of knowledge has developed.

In total, almost 80,000 literary items were generated from SCOPUS.
The author’s program was used for some research stages.

As a result of the research, it was found, among other things, that
in the initial stage of development of management sciences most of the
works were published in the field of inventory management, with time the
focus was on the costs of supply chain management, and nowadays the
topics related to the sustainable supply chain are dominant. At the same
time, the topics that are constantly in the spotlight have been identified
as well as topics where knowledge diffusion is growing rapidly.

In the future, by adopting a very short analysis time series, it is pos-
sible to identify likely new dynamic research foci such as supply chain
4.0

Keywords: Supply chain · Knowledge diffusion · Industry 4.0

1 Development of Scientific Knowledge in the Field of
Supply Chains - the Inclusion of Bibliometric

So far, the development of knowledge in the field of supply chain management has
been examined through the prism of its horizontal flow between the links consti-
tuting the chain. Among others, research gaps have been pointed out concerning
knowledge management processes such as knowledge: creation, storage, transfer,
sharing, application in relation to such areas as: “factors affecting knowledge
management”, “knowledge management systems”, “barriers”, “performance” [6].
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Research gaps were sought in such areas as “organizational context”, “interper-
sonal and team characteristics”, “cultural characteristics”, “individual character-
istics”, “motivational factors” [36] and such areas as outsourcing, new product
development, decision support, risk management and construction [24]. Diffu-
sions of knowledge in a narrow subject area, such as the closed supply chain
loop, were also studied [26].

This study focuses on the diffusion of scientific knowledge, i.e. at levels other
than those mentioned above. The research aimed to identify the dominant the-
oretical and empirical thematic areas which have been undertaken in the last
thirty years, i.e. since 2019.

The research was inspired by publications in which the diffusion of knowledge
was considered through the prism of journalistic carriers [27].

Establishing directions for the development of knowledge on supply chains
(SC) can be a signpost for supply chain decision-makers. It is therefore essential
to take up this thread.

The research was conducted in several stages (Fig. 1). Because in the fourth
and fifth stages the themes were combined, the author’s program was used in
these stages.

At the beginning of the research the carriers of knowledge in supply chain
management were identified. Countries, authors and publishing positions were
adopted as the carriers.

It is presented in which countries the authors who were most productive came
from (Fig. 2) and who specifically is the most active creator in the supply chain
management sciences (Table 1).

In the first decade analyzed, countries such as the United States, the United
Kingdom, and Canada dominated the dissemination of supply chain knowledge.
In the supply chain management sciences, countries such as Germany, India and
the United Kingdom, the United States and China have been at the forefront of
productivity-oriented research. It can, therefore, be concluded that the develop-
ment of science has significantly expanded to include Asian countries.

Table 1. Authors who published the most in the field of SC at individual time intervals.
Source: own elaboration based on the Scopus.

Years Authors

1990–1994 Towill D.R., Ellram L.M., Cooper M.C., Berry D., Bessant J.

1995–1999 Towill D.R., Anon, Naim M.M., Van Hoek R.I., Holmström J.

2000–2004 Tinham B., Towill D.R., Navas D., Anon, Chai Y.

2005–2009 Zhao L., Chan F.T.S., Deshmukh S.G., Puigjaner L., Disney S.M.

2010–2014 Sarkis J., Govindan K., Chan F.T.S., Choi T.M., Huang G.Q.

2015–2019 Govindan K., Gunasekaran A., Sarkis J., Choi T.M., Jermsittiparsert K

This is probably due to the rapidly growing economic level in these countries,
the growing number of science centres and the attractiveness of Asian markets
for locating supply chain links there. Among the authors who have been most
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Fig. 1. Research stages.

productive at least for a decade, there are such scientists as Towill D.R., Chan
F.T.S., Sarkis J., Govindan K., Choi T.M.

In the next research stage, it was determined which journals are of key impor-
tance for the SC knowledge fusion, i.e. how the role of these journals has changed
over the ten-year period. For this purpose, out of most frequently cited items,
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Fig. 2. Countries where most SC articles were published in the various time frames.
Source: own elaboration based on the Scopus.

the 15 most popular journals in a given period of time were selected and their
significance was determined as a percentage, taking as 100% the number of the
most frequently cited articles from all 15 items (Fig. 3).

Taking into account the whole period under study, the most frequently
quoted journals were those of the following: Internatinal Journal of Production
Economics (764), European Journal of Operational Research (453), Journal of
Cleaner Production (381), Supply Chain Management (353).

Over the years studied, there are two carriers of knowledge, which runs
through over the last sixty years and stand at the same time highly ranked among
the sources containing the most frequently quoted items. These are, respectively,
the International Journal of Production Economics and the International Jour-
nal of Physical Distribution and Logistics Management. Since the mid-1990s, the
magazine Supply Chain Management has also played a very important role.

Recently, the journal Journal of Cleaner Production has become particularly
important.
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Fig. 3. Magazines in which the articles in the supply chain were most frequently quoted
in selected time series. Source: own elaboration based on the Scopus.



118 A. Maryniak et al.

2 Diffusion of Research Topics

In the next stage of the study, all keywords according to Scopus nomenclature
were separated. Next, the words that were cited 100 or more times were analyzed
and grouped thematically (if necessary). For example, the cost slogan included
such phrases as “cost” into one group: “transportation cost”, “cost-benefit anal-
ysis”, “cost-effectiveness”, “cost reduction”, “cost analysis”. In the next step,
words that do not directly indicate the subject of the research were eliminated
from the list. For example, “algorithms”, “heuristics methods”, “China”, “prob-
lem solving”. The resulting list of words was arranged according to the most
frequent occurrence - fifteen for each time series.

Based on the analysis of source data (Table 2), it can be concluded that
the popularity of some topics has increased particularly dynamically over the
last decade. These are “sustainability”, “life cycle”, “commerce”, “competition”,
“human” and “coordination”, “risk analysis”, “sales”, “ecology”. There is also
a group of topics that is constantly at a high level of interest of researchers.
It is connected with such slogans as: cost analysis, information management,
inventory, competition, product design.

Due to the extensive list of generated data, Table 2 presents a ranking of the
most popular topics over the period under study.

In the initial period of knowledge development on supply chain manage-
ment, the focus was on stock management (1990–2004). Costs were the most
popular topic in the next decade, while in the last decade examined the interest
of researchers shifted to sustainable aspects of the supply chain (Fig. 4).

Fig. 4. Number of articles on SC published in each time slot, indicating the most
popular topics. Source: own elaboration based on the Scopus.

Based on the analysis of the latest literature (keywords) from 2019–2020, it
can be assumed that in the next decade 2020–2024 the focus will be on Industry
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Table 2. The most common thematic words in the series temporary - diffusion of
research topics.

1990
-1994

1995
-1999

2000
-2004

2005
-2009

2010
-2014

2015
-2019

Name
Ranking position

5ytilibaniatsuS 1
Cost analysis 3 3 1 1 1 2

87sisylanaksiR 3
541selaS 2 4

511ygolocE
411tnemeganamnoitamrofnI 3 6

Inventory 1 1 2 2 6 7
8elcycefiL
99ecremmoC

215noititepmoC 3 7 10
11namuH

Green supply chain 15 12
Coordination 14 10 13
closed-loop supply chain 14
Product design 10 7 9 13 15
Quality control 9
Radio frequency identification (rfid) 12
Production control 4 7 14 15
Marketing 2 4 6 10

65ecremmoccinortcelE
21noitcafsitasremotsuC 3 8

Strategic planning 5 2 4 11
412189ygolonhcetnoitamrofnI
431yrtsudnI

Societies and institutions 10 11 12
9gninnalpecruoseresirpretnE

631gnisahcruP
Resource allocation 8
Distribution of goods 6 13
Electronic data interchange 8
Personnel 12
Just in time production 7 15
Control systems 11
Just in time production 14
Raw materials 14
Total quality management 15

4.0 related topics in the context of supply chains, including in particular technolo-
gies such as: IoT, Big Data, Cloud Computing, Block chain, CPS, Cyber security,
M2M, Layered Production of Products (Additive Manufacturing, 3D Printing),
Augmented Reality, Autonomous Robots, Autonomous Vehicles, Technology of
Systems Locating Moving Objects in Real-Time.
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Selected, most popular topics (inventory: 1990–1994 and 1995–1999, cost:
2000–2004, 2005–2009 and 2010–2014, sustainable supply chain: 2015–2019) were
analyzed in terms of their content. Within their framework, sample issues were
presented.

A comprehensive discussion of these issues and an extension of the analysis
to the remaining identified topics in Table 2 may be the basis for future delibera-
tions, the publication of which (due to the volume of the generated data) would
require a book character.

2.1 Time Interval 1990–1994

In the period under study, the focus of scientists was primarily on aspects of
stock management.

The publications analyzed in the period under review show that knowledge
about basic, optional stock management strategies that can be implemented is
necessary to make the right decisions [38]. It is a starting point for deeper anal-
yses. It is noted that stock levels in supply chains can be optimized by reducing
the scope of disruptions and changing the structure of the supply chain system
[21] and by introducing various concepts and tools such as layout, pull system,
JiT, EDI [29]. However, the most effective way to optimize stock levels results
from sharing information in the supply chain with a clear separation of real
demand from demand related to the need to maintain stock [38]. It is important
to consider stocks in the context of decentralizing control of goods flows in the
supply chain (where centralization is not impossible for organizational reasons
and information flow problems). Creating optimization models for this flow is
very necessary for economic life [17]. As a rule, models take into account many
important factors, which complement each other. For example, the introduction
of stock management in the JIT system should go hand in hand with a free flow
of information in the supply chain [33].

2.2 Time Interval 1995–1999

In the second separated period, the scientific world also focused on the aspects of
stock management. The studies stress the importance of knowing the reasons for
the appearance of the so-called bullwhip effect. It is believed that demand signal
processing, rationing game, order batching, and price variations are the primary
sources of flow level distortions and there are indicated ways of leveling them,
which primarily are based on the proper flow of information [18]. The importance
of the bullwhip effect to a firm differs greatly depending on the specific business
environment.

Given appropriate conditions, however, eliminating the bullwhip effect can
increase product profitability by 10–30% [25]. However, there are situations when
it is impossible to definitely predict the demand and the seller is exposed to the
risk of predetermined rise volumes that were not sold. In such a situation, it
is possible to set such a price level for the producer purchasing its goods that
it is beneficial for both parties [10]. From the works from this period, it can
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be concluded that sharing information and greater cooperation leads to better
stock management. Therefore, the following can be concluded. It is recommended
to introduce EDI type tools [12] and other solutions. However, there are also
opposing opinions. It has been proved that competition rather than cooperation
results in decreasing inventory level [4].

2.3 Time Interval 2000–2004

In the next period, supply chain studies continued to focus on costs. Opportu-
nities for cost reduction were seen in the integration of partners in the supply
chain. Among other things, the benefits of using the VMI concept [19] as well
as an online platform that is more accessible to smaller players than EDI [11]
are pointed out. This contributes to reducing inequalities in the benefit-sharing
chain. This is important because, as it is emphasized, the phenomenon of shift-
ing activities and costs of supply chain management systems to contractors is
common [31]. Empirical research has shown that in chains where information
exchange is full, costs are on average more than 2.0% lower than in those where
information is exchanged only in the traditional form of orders. However, the
use of IT technology to improve the flow of goods in the chain results in a much
greater cost reduction (on average by about 20%) than using it to exchange
information [3].

Another issue raised during this period was the development of so-called
Key Performance Indicators of supply chains. The research has shown that one
of the KPIs traditionally used in the business is logistics costs, which in practice
are measured in companies regardless of the measurement of quality, delivery
performance or time. Modern methods, on the other hand, are based on value
measurement, however, the financial result is still the most frequently used KPI
(in 38%), so cost analysis remains crucial [14].

2.4 Time Interval 2005–2009

In the subsequent period under examination, costs were still the most frequently
dis-cussed issue in supply chain management publications. The cost criterion is
indicated in the studies as one of the most important criteria in the process
of selecting a global supplier, apart from the quality, service efficiency, supplier
profile and risk [7].

Among other things, it is indicated that transactional costs in the supply
chain include both direct costs of relationship management and the costs of
potential bad management decisions. According to the theory of transactional
costs, it is assumed that the contractors in our chain are opportunistic and it
is necessary to control and monitor their actions in a costly manner. On the
other hand, limited rationality caused by communication disruptions forces to
mistrust and burdensome conclusion of detailed contracts [5].

Particularly in the second half of the period under consideration, cost, sus-
tainability, and green supply chain issues were often combined in studies. Compa-
nies expect that the implementation of green activities will result in the reduction
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of costs incurred due to the waste of resources and pollution, which in turn will
contribute to increased competitiveness [28,35]. Moreover, it has been proven
that respecting employee rights and safety rules in a sustainable supply chain
reduces labor costs [5].

At the same time, it is emphasized that the conviction of high implementation
costs of such initiatives is one of the most important internal barriers in the
transformation of the supply chain to a more sustainable one [5,28,35]. One of
the ways to reduce them is to implement them is to use lean management at the
same time [28].

The analysis crystallizes three basic research topics: stocks (first and second
time frames), costs (third, fourth and fifth-time frames) and sustainable activ-
ities in the supply chain (sixth-time frames). Given that the number of publi-
cations has been growing dynamically over the years (and that other attractive
topic have there-fore emerged), it can be assumed that the importance of the
established, most popular topic is increasing as time progresses.

2.5 Time Interval 2010–2014

In the next period, costs were still among the most common topics in the context
of supply chain management. During this time, among other things, modeling
shows that the competitiveness of a product moving along the supply chain is
highly dependent on optimizing the entire supply chain over the entire planning
horizon. Thus, this cost is not only influenced by, for example, the price of the
raw material obtained, but also, to a large extent, by economies of scale or
proximity to sales markets [16]. It is also stressed that it is not appropriate to
adopt the cost criterion when selecting contractors in supply chains [15].

The cost issue is also related to the greening of economic life. For example,
it is indicated that profits in the supply chain due to its “greening” increase in
the situation of integration of its participants. This can be ensured by means of
a formal mechanism, such as the construction of a contract for the producer’s
wholesale price [32]. Empirical research also concludes that by designing environ-
mentally friendly products and recovering products and packaging, organizations
reduce costs for the organization [9].

2.6 Time Interval 2015–2019

In the sixth period, the issue of “sustainability” from the perspective of supply
chain management was the most popular interest of the authors. Among other
things, it has been shown that social risks are perceived as ”slightly lower risk”
than economic or environmental ones, even though social problems are more
visible in the media [13]. An interesting discovery is also a negative correlation
be-tween the financial crisis and energy consumption and pollution. This indi-
cates a temporary, positive environmental impact resulting from the economic
downturn.

The studies also prove that focusing on green technologies in production,
storage, and logistics processes increase customer demand and save costs, which
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ultimately increases the economic stability of companies and their profitability
[23]. The scientific literature also emphasizes that for the green supply chain,
the operational risk (machine, equipment or facility failures, shortage of skilled
labor, level of green technology, etc.) takes priority over other risk categories. The
financial risk category comes second and plays a key role in the adoption of the
green supply chain management concept [8]. With regard to building operational
processes, attention is also paid to the methodology of choosing green suppliers.
It is illustrated how AHP and VIKOR tools can be useful in this process [22].

3 Proposals for Future Research

As a result of the work undertaken on the content of the most frequently quoted
items, it can be concluded that there is a need to increase research on the rela-
tions between the selected key topics, especially in a holistic approach, covering
all participants in a given undertaking.

The creation of sustainable chains should primarily aim to optimize the stock
management, as there is a huge potential for savings, not yet fully exploited, in
the efficient stock management, the reduction of CO2 emissions and the reduc-
tion of waste (which are associated with the movement and storage of goods).

The implementation of sustainability principles into supply chains can lead to
optimization of stock levels among all participants. It is important to examine
the direction and strength of this correlation. Therefore, there is a need for
evidence:

H1: The implementation of the idea of a sustainable supply chain has a posi-
tive impact on stock management in social, environmental, and economic terms.

Determining the extent of this impact and the results of this can motivate
sustainable action and bring new knowledge in the area of management and
quality sciences (Fig. 5).

There is also a need to explore the links between the implementation of
sustainable activities in the supply chain and business costs.

Studies to date indicate reductions in energy consumption, waste, etc., but
there is little concrete calculation of the savings generated.

It is therefore provisionally assumed that:
H2: The implementation of sustainable chains has a positive and measurable

impact on the financial sphere of the whole supply chain (Fig. 5).
Previous review studies of the supply chain focus, for example, on current

trends (concerning sustainability [34], individual 4.0 technologies such as IoT,
Blockchain [2,37]), defining the supply chain [20] or designing the supply chain
in uncertain conditions [30].

The authors made qualitative and quantitative analyses mainly through the
prism of thematic areas, theoretical models, detailed technologies, innovative
solutions in the context of one or more industries [1,39].

Based on the obtained research results it is not possible to make a bench-
marking about already existing items of the review work, because none of the
items adopted the same time sequence and the same research methodology.
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Fig. 5. Research scheme - the relationship between key topics undertaken in the SC.
Source: [own elaboration based on the Scopus]

Furthermore, by using a dedicated search algorithm, the work was based
on a much larger record base than traditional search work (using keywords or
themes, or abstracts) and was not concentrated on specific themes or industries,
so it adopted a holistic approach.

4 Conclusions

As a result of the work carried out, it was found that the most dynamic devel-
opment of SC knowledge in countries such as the United States and China, and
its most popular scientific medium, taking into account all the years studied,
was the International Journal of Production Economics, whereas for the last five
years it was the Journal of Cleaner Production.

Over the past thirty years, it has emerged that the science of supply chain
management and quality is still based on inventory management and cost anal-
ysis, while in recent years, issues relating to the implementation of sustainable
activities in supply chains have become increasingly important. Also, in the
period under study, topics related to such slogans as: risk analysis, sales, chain
greening, information management, product life cycle, human, commerce, coor-
dination, competition, product design were popular. Over the past thirty years,
it has emerged that the science of sup-ply chain management and qualities con-
tinues to be based on inventory management and cost analysis, while in recent
years issues relating to the implementation of sustainable activities in supply
chains, risk, sales, green chains, information management, and product life cycle
assessment have gained particular importance.

It has also been concluded that there is a need for research to capture the links
be-tween the main identified themes in the supply chain management sciences
over the years. Given that current scientific studies are generating a dynamic
diffusion of economic knowledge 4.0, it is likely that this will be the fourth
fundamental research topic.
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Abstract. Rostering is a complex problem widely analyzed in the optimization
area in order to create proper solutions in acceptable duration. After examination
of the existing solutions, genetic optimization with greedy approach for schedule
construction was proposed for the real-life staff timetable-scheduling problem.
The algorithm consists of two steps. In the first step, the greedy approach is used
to create an initial in polynomial time depending on the numbers of workers and
tasks. In the second step, the genetic optimization is performed with respect to the
schedules created initially. Using the proposed approach, it is possible to consider
hard and soft requirements, such as staff overtime, preferable but optional tasks,
free-time periods etc., as a weighted combination of them by defining weights in
the evaluation function next to the proper parameter. The cascaded task assign-
ments enable to consider hard constraints such as workers’ holidays or short non-
working periods, minimum break requirements, obligatory working periods and
other constraints which appear in real life. The dataset of more than 2000 tasks
and 50 flight service staff has been used for testing. The analysis showed that the
proposed algorithm can be easily parallelized and adopted to big datasets.
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1 Introduction

Schedule construction for the service staff is a complex problem, especially if the task
distribution is not uniform in the scheduled time and there are special requirements
on task performance. For example, in case the schedule is constructed for the flight
customer service staff, there may be requirements to have a certificate to maintain a
flight. Obviously, the staff timetable directly depends on the flight schedule. The set
of requirements combined with state labor laws and preferences of timetable make
scheduling a challenging problem. Such construction of the schedule is based on the
tasks rostered for workers.

In this article, an algorithm for the problem of scheduling customer service staff
group was proposed. The algorithm was designed to fulfill the needs of the airport with
approximately 50 ground staff members and 1000 flights per month. With respect to the
requirements of the company, 2 or 3 staff members handle each flight. On the contrary
to most of the algorithms proposed in the earlier research, the limited availability of
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workers due to the planned holidays or obligatory training sessions is considered in this
research.

The proposed algorithm combines the genetic optimization to find the best set of
tasks for each worker and greedy approach to construct a schedule. Firstly, greedy
approach was employed to construct an initial schedule. Secondly, genetic optimization
was performed to obtain a new set of tasks suggested for workers. Finally, after the
main steps of genetic algorithm, a schedule was again constructed using the greedy
approach. The proposed algorithm ensures that the hard constraints are not violated
after an optimization step. On the contrary to the obligatory constraints defined by the
country labor laws, the requests may not be satisfied. They are usually related to the
convenience of the timetable.

2 Literature Review

The algorithms for the rostering problem have been an object of research for decades.
Recent computational capabilities and application of parallel computing allow to
improve the existing solutions or create the new ones which satisfy the real-life demands.
One of the mostly analyzed rostering problems is the nurse rostering [1, 2] which is a
part of the home health care rostering system [3]. Although the nurse rostering problem
is highly dependent on the constraints, instances and requirements [4], it generalizes the
rostering problem applied in various areas. Rostering and scheduling problems are also
met in other areas such as the driver rostering in public bus transport [5] and the aircraft
crew rostering [6]. They all can be generalized to the personnel scheduling problem
[7–9].

Main modules, application areas and solution methods of the rostering process,
were discussed in [10]. The main principles for schedule construction were presented
in [11] with the guidelines how to formulate the objective function and constraints.
Various techniques or their combinationswere applied tominimize the objective function
which defines the goodness of the schedule. The heuristic decomposition approaches
were applied for the personnel rostering problem in [12]. Mathematical programming
formulation for the scheduling problemwith hierarchical approach to plan the workforce
for check-in counters was provided in [13]. A staff rostering system with heuristic
algorithm based on simulated annealing was described in [14]. Despite the different
approaches proposed to solve the problem, it is stated that the genetic algorithm with
the composite chromosome is still an effective and efficient method to use in the shift
assignment process [15].

Various procedures of the genetic optimization were applied for the rostering prob-
lem. For example, two types of mutation steps were applied to solve the airline crew
recovery problem [16]. In this article, the population was constructed of the two-
dimensional chromosomes which represented the flights assigned to workers at the given
period. In [17], the genetic optimization approach for crew-pairing was proposed for the
real life dataset and the objective functionminimizationwas performedby themulti-point
crossover operation.

The comprehensive review of the existing approaches was provided in [18]. The
existing staffing and scheduling solutions were classified by the performance met-
rics, approach and application area. Unfortunately, it was concluded that although the
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research field grows rapidly, most of the solutions lack the implementation for the real-
life problems and even real-life solutions are limited to relatively simple stationary
approximations.

Although the constraints used in the scheduling problem usually are defined by the
country laws, their formulations are similar in all countries and the respective research.
The main difference between the solution proposed in this article and other research is
the flexibility of the shifts. For example, usually just few types of shifts such as morning,
afternoon and night are considered in the nurse rostering problem [4] as it is stated
that flexibility of the shift patterns complicates the scheduling problem. In this article
the algorithm to form the shifts dynamically based on the tasks assigned to worker is
suggested. This allows to combine different tasks in one shift according to the individual
worker’s certificates and constraints.

3 Problem Definition and Formulation

The nomenclature used in the article is summarized in the Table 1.

Table 1. Nomenclature.

Notation Description

E Set of tasks

W Set of workers

C Set of hard constraints

S Set of task types

Parameters of task, e ∈ E

es Task start time

ee Task end time

et Task type, et ∈ S

Worker’s parameters, w ∈ W

wmwt Maximum working time per month

wmo Maximum overtime per month

wmwds, wmns Maximum consecutive working days/nights

wpwds Preferred consecutive working days

wmfds Minimum consecutive free days

wpfds Preferred consecutive free days
{
ws1 , . . . ,wsK

} ∈ ws Types of tasks w is certified to perform
{
wwpL , . . . ,wwpK

} ∈ wwp Obligatory working periods
{
wnwp1 , . . . ,wnwpK

} ∈ wnwp Non-working periods
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The rostering problem is classified as an optimization problem with constraints. The
constraints include service resources, worker preferences, laws determined by country,
etc. The constraints are categorized to hard and soft. The examples of hard constraints
cwk ∈ C are timetable rules defined by the country labor laws, set of tasks a worker is
certified to perform, ability to perform only one task at a time. The constructed schedule
is defined as valid if it does not violate any hard constraints. Soft constraints correspond
to worker’s requests to construct a schedule which satisfies the specific requirements.
Although due to the shortage of workers or other reasons soft constraints can be violated,
this results in the increased value of the objective function. The aim is to minimize the
penalty generated by the violation of the soft constraints and unassigned tasks. The
problem can be formulated as:

min(�1 + �2), cwk = 1,∀cwk ∈ C,∀w ∈ W (1)

�1 =
∑

e∈Eu
(ae ∗ (ee − es)) (2)

�2 =
∑

w∈W
(
ao ∗ f o

(
Xw) + al ∗ f l

(
Xw) + ad ∗ f d

(
Xw) + av ∗ f v

(
Xw))

(3)

hereEu is the set of unassigned tasks, (ee − es) is the task duration and ae is a coefficient,
which defines the importance of each task. Xw is a schedule constructed for the specific
workerw. In the proposed approach, worker’s scheduleXw is an array for the scheduling
period discretized to intervals. The functions f o, f l , f d , f v evaluate the goodness of this
worker’s schedule, where f o is the overtime, f l returns the idle time (the total working
timewithout tasks assigned), f d corresponds to the summedabsolute differences between
the preferred and planned in the schedule consecutive free days

(∣∣wmfds − wpfds
∣∣) and

f v returns the number of short working periods. The coefficients ao, al , ad , av next to
the terms allow to control the impact of each parameter to the penalty value.

4 Algorithm

The minimization of the objective function (1) is based on the genetic optimization. The
schedule construction process is provided in Fig. 1.

The algorithm consists of three main stages. The first stage is the preparation of the
data structures for the later stages. The initial set of solutions is created in the second
stage. The obtained solutions are improved in the third stage which is dedicated for the
optimization.

In the first stage the scheduled period is discretized to short periods (for example,
15 min). The templates

{
X1, . . . ,X|W|

} ∈ X of the timetable with the periods possible
to work are formatted for each worker. The template Xi consists of array, where each
element can obtain values −1, 0 or 1. The value −1 means that the worker cannot work
at that period because of the hard constraints. The value 1 defines that the period is
assumed as a working period and the obligatory tasks are assigned to the worker at that
time. The value 0 is used as a default value in the template and means that the working
period can be formed in the corresponding period. The template of worker’s schedule
is filled according to the information provided in wwp and wnwp. Usage of the initial
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templates enables to ensure that the hard constraints are not violated in the later stages.
At the second stage, N initial individuals in the form of task-worker distributions are
created. Each individual is represented by an independent schedule I = (X,Ew,Eu)

which consists of a timetable X for all workers, listsEw of tasks assigned to each worker
and a list Eu of unassigned tasks. After this step, all schedules are valid and meet all
hard constraints.
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Fig. 1. Scheme of the schedule construction.

At the third stage, the genetic optimization is performed. The task-worker distribu-
tions after the initial construction of valid schedules are used as a current population.
As the schedules are dependent on the task-worker distribution, they are newly created
at each iteration. The individuals are sorted according to the goodness of the schedules
respective to the task-worker distribution. The optimization is performed by preserv-
ing M elite schedules. The remaining part (N − M) of schedules are regenerated in
parallel using mutation and permutation of the current stage individuals. The parent
individuals are chosen by tournament from K random individuals for each mutation.
The optimization loop is terminated if one of the following conditions is satisfied:

• value of the objective function is equal to zero;
• value of the objective functiondoes not change for the determinednumber of iterations;
• optimization process lasts longer than specified.

In practice, optimization loop should be terminated due to the second condition. This
means that it is the best solution found under the given limitations. The first condition
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means that the solution was found, but the better solution may exist by the means of
convenience with respect to the working time. The third condition indicates that the
convergence of the solution is too slow and worker constraints, genetic optimization
parameters N, M or computational resources should be revised to obtain result in the
desired time.

4.1 Construction of Individual

The individual I is constructed at the second part of the algorithm. The scheme of the
construction is provided in (Fig. 2).
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Fig. 2. Scheme for construction of an individual

If worker does not have any obligatory working periods, the construction of an
individual begins with the greedy algorithm. The tasks assigned to the worker are sorted
with respect to the start time and consecutively added to the schedule in case that addition
does not violate the hard constraints provided. This solution is heuristic and skipping
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some tasks even though all the constraints are met could result in a better global solution.
The optimal solution leads to two possibilities for each assignment such as to add the
task to the schedule or to skip the task. Unfortunately, two choices lead to exponential
complexity on the contrary to the proposed solution which can be implemented with
linear complexity for one worker and the total complexity for all workers resulting
in O(|W| × |E|). If worker has the obligatory working periods, the initial schedule
is formed in the data preparation stage. The additional tasks must be included with the
consideration of the previous and next periods in order not to violate the hard constraints.
Valid schedules are generated for the workers in this step and X is filled with respect to
the working/non-working periods.

After the first stage, the set of unassigned tasks Eu consists of the tasks which
cannot be performed by the worker they were assigned initially. However, they can
still be performed by the other workers. In the second stage, the attempts to assign
the unassigned tasks to other random certified workers are made under the following
conditions:

1. if the task canbeperformedby theworker during idle timewithout violating timetable
restrictions, the task is assigned to the worker;

2. if the schedule can be changed so that it does not violate the timetable restrictions,
the task is assigned to the worker and the schedule is modified.

Because of the consecutive filling of the timetable in the first stage, the worker
can have long working periods with no tasks assigned. Condition 1 means that the
timetable does not change but such idle periods are filled with tasks as much as possible.
Condition 2 means that the initial schedule of the worker is changed by extending the
existing working periods or adding new periods with considering the working time
constraints. The implementation of 1 is less expensive by the means of computational
resources, because it is enough to check only the break time constraints before assigning
the tasks to the worker with the idle working period. In order to modify the schedule
under the condition 2, it is necessary to check all worker’s constraints such as consecutive
working days and nights, overtime, etc. This constraint check can be performed locally,
and asymptotical complexity of the second stage remains O(|W| × |E|).

The third stage is designed to balance the working time of all workers by redistribut-
ing tasks between them. Due to the different set of task types which can be performed
by a worker, the tendency is that the workers with a wide set have large overtime and
the working time of others may be even less than the maximum working time without
overtime. The perfect balance would lead to the huge computational resources as the
balance ratios of the workers change after each step. Thereafter, the second stage could
be invoked after the change or a set of changes. That is why only a limited number
of attempts to redistribute tasks is performed. The attempt consists of selecting ran-
dom tasks assigned to the workers with the highest overtime and trying to assign them
to the workers with the smallest overtime. The complexity of this procedure depends
on the number of attempts but the upper bound of the schedule construction remains
O(|W| × |E|).
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4.2 Genetic Optimization Stage

Two approaches to create task-worker distributions were implemented in order to obtain
various combinations and preserve the achieved tolerable solutions.

Thefirst approach is designed to slightlymodify the obtained results. This approach is
applied with the probabilityµ. After selecting two parents from the previous population,
they are modified so that the unassigned tasks are assigned to random worker who
is certified to perform such task. Although the main part of task-worker distribution
remains the same, the schedules or the number of unassigned tasks can change crucially.
For example, if the newly assigned tasks are performed earlier, the schedule is created
based on them instead of the previous tasks due to the greedy approach used in the
construction. The modification results in the large changes if the solution in the previous
population was bad and small changes if the solution was close to optimal. After all
tasks are assigned to workers, two schedules for the modified task-worker distributions
are constructed and the one with the lower objective function value is selected as an
individual for the new population.

The second approach is based on the traditional two-point crossover of two indi-
viduals and is designed to create distributions significantly different from the previous
population. Firstly, two random indices P1 and P2 (P1 < P2) are generated. The child
individual is formedbyassigning the taskswith indices [0;P1− 1] and [P2 + 1; |E| − 1]
according to the first parent and tasks with indices [P1;P2] according to the second par-
ent. If the task is unassigned in the parental distribution, it is assigned to the random
worker who can perform this task type. In order to maintain almost even influence of
the both parents, the difference (P2 − P1) is equal to at least 40% and at most 60% of
the number of tasks. Secondly, the mutation is performed by assigning a small number
of random tasks to possible random workers. Finally, the schedule is constructed for the
created task-worker distribution.

5 Analysis of Results

Theworker set consists of 52workers whowork either full or part time. There are 23 full-
timeworkers who can perform tasks for 176 h in the analyzedmonth, 8 part-timeworkers
with 132 expected working hours and 21 half-time workers with 88 working hours. The
working hours of the month can vary because of vacation, working arrangements, etc.
The maximum number of consecutive working days is 5, minimum number of free days
is 2, the possible overtime which does not exceed 20 h for each worker.

The main aim of the optimization is to minimize the number of the unassigned tasks
and construct a valid schedule. The coefficients in the objective function are ae = 1000,
ao = 10, al = 1, ad = 10, av = 1 and were the same for all cases. These values were set
after consultation with the client and reflects to the client’s preferences. Additional high
penalty coefficient (1 000 000) forworking only one day between the free periods enables
to create a convenient schedule for workers. The unassigned tasks have amajor influence
in the objective function. They are evaluated by taking into account the duration of the
unassigned tasks multiplied by parameter ae as it is easier to assign shorter tasks, but
longer tasks form the main structure of the schedule. In order to guarantee that a flight is
serviced by at least one worker, the tasks in the group related to the same flight also have
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coefficients which define priorities. Other coefficients (al , av, ad) have weak influence in
the final value of the objective function because they represent the workers’ preferences
to work longer shifts instead of several short periods, to have a defined number of free
days and to have shorter idle time.

The same dataset of worker and tasks, hard and soft constraints was used in all
numerical examples. The tournament size equal to 5 was used to select the parent indi-
viduals in all cases. The numerical experiments were conducted using population size
of 30 individuals and number of the elite individuals equal to 15. The high value of the
objective function is obtained because of the several predefined non-working periods
which bound one possible working day.

It should be noted that the optimization process can last differently due to random-
ness. In addition, the results can differ although all the parameters are the same.However,
the provided results demonstrate the main tendency of the convergence with different
parameters of the genetic optimization.

The influence of the steps in the 2nd and the 3rd stages (Fig. 2) is considered. The
results were compared with a standard two-point crossover genetic algorithm with no
additional steps to improve the result. All testswere carried out on an Intel Core processor
3.2 GHz and 24 GB RAM and they were conducted considering 5 independent runs.

The changes of the objective function values in calculation time for the algorithm
with no or several additional stages after the genetic optimization are given in Fig. 3
and µ value equal to 0.3. The label A represents the results obtained with all three
stages included in the optimization. The label B denotes the results if only the two
stages are performed excluding the redistribution of the tasks. The results generated
for the algorithm with the additional step of assigning the tasks during the idle time
without schedule modification are labeled C. Label D represents the results obtained
if only the first stage of the individual construction is used in the algorithm. The label
GA represents the values obtained using a standard crossover genetic algorithm with
no additional steps. Although all tests were terminated due to the exceeded number
of maximum iterations with the same best solution, for the tests GA, C and D the
calculation time up to termination was significantly shorter than for the cases A and B.
The results of standard genetic algorithm (GA) are slightly improved by the combination
of two crossover approaches (D). The first step of the second stage (C) gives another
improvement of the results. However, the biggest step towards the acceptable solution
is made by adding the second step of the second stage when the tasks are assigned by
modifying the constructed schedule (B). The third stage of task redistribution (A) gives
another slight improvement which results is a fairer and more convenient schedule for
the workers.

In this article we provide a fragment of the schedule formatted using all three stages
of the algorithm (Fig. 4). These workers are employed either full time (ID9, ID34) or
part time (ID3, ID45). Grey areas define non-working periods given as hard constraints.
Dashed border represents days with obligatory working periods. If obligatory working
period is short, other tasks may be performed that day by extending the working period.
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Fig. 3. Changes of the objective function values in calculation time for the standard genetic
algorithm (GA), all stages included (A), 1st and 2nd (both steps) stages included (B), 1st and 2nd
(1st step) stages included (C), 1st stage included (D).algorithm (GA), all stages included (A), 1st
and 2nd (both steps) stages included (B), 1st and 2nd (1st step) stages included (C), 1st stage
included (D).

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31

ID3
03:15 
05:45

07:30 
19:30

19:30 
07:30

04:00 
06:30

17:30 
20:00

02:15 
18:00

03:00 
05:30

03:30 
06:00

04:30 
07:00

03:00 
05:30

09:15 
12:00

17:30 
20:00

11:30 
18:00

05:00 
07:30

07:30 
19:30

07:30 
19:30

19:30 
07:30

19:30 
07:30

03:00 
05:30

ID9
03:15 
17:00

04:30 
19:00

02:45 
18:45

04:30 
21:00

03:00 
16:00

04:00 
19:00

05:00 
18:00

08:45 
23:45

03:15 
16:00

04:30 
21:00

03:30 
12:00

02:15 
19:00

01:30 
14:15

03:00 
18:30

ID34
00:15 
13:45

02:30 
19:15

03:15 
14:00

04:00 
16:30

03:30 
16:30

03:30 
16:45

07:30 
19:00

04:00 
13:45

04:00 
19:45

04:00 
15:30

04:00 
19:00

11:45 
19:45

10:45 
13:30

03:15 
19:45

03:15 
16:45

04:00 
16:30

08:30 
19:45

ID45
04:00 
13:00

04:00 
06:30

03:00 
05:45

11:00 
13:30

03:30 
06:00

03:15 
14:00

04:00 
13:15

11:30 
19:45

03:15 
05:45

12:30 
19:45

19:15 
21:45

20:45 
05:00

17:15 
19:45

02:00 
04:30

03:30 
06:00

04:00 
19:45

04:00 
13:30

11:30 
20:30

11:30 
14:00

11:30 
14:15

04:00 
06:30

Day

Fig. 4. Fragments of the schedule with the lowest value of the objective function.

6 Conclusions

The application of genetic optimization to construct a schedule for the workers of the
flight service staff in the combination of the greedy approach to construct a schedule
for the individual worker was presented in this article. The testing was performed by
analyzing the real-life situations. This also enabled to adjust the algorithm to various
demands such as obligatory working periods and flexible shifts generated in the rostering
process which usually are not considered in research.

It has been shown that the algorithm can be applied to construct a main core of the
schedule by assigning most of the tasks to workers. The algorithm consists of three main
stages such as individual construction and schedule improvement. The improvement
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stages enable to reduce the value of the objective function significantly. Although the
objective in a schedule construction process is to satisfy all the constraints, usually in
practice it is not possible because of the lack of workers, complex flight schedule or
other reasons. The goodness of the schedule is a value judgment and the importance
of the criteria can be controlled by varying the coefficient values next to the respective
criterion in the objective function.
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Abstract. In this paper the solution of preventing active adversary attack, namely
Man-in-the-Middle (MiM) attack in e-Banking system is presented. The vulner-
able part of communications between user and Bank is the poor authentication
level at the user’s side. Therefore, it is a challenge to provide users by the modern
means of authentication using e.g. smart phones.

The conjunction of Diffie-hellman key agreement protocol and Schnorr iden-
tification protocol is presented by transforming Schnorr identification protocol to
Sigma protocol.

It is proved that proposed protocol is secure against active adversary attack,
namely against MiM attack under the discrete logarithm assumption.

Keywords: Cryptography · Identification · Key agreement protocol · Sigma
protocol

1 Introduction

Diffie-Hellman (DH) key agreement protocol (KAP) is a very important part to provide
secure communications. It is a main part of HTTPS protocol. But nevertheless it is
vulnerable towell knownMan-in-the-Middle (MiM) attack [1] that is an active adversary
attack.

MiM attack is an active adversary attack when the adversary uses the interaction
between legal parties to try and learn something that will let him impersonate Alice to
Bank andBank toAlice. SupposeAlice runs an identification protocolwithBank over the
internet.Anactive adversary controls the channel and canblockor injectmessages atwill.
The adversary waits for Alice to run the identification protocol with Bank and relays all
protocol messages from one side to the other. Once the identification protocol completes
successfully, the adversary sends requests to the bank that appear to be originating from
Alice. The bank honors these requests, thinking that they came from Alice. In effect, the
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adversary uses Alice to authenticate to the bank and then “hijacks” the session to send
his own messages to the Bank. As a consequence of these attacks adversary can decrypt
secret messages exchanged between parties or compromise their secret keys.

HTTPS protocol is widely used in e-banking systems. But nevertheless, so far there is
a very poor authentication level on the user’s side. Every bank can authenticate himself
using public key – PuK and its certificate which is recognizable by user’s browser,
while users are using passwords or random number generators supplied by bank. In
2019 the new authentication method appeared named as Smart-Id. It is more secure than
password based methods but nevertheless Smart-Id does not exploits all opportunities
that can provide recent cryptography.

The solution for MiM attack prevention is a realization of authenticated key
agreement protocol (AKAP) using public key infrastructure (PKI) methods.

The radical solution can be the cryptographic chip implemented in user’s smart phone
or in his credit card. This cryptographic chip could be supplied by bank to user with
public key cryptosystem (PKC) parameters and supporting software. This software can
be used to more secure authentication and communication session creation using AKAP.
Moreover, AKAPcan be combined togetherwith biometric identificationmethodswhich
popularity is growing nowadays but not so rapid as desirable.

But nevertheless PKI is quite complicated system and it has small popularity among
the users so far.

In general, the main principle to realize AKAP is to sign the data exchanged in DH
KAP or equivalently to use a certain identification protocol.

So far, the security of these identification protocols are based on a stronger security
assumption, namely on the decisionalDiffie-Hellman assumption (DDH) [2]. It would be
preferable to use weaker assumption, namely well known discrete logarithm assumption
[2].

It is desirable also that the identification protocol be compatible with the DH KAP
to reduce the computation resources in the user’s side. The most suitable in this case is
Schnorr identification protocol [2]. According to [2] so far there are no results confirming
or denying the resistance of Schnorr identification protocol against active adversary.

In this paperweproposeAKAPprotocol basedon combinationofDiffie-Hellmankey
agreement protocol (DH-KAP) and Schnorr identification protocol modified to sigma
Schnorr identification (SS-Id) protocol. The theorem proving a security of this protocol
against active adversary under the discrete logarithm assumption is formulated.

We will consider e-banking system with two legal parties communication with each
other, namely user Alice and Bank and adversary as an illegal party. We assume that in
all cases adversary has public keys of both parties and system parameters (SP) of used
cryptographic system.

2 Preliminaries

We are dealing with a cyclic group Gq of prime order q being a subgroup of cyclic mul-
tiplicative group of integers Z∗

p = {1, 2, . . . , p − 1} where multiplication is performed
modulo p. Then q is a prime factor of p−1. Let g is a generator g ofGq. Then according
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to Lagrange’s theorem and its consequences all elements of Gq except 1 are generators.
The explanations of these notions can be found in [2].

Let x be an integer 1 ≤ x ≤ q − 1, then dexp() in Gq is defined as follows:

dexpg(x) = gx mod p = a, a ∈ Gq. (2.1)

The inverse function to dexp() is a discrete logarithm function dlogg(a) and is defined
as follows

dlogg(a) = x mod (q − 1), (2.2)

where generator g is a base of discrete logarithm function.
If g is a generator inGq then function dexp() is one-to-one and performs the following

mapping

dexp:Zq−1 → Gq, (2.3)

where Zq−1 = {0, 1, 2, . . . , q − 1} is a ring of integers with addition and multiplication
operation modulo q.

The necessary but not sufficient security assumption for protocols based on discrete
exponent function is discrete logarithmproblem (DLP) and associated discrete logarithm
assumption.

Definition 2.1. Discrete Logarithm Problem – DLP is to find x in (2.1) when g, p and
a are given.

Definition 2.2. Discrete logarithm assumption. We say that the discrete logarithm
(DL) assumption holds for Gq if the probability to find x in (2.1) when g, p and a are
given is negligible.

For example, when p and q are sufficiently large and suitably chosen primes the
discrete logarithm problem in the group Gq is believed to be hard to compute. Prime p
should be at least 2048-bits, and q should be at least 256-bits.

To generate random and uniformly distributed parameters for cryptographic proto-
cols we use the special notation. For example, if we choose uniformly a random element
r from the set S then we write

r = rand(S). (2.4)

We will need a notion of one-way function (OWF) which we define in the following
non-formal way.

Definition 2.3. Let F :A → B be a function. Function F is said to be one-way if: 1)
for given x ∈ A , it is computationally easy to compute y = F(x) , which corresponds to
the direct F value computation; 2) for given y ∈ B, it is computationally hard to compute
(at least single) x ∈ A such that F(x) = y , which corresponds to the inverse F value
computation.

Conjecture 2.4. Discrete exponent function defined in (2.1) is a candidate OWF.
Indeed, the computation of gx mod p can be done efficiently even for large numbers

commonly referred to as square-and-multiply algorithms. But its inverse value com-
putation corresponds to DLP and is reckoned as hard using classical (non-quantum)
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computers. But nevertheless, due to [3] DLP can be solved in polynomial-time using
quantum algorithms running on quantum computers.

Sigma KAP there presented is using the system parameters SP= (p, g), namely large
(secure) prime number p and generator g of group Gq. We assume that SP are generated
by Bank. Then Bank randomly generates his private key PrKB = y, where

y = rand
(
Zq

)
, y ∈ Zq, 1 < y < q, (2.5)

and corresponding public key PuKB = b

b = gy mod p, b ∈ Gq. (2.6)

System parameters SP = (p, g) and Bank’s PuK = b are openly distributed among
all Bank’s customers including Alice.

When user Alice opens her account in the Bank, then during registration phase
she receives SP = (p, g) , Bank’s PuKB = b and certified software for Sigma KAP
realization.

In addition, there are two opportunities for Alice to complete registration operation.
Either she receives Bank generated public and private key pair PrKA = x, PuKA =

a, for her where

x = rand
(
Zq

)
, x ∈ Zq, 1 < x < q, (2.7)

a = gx mod p, (2.8)

or she generates this key pair by herself using special certified application software
supplied by Bank. In the latter case Alice keeps secret its PrKA = x from anyone
(including Bank).

In both cases all parameters mentioned above are kept in certain storage device
(e.g. USB token, SIM card, Smart phone apps, etc.) together with certified application
program. So every user including Alice has system parameters SP = (p, g), Bank’s
PuKB = b, her PuKA = a and her PrKA = x. All parties including adversary shares the
common information, namely system parameters SP = (p, g) and Bank’s PuKB = b.
In addition we assume also that adversary knows also public keys of users.

3 Sigma KAP

Sigma KAP is realized by three communications between Alice and Bank. This protocol
is a conjunction of Diffie-Hellman [4] key agreement protocol and Schnorr identification
protocol [5] by transforming Schnorr identification protocol to Sigma protocol [2].

We assume that Bank is the trusted party and therefore he can prove his identity to
users by his signature and PuKB certificate realized in the lower level protocols such as
SSL/TLS. In this connection we assume that Alice is a prover P and she uses protocol
P(x, a) with input parameters (x, a) and Bank is a verifier using the verification protocol
V(a) with input parameter a respectively.

Sigma KAP realization is the following.
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1. Alice chooses at random number u = rand
(
Zq

)
and computes commitment t in the

following way

t = gu mod p, tl ∈ Gq. (3.1)

Alice sends (t, a) to the Bank.
2. Bank after receiving (t, a) verifies if user with his/her public key a is included in his

customers database and belongs to Alice. If it is ok, then Bank seeks Alice to prove
that she knows corresponding her private key x. Bank chooses at random number
v = rand

(
Zq

)
and computes challenge h in the following way

h = gv mod p, h ∈ Gq. (3.2)

Bank sends (h) to Alice.
3. Alice computes secret session key kAB according to Diffie-Hellman key agreement

protocol

kAB = hu mod p. (3.4)

Alice having her secrets u and x computes the following response

r = u + xh + a mod (p − 1). (3.5)

Alice sends (r) to the Bank.
At this stage protocol communications are finished.
Bank after receiving r verifies if Alice knows her private key x corresponding to her

public key a, which is registered in Bank’s database. The verification equation is the
following

gr = tahga mod p. (3.6)

If the last equation is valid, then identification procedure is passed successfully.
Bank computes the common session secret key kBA according to Diffie-Hellman key

agreement protocol

kBA = tv mod p. (3.7)

Obviously at thismoment parties agreed on their common session key k = kAB = kBA
and they can continue communication using created secure channel with agreed secret
key k.

In this protocol commitment t and challenge h serves also as open key agreement
parameters in DH-KAP. Due to this duplication protocol has effective realization in the
user’s side. The most consuming operations are exponentiation operations modulo p.
They require approximately log2(q) multiplication modulo p operations. If q is 256 bits
length, then the total number of exponentiations is bounded by 2 * 256= 512 performed
modulo p, where p is of 2048 bits length. If user’s computation device has 64 bits central
processor unit, then protocol realization can be performed within 2–3 s.

The difference between convenient Schnorr identification protocol and Sigma KAP
is that Alice being a prover P is using two parameters (x, a) in her proof computations
and hence it complies with the definition of Sigma protocol. As a consequence, there
is also an additional variable ga in a verification Eq. (3.6). The realization of Sigma
protocol is required for security proof presented in the next section.
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4 Sigma KAP Security Analysis

For security considerations we accept the most powerful active adversary model. In this
model adversary is being able to arrange active attack where he controls the communi-
cation channel and can block or inject messages at will. The adversary waits for Alice
to run the identification protocol with Bank and relays all protocol messages from one
side to the other. Once the identification protocol completes successfully, the adversary
sends requests to the bank that appear to be originating from Alice. The bank honors
these requests, thinking that they came from Alice. In effect, the adversary uses Alice
to authenticate to the bank and then “hijacks” the session to send his own messages
to the Bank. As a consequence of these attacks adversary can decrypt secret messages
exchanged between parties or compromise their secret keys.

One of the very “popular” kind of this attack isMan-in-the-Middle (MiM) attack. The
HTTPS protocol is vulnerable to this kind of attack [1] due to the lack of authentication
from the user’s side.

To prove the security of Sigma KAP we accept the following assumptions.

1. Since Bank’s identification can be performed on the HTTPS level and is based
on Schnorr identification protocol we assume that presented identification protocol
corresponds to the Honest Verifier Zero Knowledge (HVZK) protocol with respect
to the Bank as a verifier.

2. Sigma KAP provides knowledge soundness.
3. Challenge space is sufficiently large to prevent its total scan and brute force attack,

i.e. it is of cardinality 2q for sufficiently large q = 256.
4. Under the DL assumption dexp() function is conjectured one-way function.

The following theorem we formulate without proof.
Theorem 4.1. If assumptions 1–4 holds, then Sigma KAP here presented is secure

against active adversary attacks.
The complete proof is presented in our recent publication [6].

5 Conclusions

In this paper the solution of preventing Man-in-the-Middle (MiM) attack in e-Banking
system is presented.

This protocol is resistant against the active adversary attack, i.e. Man-in-the-Middle
attack under the effectively realizable assumptions formulated in the paper.

Proposed protocol has effective realization in the user’s side. The total number of
exponentiations is bounded to 2 * 256 = 512 performed modulo p of 2048 bits length.
If user’s computation device has 64 bits central processor unit, then protocol realization
can be performed within 2–3 s.
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Abstract. A spreadsheet is one of the most commonly used forms of
representation for datasets of similar type. Spreadsheets provide consid-
erable flexibility for data structure organisation. As a result of this flexi-
bility, tables with very complex data structures could be created. In turn,
such complexity makes automatic table processing and data extraction a
challenging task. Therefore, table preproccessing step is often required in
the data extraction pipeline. This paper proposes a heuristic algorithm
for the correction of a table header in a spreadsheet. The aim of the
proposed algorithm is to transform a machine-readable structure of the
table header into its visual representation. The algorithm achieves this
aim by iterating through table header cells and merging some of them
according to proposed heuristics. The transformed structure, in turn,
allows to improve quality of spreadsheet understanding and data extrac-
tion further in the pipeline. The proposed algorithm was implemented
in the TabbyXL toolset.

Keywords: Data transformation · Table extraction · Table analysis ·
Spreadsheet · Table header · Heuristics

1 Introduction

Data analysis needs structured data. However, data often are available only in
a weakly structured form, such as arbitrary spreadsheet tables. For example,
there is a large volume of tabular data presented in statistical reports, financial
statements, safety data sheets, or business credit assessments. Many applications
of data science and business intelligence potentially could use such datasets.
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Spreadsheet is a type of software program or a document that allow to organ-
ise, store, and analyse data in tabular form. Tables are one of the most conve-
nient and common forms for presentation of information of the same type such
as enumeration of quantities, schedules, etc. One of the most popular formats
of spreadsheets is Excel. This data format first appeared in the 1980s and made
a revolution in tabular data preparation and processing [7]. Currently, it has
a widespread use [9,12]. Many spreadsheets that contain valuable information
such as statistical and financial reports, digests etc. are available on the Inter-
net. Extraction data from these spreadsheets is one of the key tasks of business
intelligence.

Active usage by a large number of diverse users in various domains led to the
increasing complexity of tables presented in the Excel format [1]. The complexity
of the tabular structure often could lead to numerous errors in data organisation.
This issue could be traced back to the 1980s and it is still relevant today [11,
12]. Data preparation (cleansing, recovering cells and their relationships etc.)
improves quality of table extraction and understanding.

Automated data extraction from spreadsheets and web-tables can be a time–
consuming process. Therefore, it is highly desirable to reduce manual processing
as much as possible when large volumes of arbitrary tables need to be processed.
In recent years, this challenge attracted attention of the scientific community
in the areas of document understanding, data management, and information
retrieval. However, few efforts of the community were devoted to developing
methods and tools for cleansing messy tabular data [13,16].

One example of a cleansing challenge lies in the difference between a machine-
readable organisation (physical layer) and a human-readable representation
(visual layer) of spreadsheet cells. In other words, visually we may determine
a cell but in fact, this cell might consists of several other cells in the physical
layer. Such discrepancy between physical and visual layers is demonstrated in
the Fig. 1.

In this paper, we define a visual layer of the table as its representation in
a human-readable form. It this form, it is possible to visually determine bor-
ders of the cells even when they are not explicitly indicated, for example, by
lines. Such characteristic of tabular structure leads to complication of its anal-
ysis, especially in the case of automatic processing in tasks of data extraction.
Automated identification and extraction of tables in spreadsheets presents a
significant challenge [2,8].

This paper presents an approach for automatic correction of machine-
readable form of table header in Excel documents to its human-readable form.
The aim of this correction is to match physical representation of cells with the
visual one. This is achieved here by transforming (merging) cells. The proposed
heuristic approach allows to further improve quality of spreadsheet data extrac-
tion. We implementated the proposed algorithm as a package for TabbyXL1 [14]
tool for extraction and canonicalisation of tabular documents.

1 https://github.com/tabbydoc/tabbyxl.

https://github.com/tabbydoc/tabbyxl
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A B C D
1
2 Items Total
3 1990 1995 2000

A B C D
1
2 Items Total
3 1990 1995 2000

a. Physical presentation 
of table structure

b. Visual presentation 
of table structure

Fig. 1. Example of a table structure. Dashed lines indicate the physical boundaries
of the cells. Continuous lines are visible lines defined by the table author. As can be
seen in the Fig. (a), only cells B3, C3, D3 match with their visual representation, Fig.
(b). Physical and visual layer presentation doesn’t match for all other cells. Thus, one
could easily recognise visually (b) that a cell A1:A3 is, in fact, one cell. However, it is
represented by three separate cells: A1, A2, and A3, in the physical layer. The cell in
the range B1:D2 is a union of cells B1, C1, D1 and merged range B2:D2.

2 Motivation

In practice, many available spreadsheet tables are hand-coded. The tables can
originally be produced by some reporting systems from databases but after that
end-users modify them manually, including their layout, style formatting, and
content. As a result, end-users can roughly split or merge cells when it does
not affect table interpretation by other people (but not machines). However,
often such modifications can cause errors in processing by software applications.
Whereas end-users use logical cells represented implicitly, programs can typically
read physical ones represented explicitly only. For example, when one logical cell
is split physically then the parts of its textual content can be placed in different
physical cells. In this case, the textual content of one logical cell can remain
understandable by humans as a whole data item but it can become unreadable
by programs.

The automatic table understanding requires cleansing of cell structure before
analysis and interpretation of the content. As a result of the table cleansing, its
logical cells should correspond to its physical cells one-to-one.

3 Related Work

There are several studies dealing with spreadsheet table structure analysis. Thus,
the paper [4] is devoted to challenges in detecting tables and understanding their
elements. Authors suggested an approach for detecting tables in spreadsheets and
identification of their components such as header, labels, data, etc. They pro-
posed to analyse cells content, fonts and visual styles in order to detect tables
in spreadsheets and their elements, such as header, labels, data. Approach pro-
posed in our paper could be utilised in the method suggested by [4] as data
preparation step in order to improve tabular element detection.

Usefulness of correct semantic structure also shown in [3]. They noted that
some empty cells may be used as separators for header elements whereas others
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might be a part of another cell on the visual level. This, in turn, influences
on table structure understanding. The authors in [6] also noted that correct
detection of cells’ structure is important for table understanding and element
classification.

4 Algorithm of Table Header Correction

4.1 Definitions and Assumptions

Tables generated by different creators may have significantly different schemes
of data organisation. However, several regions [10] can be distinguished in each
table, such as:

– Header – cells that represents the label(s) of a column(s). Its structure could
be flat or hierarchical;

– Attributes – cells that might be found in the left-most or right-most columns
of a table.

– Metadata – cells that provide additional information regarding the work-
sheet as a whole or its specific sections.

– Data – cells that form the actual content of the table.
– Derived – cells that may be presented in the Data block. They contain

derived values of other cells. However, derived cells can have a different struc-
ture from the core data cells, therefore we need to treat them separately.

A table header represents the top part of a table and serves to simplify the
understanding of table contents. The structure of a header might be very diverse
(with one of the multiple levels, flat or hierarchical). There exists few methods
to determine position of the header in the table [5]. In this paper, we utilise
heuristics to identify bottom line of the header based on cell position and styles.

We will call a cell non-empty if it contains information (text, numbers, for-
mulas, etc.). When a cell does not contain any data we will call it empty. We
assume here that all cells in the header of the visual layer are non-empty. The
only exception of this assumption is an empty cell that is surrounded by visible
borders. In other cases, each empty cell is merged with a non-empty cell. Merg-
ing of an empty cell with empty cells and a non-empty cell with non-empty cells
depends on cell positions and border styles.

The following subsection describes an algorithm for restoring the physical
structure of table header cells in order to match with their visual presentation.
Firstly, the following definitions and assumptions about the features of the table
header structure and its analysis were made:

– A visual border is a visible line of any style that bounding the cell;
– Cell width is a number of merged cells in horizontal direction;
– Cell height is a number of merged cells in vertical direction;
– A single (non-merged) cell height and width is 1;
– Header width equals with table width;
– The upper cells are no wider than lower cells;
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– Each cell in the visual layer of the header is non-empty;
– Cells of top levels have vertical borders that coincide with vertical borders of

lower level cells as it shown by bold lines in the Fig. 2a. Figure 2b shows an
incorrect case with no coinciding borders of cells in upper and lower positions.

a. Sample of table with coincide
borders

b. Sample of table with no coincide
borders

Fig. 2. Example of a table structure (physical layer)

4.2 Algorithm of Table Header Correction

The analysis and recovery of the table header structure starts with the top-left
cell. We use operation getCell(left, top) to find a cell in the table by its left and
top coordinates. If this cell does not exist (either coordinates are incorrect or this
cell is inside a merged area), the operation returns null, otherwise a cell object
will be returned. We use merge(cellA, cellB) operation to merge cells in the area
between cellA and cellB. The result of this operation is a merged cell. If merging
is impossible then the operation returns cellA. Border style of merged cell forms
from the styles of borders of the top-left cellA and the bottom-right cellB cells.
All data in merged non-empty cells are converted to text and concatenated by
a space symbol. Text style in a merged cell will have a centre alignment.

The main idea of the header correction approach is to iterate sequentially
through all cells of the header and make a decision about the need for their trans-
formation. Our approach is divided into 4 blocks. They are shown as pseudocode
in Algorithms 1–4. Two Algorithms 1 and 2 are responsible for cell extension in
horizontal and vertical directions respectively. Algorithms 3 and 4 are used for
iteration through cells and call Algorithms 1 and 2.

Firstly, each cell is analysed for the possibility of expansion in the vertical
direction (Algorithm 1). In essence, cells are merged in the vertical direction if
the cells below the current cell have the same left and right coordinates, and
there are no visual horizontal borders between them.

The Algorithm 2 illustrates the method of cell expansion in the horizontal
direction. The deque data structure is used to check the border of cells for
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Data: cell, bottomBorder
Result: cell

1 //Expand cell vertically
2 do
3 if cell = null or cell.BottomBorderStyle �= null then
4 //There are no cells below the current cell or there is a visual border
5 //between the current cell and the cell below it
6 break

7 end
8 lowerCell ← getCell(left : cell.cellLeft, top : cell.cellBottom + 1)
9 if lowerCell = null or lowerCell.cellRight! = cell.cellRight )) then

10 //If the lower cell is null or its width is different from the width of the
11 // current cell
12 //Return the current cell
13 return cell

14 end
15 //Current cell is the result of merging
16 cell ← merge(cellA : cell, cellB : lowerCell)
17 return cell

18 while cell.BottomBorder < bottomBorder;

Algorithm 1: Vertical expansion of a cell

merging. This implementation allows to decide which cells on the right-hand side
of the current cell needs to be merged with it. The algorithm initialised with the
following information: the right-hand side cell, which should be checked for the
possibility of expanding and merging with the current cell; the bottom border
of the current cell; the possible right border of the extension.

Firstly, the current cell expands vertically by the Algorithm1 if possible.
After that, the possibility of expansion in the horizontal direction is checked.
Cells could be merged in the horizontal direction in the following cases (Fig. 3):

– heights of the cells are equal;
– both the current and right-hand side cells are empty (cells A1 and B1 in the

Fig. 3a);
– the current cell is empty, but the right-hand side cell is non-empty (cells A1

and B1 in the Fig. 3b);
– the current cell is non-empty and all cells further on the right are empty if

they exist (cells A1:C1 in the Fig. 3c)

The expansion in horizontal direction of a cell is impossible if:

– the visual border exists (cells C1:D1 in the Fig. 3c);
– both current and right cells are non-empty (cells B1:C1 in the Fig. 3d).

The case of cell expansion when the current cell is empty, but the right-hand
side cell is non-empty is of the greatest interest. In this case, the algorithm
analyses the right-hand side cells and makes a decision which of them should be
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A B C
1 data
2

A B C D
1 data data

A B C D
1 data

a b

c d

A B C D
1 data data

Fig. 3. Cases of tabular structure for horizontal extension. (a) The cell A1:A2 should
be merged with the cell B1:B2. However, the B1:B2 could not be merged with the C1
because their heights are different. The vertical extension of the C1 is impossible due
to the horizontal border. Fig(b): The A1 should be merged with the B1 but not with
the C1. The reason is that the D1 cell is non-empty. The C1 should be merged with the
D1. (c) Cells A1, B1, C1 should be merged. The correction process should be stopped
because there is a border between the C1 and D1 cells. (d) The A1 and B1 cells should
be merged. Further merging is impossible due to non-empty cell C1.

merged based on the following rules. Cells are sequentially checked for possibility
of merging until the right border of the header or a visual vertical border are
reached. If the new current cell is empty and all other cells on the right-hand side
are empty as well, then all cells are merged. If one of the right-hand side cells is
non-empty, then the cells are merged until the first cell with data is found.

A deque data structure is used to process the case described above when
there is an alternation of empty and non-empty cells as shown in the Fig. 3b.
Cells are added to the back of the deque sequentially. If a second non-empty
cell is found then all empty cells are sequentially removed from the back of the
deque until a non-empty cell is found. The front and back elements of the deque
determine the boundaries of the merging area.

Algorithm 3 analyses cells of the top level of the header and expands them
if needed. Vertical borders of the transformed cells of the top level define the
borders of all lower cells and make up a block. The purpose of this algorithm is
to simplify further analysis of the header.

Further Algorithm 4 iterates through a block of cells and transforms them,
if necessary. The data structure stack is used for sequential processing of cells.
Within the borders of the current block, the top cell is added as the first element
of the stack. Then, the algorithm moves to the lower cell, extends it if possible
and adds it to the stack. After the lower border of the header is reached, the
algorithm removes the cell object from the stack, takes the cell to the right of
the current one and adds it to the stack. The block processing method finishes
when there are no elements left in the stack.
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Data: cell, rightBorder, bottomBorder, leftCellText
Result: cell

1 f ← false
2 newCell ← cell
3 //Iterate cells in horizontal direction
4 do
5 //Expand cell in vertical direction if acceptable
6 newCell ← expHeight(cell : newCell)
7 if newCell.bottom �= cell.bottom then
8 break
9 end

10 if leftCellText = true then
11 if newCell.rawText �= null then
12 deque.add(newCell)
13 end
14 else
15 break
16 end

17 end
18 else
19 if newCell.rawText �= null then
20 leftCellText = true
21 if f = false then
22 f = true
23 end

24 end
25 deque.add(newCell)

26 end
27 newCell ← getCell(left : newCell.right + 1, top : cell.top)

28 while newCell �= null and newCell.rightBorder ≤ rightBorder;
29 //There is second non-empty cell in the deque
30 if f = true and deque.size > 1 and deque.peekLeast().rawText �= null then
31 deque.pollLast()
32 //Remove objects from deque until first non-empty cell will be found
33 while deque.peekLast().rawText = null do
34 deque.pollLast()
35 end

36 end
37 //Get new cell as merged cell
38 cell ← mergeCells(cellA : deque.peekF irst, cellB : deque.peekLast)

Algorithm 2: Check cells for expansion possibility

In summary, the Algorithm 4 allows to sequentially iterate through cells in
the table header and recover their structure. As a result of this algorithm, all cells
in the block will have a structure that matches with its visual representation.
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Data: table, headerRightBorder, headerBottomBorder
Result: table (with transformed structure)

1 //Start analyse the header with left cell leftPosition equal 1
2 //Run top level cells to define borders for lower cells
3 do
4 //Analyse cells on top level only
5 topLevelCell ← table.getCell(left : leftPosition, top : 1)
6 if topLevelCell = null then
7 //Unable to get the cell to the right. Exit form the cycle
8 break

9 end
10 //Expand the cell vertically and horisontally, if permissible
11 topLevelCell ← expandCell(topLevelCell)
12 if topLevelCell.cellBottom < HeaderBottomBorder then
13 //If cell height less than height of the header, all below cells should be

alnalysed
14 buildBlock(topLevelCell)

15 end
16 leftPosition ← topLevelCell.cellRight + 1

17 while topLevelCell.RightBorder < HeaderRightBorder;

Algorithm 3: Getting blocks of header

5 Testing and Evaluation

The following testing procedure was carried out in order to evaluate the cor-
rectness of the algorithm. We used Troy 200 dataset2 (subset of SAUS dataset3)
collected by George Nagy for the experimental evaluation. This dataset contains
data from different statistical reports presented in the Microsoft Excel format.
All tables were marked by the $START and $END tags for identification of
tables in an Excel worksheet.

In order to estimate the accuracy of the proposed header transformation and
correction algorithm, each table from the Troy 200 dataset was firstly manually
processed. The manual processing consisted of an expert adjusting the header
cells in such a way that their physical and visual structures were matched. Dur-
ing the manual correction, an expert only merged cells and no cell splitting
operations were performed. As a result, we obtained a new dataset of statistical
tables where machine-readable structure of the table header is equivalent to its
visual structure. It is worth to note that the manual correction is not always
unique.

The accuracy of the algorithm was estimated in the following way. The three
datasets are considered: Troy 200 dataset (a), the dataset corrected automati-
cally by our algorithm (b), and the dataset obtained by the expert correction
(c). For each of the datasets, the total number of cells in all headers was counted.

2 http://tc11.cvc.uab.es/datasets/Troy 200 1.
3 https://catalog.data.gov/dataset/statistical-abstract-of-the-united-states.

http://tc11.cvc.uab.es/datasets/Troy_200_1
https://catalog.data.gov/dataset/statistical-abstract-of-the-united-states
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Data: topCell
1 seekHeight ← true
2 //Push the cell to the stack data structure
3 stack.push(topCell)
4 while stack.size() > 0 do
5 cell ← stack.peek()
6 if cell.bottom = bottomBorder and seekHieght = true then
7 seekHeight ← false
8 end
9 if seekHeight = true then

10 newCell ← getCell(left : cell.leftBorder, top : cell.bottomBorder + 1)
//Get lower cell

11 newCell ← expandCell(cell : cell, rightBorder :
topCell.rightBorder, bottomBorder : bottomBorder) //And expand it

12 stack.push(newCell) //Push object to the stack

13 end
14 else
15 newCell ← stack.pop()
16 if stack.size() = 0 then
17 break
18 end
19 if newCell.rightBorder < cell.rightBorder then
20 newCell ← getCell(left : cell.rightBorder + 1, top : cell.topBorder)
21 if newCell = null then
22 break
23 end
24 //Try to expand cell
25 newCell ← expandCell(cell : newCell, rightBorder :

topCell.rightBorder, bottomBorder : bottomBorder)
26 if newCell.rightBorder = topCell.rightBorder and

newCell.bottomBorder = bottomBroder then
27 break
28 end
29 stack.push(newCell)

30 end

31 end

32 end

Algorithm 4: Block structure analysis

In addition, correctly identified cells were counted by finding all identical cells
in the headers of datasets (b) and (c). We define here identical cells as cells with
the same position in the header and the same dimensions (width and height).
The resulting number of cells in the headers of the three datasets is as follows:

– 8108 – dataset (a);
– 3800 – dataset (b);
– 3846 – dataset (c);



Table Header Correction Algorithm 157

– 3730 – number of identical cells in the datasets (b) and (c).

Finally, evaluation of the results of the proposed algorithm for header cor-
rection is expressed by the following values:

– accuracy = 0.095 – the ratio between the total number of cells correctly iden-
tified by the algorithm and summation count of cells correctly identified by
the algorithm, incorrectly identified cells by the algorithm, and cells identified
by the expert that are not identified by the algorithm;

– recall = 0.969 – the ratio between the number of correctly identified cells by
the algorithm and their total number;

– precision = 0.981 – the ratio between the number of correctly identified cells
by the algorithm and the number of cells identified by the expert.

6 Conclusions

We have demonstrated in this paper a heuristic approach for structure cor-
rection of table header which serves to improve automatic table analysis and
understanding. The aim of the proposed algorithm is to match physical cell
structures to their visual representation. This correction allows to uniquely link
the table header with the data. The proposed heuristic approach demonstrates
good results for automatic table cells correction. However, we envisage that the
results might be improved if the features of the text and cell style were also
taken into account.

The proposed algorithm provides new possibilities for cleansing a table header
where cells in a visual layer are improperly split into physical ones. It can be used
in software development for spreadsheet data extraction and transformation.
Particularly, we implemented this algorithm in TabbyXL [14,15], a toolset for
rule-based software development for spreadsheet data canonicalization [15]. The
algorithm is incorporated as an optional pre-processing step in the pipeline of
converting data from arbitrary spreadsheet to a structured form. We believe that
the implemented pipeline can facilitate data extraction from hand–coded tables
represented in spreadsheets and web-pages.

In summary, we have demonstrated a heuristic approach for structure cor-
rection of table header in order to further improve automatic table analysis and
understanding.
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Abstract. We analyse reinforcement learning algorithms for self bal-
ancing robot problem. This is the inverted pendulum principle of bal-
ancing robots. Various algorithms and their training methods are briefly
described and a virtual robot is created in the simulation environment.
The simulation-generated robot seeks to maintain the balance using a
variety of incentive training methods that use non-model-based algo-
rithms. The goal is for the robot to learn the balancing strategies itself
and successfully maintain its balance in a controlled position. We dis-
cuss how different algorithms learn to balance the robot, how the results
depend on the learning strategy and the number of steps. We conclude
that different algorithms result in different performance and different
strategies of keeping the robot balanced. The results also depend on the
model training policy. Some of the balancing methods can be difficult to
implement in real world.

Keywords: Self-balancing robot · Reinforcement learning · Neural
networks

1 Introduction

We analyse two-wheeled robot balancing problem. The movement of such a robot
is modelled using an inverted pendulum model as the robot’s centre of mass is
above the pivot point. This model is inherently unstable, and must be actively
balanced in order to remain upright. Various sensors and state measurements
can be used, but the most common are wheel encoders and IMU sensors, using a
combination of accelerometers and gyroscopes. Sensors directly measure robot’s
velocity, angular velocity of wheels as well as robot’s angle.

These measurements are then used by the controller to provide commands
to actuators in order to achieve the desired behaviour of a robot. The controller
creates low power signals, which are passed through the amplifier and then sent
to the actuators, which create robot forces and torques. The movement and
forces of a robot are measured using sensors, which feed the measurements back
to the controller. Because of such feedback, the process is called closed loop
c© Springer Nature Switzerland AG 2020
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control. Power disturbances and sensor errors are often included in the model
control cycle.

Majority of such algorithms are human coded and do not pay attention to
real world factors such as slipping, load, wear-and-tear and so on. The analy-
sis is often simplified making an assumption that amplifiers and actuators are
perfect at generating control forces and angular moments which are required by
the controller. It is also assumed that the sensors measure the performance of
the robot perfectly. The model is also simplified by ignoring the fact that the
controller is typically implemented at a finite frequency. Instead, it is assumed
that control rules operate in continuous time. Then the control scheme of the
robot can be simplified into a control loop of a controller feeding required forces
to the actuators. They change the state of a robot which is measured by the
sensors and then used again by the controller to make the next step.

Traditionally control loop mechanisms such as proportional–integral–
derivative controller (PID), linear–quadratic regulator (LQR) or fuzzy logic con-
trollers or their variations were widely used in robotics control systems. PID and
its variants are some of the most common controllers in balance control [4,5].
Even though smaller balancing errors can be achieved using LQR instead of
PID controller [1], the mathematical model is needed in order to achieve better
results. Also, settling times using LQR can be longer than using PID controller
[4]. Fuzzy logic controllers are also used to solve the balance problem. Although
both PID and fuzzy logic controller can achieve extremely small steady state
errors [6], fuzzy logic controller can be more stable than conventional PID con-
troller [6,7]. In addition to this, fuzzy logic controllers are also combined with
neural networks, which results in improved stability and adaptability of the robot
[15,17].

In addition to controllers mentioned above, neural networks are also proven
to provide good control mechanisms. Either using simple neural networks alone
[4], or using recurrent neural networks [8,12,19], improved adaptability to the
changes in terrain or mass can be achieved. Even though various solutions pro-
vide good results in solving the balancing problem, it is often very difficult to
compare different controllers, especially the ones using various neural networks
algorithms due to different models of the robot that is used for testing, different
experimental conditions and varying parameters of the system. All these possible
changes complicate the analysis of different algorithms for balance control. The
analysis and comparison of different reinforcement learning algorithms for the
balancing problem will result in comparable results for any future work. Several
different algorithms will be analysed using a controlled and fully reproducible
environment, which allows for direct comparison between different reinforcement
learning algorithms which are either mentioned here or created later.
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2 Control Algorithms Without Reinforcement Learning

2.1 Proportional–Integral–Derivative Controller (PID)

The usual closed-loop controller in robotics is the PID (proportion-integral-
derivative) controller. The three separate controllers (P, I and D) are connected
to generate a control signal. The PID controller tries to maintain the output such
that there is zero error between the process variable and the desired behavior.

The proportional, or P-controller, produces an output that is proportional to
the current error. As long as there is an error (process variable at a non-desired
point), Controller I will continuously increase or decrease the controller output
value, thus reducing the error. If the error is high, integral mode will increase
or decrease the controller output quickly. D controller’s output depends on the
error rate variation over time multiplied by the derivative constant which allows
the system react faster when needed. By combining P, I and D controllers, a
PID controller is obtained which is able to control the system so that the robot
remains in a balanced position. To control not only the balance but also the
displacement of the robot, i.e. to move in a plane, two PID controllers are used
one for speed and one for tilt.

2.2 Linear–Quadratic Regulator (LQR)

Linear Quadratic Regulator (LQR) – is an algorithm which is concerned with
operating a dynamic system at minimum cost. It can be considered as an auto-
matic way of finding an appropriate state-feedback controller and is a controller
that can be optimal in two aspects- balancing and lost cost. Having the system
model expressed as ẋ = Ax+Bu, the feedback control rule minimizing the price
value is u = −Kx, where K is found by K = R−1BT P (t) and P is found by
solving Riccatti’s differential equation.

Then u is selected as an input to achieve the system control objective and
obtain a closed loop system dynamics rule ẋ = Ax + Bu.

3 Reinforcement Learning Algorithms

3.1 LTSM and MLP Policies in Reinforcement Learning Algorithms

The policy defines robot’s way of behaving at a given time. Algorithm must
find such policy with maximum expected return. In this work two policies were
studied with several reinforcement learning algorithms: multilayer perceptron
(MLP) and long short-term memory (LSTM). MLP policy is often used in control
applications where linear function is not sufficient. Neural network inputs are
angles between individual parts of the robot or robot and the environment, and
the speed at which those angles change. LSTM policy adds complexity to the
robot’s behaviour as it uses information learned at previous steps in order to
make a decision on a certain action. Information is processed using write, read
and keep gates as well as an information cell. The results not only return the
output value, but also update the internal state. This way knowledge gained in
previous states influence future decisions.
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3.2 DeepQ Learning

DeepQ learning algorithm is based on the idea of Q-learning [16], which is a
model-free reinforcement learning algorithm for solving Markov decision process.
Q-learning finds the policy which maximises the expected value of total reward
by iteratively computing the values for the action-value function. Q-learning
was later combined with deep learning by DeepMind [10] into DeepQ learning
algorithm as a way to approximate Q-values. Instead of updating individual Q-
values, using DeepQ learning the updates are performed to the parameters of
the network.

DeepQ learning also uses the experience replay which allows for greater data
efficiency, behaviour distribution is averaged over many previous states, and
randomizing batches breaks correlations between samples. Also, DeepQ learning
derives Q-values in one forward pass where Q-values for are predicted for each
action for a given state as opposed to Q-learning, where state and action are
needed to be given as inputs resulting in Q-value for that particular state and
action. In the robotics environment, DeepQ learning produces better results for
robot balance compared to usual controllers such as LQR or PID, although PID
could sometimes lead to more stable results [11].

3.3 Trust Region Policy Optimisation (TRPO)

TRPO is an on-policy algorithm, which updates policies not by keeping old and
new policies close in parameter space, but by taking the largest possible step to
improve performance within the bound of constraint [14]. This determines how
close the new and old policies are allowed to be. As a result, TRPO avoids situa-
tions where small differences in parameter space could have very large differences
in performance improving the balance quickly and monotonically.

TRPO uses single path procedues in order to collect state-action pairs,
together with Monte Carlo estimates for Q-values. It then creates the predicted
goals and constraints by averaging samples. Finally, the strategy parameter vec-
tor is updated using conjugate gradient algorithm, followed by line search.

Although TRPO performs well for certain applications, it is computationally
expensive, as it calculates H matrix for each iteration of the algorithm. It is
unable to scale to big networks and also suffers from sample inefficiency.

3.4 Advantage Actor-Critic (A2C)

Advantage Actor-Critic method [9] is a variant of more general actor-critic algo-
rithms which combine value-based methods and policy based methods. In actor-
critic methods both value function and policy function are learned. Q-value is
learned by parametrising Q-function using neural network. Critic updates the
parameters of value function, which could be action value or state value, depend-
ing on the algorithm. Actor then updates policy parameters in the direction
suggested by the critic.
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In A2C algorithm Q-values can be expressed by combining the state value
function V(s) and the advantage value A(st, at) = rt+1 + γVv(st+1) − Vv(st),
which is used to determine how better one action is compared to the other
action at a given state, as opposed to the value function, which captures only
how rewarding the current state is. Then the update equation becomes:

∇θJ(θ) ∼
T−1∑

t=0

∇θlogπθ(at, st)(rt+1 + γVv(st+1) − Vv(st)) (1)

Then instead of the critic learning the Q-values, it learns the advantage val-
ues, which is possible using only one neural network for the state-value function
V(s). In this way the action is evaluated not only on the basis of how good it is,
but also how much it can be improved. The advantage function in A2C makes
the model more stable and reduces the high variance of the policy network.

3.5 Sample Efficient Actor-Critic with Experience Replay (ACER)

ACER uses a combination of ideas used in several other algorithms, some of
which are discussed above. ACER uses multiple worker threads like A2C, a
replication buffer, RETRACE algorithm and trust region optimisation. On the
other hand ACER introduces several new approaches, such as truncated impor-
tance sampling with bias correction, stochastic dueling network architectures,
and a new trust region policy optimization method [18].

Policy network is used to estimate the probabilities of actions. During a
learning phase data sample is taken from categorical action distribution, related
to these probabilities. During a testing phase the actions related to the highest
probabilities are used.

During every policy update these steps are performed: the state values are
found, then Q-retrace is calculated, followed by collecting gradients and calculat-
ing policy gradients, also the trust region is updated, which is used to minimise
the difference between the updated policy and mean policy to ensure the stability
of the algorithm [18].

3.6 Proximal Policy Optimization (PPO)

Instead of trying to limit or optimise the size of the strategy update step as in
TRPO or ACER algorithms, which lead to difficult implementation or issues in
practical use for algorithms which have shared parameters for policy and value
functions, PPO uses clipped probability rations. It creates a pessimistic policy
evaluation (the lower threshold). In order to optimise the policy, data selection
and sample creation using policy are constantly changed through multi-epoch
optimisation of data samples.

PPO [13] uses fixed-length trajectory segments. During each iteration, each
of the N actors acting in parallel runs the policy in the environment for a fixed
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number of steps T and collects data from those steps. Then the advantage esti-
mates are computed. After this has been done for every actor, the surrogate loss
function is constructed and optimised, and the network parameters are updated.

In the neural network architecture, where strategy and value function share
common parameters, the loss function uses a policy substitute and a value func-
tion error element. Also, the objective function is supplemented by adding an
entropy element to ensure sufficient exploration.

4 Robot Model and Environment

The model of the robot was created in OpenAI Gym environment [2]. The model
consists of one rectangular parallelepiped of size 20 cm × 5 cm × 40 cm, imitating
the body of the robot. The mass of the body is 0.8 kg, and the center of mass
is at the center of the body. Two cylindrical wheels were attached to the body,
with a diameter of 10 cm and width of 2 cm. Each wheel weighs 0.1 kg. The robot
starts each simulation from a slight angle in order to start balancing (Fig. 1).

Fig. 1. Visualisation of robot in OpenAI environment

The simulation environment for the robot was created using OpenAI Gym [2]
toolkit together with PyBullet physics engine [3]. A plane was created through
x and z axis, and standard acceleration of free fall set as 10 m/s2. In order to
learn, the robot was able to choose from 9 different discrete actions which allow
the robot to increase or decrease current angular velocity of wheels by 0, 0.1, 0.2,
0.5 or 1 rad/s. This allowed the robot to fine tune small oscillations in order to
maintain the balanced position as well as sharply increase the angular velocity
or even change the direction of movement if needed.

The state of the environment consists of the tilt angle of the robot, the
angular velocity of the robot and the angular velocity of the wheels. Angular
velocity of each wheel is not used in order to avoid cheating. This would allow
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the robot to learn undesirable balancing strategies, such as using angular velocity
of the same amplitude but different direction for each wheel, which would result
in the robot maintaining the balance by spinning around its axis.

The reward of for each state at time t is calculated using the formula:

rt = 1 − |α| · 0.1 − |vc − vd| · 0.01 (2)

where α - tilt angle of the robot (rad), vc - current angular velocity of wheels
(rad/s), vd - desired velocity of wheels (rad/s). In order to achieve a balanced
position with no movement back and forth (as opposed to moving in one direction
in a stable position) desired velocity vd = 0 is used. Such reward was chosen
in order to keep the cumulative reward in a relatively low order and to deduct
points for deviating from desired angle of 0 rad more heavily than deviating from
desired velocity. This means that the primary goal of the robot should become
maintaining a tilt close to 0 rad. As long as the robot maintains a reasonably
upright position, it should have little concern about the velocity used.

5 Results

The robot was trained using five different reinforcement learning algorithms:
DeepQ learning, TRPO, A2C, ACER and PPO. The simulation was stopped
and started again when the robot was falling i.e. position of center of the robot’s
body was below 15 cm (approximately 1.4 rad tilt) or relatively stable position
was maintained for 1500 steps. Simulation data was read at the rate of 100 steps
per second in the simulation environment. Figure 2 shows the results of balancing
the robot using different reinforcement learning algorithms and MLP policy.
A2C, ACER, PPO and TRPO algorithms did not learn to balance the robot
during given time frame of 30,000 total steps. While testing these algorithms and
running the simulation with models learned, the robot lost its balance and fell
within the first 2 s. DeepQ algorithm achieved good results within the given time
frame and was successful in balancing the robot within 0.5 rad angle range. Other
algorithms were not successful. However, increasing the learning limit to 50000
total steps PPO algorithm (Fig. 2, PPO 2) was successful in learning to maintain
the balance. However increasing the time for learning not necessarily results in
successfully maintaining the balance. The same experiment of increasing learning
time to 50000 steps was tried with ACER algorithm, which did not produce good
results compared with PPO algorithm, and the robot still fell during the first
few seconds.

The two algorithms that were successful in maintaining the balance after
learning using MLP policy resulted in different strategies to accomplish the task.
DeepQ algorithm balanced the robot using within much smaller angle range than
PPO algorithm (DeepQ - about 0.179 rad, PPO - 1.6376 rad). Also, PPO algo-
rithm used much greater angular velocity of the wheels than DeepQ algorithm,
which was in general more stable (Fig. 3). While PPO algorithm used greater
angular velocity constantly, DeepQ algorithm generally used quite small veloci-
ties, except for periodical angle adjustments using greater velocities than usual,
but still usually smaller than biggest velocities using PPO algorithm.
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Fig. 2. Changes in tilt angle after learning with MLP policy

Fig. 3. Changes in angular velocity of wheels after learning with MLP policy

LSTM policy was tried with three algorithms: A2C, ACER and DeepQ, all
of which learned to successfully balance the robot within the given time frame of
30000 steps. As it can be seen in Fig. 4, A2C algorithm was visibly worse than
ACER and DeepQ algorithms in maintaining a steady balanced position. A2C
balanced the robot within 0.5023 rad range, while ACER - 0.1336, and DeepQ
- 0.1828 rad range. Besides balancing the robot in the smallest angle range,
ACER algorithm also required the smallest range of angular velocity of wheels
to maintain the balance (about 5.57 rad/s amplitude). While DeepQ algorithm
used almost twice as big velocity range as ACER (10.29 rad/s velocity range),
the full range was never used within short time intervals. As shown in Fig. 5,
the velocity that was used followed the angle of robot’s tilt closely, and changed
from peak to peak during intervals of about 2.5 s, while A2C oscillated between
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Fig. 4. Changes in tilt angle after learning with LSTM policy

Fig. 5. Changes in angular velocity of wheels after learning with LSTM policy

highest velocities in one direction and highest velocities in different one about
every 0.5 s. This makes A2C performance less stable compared with the other
two algorithms used.

Detailed results are shown in Table 1. ACER and DeepQ algorithms learned
to balance the robot within a smaller tilt range than A2C and PPO algorithms.
ACER and DeepQ algorithms also needed a smaller range of angular velocity
than A2C or PPO to keep the balance. ACER together with LSTM policy learned
the most stable way to keep the balance using smallest tilt and angular velocity
range, while both DeepQ MLP and DeepQ LSTM were comparably close. A2C,
ACER, TRPO and PPO algorithms combined with MLP policy was unsuccessful
in learning the task, although results can be improved in some cases either by
changing to LSTM policy, or by increasing the learning steps allowed although
this does not guarantee successful balance of the robot.



168 A. Raudys and A. Šubonienė

Table 1. Summary of training results.

Algorithm Policy Steps during
learning

Tilt range,
rad

Angular velocity
of wheels, rad/s

A2C MLP 30000 – –

LSTM 30000 0.5023 17.98

ACER MLP 30000 – –

MLP 50000 – –

LSTM 30000 0.1336 5.57

DeepQ MLP 30000 0.179 8.76

LSTM 30000 0.1828 10.29

TRPO MLP 30000 –

PPO MLP 30000 – –

MLP 50000 0.565 18.54

6 Discussion

Different reinforcement learning algorithms require different number of steps
to learn to maintain a balanced position. Algorithms that were successful in
balancing the robot do so in different ways - trying to keep the tilt angle as low as
possible, allowing the tilt angle to fluctuate within a certain radian range, using
very sharp changes in wheel rotation to balance, or maintaining the changes in
wheels’ motion as small as possible, only occasionally adjusting the position with
sharp movements to bring the robot back into the upright position.

In most cases, MLP policies produced poor results in comparison to LSTM
policies. MLP policies resulted in less sustainable balance of the robot, or at all
failed to keep the robot upright. This could be explained by LSTM monitoring
the state and evaluating results in the context of past actions, whereas MLP
policy only evaluates the current situation, or a buffer of previous situations
consisting of single-case observations. This facilitates the LSTM policy in the
balancing task by analysing what lead to the current state, paying more attention
to the connection between past actions and the current state. It appears that
monitoring historical actions are beneficial in robot’s stability.

The results were obtained by performing experiments in a simulation, and
were not tested with the real life robot. To obtain similar results using a real
robot, many unsuccessful attempts to balance would be carried out. In the sim-
ulation environment up to 271 falls were necessary for an algorithm to learn to
balance the robot. This could result in hardware damage or measurement errors
during the impact or introduce measurement noise for subsequent tries. How-
ever, even with a maximum protection of robot’s hardware the learned ways of
keeping the robot in a balanced position would not be feasible. No constraints
were enforced on the change of direction of wheels’ rotation. The agent could
have chosen to go as far as rotating the wheels at any speed to one direction,
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then in 10 ms reduce the speed by 1 rad/s. This could also result in the con-
stant change in the direction of wheels’ rotation every 10 ms, which is hardly
sustainable for typical motors used in the models of two-wheeled robots. As a
result, not all of the trained models that were obtained in simulation could be
implemented using the real robot.

For future research we plan two directions. One: to make our learning meth-
ods more sophisticated and penalize for excessive energy consumption, excessive
swinging and other undesirable behavior, to train the robot to use different loads,
go uphill/downhill and ride uneven terrain. The other direction is to apply these
models on real world two-wheeled robots and continue to train from real life
data.
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Abstract. Web development, machine ubiquity, and the availability of
communication networks impacted device design, replacing the idea of an
isolated personal computer with one of distributed and connected com-
puters. A web service is a component of software which provides a specific
functionality that can be accessed over the Internet. Software develop-
ment through the assembly of independent services follows the Service-
Oriented Computing (SOC) paradigm. One key in the SOC model is
that third parties provide resources by presenting only external access
interfaces. In this context, the analysis of issues related to the quality of
service (QoS) becomes crucial for several development activities related
to web services, spanning the discovery of services, their selection, com-
position and their adaptation in client systems. As far as we know, little
has been done in terms of estimation of unknown quality attribute levels
when those attributes have high priority in client systems. In this study,
a linear regression-based statistical approach is explored to evaluate the
relationship between the quality attributes provided by Web services
and the metrics related to their interfaces defined in WSDL. This issue
is a cornerstone in web service composition for verifying and ascertain-
ing the levels of quality attributes provided by candidate services when
QoS data is missing. Finally, we illustrate the approach by performing
experiments with public QoS web service datasets and service interface
metrics, explore its limitations, and delineate future steps.

Keywords: Web service · Quality of service · Software metrics · Web
service composition · Linear regression

1 Introduction

Modern software systems are especially distinguished by their increasing com-
plexity and scale. The Service Oriented Computing (SOC) model has slowly
gained ground within the tech industry. The composition of the services with
SOC drives the software development. Such services can be offered by third par-
ties, which only show external access interfaces [1]. Particularly, web services are
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software components that can be almost seamlessly integrated into more com-
plex distributed applications [2]. Such distributed web-based applications, gen-
erally known as service-based systems, depend on certain third parties to ensure
that their services meet the necessary or approved quality of service (QoS). An
Internet application can invoke multiple services (for example, a web service for
trading acts can invoke a payment service which may then invoke an authenti-
cation service for validation). Such a scenario is called Web service composition,
and the data/invocation flow may be statically or dynamically defined [3].

The analysis of questions related to QoS becomes crucial for several related
activities with web services, from the discovery of the services, the selection of
them, their composition and their adaptation in client systems. Therefore, QoS
is currently a subject of research of significant importance in the field of Web ser-
vices [4]. In this sense, various types of proposals and approaches have emerged
with the definition and analysis of quality of service in Web services for different
related activities. An important question, for example, is: What requirements
can make a service have “good” quality? The response to this question requires
that a shared framework of understanding be developed in which multiple actors
are involved in quality assessment. Definitions of these structures are the quality
models, and they are called technological objects introduced to organize and
standardize the principles and meanings of quality factors in web services. How-
ever, as in many other areas of Engineering, there is no single model for quality
agreed by the community, but there are several proposals. These proposals can
differ in several aspects, being size, structure, terminology, underlying principles
some examples. Any web service has the characteristic of presenting clear inter-
faces that define its functionality; the interface of a web service serves not only as
a means of communication between the client and server, but as a specification
of such functionality. Historically, software engineers have used the catalogs of
metrics as an important tool to estimate the quality of their artifacts of software.
In addition, the definitions of a web service interface have several dimensions,
such as complexity and consistency, which can be evaluated [5].

The importance of service interfaces and more specifically their non-
functional attributes has been highlighted by previous research. In particular,
the work of [6] identifies common bad practices that are found in the interfaces
of public services, which affect the comprehensibility and discoverability of the
services described. In this context, comprehensibility is the ability of a service
interface description to be self-explanatory, that is, a software engineer can rea-
son effectively about a service’s functionality only by looking at its interface
description. Discoverability, on the other hand, refers to a service ’s ability to
be retrieved conveniently from a registry or archive based on a partial summary
of its features, that is, a question. Around the same time, the author defines a
series of metrics in [5] for measuring the complexity and efficiency of the service
interfaces. At present there are no works that allow estimating the quality of
web services from the perspective of complexity, size or quality of its interface.
It should be noted that in the context of this work it is crucial to estimate the
quality levels of the attributes of the candidates web services to compose based
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on the interfaces of these services, since as the composition can be carried out
in different ways, that is, combining different services, Choosing the services to
compose that have the best quality, implies a better performance as a result of
the composition. These improvements range from obtaining results in a shorter
period of time, achieving higher reliability of the system, to increasing service
availability.

In this work, we explore a preliminary approach that allows software devel-
opers to predict values of quality attributes, with a certain level of confidence
that should satisfy the web services candidates to be part of a service compo-
sition. As it is not always possible to determine the levels of quality attributes
or to verify that candidate services meet the quality attributes they exhibit, the
approach explored in this paper would assist developers to estimate these quality
levels based on the values of the metrics of interfaces proposed in the well-known
Sneed’s catalog. The idea behind this work is based on the use of these metrics as
early indicators to warn software developers of quality of services that take part
in a process of service composition. To solve the problem of estimating levels of
quality, we explore multivariate linear regression, where the dependent variable
is the level of a quality attribute and the independent variables are each of the
metrics proposed in the Sneed’s catalog. In conclusion, experiments carried out
with the QWS Dataset1 have revealed fruitful insights in the context of quality
assessment in service composition.

The remainder of this paper was arranged as follows. The background is
described in Sect. 2. The related work is discussed in Sect. 3. The proposed
approach is set out in Sect. 4. Our empirical evaluation is described in Sect. 5,
and summarized. Lastly, the findings and possible study lines are set out in
Sect. 6.

2 Background

Nowadays, with the aim to address the needs of the Industry, software devel-
opment processes have increased their confidence in software reuse [7]. Service
Oriented Computing (SOC) is a prominent paradigm of utmost utility for the
development of distributed applications, which promotes the uncoupled reuse of
software [8]. This model aims to provide support in heterogeneous environments
when designing distributed applications. In addition, SOC encourages the cost-
and time-effective production and delivery of an application. Online services are
used as the building blocks to allow for versatile composition of applications [9].

A web service is a part of software that can be exposed and invoked using
standard Web protocols. The language used to specify web services is called
WSDL and it is based on XML. A web service can thus be defined in terms of the
functionality it provides (its public interface), the description of the operations
it provides, the outgoing messages associated with each operation, as well as the
data types used as parameters. These operations and messages are defined in the
abstract, and then linked to a particular transportation protocol such as SOAP
1 The QWS Dataset, https://zenodo.org/record/3557008#.Xk1fxWhKjI.

https://zenodo.org/record/3557008#.Xk1fxWhKjI
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or HTTP. The discovery of potentially relevant services, which meet the needs of
the developer, is a process that involves the search for these in discovery entities
materialized in registries [10].

The specifications of quality attributes, including those related to perfor-
mance, protection, modificability, reliability and usability, have a major impact
on a system’s software architecture [11]. Much of a software architecture’s life is
spent designing software systems to meet a collection of specifications for soft-
ware quality attributes, typically including scalability, security, performance, and
reliability. These are often informally called “-ilities” of an application (although,
of course, some of them -e.g. performance- do not fit properly under this lexical
specification). The specifications for quality attributes are part of an applica-
tion’s non-functional requirements which capture multiple aspects of how an
application’s functional requirements are achieved. Both applications may have
non-functional specifications which can be expressed in terms of specifications
for the quality attributes.

In this context, the analysis of issues related to QoS is of vital importance in
the field of web services composition, since knowing the quality of services guar-
antees that a better new application can be obtained at the time of composing.
Linear regression analysis is especially a statistical technique used to research
the relationship between variables that adapts to a wide variety of situations
[13]. The regression model is used in social science to forecast a wide variety of
phenomena, from economic indicators to various aspects of human behaviour.
Within the context of market research, it may be used to determine in which
of the different media to invest more effectively; or to predict the number of
sales of a given product [12,13]. Although there are works that have used linear
regression to calculate the efficiency of [14] web services, the study of web ser-
vice interface metrics and quality attributes seems to be an unexplored area of
research.

3 Related Work

Sneed in [5] focused on metrics from a practical point of view, analyzing interfaces
for web services. This consists of various types of metrics to calculate the sophis-
tication and efficiency of web services, ranging from specific metrics such as the
number of lines of code and number of declarations. All the metrics described can
be found in the interface of a web service. Finally, Sneed proposes the SoftAudit
tool, which after receiving as input a list of WSDL files, allows for assessing
the quality of the interface of a web service. From a non-functional standpoint,
Gambhir et al. [14] created a linear regression model for evaluating the quality
of web services using the tool WEKA. From a dataset that contains information
about quality attributes, the authors built a multivariate linear regression model
to predict the quality of some attributes in the absence of others.

The authors analyzed quality of service (QoS) in Web services composition
in [18]. Their research is focused on the premise that they have different QoS,
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criteria and costs for each task in a collection of web services with similar func-
tionalities, so when choosing web services for each task this leads to an optimiza-
tion problem. As a solution, they proposed a heuristic that allows for obtaining
99% of the optimal solution, taking less than 2% of the time of the exact stan-
dard algorithm. The authors proposed to implement genetic algorithms in [19]
to improve the quality of service (QoS) in order to obtain better response time
or total cost. Given low efficiency, genetic algorithms are a more scalable alter-
native, and the generic QoS attributes are more accessible to handle.

In [20], the service composition model based analysis is provided, with a
emphasis on quality attribute evaluation, that is, efficiency and reliability. They
created a tool called ATOP, which automatically transforms a model of service
composition design into a model of analysis, which in turn feeds a probabilistic
model for predicting quality. Along this line, the authors proposed to formulate
a web services configuration through Petri networks by analyzing the graphical
structure and algebraic properties in [21]. The result is then used to formulate
multiple QoS attribute optimization. In summary, they have obtained that the
architecture provides a programming model for the development and assembly of
business systems using a service-oriented architecture through the composition
of services.

A QoS-based approach to Web service selection is suggested in [22]. The app-
roach presents an equitable and simple algorithm for evaluating multiple metrics
based on quality. Researchers use Web Services Modeling Ontology (WSMO) for
service annotation definitions with QoS data to define a service quality ontol-
ogy and its vocabulary. The authors present a complex method of selection,
using an optimal algorithm of normalization. Several contemporary approaches
are proposed in [23] which use AI to explore alternative solutions when mak-
ing a composition of web services. IIn this way, compositions of the versatile
and adaptable web service can be created, thus achieving better interoperability
between distributed and heterogeneous applications.

There is little work to the best of our knowledge on the exploration of rela-
tionships between web service interfaces and the consistency of such services
from a web service composition perspective. For this reason, our work explores
the relationship between the metrics of the Sneed catalog and the QoS-metrics
defined by Al-Masri to obtain unknown values of a metric given the values of
correlated metrics.

4 Our Approach

In this research work, we delineate an approach that allows software developers
to predict quality attribute levels, with a certain confidence level, which the
candidate web services must satisfy in order to be part of a service composition.
Figure 1 depicts our approach, which is divided into 5 stages. First, there is a
WSDL file dataset that contains values of the quality attributes proposed by
Al-Masri (1). This set of files is pre-processed to be used later by the SoftAudit
tool provided by Sneed and thus obtain a dataset with the interface metrics of
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the WSDL files (2) [5]. Once both datasets are prepared with their respective
metrics separately, the KNIME tool2 is used to merge the dataset into one that
combines the information from both sources (3). In this stage, the Infostat tool3

(4) is used to assess statistical assumptions previously to build linear regression
models. Finally, linear regression models are built by considering Sneed’s catalog
metrics as independent variables and Al-Masri quality attributes as dependent
variables (5). Hence, we can state our research question as follows:

RQ: With respect to the composition of web service, is it possible to complete
missing information on either web service interface metrics or web service quality
attribute levels, and what is the effectiveness given the public QoS-datasets?

Fig. 1. Schema of our proposed approach.

In order to build linear regression models, we used the following methodology:

1. Perform correlation analysis (matrix) for all independent variables by using
Pearson correlation (r).

2. For each independent variable, verify
(a) Sample normality (Shapiro-Wilk test)
(b) Homoscedasticity with the dependent variable

2 https://www.knime.com/.
3 https://www.infostat.com.ar/.

https://www.knime.com/
https://www.infostat.com.ar/
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(c) If assumptions are verified
i. Run the regression model
ii. Check adjusted squared-R coefficient
iii. Check Fisher statistic F
iv. Check p-value probability of independent variable coefficients

3. Assemble the Linear Regression equation

Next we step into our proposed approach. Firstly, the correlation matrix
allows us to select variables with a considerable correlation (positive or negative)
higher than 0.5. For example, let us assume we select two variables from our
experimental dataset, namely Interface Modularity and Number of Object-Points
(r = 0.56), and then we check the sample normality as depicted in Fig. 2.

Fig. 2. Normality graph for the Interface Modularity dependent variable in relation to
the independent variable Number of Object-Points.

By observing the variability of the dependent variable Interface Modularity at
each level of the independent variable Number of Object-Points and not finding
any pattern where the variability grows as the values of Number of Object-Points
grow, we can affirm that the homocedasticity criterion is achieved as shown in
Fig. 3.

Thirdly, we should run the linear regression algorithm and obtain the model
as illustrated by Fig. 4. Then, we checked the quality metrics of a linear regression
model, namely adjusted squared-R factor (0.32), p-value (<0.0001) and F-test (F
= 342.34, p < 0.05). As a result, the metrics show a weak linear regression model;
the resulting equation could infer values of the Interface Modularity metric but
with a low level of confidence.

InterfaceModularity = 0.14 + 1.0e − 04 ∗ NumberofObjectPoints + error
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Fig. 3. Homocedasticity graph for the dependent variable Interface Modularity in rela-
tion to the independent variable Number of Object-Points.

Fig. 4. Linear regression graph for the dependent variable Interface Modularity in
relation to the independent variable Number of Object-Points.

5 Experimental Evaluation

To evaluate our approach, we used a publicly available Quality of Web Service
(QWS) dataset4. The dataset have been utilized by related studies [15,16] and con-
sists of a set of QoS measurements for 2507 real web service implementations. The
web services were collected using the Web Service Crawler Engine (WSCE) [15]
and quality measurements were obtained using the Quality of Web Service Man-
ager (QWSMan) [16]. Eachweb service calculation consists of nineQoSparameters

4 The QWS Dataset, https://zenodo.org/record/3557008#.Xk1fxWhKjIU.

https://zenodo.org/record/3557008#.Xk1fxWhKjIU
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which are calculated using benchmark software for commercial web service. Table
1 shows description of the QoS parameters and their measuring units.

Table 1. QoS parameters and units from Al-Masri dataset.

Parameter name Description Units

Response time Time taken to send a request and receive
a response

ms

Availability Number of successful invocations/Total
invocations

%

Throughput Total Number of invocations for a given
period of time

Invokes/Second

Successability Number of response/number of request
messages

%

Reliability Ratio of the number of error messages to
total messages

%

Compliance The extent to which a WSDL document
follows WSDL specification

%

Best practices The extent to which a Web service
follows WS-I Basic Profile

%

Latency Time taken for the server to process a
given request

%

Documentation Measure of documentation (i.e.
description tags) in WSDL

%

WsRF Web Service Relevancy Function: a rank
for Web Service Quality

%

Service classification Levels representing service offering
qualities (1 through 4)

Classifier

Service name Name of the Web service None

WSDL address Location of the Web Service Definition
Language (WSDL) file on the Web

None

The quality and complexity of the web services were calculated using Soft-
Audit [5]. This tool performs a static analysis on the service interface to measure
its quality and complexity. The full list of measures and their descriptions are
listed in Table 3. In order to obtain interfaces listed in the QWS dataset, we
retrieved the WSDL documents using URLs provided on the dataset. A total
of 1162 (46.35%) WSDL documents were successfully retrieved when the exper-
iment was carried out. Out of the 1345 (53.64%) WSDL documents that were
unavailable on the Internet, we retrieved 374 WSDL documents from the QWS-
WSDL dataset [17]. Finally, we were able to calculate the quality and complexity
of 1536 (61.26%) web services. Table 2 and 3 shows the descriptive statistical
analysis of quality and complexity measurements, respectively.
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Table 2. Descriptive statistics of QoS of services from Al-Masri’s dataset.

Mean Std dev Min Max

Response time (ms) 356.28 456.32 38.00 4651.00

Availability (%) 82.95 17.45 7.00 100.00

Throughput (invokes/second) 8.30 7.27 0.20 41.20

Successability (%) 85.94 18.60 8.00 100.00

Reliability (%) 69.25 9.05 33.00 89.00

Compliance (%) 88.92 10.06 50.00 100.00

Best practices (%) 79.44 7.87 54.00 95.00

Latency (ms) 54.73 186.03 0.33 3881.25

Documentation (%) 31.11 30.19 1.00 97.00

Table 3. Descriptive statistics of the Sneed’s metrics from the dataset.

Mean Std dev Min Max

Number of Function-Points 50.68 99.86 1.00 1013.00

Number of Data-Points 396.77 397.73 0.00 2763.00

Number of Object-Points 463.68 495.98 2.00 3562.00

Number of Results/Output Variables 16.90 33.90 0.00 359.00

Number of Arguments/Input Variables 31.80 52.19 0.00 894.00

Interface Data Complexity 0.80 0.15 0.10 0.90

Interface Relation Complexity 0.81 0.18 0.10 0.90

Interface Format Complexity 0.31 0.23 0.10 0.90

Language Complexity (Halstead Metric) 0.20 0.11 0.16 0.88

Interface Structure Complexity 0.17 0.14 0.10 0.90

Data Flow Complexity (Elshof Metric) 0.31 0.23 0.10 0.90

Interface Modularity 0.24 0.18 0.10 0.85

Interface Reusability 0.67 0.19 0.29 0.90

Interface Testability 0.40 0.36 0.10 0.90

Interface Conformity 0.62 0.38 0.00 1.00

The experiments were divided in two phases. On the one hand, linear regres-
sion equations were found for the relationships between the metrics proposed
by Sneed, and on the other hand, the linear regression equations for the rela-
tionships between the metrics proposed by Al-Masri. In order to perform the
tests, each dataset was divided into two groups: 75% for “training” and 25% for
“testing”. The 75% of WSDL documents were used to find the linear regression
equations, whereas the remaining 25% were used to calculate the estimation
error using the least-squares technique.
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Fig. 5. Correlation matrix between Sneed’s and Al-Masri’s metrics

In order to study the correlation between Sneed’s metrics and Al-Masri’s
metrics, we calculated the Pearson correlation as shown in Fig. 5. The matrix is
a heatmap that shows the correlation strength between variables. Regarding our
aforementioned research question (RQ), we observed that there was no consid-
erable correlation between the metrics proposed by Sneed (web service interface
metrics) and the ones proposed by Al-Masri (web service quality attribute lev-
els). In principle, whether Sneed’s metrics are good QoS predictors should be
evaluated in light of a higher amount of service descriptions. So, we decided to
study each group of metrics separately because we found stronger correlations
as shown in Fig. 6.

In his catalog, Sneed classifies the metrics into three groups, namely Service
Interface Size, Service Interface Complexity, and Service Interface Quality. Thus,
we propose to predict metrics belonging to the Service Interface Quality group
from the metrics belonging to the Service Interface Size and Service Interface
Complexity groups.

We found that Interface Modularity is the metric that showed the highest
values of correlations with the rest of the variables, but when analyzing the
adjusted squared-R factor, we observed a lower value in comparison with the
Interface Reusability metric. Despite having less correlation with the rest of
the variables, it showed higher adjusted squared-R factors close to 1. Another
finding related to the Interface Modularity metric is the higher precision in the
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Fig. 6. Correlation matrix from full merged dataset.

linear regression models related to metrics belonging to the Service Interface
Complexity in comparison with the ones belonging to the Service Interface Size
group. To sum up, the best linear regression models found were the following:

InterfaceModularity = 0.08+ 0.63 ∗ InterfaceStructureModularity + 0.00264

Additionally, we found a multivariate linear regression model, where the
dependent variable Interface Modularity depends on 4 independent variables:

InterfaceModularity = −0.25 + 0.11 ∗ IDC + 1.13 ∗ ISC + 0.02 ∗ DFC − 0.13 ∗ LC + 0.102

where IDC is Interface Data Complexity, ISC is Interface Structure Complex-
ity, DFC is Data Flow Complexity, LC is Language Complexity. Finally, as for
the equations defined for the Al-Masri model, the best equation found according
to linear regression quality metrics was:

Availability = 3.21 + 0.92 ∗ Successability + 9.222

6 Conclusions

In this work, a series of linear regression models were presented, which allow
users, from a set of metrics, to predict others from the same set. That is,
in the absence of certain metrics, these can be obtained by just applying an
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equation. Providing metrics to quantify web services is still a maturing area,
and thus reducing the number of individual metrics employed by users to test
web service quality might alleviate the burden of web service QoS assessment
upon composing existing services. In the beginning, we have taken into account
the dataset provided by Al-Masri, which in turn contained information on the
Quality attributes that each WSDL file (i.e. web service). This dataset was pre-
processed to obtain the interface metrics of each web service that Sneed proposes
in his catalog through the use of the SoftAudit tool. Then, our approach aimed
to predict the metrics of the quality attributes that each WSDL file met from
analyzing its interface. As it was not possible to find a relationship between both
datasets because there was no correlation between the variables defined in each
group, we studied the datasets separately.

According to the experimental results carried out with a dataset of 2500
Web services, several linear regression models were found that allow predicting
service interface metrics based on their size and complexity metrics. Likewise,
it was possible to find models that allow software practitioners to infer quality
attributes from known attributes. In practical terms, linear regression models
were developed to detect patterns, forecast performance, and draw conclusions
backed by an input dataset, either a QoS-dataset or a Sneed catalog metric
dataset.

As future work, we are working on several issues. Firstly, we are planning to
explore AI techniques such as association rules, neural networks, and clustering,
among others. Secondly, we will normalize the dataset provided by Al-Masri, to
study the correlation between the variables and corroborate whether the lack
of normalization impacts on the study. Thirdly, we plan to collect information
from various databases containing quality information from WSDL files to see
whether a correlation analysis relationship can be identified using the SoftAudit
tool.
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184 G. Rodŕıguez et al.

5. Sneed, H.M.: Measuring web service interfaces. In: 2010 12th IEEE International
Symposium on Web Systems Evolution (WSE), pp. 111–115. IEEE, September
2010

6. Rodriguez, J.M., Crasso, M., Zunino, A., Campo, M.: Improving Web Service
descriptions for effective service discovery. Sci. Comput. Program. 75(11), 1001–
1021 (2010)

7. Wang, Y., Stroulia, E.: Flexible interface matching for web-service discovery. In:
Proceedings of the Fourth International Conference on Web Information Systems
Engineering, WISE 2003, pp. 147–156. IEEE, December 2003

8. Huhns, M.N., Singh, M.P.: Service-oriented computing: key concepts and princi-
ples. IEEE Internet Comput. 9(1), 75–81 (2005)

9. Ezenwoke, A., Misra, S., Adigun, M.O.: An approach for e-commerce on-demand
service-oriented product line development. Acta Polytechnica Hungarica 10(2),
69–87 (2013)

10. Hanzhang, W., Kessentini, M.: Refactoring Web Services Interface Using Many-
Objective Search (2019)
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Abstract. The work is a continuation of our research on the applica-
tion of the newly discovered homogeneous granulation technique. The
method gives the possibility to reduce the size of decision-making sys-
tems while maintaining their classification efficiency without the need to
estimate the optimal approximation radii. The level of system approx-
imation depends on the level of homogeneity of decision classes. That
is, the tolerance of modification of objects with their preservation in a
given class. Being motivated by effectiveness of our recently developed
Ensemble model of Random Granular Reflections - where the homoge-
neous granulation technique was used to select objects for individual
learning iterations - we have checked the effectiveness of the Random
Forest in the context of boosting the classification on granular data. In
the applied technique, an appropriate subset of attributes and objects is
used in individual learning iterations. This means that training data is
reduced in two ways. The results of experiments carried out on selected
data from the UCI repository show reasonable efficiency on significantly
reduced training systems.

Keywords: Homogeneous granulation · Random Forest · Rough sets ·
Decision Systems · Classification

1 Introduction

The Random Forest technique used to boost classification is one of the most
significant discoveries in the family of data mining techniques. It is at the top
of methods for improving multi-label classification. In our work we checked the
effectiveness of this technique with data reduced by homogeneous granulation -
see [3,4] and [5]. The homogeneous granulation method applies the approxima-
tion scheme proposed by Polkowski [8]. The detailed theoretical introduction is
in the works [8,10] and later in [11]. Naturally, we provide the necessary theories
to make things clear.

It is worth adding that, the new technique has been recently applied to a
very promising ensemble model - the ensemble of granular reflections - [6] and
that is the main motivation for testing homogeneous granulation in the random
forests model.
c© Springer Nature Switzerland AG 2020
A. Lopata et al. (Eds.): ICIST 2020, CCIS 1283, pp. 185–195, 2020.
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http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-59506-7_16&domain=pdf
https://doi.org/10.1007/978-3-030-59506-7_16


186 K. Ropiak and P. Artiemjew

The rest of the paper contains the following content. In Sect. 2 we have
a theoretical introduction to basic granulation scheme - see [8]. In Sect. 3 we
introduce homogeneous granulation with toy example. In Sect. 4 we present the
reference random forest model. In Sect. 5 we present the experimental session
and summarize the work in Sect. 6.

Let’s start by describing the basic scheme of granulation technique we used.

2 The Granulation Techniques - Basic Scheme

Theoretical background of rough inclusions can be found in Polkowski [9,10,12,
13], a detailed discussion may be found in Polkowski [14].

The standard rough inclusion µ is defined as

µ(v, u, r) ⇔ |IND(u, v)|
|A| ≥ r (1)

where
IND(u, v) = {a ∈ A : a(u) = a(v)}, (2)

The parameter r is the granulation radius from the set { 0
|A| ,

1
|A| , ...,

|A|
|A|}.

2.1 The Process of Training System Covering

In the process of covering - the objects of training system are covered based on
chosen strategy. We use simple random choice because it is the most effective
method among studied ones - see [11]).

The last step of the granulation process is as shown in the next section.

2.2 Granular Reflections

In this step we formed the granular reflections of the original training system
based on the granules from the found coverage. Each granule g ∈ COV (U, µ, r)
from the coverage is finally represented by a single object formed using the
Majority Voting (MV ) strategy.

{MV ({a(u) : u ∈ g}) : a ∈ A ∪ {d}} (3)

The granular reflection of the decision system D = (U,A, d) is the decision
system (COV (U, µ, r), the set of objects formed from granules.

v ∈ gcdr (u) if and only if µ(v, u, r) and (d(u) = d(v)) (4)

for a given rough (weak) inclusion µ.
Detailed information about our new method of granulation is presented in

the next section.
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3 Homogeneous Granulation

The granules are formed as follows,

ghomogeneous
ru

= {v ∈ U : |gcdru | − |gru | == 0, for minimal ru fulfills the equation}

where

gcdru = {v ∈ U :
|IND(u, v)|

|A| ≤ ru AND d(u) == d(v)}

and

gru = {v ∈ U :
|IND(u, v)|

|A| ≤ ru}

ru ∈ { 0

|A| ,
1

|A| , ...,
|A|
|A| }

3.1 Toy Example of Homogeneous Granulation

Considering training decision system from Table 1.
Homogeneous granules for all training objects:
g0.385(u1) = (u1, u6, u10, u11, u12, u18, u20),

g0.462(u2) = (u2, u3, u4, u5, u9, u23),
g0.539(u3) = (u2, u3, u5),

g0.615(u4) = (u4),
g0.539(u5) = (u3, u5, u21, u23),

g0.462(u6) = (u4, u6, u16, u20, u21),
g0.539(u7) = (u7, u15, u17),
g0.462(u8) = (u7, u8, u13),
g0.462(u9) = (u2, u4, u9),

g0.615(u10) = (u10),
g0.385(u11) = (u1, u6, u11, u12, u20),
g0.385(u12) = (u1, u11, u12, u18, u20),

g0.615(u13) = (u13),
g0.385(u14) = (u14, u15, u24),

g0.615(u15) = (u15),
g0.539(u16) = (u16),

g0.539(u17) = (u7, u15, u17),
g0.389(u18) = (u1, u2, u6, u10, u12, u18, u20, u21, u23),

g0.615(u19) = (u19),
g0.462(u20) = (u1, u6, u11, u12, u18, u20),

g0.462(u21) = (u3, u5, u6, u21, u23),
g0.615(u22) = (u22),

g0.462(u23) = (u2, u3, u5, u21, u23),
g0.462(u24) = (u7, u15, u24),
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Table 1. Training data system (Utrn, A, d), (a sample from heart disease data set)

a1 a2 a3 a4 a5 a6 a7 a8 a9 a10 a11 a12 a13 d

u1 74.0 0.0 2.0 120.0 269.0 0.0 2.0 121.0 1.0 0.2 1.0 1.0 3.0 1

u2 65.0 1.0 4.0 120.0 177.0 0.0 0.0 140.0 0.0 0.4 1.0 0.0 7.0 1

u3 59.0 1.0 4.0 135.0 234.0 0.0 0.0 161.0 0.0 0.5 2.0 0.0 7.0 1

u4 53.0 1.0 4.0 142.0 226.0 0.0 2.0 111.0 1.0 0.0 1.0 0.0 7.0 1

u5 43.0 1.0 4.0 115.0 303.0 0.0 0.0 181.0 0.0 1.2 2.0 0.0 3.0 1

u6 46.0 0.0 4.0 138.0 243.0 0.0 2.0 152.0 1.0 0.0 2.0 0.0 3.0 1

u7 60.0 1.0 4.0 140.0 293.0 0.0 2.0 170.0 0.0 1.2 2.0 2.0 7.0 2

u8 63.0 0.0 4.0 150.0 407.0 0.0 2.0 154.0 0.0 4.0 2.0 3.0 7.0 2

u9 40.0 1.0 1.0 140.0 199.0 0.0 0.0 178.0 1.0 1.4 1.0 0.0 7.0 1

u10 48.0 1.0 2.0 130.0 245.0 0.0 2.0 180.0 0.0 0.2 2.0 0.0 3.0 1

u11 54.0 0.0 2.0 132.0 288.0 1.0 2.0 159.0 1.0 0.0 1.0 1.0 3.0 1

u12 71.0 0.0 3.0 110.0 265.0 1.0 2.0 130.0 0.0 0.0 1.0 1.0 3.0 1

u13 70.0 1.0 4.0 130.0 322.0 0.0 2.0 109.0 0.0 2.4 2.0 3.0 3.0 2

u14 56.0 1.0 3.0 130.0 256.0 1.0 2.0 142.0 1.0 0.6 2.0 1.0 6.0 2

u15 59.0 1.0 4.0 110.0 239.0 0.0 2.0 142.0 1.0 1.2 2.0 1.0 7.0 2

u16 64.0 1.0 1.0 110.0 211.0 0.0 2.0 144.0 1.0 1.8 2.0 0.0 3.0 1

u17 67.0 1.0 4.0 120.0 229.0 0.0 2.0 129.0 1.0 2.6 2.0 2.0 7.0 2

u18 51.0 0.0 3.0 120.0 295.0 0.0 2.0 157.0 0.0 0.6 1.0 0.0 3.0 1

u19 64.0 1.0 4.0 128.0 263.0 0.0 0.0 105.0 1.0 0.2 2.0 1.0 7.0 1

u20 57.0 0.0 4.0 128.0 303.0 0.0 2.0 159.0 0.0 0.0 1.0 1.0 3.0 1

u21 71.0 0.0 4.0 112.0 149.0 0.0 0.0 125.0 0.0 1.6 2.0 0.0 3.0 1

u22 53.0 1.0 4.0 140.0 203.0 1.0 2.0 155.0 1.0 3.1 3.0 0.0 7.0 2

u23 47.0 1.0 4.0 112.0 204.0 0.0 0.0 143.0 0.0 0.1 1.0 0.0 3.0 1

u24 58.0 1.0 3.0 112.0 230.0 0.0 2.0 165.0 0.0 2.5 2.0 1.0 7.0 2

Granules covering training system by random choice:
g0.462(u2) = (u2, u3, u4, u5, u9, u23),

g0.539(u3) = (u2, u3, u5),
g0.462(u6) = (u4, u6, u16, u20, u21),

g0.462(u8) = (u7, u8, u13),
g0.385(u12) = (u1, u11, u12, u18, u20),

g0.385(u14) = (u14, u15, u24),
g0.539(u17) = (u7, u15, u17),

g0.385(u18) = (u1, u2, u6, u10, u12, u18, u20, u21, u23),
g0.615(u19) = (u19),

g0.462(u21) = (u3, u5, u6, u21, u23),
g0.615(u22) = (u22),

Granular decision system from above granules is as follows (Table 2):
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Table 2. Granular decision system formed from covering granules

a1 a2 a3 a4 a5 a6 a7 a8 a9 a10 a11 a12 a13 d

g0.462(u2) 65.0 1.0 4.0 120.0 177.0 0.0 0.0 140.0 0.0 0.4 1.0 0.0 7.0 1

g0.539(u3) 65.0 1.0 4.0 120.0 177.0 0.0 0.0 140.0 0.0 0.4 2.0 0.0 7.0 1

g0.462(u6) 53.0 0.0 4.0 142.0 226.0 0.0 2.0 111.0 1.0 0.0 2.0 0.0 3.0 1

g0.462(u8) 60.0 1.0 4.0 140.0 293.0 0.0 2.0 170.0 0.0 1.2 2.0 3.0 7.0 2

g0.385(u12) 74.0 0.0 2.0 120.0 269.0 0.0 2.0 159.0 0.0 0.0 1.0 1.0 3.0 1

g0.385(u14) 56.0 1.0 3.0 130.0 256.0 0.0 2.0 142.0 1.0 0.6 2.0 1.0 7.0 2

g0.539(u17) 60.0 1.0 4.0 140.0 293.0 0.0 2.0 170.0 1.0 1.2 2.0 2.0 7.0 2

g0.385(u18) 71.0 0.0 4.0 120.0 269.0 0.0 2.0 121.0 0.0 0.0 1.0 0.0 3.0 1

g0.615(u19) 64.0 1.0 4.0 128.0 263.0 0.0 0.0 105.0 1.0 0.2 2.0 1.0 7.0 1

g0.462(u21) 59.0 1.0 4.0 112.0 234.0 0.0 0.0 161.0 0.0 0.5 2.0 0.0 3.0 1

g0.615(u22) 53.0 1.0 4.0 140.0 203.0 1.0 2.0 155.0 1.0 3.1 3.0 0.0 7.0 2

4 Random Forest

Random forest algorithm developed by [1,2] is an ensemble method for classifi-
cation boosting. The general principle of this technique is to create an ensemble
of decision trees formed from random attributes. The percentage of attributes
drawn to the model is determined experimentally depending on the data we
work on. In this technique, similarly to the Adaptive Boost method, the individ-
ual classifiers do not have to work perfectly, the important thing is that when
combined into a committee they give one effective classifier. The effectiveness
of such models can be explained by modelling the decision-making problem in
different dimensions of data description, which leads to supporting correct solu-
tions. Below is the pseudo-code of the model used for measuring the classification
accuracy.
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function run_experiment(data, n_times=1, gran_enabled=False):

""" data - full original dataset
n_times - number of experiments
gran_enabled - False used for Nil case, True for homogeneous
granulation case

"""
results = []

for n in range(n_times):

splitted_data = cv5_split(data)

# configuring classifier with parameters
classifier = RandomForestClassifier(n_estimators=100,

max_features=None, random_state=None)

for i in range(5):

tst = splitted_data[i]

trn = splitted_data <> tst

# optional granulation if enabled
if gran_enabled:

trn = homogeneous_granulation(trn)

features = trn attributes without decision class

labels = trn decision class

classifier = classifier.fit(features, labels)

result = classifier.score(tst attributes, tst labels)

results.append(result)

return results

Listing 1: Pseudocode for Random Forest classification using CV5 split

5 Experimental Session

Our experiments were run to compare classification and approximation perfor-
mance of following approaches:

– nil case - Random Forest classification on the original data
– case 1 - Random Forest classification on training data granulated using homo-

geneous technique
– case 2 - Random Forest classification on granulated data (homogeneous)

reduced by least important attributes chosen from Random Forest classifica-
tion statistics.
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For each case the Cross Validation 5 split was used to bring up the train and
test subsets. The attribute importance threshold was set arbitrary to 5 %. That
means that the attributes used during Random Forest classification (first run)
that had less than 5% impact on model performance were dropped out from the
dataset which is then granulated.

Random forest implementation from Scikit Learn library was used. For each
CV5 split 100 random trees were built using all features from tested datasets.
Additionally to bring more randomness in the whole process bootstraps were also
enabled during tree building process. Bootstrapping procedure selects a random
sample with replacement from the training set and fits trees to these samples.
This leads to a better performance and lowers the over-fitting rate of the trees
by training each tree on different randomly sampled subset of the original data.

We have carried out a series of experiments for data from UCI Repository [16]
- see Table 3. In the Figs. 1, 2, 3, 4, 5 and 6 we have the results of classification
and approximation level for respectively Iris, Australian credit, Pima Indians
diabetes, Heart Disease, Wine quality and Breast cancer Wisconsin data sets. In
addition, a visualization of classification results is presented. Finally in Table 4
we have collected some more information about approximation level for each
tested case.

Random forests work very satisfactorily on granular data, e.g.. for the Iris
system, with a 66% reduction of the number of objects, the accuracy is 0.935
compared to 0.953 on the original data. When comparing number of features,
the approximation is even higher reaching 91% of reduction comparing the nil
case vs. case 2 with classification accuracy of 0.953 to 0.93. Detailed results for
each tested dataset can be found in Table 4.

Table 3. Data sets description - see [16]

Name Attr type Attr no. Obj no. Class no.

Iris integer, real 5 150 3

Australian− credit categorical, integer, real 15 690 2

Pima IndiansDiabetes categorical, integer 9 768 2

Heart− disease categorical, real 14 270 2

Wine quality integer, real 13 178 3

BreastCancerWisconsin real 30 569 2
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Nil case case 1 case 2
mean 0.9533 0.9353 0.9304
max 1.0000 1.0000 1.0000
min 0.8667 0.8000 0.8095
std 0.0371 0.0501 0.0509
25% 0.9333 0.9000 0.9000
50% 0.9667 0.9333 0.9500
75% 0.9667 0.9667 0.9524
mean # of features 480 159 42
mean size of trn 120 40 21
# of attributes 4 4 2

Fig. 1. Results for Iris dataset (5 times CV5), basic parameters and - box plot visual-
izing accuracy and its deviation

Nil case case 1 case 2
mean 0.8690 0.8465 0.8488
max 0.9275 0.9275 0.9203
min 0.7826 0.7536 0.7681
std 0.0272 0.0318 0.0317
25% 0.8551 0.8261 0.8333
50% 0.8696 0.8515 0.8551
75% 0.8895 0.8623 0.8696
mean # of features 7728 3353 1844
mean size of trn 552 239 307
# of attributes 14 14 6

Fig. 2. Results for Australian credit dataset (5 times CV5), basic parameters and -
box plot visualizing accuracy and its deviation

Nil case case 1 case 2
mean 0.7554 0.7522 0.7529
max 0.8182 0.8377 0.8105
min 0.6688 0.6797 0.6667
std 0.0318 0.0308 0.0294
25% 0.7240 0.7386 0.7350
50% 0.7557 0.7533 0.7582
75% 0.7778 0.7662 0.7727
mean # of features 4915 3363 3343
mean size of trn 614 420 41

Fig. 3. Results for Pima Indians Diabetes dataset (5 times CV5), basic parameters
and - box plot visualizing accuracy and its deviation
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Nil case case 1 case 2
mean 0.8020 0.7719 0.7721
max 0.9180 0.9000 0.9000
min 0.6885 0.6500 0.6167
std 0.0483 0.0553 0.0574
25% 0.7676 0.7243 0.7333
50% 0.8033 0.7705 0.7667
75% 0.8299 0.8133 0.8189
mean # of features 3151 1175 849
mean size of trn 242 90 106
# of attributes 13 13 8

Fig. 4. Results for Heart Disease dataset (5 times CV5), basic parameters and - box
plot visualizing accuracy and its deviation

Nil case case 1 case 2
mean 0.9651 0.9501 0.9493
max 1.0000 1.0000 1.0000
min 0.8857 0.8333 0.8333
std 0.0317 0.0381 0.0430
25% 0.9444 0.9429 0.9429
50% 0.9722 0.9444 0.9579
75% 1.0000 0.9722 0.9722
mean # of features 1851 1450 431
mean size of trn 142 112 108
# of attributes 13 13 4

Fig. 5. Results for Wine quality dataset (5 times CV5), basic parameters and - box
plot visualizing accuracy and its deviation

Nil case case 1 case 2
mean 0.9591 0.9539 0.9367
max 0.9912 0.9912 0.9649
min 0.9204 0.8860 0.8684
std 0.0140 0.0229 0.0224
25% 0.9496 0.9386 0.9298
50% 0.9561 0.9561 0.9386
75% 0.9649 0.9649 0.9474
mean # of features 13656 10408 1518
mean size of trn 455 347 380
# of attributes 30 30 4

Fig. 6. Results for Breast Cancer Wisconsin dataset (5 times CV5), basic parameters
and - box plot visualizing accuracy and its deviation
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Table 4. Approximation levels for each tested case

Dataset Nil case Case 1 (mean) Case 2 (mean) Nil vs. case 1 Nil vs. case 2

# of objects % of reduction

Iris 120 40 21 66% 82%

Australian 552 239 307 56% 44%

Pima 614 420 418 31% 32%

Heart 242 90 106 62% 56%

Wine 142 112 108 22% 24%

Breast 455 347 380 24% 17%

# of features % of reduction

Iris 480 159 42 66% 91%

Australian 7728 3353 1844 56% 76%

Pima 4915 3363 3343 32% 32%

Heart 3151 1175 849 62% 73%

Wine 1851 1450 431 22% 77%

Breast 13656 10408 1518 24% 89%

6 Conclusions

In this work we conducted an experimental verification of the possibility of using
the ensemble model, random forests, to boost the classification based on granular
data reflections. As a reference granulation technique we used recently discovered
the homogeneous granulation method, the basic positive feature of which is the
lack of necessity to estimate optimal granulation parameters of approximation.
From the experiments carried out in this work we can conclude that the random
forest technique fits very well with granular data reflections. On the considered
data with a reduction in the number of objects from 22 to 66% and features from
22 to 91% we obtained results of classification accuracy at a level close to that
of the original data. Levels of approximation depends highly on the diversity
of the dataset. Possible implementation of this approach are models which are
pre-trained on current data and need to be re-learned in the future where the
new data is collected. Re-learning can be done on granulated (reduced) and new
data instead of original + new data which can significantly reduce the necessary
computation time. In our upcoming work we plan to confront the random forest
technique with our Ensemble of random granules model - also considering their
hybrid combination.
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Abstract. Fog Computing is a new paradigm which is meant to solve some new
challenges in IoT like a wide-spread geographical distribution and mobility of
the devices, multiple nodes, heterogeneity of the hardware capabilities and com-
munication technologies. A Fog Computing Orchestration enables the control of
multiple devices connected to the Fog Computing network. It offers some new
application areas like a smart home, smart grid, smart vehicles, or health data
management. Since security issues of both the Fog Computing and Orchestration
are not fully explored yet, it poses different challenges. This review paper firstly
aims to identify the Fog Computing security challenges as it is the environment
for an Orchestration. It reviews some proposed Orchestration solutions as well.
Secondly, Orchestration challenges are identified themselves by reviewing over
150 papers. The results suggest that security/privacy is among the top concerns.

Keywords: Fog Computing · Fog Orchestration · Orchestration Security · Fog
Computing Security Challenges · Internet of Things · IoT

1 Introduction

Asmedia claims, 5G networkwill soon become available. The advantages of 5G network
are high speed and low latency. It will give a rise to multiple people and things connected
to the internet. All that will make up the Internet of Things (IoT). It is feared though that
the new technology may pose new security challenges which yet are not fully explored.

There are different paradigms for the Internet of Things (IoT) like Cloud Comput-
ing, Mobile Computing, Edge Computing or Fog Computing. The Fog Computing as
the OpenFog Consortium [1] defines is “A horizontal, system-level architecture that dis-
tributes computing, storage, control and networking functions closer to the users along
a cloud-to-thing continuum”. Bonomi et al. [2] suggests that the Fog Computing is one
of the best solutions to meet specific IoT requirements. It may include the edge of the
network placement, a very large number of nodes, mobility etc. Fog Computing may
fulfill certain IoT requirements; however its security threats or orchestration security
challenges should not be overlooked.
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Distributed service infrastructure in the Fog layer may be owned by different entities
while using different software and hardware which requires effective collaboration and
communication solutions. New standards which define how different components of the
architecture can communicate are still under development. Fog layer services are often
implemented as virtual machines, thus solutions for a lightweight virtual machine lifecy-
cle management (creation, deployment, migration, context preservation etc.) are consid-
erable. Resources are in different locations distributed over various devices. An effective
mechanism for service discovery and orchestration is critical in this case. Another big
challenge is the mobility of both the end-nodes and Fog Computing devices. It requires
specific protocols and solutions which could enable a synchronization of various states
of service devices on any heterogeneous infrastructure [3] hosting the Fog services.

The goal of this review paper is to investigate the Fog Computing Security Chal-
lenges, Orchestration solutions suitable for the Fog Computing, and Orchestration Secu-
rity Challenges. As Fog Computing Challenges and Orchestration Challenges are often
treated as the same ones in papers, this paper pays an extra attention to tell it apart.

The Sects. 2–4 respectively provide a short review due to a limited space. The chapter
No. 2 “Survey of the Fog Orchestration Review Papers” is dedicated to review papers
which are up-to-date and thorough enough by their volume to rely on. The chapter No.
3 “Fog Computing Security Challenges” seeks to give a brief overview of the security
challenges faced by the Fog Computing as it is the environment for an Orchestrator.
A considerable contribution is made by the OpenFog Consortium [1] document as it
contains the guidelines proposed on behalf of the Fog Computing by a number of unified
companies. The chapter No. 4 reviews the most common Orchestration solutions. It is
a more extensive one as it is important in order identify subsequently any orchestration
security challenges. The chapter No. 5 “Orchestration Challenges Identification Results”
uses a systematic approach to identify any specificOrchestration challenges including the
relevance of security and privacy. Over 150 papers that are the most popular on Google
Scholar were screened for the right challenge keywords within these documents. A chart
is provided because of the findings. The chapter No. 6 gives a summary of the review
sections No. 2-4. It is presented as a set of guidelines.

2 Survey of the Fog Orchestration Review Papers

Multiple papers seem to confirm that the Fog Computing paradigm is rather new and
insufficiently explored yet. Security and privacy challenges may depend as the paper
[4] identifies in this case on location privacy, data privacy, intrusion detection, secure
protocols and secure data transfer. As the paper further claims while giving a refence to
relevant authors that it is possible to track user’s location as he/she moves from one edge
cloud to another. However, a solution to this privacy challenge in order to prevent any
tracking could be a fake service specifying a fake route. What concerns the data privacy
for a vehicular road surface monitoring, referenced authors proposed a certificateless
encryption scheme and a data transmission protocol to ensure confidentiality, integrity,
privacy, and anonymity. Another challenge could be an intrusion detection. Using Soft-
ware Defined Network (SDN) switches as the Fog Computing nodes can be a promising
idea but if an attacker tampers a fog node, it may become possible to further exploit it
to get a control over the network.
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Meanwhile, the paper [5] suggests considering the Fog Computing architecture as a
three-layered one. The hierarchy according to the authors is made of (1) sensing layer,
(2) the middleware (communication medium), and (3) the Fog Computing server. The
sensing layer comprises of different sensing devices, such as radio-frequency identifi-
cation (RFID) tags, wireless sensor networks (WSNs), and near-field communications
(NFCs) etc. These end-nodes are to identify relevant physical objects, convert the data
and send it to the upper level devices. The middleware is made of the network and
transport layers. As the data is received from the bottom layer, it is processed at the
middleware and transmitted to a Fog Computing server. The Fog server layer acts as
a front end to users. Its main function is to assist with the management of different
applications. All these three layers have their typical threats or security challenges. A
potential solution to these three-layered threats are immediately prompted but as it is
noted in the conclusions section, a fully holistic security is still to be developed.

Orchestration Security plays a significant part as well in relevant papers. As the paper
[6] claims, Fog Computing Orchestration applications can simplify the maintenance and
increase the security. However, the crucial challenge as the paper further adds is dealing
with such service dynamic variations and a transient operational behavior. In order to
be more specific, diversity of the Fog Computing nodes is the main challenge. Location,
configuration and provided functionalities can dramatically increase it. It leads to a
research challenge which is how to optimize a selection of the best Fog Computing
components to compose an application processes for such requirements as a security,
network latency and Quality of Service (QoS).

Orchestration Security among such other criteria as a scale and complexity, dynam-
icity, fault diagnosis and tolerance plays an important role. Overall communication
integrates multiple sensors, computer chips and communication equipment. Certain ser-
vices can be made of different components in different geographical locations which
increase hack opportunities. Fog Computing end-nodes are extremely vulnerable as the
attack can be initiated by human actions in the network infrastructure, and by malicious
applications for any data leak. It is even possible to physically tamper the end-nodes.

3 Fog Computing Security Challenges

The Fog Computing paradigm solves several shortcomings of the Cloud Computing by
providing a solution in the situations where low latency and jitter, mobility support, con-
strained devices support, context and proximity awareness is required. On the other hand,
the Fog Computing also introduces some new challenges in various fields, including data
privacy and security.

Security assuring functions must be installed in every Fog Computing solution to
make it responsive, available, survivable and trusted [7]. All the edge paradigms, includ-
ing Fog Computing, use a lot of different building blocks (such as various wireless
communication protocols, constrained devices and networks, distributed and peer-to-
peer systems, virtualization platforms, etc.) to comprise the final solution. It is essential
to protect the building blocks themselves and to orchestrate diverse security mechanisms
[3]. One needs to have a full, unified, and transversal view of all the security mechanisms
available in a heterogeneous infrastructure to ensure an effective and secure integration
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and an interoperability. Moreover, by ensuring a security to all the building blocks
individually, one does not necessary ensure a security to the solution itself.

Additionally, the Fog Computing paradigm introduces specific requirements e.g. the
security methods and protocols should not be centralized as the central infrastructure
may not be available due to strict requirements for latency or it may simply be offline
due to malicious attacks. On the other hand, some Fog Computing devices may be
constrained enough [8] to support only the simplest authentication protocols and limited
connectivity. One not only needs to ensure enough of security in all the building blocks
based on different architectures and technologies, but also to ensure a secure global
connectivity and accessibility in a heterogeneous ecosystem [9].

According to Puthal’s [5] et al. security challenges specific to the Fog Computing,
one could group them into three parts by the place of occurrence in the overall Fog
architecture: a) security threats in the edge or sensing layer, b) security threats in the
network infrastructure, c) security threats in the Fog layer. The remaining part of the
Fog architecture, the Fog to Cloud part, doesn’t introduce any Fog specific challenges
(Table 1).

Table 1. Fog Computing threats [1] as defined by OpenFog Consortium.

Threat
categories

Confidentiality Integrity Authentication Availability Privacy

Attack
venue

Intents Leaking info
through a
channel

Modifying
data/code without
authorization

Masquerading
one as another

Rendering
resources
unavailable

Leaking
sensitive
info

Insider attacks Data leaks Data alteration Identity/key
leak

Equipment
sabotage

Data/identity
leak

Hardware
attacks

Hardware,
trojans, side
channel
attacks

Hardware trojans Hardware
trojans

Radio
jamming,
bandwidth
exhaustion

Hardware
trojans, side
channel
attack

Software
attacks

Malware Malware Malware DoS/DDos Malware,
social
networking

Network
attacks

Eavesdrop Message/transaction
replay

Spoofing,
Man-in-Middle

DoS/DDos,
subnet
flooding

Traffic
pattern
analyses

OpenFog Consortium [1] defines the types of threats for the system to be aware of
as it is stated above. Such a threat model does not need to go too much into details of
the attacks as it was mentioned. It should however specify whether it considers only
operational system threats, or it also includes the attacks caused by an insider. E.g. if a
designer creates a back door, it is very hard to prevent it from being exploited later.
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4 Fog Orchestration Solutions

As the Orchestration is defined by the OpenFog Consortium [1], it is “Type of compo-
sition where one particular element is used by the composition to oversee and direct the
other elements”. In general, Fog Computing paradigm extends the Cloud Computing and
inherits its several important properties such as resource Orchestration, multi-tenancy,
elastic provisioning [10], etc. Fog Computing nodes use their computational resources
in such implementations to provide required services to the nodes at the edge of the
network. If the Orchestration framework is designed correctly, it allows to partition the
required services between different Fog Computing nodes and/or some Cloud-based
services in such a way, that delay-sensitive tasks are executed by physically close Fog
Computing nodes, however the resource-hungry non-real-time tasks are executed by
cheap and powerful Cloud services. That process is called an affinity-aware software
offloading.

The authors [10] provide an overview of the Fog Computing service Orchestration
framework which bridges the gap between the infrastructure and the applications. They
propose to use a classic architecture introduced by National Institute of Standards and
Technology (NIST) [11] which is already widely adopted in the modern Cloud Com-
puting systems, such as OpenStack. This three-layer Cloud Computing orchestration
framework (see Fig. 1) could also be successfully used in the Fog Computing.

Fig. 1. Cloud Computing architecture (left) [11] to a Fog Orchestrator (right) [10].

A central role in this three-layer architecture is played by the control layer or the
central controller which makes decisions on how to efficiently allocate available IoT
applications and services to a lower layer of the Fog Computing nodes. Several new
challenges specific only to Fog Computing paradigm need to be addressed: scalability
of the control layer, affinity-based service provision, and heterogeneous nature of the
Fog Computing nodes.

A control layer of the Fog Computing must be able to coordinate any interactions
among amassive number of the FogComputing nodes with entirely different capabilities



Orchestration Security Challenges in the Fog Computing 201

and constraints forming a physical resource layer. Two methods are used in the Cloud
Computing solutions to deal with a scalability of the control layer: hierarchical con-
troller approach (e.g. OpenStack Cells) and the flat controller approach. A hierarchical
controller layer uses additional higher-level controllers to form a multi-level structure
which helps to minimize computational requirements for the controller layer. The flat
controller layer uses a peer-to-peer architecture with a periodic gossiping between dif-
ferent controllers trying to collect information on a global structure of the system and
making decisions for a local device management. The flat controller approach is more
suitable for Fog Computing systems where nodes are owned by different independent
parties (homeowners, public institutions, universities, etc.) with heterogeneous hardware
and software resources. On the other hand, a Fog Computing layer may include millions
of different nodes to make controllers unable to store and share the information about
the whole system. To solve a scalability problem, Jiang et al. [10] propose that each
controller should collect and maintain information on the structure of a system in its
proximity in order to share the information only with its neighboring controllers. Such
a solution ensures that any required Fog Computing services are naturally offloaded to
physically close Fog Computing nodes and the amount of the information needed to
maintain and share it is significantly reduced. Figure 2 demonstrates a three-layer Fog
orchestration framework and its data flows required for an effective Orchestration. Three
types of data flows or data exchange interfaces are distinguishable.

Fig. 2. Fog Computing Orchestration architecture with a flat control layer [10].

The southbound interface connects Fog Computing nodes with an Orchestration
controller, and it is used to collect hardware information as well as to offload the required
services to corresponding Fog Computing nodes for their physical execution.

The westbound interface is mainly used for communications between neighboring
Orchestration controllers in peer-to-peer manner to collect information about the current
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state of physically closely located Fog nodes in order to exchange any data on service
requirements. This interface helps the controllers to form and maintain an aggregated
view of their Fog Computing devices in their proximity, as well as to rapidly change the
view in the events when Fog Computing nodes move to different locations. Broadcasting
information to its neighbors and using peer-to-peer communications prevail in this kind
of communications. The northbound interface is used for the access and management of
actual IoT applications and services.

Wen et al. [6] discusses possible architectures of a controller or a Fog Orchestrator.
Themain Fog specific constraints and requirements for a FogOrchestrator are the follow-
ing ones: the scale and complexity of a Fog layer; security criticality; inherent properties
of the dynamicity of Fog Computing layers; and the need for a fault diagnosis and tol-
erance. The authors propose their architecture of the Fog Orchestrator summarized in
Fig. 3.

Fig. 3. Fog Orchestrator architecture [6].

The orchestrator there consists of three main elements. A planning element selects
appropriate services to place them in the corresponding Fog Computing nodes; an exe-
cution monitoring element monitors the system during the runtime assuring a required
level of the QoS and security. After considerable changes take place in the system (due
to a dynamic nature of the Fog computing elements), required data is collected for an
optimization element to find the best new scenario of a service deployment in the Fog
Computing nodes. A parallel genetic algorithm is used to solve its optimization problems
which arise in the planning and optimization phases.

Brito et al. [12] present another architecture of the Fog Computing orchestrator to
demonstratewhatmodifications of theFognodes are necessary for an efficient interaction
with the Fog orchestrator (see Fig. 4). A special Fog Orchestration agent is added to
each Fog Computing node to make it responsible for communications with the Fog
Orchestrator as well as for monitoring of resources in the local Fog Computing node,
efficient resource management, security and QoS assurance. The authors use Docker
Swarm for a virtualization, and the Open MTCM2M Framework for a communication.
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Fig. 4. Fog Orchestrator interaction with a Fog node [12].

Velasquez et al. [13] summarize the challenges specific to theFogComputingOrches-
tration. They analyze four already proposed and implemented Fog Orchestration solu-
tions: Supporting the Orchestration of Resilient and Trustworthy Fog Services (SORTS)
by Velasquez et al. [13, 14]; The Service Orchestrator Architecture for Fog enabled
Infrastructure (SOAFI) proposed by Brito et al. [12]; The reference architecture for
Mobile Edge Computing (ETSI IGS MEC) introduced by the ETSI Industry Specifica-
tion Group [15]; and a Cloud-based architecture for the next-generation cellular systems
(CONCERT) by Liu et al. [16].

5 Orchestration Challenges Identification Results

In order to determine the most common Orchestration Challenges and the most com-
mon Orchestration Security Challenges inclusively, the academic search engine Google
Scholar was used. The keywords below were picked (Table 2).

Table 2. Screening of the paper search results.

Key words All search results Checked papers Picked papers

“Fog Orchestration” 560 100 17

“Fog Orchestration” Challenges 532 10 1

“Fog Orchestrator” 73 50 2

Over 1000 search resultswere returned and over 150 paperswere checked forOrches-
trationChallenges.As the paperswere picked for checking, it was relied on the top results
ranked by the search engine for a higher relevance to the highest number of readers. It
was also focused mainly on the papers which specify Orchestration Challenges rather
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than Fog Computing challenges. Fog Computing is the environment where an Orches-
tration agent is installed to act. Even though papers seem to identify the Fog Computing
challenges and Orchestration Challenges as the same ones, the primary goal was to iden-
tify the Orchestration Challenges in this case. The search results were overlapping with
subsequent key words to a certain extent; therefore, the same entries were excluded to
avoid any duplication.

As the papers were reviewed, their identified Orchestration Challenges were picked.
These challenges were classified by their meaning. The same challenge in different
papers can be identified using different expressions, therefore an extra attention was
required to ascribe it properly. Security/privacy challenges and the related ones are the top
ones which were specified in 15 (75%) among 20 picked papers. Scalability/complexity
as well as dynamics/mobility are also very common. The other concerns like hetero-
geneity, tolerance, QoS, multi-tenancy, reliability, constrains and interoperability are
considerable too for the Fog Orchestration to function properly. The following chart
gives a general idea of the identified common challenges.

65% 

60% 

75% 

30% 

40% 

15% 

10% 

20% 

30% 

20% 

Scalability (complexity)

Dynamics / mobility

Security / privacy

Heterogeneous

Tolerance

QoS

Multy-tenancy

Reliability / performace

Constraints

Interoperability

Fig. 5. Orchestration challenge distribution among the picked papers.

Multiple benefits are achieved by getting the system decentralized. However, it can
be both good and bad for security. A decentralization enhances the resilience as there
is no central point leading to a global failure. Intermediate points are better at detecting
different threats. A disadvantage it is recognized for is the added complexity.

6 Evaluation and Discussion

Fog Computing nodes are computational nodes which communicate with different sen-
sors and actuators to provide any required services for local data filtering, processing and
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control as well as they act as intermediaries for a communication with remote cloud-
based services. Frequently these Fog Computing services are deployed dynamically
into corresponding Fog Computing devices. For example, if a smart vehicle moves from
one Fog Computing node to another, service availability should be ensured. It must be
assured by using Fog Computing orchestration techniques. Usually a Fog Orchestration
is implemented by customizing and adapting already existing Cloud Orchestration solu-
tions [10, 12]. One of very important challenges in such solutions is the QoS assurance
and security of the whole system (see Fig. 5).

Mobile nodes may change their location to approach a Fog Computing node which
has a different architecture and computational or communication capabilities. Some
nodes can be limited devices with strict constrains on available security protocols and
communication methods. The service provision in all the cases should be optimally
distributed by all the Fog Computing nodes among those in proximity.

Such a continuously changing situation requires an effective Orchestration of ser-
vices in the Fog Computing nodes, as well as the assurance of a security and QoS. After
each significant change in the local situation of a Fog Computing node in its proximity,
an optimization problem must be solved to provide the best possible service.

Such an optimization may face the following constraints:

• Security level requirements. Different devices at the edge of a network may collect
data of different importance, therefore an adequate data protection must be provided
while transferring, storing, and processing it.

• Fog Computing node physical constraints. If a node is constrained, it may not be able
to use some of the security and communication protocols due to limitations which are
relevant to the processing or transmitting options.

• Communication bandwidth requirements. There is a significant difference in band-
width requirements between Fog Computing nodes which provide continuous data
streaming and one-time sensors (e.g. a real-time video streaming vs. a temperature
sensor).

• Communication protocol requirements. Some devices at the edge may need one-
way broadcasting while others may require a strict two-way communication with
acknowledgements. Some solutions may work using a client/server architecture, and
the other ones may communicate in peer-to-peer while using mesh networks.

• Environment requirements [17]. Some Edge nodes may have a short-range high band-
width (WiFi, ZigBee, BLE, etc.) communication hardware requiring closer prox-
imity to the Fog node, while the others may have a long-range low bandwidth
communication hardware (LoRa).

One might need to address the following considerations while implementing an
Orchestrator which is able to collect all the security and QoS related information from
its neighboring Fog Computing nodes (thus forming a unified view of security and QoS
requirements) in order to distribute the required services between any available Fog and
Cloud resources in the most efficient way:

• A flat controller (Orchestrator) approach is more suitable due to the constantly
changing Fog Computing layers.
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• A peer-to-peer architecture with a periodic gossiping is the most suitable for the Fog
Computing service orchestrators.

• In order to solve a scalability problem, each controller should collect and maintain
information about the infrastructure only in its proximity to communicate it only with
its neighboring controllers.

• A Southbound interface (see Fig. 2) communication protocol for exchanging security
orchestration specific information among theOrchestrators and FogComputing nodes
must be developed.

• A westbound interface (see Fig. 2) communication protocol for a peer-to-peer
gossiping among the neighboring Orchestrators must be developed.

7 Conclusions

The paper reviews Fog Computing challenges, proposed Orchestration solutions and the
identified Fog Orchestration Security challenges. As the Fog Computing is the environ-
ment where an Orchestrator acts, Orchestration security challenges depend on the Fog
Computing itself and on the available Orchestration solutions. Over 150 papers were
reviewed while looking for any specified Orchestration challenges. These challenges
were classified in order to detect the most relevant ones among the papers. As the results
suggest, security/privacy, dynamics/mobility, and scalability/complexity are the most
common ones to be addressed. However, a proper functioning requires to consider all
of them.
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Abstract. Augmented Reality is an environment-enhancing technology, widely
applied in many domains, such as tourism and culture. One of the major chal-
lenges in this field is precise detection and extraction of building information
through Computer Vision techniques. Edge detection is one of the building blocks
operations for many feature extraction solutions in Computer Vision. AR systems
use edge detection for building extraction or for extraction of facade details from
buildings. In this paper, we propose a novel filter operator for edge detection that
aims to extract building contours or facade features better. The proposed filter
gives more weight for finding vertical and horizontal edges that is an important
feature for our aim.

Keywords: Augmented reality · Building detection · Edge detection · Edge
detection operator · Canny

1 Introduction

Augmented reality (AR) is the process of overlapping computer-generated objects and
data over our real, surrounding space [1]. This differs from virtual reality, where the basic
elements of the environment are entirely computer-generated in an effort to simulate their
existence [2]. Augmented reality is successfully exploited in many domains nowadays,
one of the them being culture and tourism, an area in which authors of this paper carried
multiple research projects [3–6].

One of the main ways to detect the surrounding space in Augmented Reality is
through Computer Vision (CV). This field of research has been developingmathematical
techniques for recovery of the 3D shapes and appearances of objects in pictures. In
particular, building extraction has been an active research topic in CV as well as digital
photogrammetry. Building detection is the process of obtaining the approximate position
and shape of a building, while building extraction can be defined as the problem of
precisely determining the building outlines, which is one of the critical problems in
digital photogrammetry [7]. Building information is extremely important not only for
augmented reality applications, but also for urban planning, telecommunication, three-
dimensional city modeling, or extraction of unauthorized buildings over agricultural
lands [7].
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In this paper we present a novel filter operator for edge detection, Sect. 3, that can be
combined with an algorithm for contour detection that tries to enhance the topic above
mentioned, building extraction. This is the first step towards efficient building detection
in augmented reality, a research endeavor that we are currently undertaking as part of the
Spotlight Heritage, a cultural project for Timisoara European Capital of Culture 2021
[8].

In Sect. 4 we make a visual comparison with other standard filters similar to the
ones we propose: Sobel filter [10], Prewitt filter [11], Scharr filter [12]. Because we
are looking for a particular use case, like buildings, we want to look at how the 5 × 5
extension of the mentioned filters perform. To better understand the capabilities of the
filters we will use the Canny algorithm [13] which is one of the most popular algorithms
for edge detection.

2 Related Work

In the research literature we can see that applications concerning augmented reality in
urban scenes have different approaches. In this sectionwewill present different solutions
that we came across that use edge tracking for enhancing their detection.

In [14] they propose a 3dmobile augmented reality solution for urban scenes. The 3D
MAR system has two main components: offline database processing, and online image
matching, tracking and augmentation.One of the steps presented is the contour extraction
that is built upon morphological edge detection by subtracting a 1-pixel erosion.

In [15] the system combines several well-known approaches to provide a robust
experience that surpasses each of the individual components alone: an edge-based tracker
for accurate localization and gyroscope measurements to deal with fast motions.

In [16] a novel approach for user positioning, robust tracking and online 3D map-
ping for outdoor augmented reality applications. Robust visual tracking is maintained
by fusing frame-to-frame and model-to-frame feature matches. Frame-to-frame track-
ing is accomplished with corner matching while edges are used for model-to-frame
registration.

In [17] they present a methodology to develop immersive AR applications based
on the recognition of outdoor buildings. To demonstrate this methodology, a case study
focused on the Parliament Buildings National Historic Site in Ottawa, Canada has been
conducted.

We believe that using the proposed new operators will improve the quality and
number of edges found in each frame by the AR system. This might seem like a small
element in the processing chain but this will make the edge tracking better. Improving
the edge tracking block will automatically improve the overall performance of an AR
application.
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3 Preliminaries

In this section we present the filters we would like to compare. The 3 × 3 Gx kernels
for Sobel [10], Prewitt [11] and Scharr [12] are presented in Formula 1.

GSOBEL =
⎡
⎣

−1 0 1
−2 0 2
−1 0 1

⎤
⎦ GPREWITT =

⎡
⎣

−1 0 1
−1 0 1
−1 0 1

⎤
⎦ GSCHARR =

⎡
⎣

−3 0 3
−10 0 10
−3 0 3

⎤
⎦ (1)

The 5 × 5 Gx kernels for Sobel, Prewitt and Scharr [18] are presented in Formula 2.

GSOBEL =

⎡
⎢⎢⎢⎢⎢⎣

−5 −4 0 4 5
−8 −10 0 10 8
−10 −20 0 20 10
−8 −10 0 10 8
−5 −4 0 4 5

⎤
⎥⎥⎥⎥⎥⎦

GPREWITT =

⎡
⎢⎢⎢⎢⎢⎣

−2 −1 0 1 2
−2 −1 0 1 2
−2 −1 0 1 2
−2 −1 0 1 2
−2 −1 0 1 2

⎤
⎥⎥⎥⎥⎥⎦

GSCHARR =

⎡
⎢⎢⎢⎢⎢⎣

−1 −1 0 1 1
−2 −2 0 2 2
−3 −6 0 6 3
−2 −2 0 2 2
−1 −1 0 1 1

⎤
⎥⎥⎥⎥⎥⎦

(2)

To determine the exact impact of the filters we use a modified Canny edge detection
algorithm [13, 19]:

• Step 1. Applying Gaussian Filter on the grey-scale image.
• Step 2. Apply Otsu transformation on picture to find threshold value.
• Step 3. Finding the magnitude and orientation of the gradient.
• Step 4. Non-maximum suppression.
• Step 5. Edge tracking by hysteresis using double threshold. Thresholds are found
using Step 2 and applying formula (3).

σ = 0.33
Tt = max(0, (1.0 − σ)) × valostu
Th = min(255, (1.0 + σ)) × valostu

(3)

4 Proposed Filter

We consider that for the use case we are dealing with, extraction of building features,
we must try to detect longer edges for a better reconstruction of the contour and with
more attention given to the edges that are vertical and horizontal than on the diagonals.
This means that the filter that we propose is constructed based on the distance between
pixels and with a bigger weight on the 0◦ and 90◦ direction of the gradients.
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For the first proposed filter we consider the following scheme for creating the weight
matrix, that is based on the inverse distance [20], see formulas (4) and (5).

wij =
{

1
d2ij

, if i �= j

0, if i = j
(4)

⎡
⎣

1
2

1
1

1
2

1
1 w 1

1
1
2

1
1

1
2

⎤
⎦ ⇒

⎡
⎣
1 2 1
2 W 2
1 2 1

⎤
⎦ (5)

We know that we can use linear approximation to estimate the formula (6) [21].

J (α, β, γ ) =
2L+1∑

r,c=−(2L+1)

w2
rc(α · r + β · c + γ − 1(r, c))2 (6)

Using the Local Polynomial Approximation for every pixel we can calculate the kernels
equivalents for the weight matrix [18, 21]. More detailed calculation in the Appendix A.

Gx(r, c) = ∂I(r, c)

∂r
= α Gy = ∂I(r, c)

∂c
= β (7)

Gx =
⎡
⎣

−1 0 1
−4 0 4
−1 0 1

⎤
⎦ Gy =

⎡
⎣

−1 −4 −1
0 0 0
1 4 1

⎤
⎦ (8)

Following the scheme presented in formula (4) the 5 × 5 weight matrix is expanded to
result in formula (9).

⎡
⎢⎢⎢⎢⎢⎣

1
8

1
5

1
4

1
5

1
8

1
5

1
2

1
1

1
2

1
5

1
4

1
1 w 1

1
1
4

1
5

1
2

1
1

1
2

1
5

1
8

1
5

1
4

1
5

1
8

⎤
⎥⎥⎥⎥⎥⎦

⇒

⎡
⎢⎢⎢⎢⎢⎣

5 8 10 8 5
8 20 40 20 8
10 40 W 40 10
8 20 40 20 8
5 8 10 8 5

⎤
⎥⎥⎥⎥⎥⎦

(9)

Gx =

⎡
⎢⎢⎢⎢⎢⎣

−25 −4 0 4 25
−64 −10 0 10 64
−100 −20 0 20 100
−64 −10 0 10 64
−4 −25 0 4 25

⎤
⎥⎥⎥⎥⎥⎦

Gy =

⎡
⎢⎢⎢⎢⎢⎣

−25 −4 −100 −4 −25
−64 −10 −20 −10 −64
0 0 0 0 0
64 10 20 10 64
25 4 100 4 25

⎤
⎥⎥⎥⎥⎥⎦

(10)

We propose the second filter, based on the radial distance weights [20] presented in
formula (11). Following the same logic presented above we obtain the formula (12) that
represents the 3 × 3 weight matrix, formula (13) the Gx and Gy kernels for 3 × 3 and
formula (15) the Gx and Gy kernels for 5 × 5.
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wij =
⎧⎨
⎩

dmax, if i = 0 or j = 0
dmax
2 , if i �= 0 and j �= 0

0, if i = j
(11)

⎡
⎣
1 2 1
2 w 2
1 2 1

⎤
⎦ (12)

Gx =
⎡
⎣

−1 0 1
−4 0 4
−1 0 1

⎤
⎦ Gy =

⎡
⎣

−1 −4 −1
0 0 0
1 4 1

⎤
⎦ (13)

⎡
⎢⎢⎢⎢⎢⎣

2 2 4 2 2
2 2 4 2 2
4 4 w 4 4
2 2 4 2 2
2 2 4 2 2

⎤
⎥⎥⎥⎥⎥⎦

⇒

⎡
⎢⎢⎢⎢⎢⎣

1 1 2 1 1
1 1 2 1 1
2 2 W 2 2
1 1 2 1 1
1 1 2 1 1

⎤
⎥⎥⎥⎥⎥⎦

(14)

Gx =

⎡
⎢⎢⎢⎢⎢⎣

−2 −1 0 1 2
−2 −1 0 1 2
−8 −4 0 4 8
−2 −1 0 1 2
−2 −1 0 1 2

⎤
⎥⎥⎥⎥⎥⎦

Gy =

⎡
⎢⎢⎢⎢⎢⎣

−2 −2 −8 −2 −2
−1 −1 −4 −1 −1
0 0 0 0 0
1 1 4 1 1
2 2 8 2 2

⎤
⎥⎥⎥⎥⎥⎦

(15)

5 Simulation Results

First, we will compare the result we obtain by using the standard formula for calculating
the gradient magnitude:

|G| =
√
G2
x + G2

y (16)

We will use the kernels presented in Sect. 4 and apply formula (16) and obtain the
gradient magnitude that are presented in Figs. 1, 2, 3 and 4.

Visually we can determine from Figs. 2, 3 and 4 that the 3 × 3 filters produce more
concentrated edges than the 5 × 5 filters. But the 5 × 5 filters tend to lose a certain
amount of detail on behalf of edges relevant for contour extraction.

As stated in Sect. 3 to have a better idea about what edges have added value for a
feature extraction based on them we would look over the results we got using the Canny
algorithm [13, 19].

To obtain results that we can future use for contour detection or facade detection
should be a balance between edges detected from the outer boundary of the building
and facade details. The edges that do not belong to the buildings should be preferably
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Fig. 1. Original Fig. 2. Proposed 3 × 3 Fig. 3. Proposed A 5 × 5

Fig. 4. Proposed B 5 × 5 Fig. 5. Canny Sobel 3 × 3 Fig. 6. Canny Proposed A_B
3 × 3

Fig. 7. Canny Sobel 5 × 5 Fig. 8. Canny Proposed A
5 × 5

Fig. 9. Canny Proposed B
5 × 5

Fig. 10. Canny Prewitt 3 × 3 Fig. 11. Canny Prewitt 5 × 5 Fig. 12. Canny Scharr 3 × 3

discarded in this step. As we can see in Figs. 5, 6, 7, 8, 9, 10, 11, 12 and 13 the filters
3 × 3 obtain better results than the 5 × 5 ones.

Figure 7 and 8 show a considerable amount of edges detected that we can consider
noise and those edges will strongly affect any future use of those results.



214 C. Orhei et al.

Fig. 13. Canny Scharr 5 × 5 Fig. 14. Canny Proposed A
vs Canny Sobel Canny

Fig. 15. Canny Sobel vs
Proposed A

Figure 9, 11, 12 and 13 show good results in filtering out edges that are not in our
interest but we can observe an extra amount of details on the facade detected that isn’t
a benefit in future work.

The proposed filters and Sobel 3 × 3 [10] used in the Canny algorithm [13, 19],
shown in Fig. 5 and 6, show good results in maintaining a balance between filtering out
edges that we can consider noise and edges that we can future use for contour and edges
that can be used for facade detection.

Naturally, we desired to better understand our results, so we took a dataset of 30
images that we used for Spotlight Heritage Timisoara project and compared the results
obtainedbetweenCannyusingSobel 3×3 andCannyusingour proposedfilter. For better
representation of the results some images from the dataset are presented in Appendix B.

The first result we sawwas the fact that the number of edge pixels was always bigger,
a fact that was observed from the images presented in this section. But we wanted to test
our statement that the edge pixels we obtain form more and longer edges. To do that we
used an eight-neighbor connectivity algorithm [22] and we can observe in Fig. 16 and
17 the results.

Fig. 16. Number of edges found Fig. 17. Average pixels per edge

In Fig. 16 we observe that in every case our Canny using our proposed filter obtains
more edge pixels that formed more edges than the Canny using Sobel filter. This fact
alone does not prove that the edges found are useful but if we look on Fig. 17 we can
observe that those edges group in longer edges. We can clearly observe that the edges
pixels found by the Sobel filter and not by our filter are sporadic pixels.
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6 Conclusion and Future Work

It is difficult to design a general edge detection algorithm which performs well in
many contexts and captures the requirements of subsequent processing stages. With
this research paper, we aimed to find a better fitted first derivative operator for building
contour and facade edge detection.

We proposed two filters that have the same kernels for 3× 3 but with different kernels
for 5× 5. As we can observe from Fig. 15 our proposed filter managed to detect the same
edges using the classical Sobel filter when used in the Canny algorithm. In Appendix
B we highlight edge pixels that were only discovered by the Canny algorithm using the
proposed filter and we conclude that by using the kernels proposed in formula (12) or
(19) we obtain more edges in the 0◦ and 90◦ direction of the gradients, highlighted by
Fig. 16 and Fig. 17.

As future work we plan to try the 3 × 3 filter operator, that obtains the best results,
on a bigger data set of pictures with an official benchmarking tool for edge detection so
we can assert statistically the improvements the proposed filter brings in this use case.
At this point we analyzed the differences this filter brought to edge detection feature,
as future work we would like to see the effect it has in contour detection algorithm,
respective in facade detection algorithm.

This work will be valuable in improving the augmented reality mobile application
of the Spotlight Heritage Timisoara project that the authors of this paper are involved in.

Appendix A

We consider a matrix with (2L + 1)x(2L + 1) dimensions with the upper left corner
having the coordinates (−L, −L). From [18, 21] we have the formula (17), where: r,c
represent the row, column of matrix, α, β, γ - coefficients of the polynom and η(r,c) a
noise function.

J (r, c) = αr + βc + γ + η(r, c) (17)

Using the least-square procedure, where w is the weight matrix, we obtain formula
(17). Afterwards using the least-squares estimation for parameters that will minimize
the function derivatives from formula (17) we get the (18)–(21).

f (α, β, γ ) =
L∑

r=−L

L∑
c=−L

w2
r,c · (α · r + β · c + γ − J (r, c))2 (18)

∂f

∂α
= 2

L∑
r=−L

L∑
c=−L

w2
r,c · (α · r + β · c + γ − J (r, c))r = 0 (19)

∂f

∂β
= 2

L∑
r=−L

L∑
c=−L

w2
r,c · (α · r + β · c + γ − J (r, c))c = 0 (20)

∂f

∂γ
= 2

L∑
r=−L

L∑
c=−L

w2
r,c · (α · r + β · c + γ − J (r, c)) = 0 (21)
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If we expand and do the calculation for (19) we obtain formula (23). But if we take in
consideration that the weight matrix is symmetric, see formula (22), we obtain formulas
(24)–(26).

L∑
K=−L

w2
r,c K = 0 (22)

L∑
r=−L

L∑
c=−L

w2
r,c(α · r + β · c + γ − J (r, c))r = 0 (23)

L∑
r=−L

L∑
c=−L

w2
r,cα + β

L∑
r=−L

r
L∑

c=−L

w2
r,cc + γ

L∑
r=−L

r
L∑

c=−L

w2
r,c −

L∑
r=−L

r
L∑

c=−L

w2
r,c · J (r, c) = 0 (24)

L∑
r=−L

r2
L∑

c=−L

w2
r,cα −

L∑
r=−L

r
L∑

c=−L

w2
r,cJ (r, c) = 0 (25)

α =
∑L

r=−L r
∑L

c=−L w
2
r,c · J (r, c)∑L

r=−L r
2
∑L

c=−L w
2
r,c

(26)

Analog we can do for β and γ see formulas (31), (32).

β =
∑L

r=−L c
∑L

c=−L w
2
r,c · J (r, c)∑L

r=−L c
2
∑L

c=−L w
2
r,c

(27)

γ =
∑L

r=−L
∑L

c=−L w
2
r,c · J (r, c)∑L

r=−L
∑L

c=−L w
2
r,c

(28)

If we take L = 1 the 3 × 3 filters (26), (27), (28) become (29), (30), (31).

α = 1∑1
r=−1 r

∑1
c=−1 w

2
r,c

⎡
⎢⎣

−w2−1,−1 −w2−1,0 −w2−1,1
0 0 0

w2
1,−1 w2

1,0 w2
1,1

⎤
⎥⎦ · J (29)

β = 1∑1
c=−1 c

∑1
r=−1 w

2
r,c

⎡
⎢⎣

−w2−1,−1 0 −w2−1,1
−w2

0,−1 0 −w2
0,1

−w2
1,−1 w2

1,0 w2
1,1

⎤
⎥⎦ · J (30)

γ = 1∑1
r=−1

∑1
c=−1 w

2
r,c

⎡
⎢⎣

−w2−1,−1 −w2−1,0 −w2−1,1
−w2

0,−1 w2
0,0 w2

0,1
w2
1,−1 w2

1,0 w2
1,1

⎤
⎥⎦ · J (31)

If we take L = 2 the 5 × 5 filter (26), (27), (28) become (32), (33), (34).
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α = 1∑2
r=−2 r

∑2
c=−2 w

2
r,c

⎡
⎢⎢⎢⎢⎢⎣

−2w2−2,−2 −2w2−2,−1 −2w2−2,0 −2w2−2,1 −2w2−2,2
−w2−1,−2 −w2−1,−1 −w2−1,0 −w2−1,1 −w2−1,2
0 0 0 0 0
w2
1,−2 w2

1,−1 w2
1,0 w2

1,1 w2
1,2

2w2
2,−2 2w2

2,−1 2w2
2,0 2w2

2,1 2w2
2,2

⎤
⎥⎥⎥⎥⎥⎦

· J

(32)

β = 1∑2
c=−2 c

∑2
r=−2 w

2
r,c

⎡
⎢⎢⎢⎢⎢⎣

−2w2−2,−2 −w2−2,−1 0 w2−2,1 2w
2−2,2

−2w2−1,−2 −w2−1,−1 0 w2−1,1 2w
2−1,2

−2w2
0,−2 −w2

0,−1 0 w2
0,1 2w2

0,2
−2w2

1,−2 −w2
1,−1 0 w2

1,1 2w2
1,2

−2w2
2,−2 −w2

2,−1 0 w2
2,1 2w2

2,2

⎤
⎥⎥⎥⎥⎥⎦

· J (33)

γ = 1∑2
r=−2

∑2
c=−2 w

2
r,c

⎡
⎢⎢⎢⎢⎢⎣

w2−2,−2 w
2−2,−1 w

2−2,0 w
2−2,1 2w

2−2,2
w2−1,−2 w

2−1,−1 w
2−1,0 w

2−1,1 2w
2−1,2

w2
0,−2 w2

0,−1 w2
0,0 w2

0,1 2w2
0,2

w2
1,−2 w2

1,−1 w2
1,0 w2

1,1 2w2
1,2

w2
2,−2 w2

2,−1 w2
2,0 w2

2,1 2w2
2,2

⎤
⎥⎥⎥⎥⎥⎦

· J (34)

Appendix B

See Fig. 18.
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a) b) c) d)

Fig. 18. Rows: a) Canny using Sobel 3 × 3, b) Canny using proposed A 3 × 3, c) Edge pixels
found only by a, d) Edge pixels found only by b
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Abstract. Different neural network training systems are studied for
image recognition of military vehicles, variable start layer transfer train-
ing models and own convolutional neural networks training from scratch.
Since, there is limited openly available military recordings, labeled social
media images are used for training. Furthermore, expanding the image-
set by random data transformation. An implementation is made in terms
of image augmentation handling as an internal loop that freezes all
numerical parameters of the neural network training, while selecting con-
tinuously a slightly larger section of the training set including an incre-
ment part of artificial images added to the system. All models where
trained for three vehicle and two situational environment classification
cases. The transfer learning is based on two of the most widely used
recognition networks, ResNet50 and Xception, with a variable number
of last trained layers to max. twenty. The first being successfully transfer-
trained with validation accuracy values of ≈88%. In contrast Xception
resulted on a over-fitted neural network with low validation accuracy
and large loss values. Neither of the transferred schemes benefit from
image augmentation. Moreover, in variable architecture training of con-
volutional networks, it was corroborated that different configurations of
layers numbers/type/neurons adapt differently. Thus, a tailor-fit neural
network combined with data augmentation strategy is the best approach
with validation accuracy of ≈86.4%, comparable to large transferred net-
works with a ≈40 times smaller network architecture. Hence, requiring
less computational resources. Data augmentation influenced an incre-
ment of validation accuracy values of ≈9.2%, with the least accurate
network trained gaining up to 20% on accuracy due inclusion of artificial
images.

Keywords: Machine learning · Neural networks · Optimization ·
Transfer learning · Image augmentation · 3D military machinery

1 Introduction

Several neural networks architectures exist nowadays for image recognition and
classification, being one of the most useful for still single image classification,
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convolutional neural networks [24]. This has been extensible studied in civilian
applications for animal classifications (cats vs dogs from Microsoft [18]), vehicles,
face feature recognition, or general object classification [16]. One reason for the
success for these recognition tasks are the large data sets available to train, test
and validated different models [13,17]. To even further arrange different image
recognition competitions with know data sets around the globe [14].

Nevertheless, even if this technology is available for military institutions,
different challenges arise due to security and secrecy reasons from different mili-
tary organizations, as it might not be convenient to share or even to record large
databases (images) of diverse military equipment. Thus, arising different chal-
lenges in military applications, more centered on how to build a reliable training
data base, with sufficient variety, to be used as training/validation set for deep
convolutional or recurrent neural networks.

The rest of the present paper is structured as follows: Sect. 2 discusses related
published works on the field of recognition of military equipment and appli-
cations, Sect. 3 presents the available data for machine learning training and
their recollection sources, Sect. 4 explains the methods used in this research
for expanding the available training data-sets, Sect. 5 shows the different hyper
parameters used for the neural networks training schemes and clarify how it
is ensured reproducible results, Sect. 6 explains the transfer learning schemes
used and shows their performance to adapted targets, Sect. 7 explain the vari-
able architecture scheme for trained from scratch networks, Sect. 8 presents a
proposal on a new method to generate artificial images for different types of
vehicles using real life locations and 3D designs, Sect. 9 display the performance
of the different trained networks on testing images, to finally in Sect. 10 present
an analysis of the different methods used in this investigation to train neural
networks for military applications.

2 Related Work

There has been studies to adapt pre-trained models to military applications with
limited data sets, such as Hiippala (2017) [11]. The study is mainly centered on
variation of hyper-parameters optimal value using random search, yielding high
accuracy values of 95% and above average accuracy ≈60% for convolutional net-
work training, using cross-validation in their process, for both designs networks
of image recognition. Those results show that training a convolutional neural
network from scratch with augmentation is largely outperform by transfer learn-
ing architectures ≥35% [11]. Moreover, this paper attempts to take that study
a level further and concentrate the training technique not on hyper-parameter
optimization, but rather on neural network architecture and how to optimally
select levels of training for a transfer learning algorithm and different archi-
tecture search for own design neural networks from scratch. Finally, to couple
these algorithms with a traditional image augmentation technique [5,11] using
Keras [2], and measure the level of influence that artificial created images have
on different machine learning configurations. In order to prove that own design
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architectures can be optimized to obtain high accuracy levels comparable to well
transferred models by means of smaller computational requirements. Guo et al.
(2016) surveyed the state-of-the art in deep learning algorithms in computer
vision, and then briefly describes their applications in diverse vision tasks, such
as image classification, object detection, image retrieval, semantic segmentation
and human pose estimation [8]. The Convolutional Neural Networks (CNN) is
the most extensively utilized and most suitable for images [8].

3 Military Vehicle Image Data Set

As an option to obtain training data from free accessible sources, social media
sources are used. For the present task, these images where collected from previ-
ous works [11] and different international military conflicts in the middle east.
Namely, the Syrian civil war, eastern Ukraine conflict and Afghanistan’s war.
All images are divided within nine classes, between military vehicles (1–5), envi-
ronmental situation (6–8) and a final image set (9) featuring other images such
as streets and various civilian vehicles: 1) CV 9030 infantry, 2) fighting vehicle,
3) T-72 main battle tanks, 4) Leopard 2A4 main battle tanks, 5) Sisu XA-180
armored personnel carriers, 6) BMP armored personnel carriers, 6) Smoke screen
covered tanks, 7) Foliage and camouflage tanks, 8) Tanks firing and 9) Other
images.

These images where obtained from diverse social media sources, either as
independent shots or as frame extractions from videos [11]. Extracting frames
from YouTube videos nearly doubled the volume of data, while also provid-
ing images of the vehicles under diverse lighting and weather conditions, and
from various angles and distances [11]. Where this data was further labeled to
included different vehicles types (Table 1) and situational environments for mil-
itary machinery (Table 2).

Table 1. Data sources and military vehicles images collected.

Flickr Youtube Web Total

CV9030 89 262 185 536

Leopard 2A44 124 168 170 462

Sisu XA-180 18 79 143 240

T-72 773 513 171 1457

BMP 182 844 62 1088

Total 1186 1866 731 3783

4 Image Augmentation

Machine learning as an autonomous image classification system has been exten-
sible studied in civilian applications, mainly due the interest of large software
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developers and the availability of large image data sets to be trained and tested
against [13,17]. Large data bases with thousands or even tens of thousands
images per class [13]. Although there is a common practice to test and train
against known large data sets, in military applications such images banks does
not exist due to security and confidential concerns. Thus hindering the develop-
ment of neural networks tailored to military applications.

Table 2. Data sources and situational military images collected (including other images
class).

Flickr Youtube Web Total

Smoke screen 0 43 79 122

Foliage and camouflage tanks 0 69 98 167

Tanks Firing 0 11 120 131

Other 819 550 108 1477

Total 819 673 405 1897

Fig. 1. Data split selection and augmentation set.

In terms of number of images needed to train and validate a convolutional
neural network for image classification, the number of images obtained from
social media sources fall into the low section of the commonly used. Nevertheless
such scenarios have not prevent researchers from finding paths of circumvent
issues related with small data sets [11]. As such one approach is to artificially
extent the number of images in the data base [26]. To avoid contamination within
the validation set and the training data, a special care is made to first shuffle all
images in the data base, then split by aleatory selection a 20%/80% portion into
Validation/Training data. Further on this artificial image generation is made by
exclusively use of the training section of the data, Fig. 1. This can be further
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described as an internal loop that freezes all numerical parameters of the neural
network training, while selecting continuously a slightly larger section of the
training set including an increment part of artificial images added to the system.
This method allows for comparison of neural network training structures only
in terms of the new augmented data set incorporated into the training. Thus
the effect on the type and quality of artificial images can be measured and
furthermore optimized.

Fig. 2. Image augmentation in practice.

Traditional image augmentation consist of applying random transformations
to images in order to generate new training images in the data set [22], that
although similar, are sufficiently different for the neural network to learn or
refine the necessary features for image recognition. Different type of transforma-
tion or filters can be applied to an image to either diversify the data or emphasize
certain images features or shapes. Nowadays, there are several means to auto-
matically augment almost every type of data, by either transformations, filters or
image concatenations trough neural networks [22]. These techniques have been
used successfully in diverse applications, for instance vehicle classification [11],
hand writing recognition [26], animal classification [22], among others. Subse-
quently, proving to increase recognition accuracy and limit the error cause by
the neural network recognition, albeit presenting limitations such as artificial
images created by random object pasting may hinder accuracy performance [6].
In this investigation the ImageDataGenerator class within Keras [2] is used, with
different transformation parameters presented in Table 3 and depicted in Fig. 2.

Although this class posses the capability of generate real time data augmen-
tation per batch, a different approach is used on the present research, as from
a previously divided training set, a new augmented set is generated with 5000
artificial images. As one of the goals is to evaluate the effect of an augmented
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Table 3. Data augmentation: random transformation along with parameters.

Transformation Parameters

Flip horizontal True

Rotation up ± 10◦

Shear max 20◦

Zoom range up to 1 ±0.1

Height shift range max 5%

Width shift range max 20%

data set in different neural networks training schemes, this data split and aug-
mentation is previously done once and remains constant for all training cases in
the present manuscript. Moreover, these different training schemes are recalcu-
lated for diverse size range of augmented images, from 0 augmented images to
5000 in intervals of 1000 augmented images. This is to illustrate the influence
of augmentation of data sets in image recognition algorithms depending on how
large is the augmented set.

5 Neural Network Training Numerics

Randomness occurs in neural network training schemes, originated from ini-
tialization operations, such as weights initial guesses, regularization such as
dropout, optimization such as stochastic optimization or other operations pre-
senting aleatory behaviour [2]. Therefore, in order to ensure reproducible results
in all training schemes, all random numbers in python numpy [20] and Tensor
Flow [1] are seeded by the numbers 1 and 2 respectively for all calculations.
Additionally, taking into account previous works in the topic [11], all networks
are trained using the hyper-parameters presented in Table 4. All test runs were
executed on a physical server with model HP ProLiant DL360 Gen9. The hard-
ware included:- CPU: Intel(R) Xeon(R) CPU E5-2620 v3 @ 2.40 GHz with 6
physical cores and 12 threads as frequency from 1.2 to 2.4 GHz. L1d cache 32
KByte, L1i cache 32 KByte, L2 cache 256 KByte, L3 cache 15360 KByte.- 32 GB
DDR4 RAM-2 TB HDD.

6 Transfer Learning

Two of the most widely use image recognition networks are ResNet50 [10] and
Xception [3], although many others exists [23]. Both of this networks present pre-
trained weights on ImageNet [13] and are capable to discern images within 1000
classification options (1000 object categories, such as keyboard, mouse, pencil,
and many animals, mostly civilian images). The typical approach in cases of
small-scale data-sets, (such as the one described above in Sect. 3 of the present
manuscript), is to adapt features from existing large trained neural networks onto
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Table 4. Neural network hyper-parameters.

Hyper-parameters Value Comments

Batch size 64

Learning rate 1e−3, 1e−4 Decay = 1e−4, 1e−5

Drop out rate 0.2

Optimizer Adam

Image resolution, pixels 224 Optimal for ResNet [2]

Epochs 50

a new desire target task. To then continue training the network with the available
data-set. Transferred neural networks have been already used and adapted to a
wide variety of recognition tasks, such as malware recognition using ResNet50
[25] or white blood cell count for disease diagnostics using ResNet50 and
Inception [9].

6.1 Transfer Learning Architecture

The architecture on which these networks are based is very different. While
ResNet50 is a deep neural network of 50 layers. A compact version of the original
152 layers deep ResNet [10], based on a explicit layer reformulation for learning
residual functions in reference with the layer inputs i.e. letting the layers fit
a residual mapping. On the counterpart Xception (i.e. Extreme Inception) is
a 71 layers deep network developed as an interpretation of Inception, where
modules are replaced with depth-wise separable convolutions [3]. Xception is
a convolutional neural network where a depth-wise convolution is followed by
a point-wise convolution. Of the total amount of layers, 36 are convolutional
structured into 14 modules with residual connections [3]. Subsequently, fine-
tuned pre-trained deep learning models do not really profit from adding new
layers to the system [11,15], as this implies adding a new configuration of layers
that does not necessary harmonize with the original architecture philosophy. It is
a common task in transfer learning to replace the top layer of a pre-trained neural
network with a new top neural network architecture design for the particular new
task [9,25]. Thus leaving a new hybrid neural network with a non trainable part,
plus new top trainable layers. In the present work, with the objective of no
disturb the original optimized architecture of the pre-trained models used, only
3 new dense layers would be added as the new top architecture, distributed as a
pyramid configuration of 1024-1024-512 neurons with a drop out rate of 0,2 in
the last layer just before the classification Softmax layer [1] with the number of
nodes equal to the desired classification options.

Moreover, this is taken a step further in the training of the new hybrid neural
network, regardless of the pre-trained network used. The new trainable part is
optimized as the best classification protocol in terms of model performance for
a variable training top layer configuration. In other words, not only the new
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Fig. 3. Transfer Learning architecture.

designed top layers are trained, but also a selected group of layers of the original
network using the pre-trained weights as staring conditions for the new training
scheme. This is done in a retrospective manner, training different hybrids models
with an increasingly training part of the last 5, 10, 15, or 20 layers of the hybrid
network, Fig. 3. This training system, not only take advantage of the pre-trained
neural network features, but also locates the most suitable trainable layer start
that would best adapt this network to the present military application. Further
on a cross-validation scheme may be applied to the final transferred network if
required.

6.2 Transfer Learning Results

All image classes are separated in five (5) classification cases using both ResNet50
and Xception as base for the transfer learning, Table 5. Where the first three (3)
represent image classification in terms of military vehicle type and the final two
(2) represent Tanks in different situational environment classification, such as
determining if a vehicle is camouflaged or if this vehicle has engage in active fire.
All cases present similar behaviour for their respective case and neural network
used, therefore only one case would be presented in detail for didactic purposes,
CASE: BMP, Leopard 2A4, Sisu XA-180 and Other. Results where oscillating
and inconclusive for learning rates values of 1e−3 with decay of 1e−4, after a
reduction in these values to 1e−4 and 1e−5 all transferred networks reached
stable metrics outlines.

The optimal configuration on number of last trainable layers is selected as the
model that provides the highest validation accuracy while still remaining having
a relative low Loss value, as seen in Table 5. For the purposes of this paper the
Loss function is selected as sparse categorical crossentropy [1]. Results for trans-
fer training of ResNet50 and Xception can be seen in Tables 6 and 7 respectively.
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Table 5. Optimal training configuration for transfer learning.

CASE ResNet50: no.
last trainable
layers

Xception: no.
last trainable
layers

T-72, BMP and Other 20 15

Leopard 2A4, CV9030 and Other 20 5

BMP, Leopard 2A4, Sisu XA-180 and Other 20 5

Tanks, Foliage and camouflage tanks 15 20

(T72, Leopard 2A4), Smoke screen and Firing Tanks 20 10

To study the stability of the transferred neural networks in terms of validation
accuracy and validation loss; all numerical values are filtered with a Savgol filter
[21] of window size 9 and polynomial order 3. Furthermore, all approximations
are presented with their respective coefficient of determination R2.

Table 6. Performance on the testing with transfer learning ResNet50.

CASE Training
accuracy

Training
loss

Validation
accuracy

Validation
loss

T-72, BMP and Other 0.99 0.02 0.87 0.94

Leopard 2A4, CV9030 and
Other

0.99 0.01 0.90 0.51

BMP, Leopard 2A4, Sisu
XA-180 and Other

0.99 0.01 0.95 0.22

Tanks, Foliage and
camouflage tanks

0.99 0.01 0.87 0.88

(T72, Leopard 2A4),
Smoke screen and Firing
Tanks

0.99 0.01 0.81 0.64

In terms of transfer learning for ResNet50, it can be observe that all cases
posses not only a high value of validation accuracy between 81%–95% but also
low numerical values of validation loss ≤0.94. It is important to notice that
this represents a well behave neural network only for the optimal number of last
trained layers, Table 5. This can be further appreciated in Fig. 4 and 5, where only
the optimal configuration (Last 20 Trainable Layers) presents a rather smooth
behaviour and the value of R2 for the filtered function increases as the neural
network stabilizes.

In contrast, the transfer learning with Xception presented in Table 7, rep-
resents a over-fitted neural network for all levels of trainable layers presented
in this research (up to 20), even if this configuration is trained with the same
training data and numerical scheme as the previous ResNet50 transfer learning.
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Fig. 4. Transfer learning, ResNet50. CASE: BMP, Leopard 2A4, Sisu XA-180 and
Other. Metrics: Accuracy.

Fig. 5. Transfer learning, ResNet50. CASE: BMP, Leopard 2A4, Sisu XA-180 and
Other. Metrics: Loss, sparse categorical crossentropy.

A classical depiction of a over-fitted neural network is present, with a stagnated
value of validation accuracy Fig. 6 and a increasing value for validation loss for
all configurations with high orders of magnitude in Fig. 7. Not the less, a pseudo
optimal configuration or “Best” over-fitted level of training can be selected for
further study with data augmentation for every case, Table 5.
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Table 7. Performance on the testing with transfer learning Xception.

CASE Training
accuracy

Training
loss

Validation
accuracy

Validation
loss

T-72, BMP and Other 0.99 0.001 0.35 307.8

Leopard 2A4, CV9030 and
Other

0.99 0.001 0.36 104.3

BMP, Leopard 2A4, Sisu
XA-180 and Other

0.99 0.001 0.27 185.7

Tanks, Foliage and
camouflage tanks

0.99 0.001 0.64 9.7

(T72, Leopard 2A4),
Smoke screen and Firing
Tanks

0.99 0.001 0.39 236.4

Fig. 6. Transfer learning, Xception. CASE: BMP, Leopard 2A4, Sisu XA-180 and
Other. Metrics: Accuracy.

6.3 Effect of Image Augmentation in Transfer Learning

Image augmentation on machinery equipment have prove to be beneficial to
image recognition algorithms, although the level of improvement vary depending
on the case and algorithm used [26]. In order to measure the level of influence
of image augmentation on both trained hybrid neural networks presented, a
calculation scheme is build in terms of an incremental number of artificial images
feed into the training set. By locking random number generators of the code as
previously mentioned, variations on accuracy results can be observe as solely
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Fig. 7. Transfer learning, Xception. CASE: BMP, Leopard 2A4, Sisu XA-180 and
Other. Metrics: Loss, sparse categorical crossentropy.

Fig. 8. Transfer learning ResNet50.
CASE: BMP, Leopard 2A4, Sisu XA-
180 and Other. Effect of image aug-
mentation. Metrics: Accuracy.

Fig. 9. Transfer learning Xception.
CASE: BMP, Leopard 2A4, Sisu XA-
180 and Other. Effect of image aug-
mentation. Metrics: Accuracy.



232 D. Legendre and J. Vankka

influence of a discrete increment of 1000 fabricated images for several re-runs of
the hybrid network.

These results are presented in from of heat maps in Fig. 8 and 9, for the
same representative case: BMP, Leopard 2A4, Sisu XA-180 and Other. As it
can be observed for the transfer learning of ResNet50, even if there are present
small variations at the first training epochs of the transfer; stabilized results
towards the end of the training, present no further improvement or drawback.
A similar behaviour can be observe for the Xception training, even if it has a
lot of room for improvement in terms of accuracy, no significant influence can
be observed as function of images feed into the training scheme. Further on, the
loss of the system for both hybrid networks either remains unaltered or increases
as function of the images feed for all cases studied.

7 Variable Neural Network Architecture

In the present research a slightly different approach from Hiippala (2017) [11] is
taken, as it is not assumed that a unique neural network architecture would opti-
mally adapt to all features for all the cases of the present study. As it is hypoth-
esized that different configurations would allocated differently diverse features
for recognition in small neural networks, hypothesis that would not necessarily
hold true for large neural networks architectures such as optimized and refined
cases like ResNet and Xception.

7.1 Deep Learning Architecture

The variable architecture neural network training is automated within specifi-
cations delineated in Table 8 and exemplify in Fig. 10. Each own designed archi-
tecture is trained from a scratch and tailor fit to the particular case in question
for the final classification layer. This variable search algorithm is based on Hut-
tunen (2016) [12] basic neural network for recognition of four vehicles types,
with a set of convolutional layers followed by a set of Dense layers to finally
enter into the final output layer for classification. In the present case, a variable
set of convolutional blocks is couple with a variable set of Dense layers. Where
feature maps are flattened after the convolutional layers prior entering the fol-
lowing fully connected layers. Each convolutional layer has an activation function
“rectified linear” (ReLU) before a Max-pooling operation. All dense layers are
passed trough an activation function ReLU that finally lead to a last Softmax
classification layer. To avoid over-fitting all layers have a drop out rate of 0.2
as it has proven to be a reliable value in practice. These variable architecture
networks have also a flexible number of neurons that oscillates between 64 and
256 neurons.
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Fig. 10. Neural network architecture.

Table 8. Deep learning neural network architecture.

Neural network element Optimization search range

Convolution layers [1-2-3]

Dense layers [1-2-3]

Number of neurons per layer [64-128-256]

7.2 Variable Architecture Training Results

Results presented in Table 9 shown that different architectures adapt in a more
optimal manner for the different clarification cases. Results prove to be well
behaved neural networks for their most optimal configurations, presenting high
stabilized validation accuracy results with relative low loss function numerical
values. Therefore, in parallel to the transfer learning configuration, only one case
would be presented in detail for didactic purposes, CASE: BMP, Leopard 2A4,
Sisu XA-180 and Other. Figures 11 and 12 present a few of the tested configura-
tions for the particular case in question. It can be observed that this converged
behavior is found within a number of 50 epochs and with a larger learning rate
of 1e−3 respective to the transfer learning case. The optimal configuration is
selected as the one with the highest stable accuracy value and a relative low
Loss function.
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Table 9. Optimal Neural Network architecture.

CASE Neuron no. Conv. layers Dense layers

T-72, BMP and Other 64 3 2

Leopard 2A4, CV9030 and Other 64 1 3

BMP, Leopard 2A4, Sisu XA-180 and Other 128 3 2

Tanks, Foliage and camouflage tanks 64 3 1

(T72, Leopard 2A4), Smoke screen and Firing Tanks 256 2 2

Fig. 11. Own architecture. CASE: BMP, Leopard 2A4, Sisu XA-180 and Other. Met-
rics: Accuracy.

7.3 Effect of Image Augmentation on Variable Neural Network
Architecture Training

Table 10 shows the results for own neural network architecture design with and
without image augmentation. It can be appreciated that for the case of training
neural networks from scratch, there is an increment in validation accuracy for
all cases of ≈10%, with the most accurate neural networks (Val. acc. ≥85%)
gaining only a few accuracy points (≤5%) and the least accurate ones (Val. acc.
63%) obtaining an improvement of 20% accuracy due to inclusion of artificial
images to the training system.

A detailed influence of how the number of augmented images influence the
accuracy of the training process can be observed in Fig. 13 and 14. These repre-
sent two different cases in terms of accuracy development. The first case: Tanks,



Military Vehicle Recognition with Different Image Machine Learning 235

Fig. 12. Own architecture. CASE: BMP, Leopard 2A4, Sisu XA-180 and Other. Met-
rics: Loss, sparse categorical crossentropy.

Table 10. Performance on the testing with and without data augmentation.

CASE Validation

accuracy

Validation

loss

Validation

accuracy

Validation

loss

Optimal

no. aug.

img.

Image augmentation

OFF

Image augmentation

ON

T-72, BMP and Other 0.75 ± 0.02 1.3 ± 0.03 0.81 ± 0.01 1.17 ± 0.03 4000–5000

Leopard 2A4, CV9030 and

Other

0.87 ± 0.02 0.41 ± .02 0.91 ± 0.03 1.14 ± 0.06 4000–5000

BMP, Leopard 2A4, Sisu

XA-180 and Other

0.75 ± 0.02 0.97 ± 0.02 0.85 ± 0.02 0.91 ± 0.04 4000–5000

Tanks, Foliage and camouflage

tanks

0.62 ± 0.02 1.34 ± 0.03 0.82 ± 0.02 0.90 ± 0.9 3000–4000

(T72, Leopard 2A4), Smoke

screen and Firing Tanks

0.87 ± 0.1 0.62 ± 0.1 0.91 ± 0.01 1.14 ± 0.06 4000–5000

Foliage and camouflage tanks (Fig. 13), portraits how a neural network with a
relative low Val. acc. 62% gains large improvements from discrete increments
on artificial images, although the increment is not constant and there is a step
accuracy decrease to 52% on the first batch of 1000 fabricated images. Never-
theless, reaching its accuracy peak between 3000–4000 augmented images with a
top Val. acc. of 83%. The second behaviour can be observe on case: BMP, Leop-
ard 2A4, Sisu XA-180 and Other (Fig. 14); with a rather high Val. acc. (75%).
This training system is already stable and shows a slowly but steady accuracy
increment towards 4000–5000 artificial images to a sealing value of 86%.
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Fig. 13. Effect of image augmenta-
tion on neural network training. CASE:
Tanks, Foliage and camouflage tanks.
Metrics: accuracy.

Fig. 14. Effect of image augmenta-
tion on neural network training. CASE:
BMP, Leopard 2A4, Sisu XA-180 and
Other. Metrics: accuracy.

8 Pseudo-random Placements

In terms of machinery equipment since apparatus models have significantly less
discrepancies than biological members of a species, 3D designs and advances in
rendering techniques have proven to be useful for creating artificial images [19],
that in principle provides limitless number of training data for image analysis
algorithms. As a future work recommendation; taking into account the limited
number of openly available images of military equipment and the secrecy reser-
vations of military institutions in terms of openly sharing large databases of
military equipment in use; the following algorithm is proposed as a manner to
produce useful artificial images for machine learning algorithms training.

8.1 Algorithm Description

It has been documented that simply allocating images (2D or 3D) on random
backgrounds, where the image allocated and the background does not guard any
kind of correlation is detrimental for image recognition machine learning training
[6]. In consequence some continuity and harmony must be present between the
inserted image/3D render and the surroundings. Some developments in this area
have been made by artificially inserting 3D ships on true background images for
far top air view of ports, shipyards and seashores on flat air view scenarios [27],
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accomplishing increasing the quality and quantity of their image training set.
Although managing to increase accuracy in their training model, their augmen-
tation algorithm needs further improvement on image overlapping and adequate
angles view for the 3D renders, plus adding the necessary model skins to their
models for realistic appearance.

A) 3D Military equipment C) Sphere mapping and level de-
tection

Helsinki (60.164780, 24.949187)

B) 360◦ Image @ Google [7] D) Final artificial image

Fig. 15. 3D model placements example.

The algorithm proposed for military vehicles takes advantage of 3D realistic
shapes, that in essence can be self drawn/modified with a CAD software from
an picture and on top adding camouflage skins and different lighting themes
[4] Fig. 15(A). A second step is to obtain from Google maps [7] 360◦ images
through their GPS coordinates Fig. 15(B), these images can be mapped as a
sphere projection to set a 360◦ surrounding, plus adding a plane in tune with
the street level of the street view Fig. 15(C). Therefore obtaining a suitable frame
to set a military vehicle in this globe surrounding environment Fig. 15(D).

This system has several capabilities such as, various camera angles and flex-
ible zoom focus withing a image background and vehicle pair, diverse illumina-
tion configurations, possibility to add fog, rain, fire, snow or sand in the volume
around the vehicle plus several backgrounds as street views around the world
provided by Google [7] and openly accessible by their GPS coordinates. This
algorithm can be added as an extension data set of the augmented images on
the different training schemes presented in this paper to measure its influence
on the accuracy of different neural networks.
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A) B)
:05teNseR:05teNseR

%9.99drapoeL%001PMB
Xception: Xception:
BMP 100% BMP 99.9%
Own arch.: Own arch.:
BMP 99.9% BMP 99.1%

C) D)
ResNet50: ResNet50:
Sisu 96.4% Sisu 99.9%
Xception: Xception:
Sisu 85.5% Sisu 77.7%

:.hcranwO:.hcranwO
%4.99rehtO%2.88usiS

Fig. 16. Accuracy predictions. False predictions market in red. CASE: BMP, Leopard
2A4, Sisu XA-180 and Other. (Color figure online)

9 Recognition Examples

In practice the neural networks described in this research produce as an outcome
a probability on how accurate is their prediction. Some examples are presented
in Fig. 16 for a vehicle type classification and Fig. 17 for a situational environ-
ment classification, these images where not used as training in this paper. It
is important to notice that results related to the Xception neural network are
expected to be the least reliable since this is an over-fitted network with low
accuracy (<64%) and high loss (�1) values, Table 7. None of the neural net-
works are capable to make perfect predictions without miss-classifying certain
types of vehicles. Although, if the vehicle overall shape can be seen such as in
Fig. 16(A),(C), the recognition has higher chances to be on target. On the other
hand in 16(B) the own architecture design makes and error, since sharp straight
edges and the fact that the tank cannon blend with the pavement lines, makes
it somewhat similar to a false prediction of a BMP (canon-less military vehicle).
Although this does not mean absolute superiority of the ResNet50 network, even
when its Val. acc. is 9% higher than the own architecture design (Tables 6 and
10), there are cases of non military vehicles being miss classified by ResNet50
but correctly allocated by the own architecture design for that particular case,
Fig. 16 (D).

The situational environment case: Tanks, Smoke screen and firing tanks is
provided as an example in Fig. 17. It is noticed that for ResNet50 Val. acc.
≈0.81% and for the case of own architecture design Val. acc. ≈0.91%, both
being quite accurate models. Although, these models work very well to describe
the situation of a military vehicle, with errors related to the color of the smoke
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or fire. Such as in Fig. 17(C) a miss-prediction is made by ResNet50, since the
smoke has certain yellowish tones that produce a false allocation of this image.

It is important to mention that this neural network classification system is
in a high degree correlated to the color presented in the image, with yellow/red
predominance implying fire and white/gray predominance implying smoke. Nev-
ertheless this case should only be used as a second order recognition system once
there is certainty that a military vehicle is located in the figure, since it could
produce miss-leading results.

These miss-leading results could be mild, such as mistaking a snow covered
civilian car as a smoke cover military vehicle or a military vehicle in a passive
state (Basic Tank), Fig. 17 (E). Which in principle does not represent a menace.
Or severe errors as miss-labeling a red car with fire-like paintwork as a firing
tank, Fig. 17 (D). Since this case would imply an allocated distress situation of a
war vehicle engaging in military combat, leading to false information regarding
the circumstances of a particular monitored area.

A) B)
:05teNseR:05teNseR
%9.99gniriF%9.99knaTcisaB

Xception: Xception:
Basic Tank 90.7% Smoke cover 98.2%

:.hcranwO:hcranwO
%1.99gniriF%9.99knaTcisaB

C) D)
05teNseR:05teNseR

%9.99gniriF%9.99gniriF
Xception: Xception:
Smoke cover 95.7% Basic Tank 99.9%
Own arch.: Own arch.:
Smoke cover 99.9% Firing 99.9%

E)
ResNet50:
Smoke cover 98.0%
Xception:
Basic Tank 87.4%
Own arch.:
Basic Tank 96.6%

Fig. 17. Accuracy predictions. False predictions market in red. CASE: Basic Tanks
(T72, Leopard 2A4), Smoke screen and Firing Tanks. (Color figure online)
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10 Conclusions

Two different training schemes of supervised machine learning where studied for
classification of military images, variable start layer transfer training models and
self design convolutional neural networks training. In terms of transfer learning,
ResNet proved to be a well behaved neural network that adapted rapidly to
the classification options studied with Val. acc. values on average of 88%. On
the other hand, the same transfer-train scheme applied to the Neural network
Xception was not successful into adapting to these classification cases, mainly
for two reasons, a insufficient large/variable data set and the necessity to train a
larger portion of the original network i.e. higher number of last trainable layers.

Moreover, the data augmentation strategy used proved to not have any influ-
ence on the accuracy of the transferred machine learning algorithms used. Nev-
ertheless, a new augmentation algorithm is proposed as future work, using 3D
renderings of military vehicles in true background 360◦ images that perhaps
could improve the quality and variability of the data to fit pre-trained networks
as Xception and many others. The second focus of this investigation is based on
variable architecture convolutional network training. Results shown that differ-
ent architectures are more suitable for different classification cases with average
Val. acc. of 86.4%. These are considerable smaller architectures (≈40 times)
trained from scratch, and proved to be roughly as reliable as large pre-trained
architectures for the purposes of this paper with ≤2% difference.

Acknowledgments. The authors wish to acknowledge Ken Riippa, Jani Haapala and
Tuomo Hiippala for labeled data and the CSC – IT Center for Science, Finland, for
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Abstract. An ability to change the internal structure and to correct the
behaviour adapting to such change of the working environment as hetero-
geneity of data is an important feature of modern knowledge-based sys-
tems. One of the approaches for achieving the goal is to develop tools for
dynamic analysis, modification and generation of knowledge structures
and program codes as structural parts of intelligent systems. Therefore,
analysis of the class structure in object-oriented programming as well as
in object-oriented knowledge representation is presented in the paper.
The main result of the paper is developed algorithm for dynamic cre-
ation of new classes of objects via decomposition of homogeneous classes
of objects to the subclasses. The algorithm performs the decomposition
of homogeneous classes of objects creating the set of their semantically
correct subclasses via solving corresponding constraint satisfaction prob-
lem. It can be adapted and integrated into particular knowledge repre-
sentation model or programming language.

Keywords: Run-time class generation (RTClG) · Structural atom ·
Functional atom · Structural molecule · Functional molecule

1 Introduction

Adaptability is one of the crucial features of modern intelligent systems (ISs),
which allows systems adapting and effective reacting to challenges of the work-
ing environment. Depending on the kind of particular system, such feature can
be implemented in different ways, however, the system should be able to change
itself, when required, otherwise it will always be restricted by a logic imple-
mented within its program codes. Therefore, to provide high level adaptability,
they should be equipped with mechanisms of modifications of its internal struc-
ture and functionality, which can be developed using dynamic code generation
approach.

According to [7–9,12], the main idea of dynamic or run-time code gener-
ation (RTCG) is to produce new pieces of program code and to execute them
within the program run-time. Consequently, programs within run-time can anal-
yse, modify and extend their own source codes or codes of other programs. Using
c© Springer Nature Switzerland AG 2020
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such opportunities, an IS can form its own reaction to challenges of its working
environment and process them respectively. Then, after generation, new pieces
of code can be integrated within existed source codes of the system and thus
finish the adaptation procedure. Such opportunities for program codes manipu-
lations are implemented mostly within interpreted programming languages with
dynamic type system, such as Python, Ruby, JavaScript, etc.

Generally, RTCG can be defined as a generation of particular program con-
structions of different levels. Within the object-oriented programming (OOP)
and object-oriented knowledge representation (OOKR) one of the fundamental
constructions is a class, therefore run-time code generation can be interpreted
as a run-time class generation (RTClG), as it was proposed in [15,16]. Dynamic
generation of new classes of objects can be achieved via development and imple-
mentation of different operations, defined over classes. As the result, such opera-
tions should dynamically produce new classes of objects during system run-time.
A few concepts of such operations were proposed in [15,16] via development of
intersection and union of classes. Another way of run-time class generation is
class decomposition, that can be implemented as correspondent operation over
classes. Let us consider concept of a class and features of its internal structure
in more details to achieve this goal.

2 Morphology of Classes

Concept of a class is one of the most significant and widely-used notions in such
areas as object-oriented programming, databases and knowledge representation.
Classes are fundamental construction blocks for computer programs, relational
databases and many of knowledge representation models. Nowadays there are
different points of view concerning definition of a class, which propose variety
of interpretations for this concept. According to the most known definitions, a
class can be considered as:

– a set of objects that share common structure, common behavior, and common
semantics [2,4];

– a blueprint or a template for objects [3,11,19];
– a data type equipped with a possible partial implementation [4,10];
– a factory-like entity which creates objects [4,11];
– a program structure or module [4,10].

As we can see, all of the mentioned definitions are quite general and do not
provide clear notion of the class structure. Instead of this, they consider a class
externally and pay much attention to different ways of its practical application,
mostly in programming. Nevertheless, clear understanding of the class internal
structure and its features is critically important for development of class decom-
position methods. Let us consider concept of a class in terms of its internal
structure and features within object-oriented programming and such knowledge
representation model as object-oriented dynamic networks (OODNs) which was
proposed in [17,18] and then generalized in [14].
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2.1 Classes in Object-Oriented Programming

Within object-oriented programming (OOP) a class can be interpreted as some
conceptual container for modeling of concrete essences – objects, from particular
domains within the computer programs [4]. Usually internal structure of such
containers can be splitted in two conceptual parts – structural and behavioural.

Structural part consists of slots, called attributes or fields, which store partic-
ular static or dynamic properties of the class of objects [2,19]. Static properties
are once-defined and immutable, while dynamic ones can be computed by the
request or changed for some reason during the objects lifetime. Properties them-
selves, implement some distinct features, which form structure (body) of all
objects of a class. Set of attributes, initialized by particular set of values, forms
some configuration of an object of a class, defining its internal state.

Behavioral part of a class consists of operations, called methods, which pro-
vide access to states of objects and (or) opportunity to change them in defined
way, according to particular program scenarios [2,4,19]. According to [2], there
are five most widely-used kinds of methods:

– Selectors, which provide access to the state of an object without its changing.
– Iterators, which implement access to all components of an object in some

defined order.
– Modifiers, which allow altering of the state of an object.
– Constructors, which create objects and (or) initialize their initial state.
– Destructors, which free the state of objects and (or) destroy them.

However, such classification is typical mostly for compiled statically-typed pro-
gramming languages, while interpreted dynamic-typed languages provide addi-
tional opportunities for managing objects states. The main and distinct feature
is an ability to change the structure of a class and its objects during program exe-
cution. As the result modifiers can be divided on values modifiers and structure
modifiers. In the same time, structural modifiers can be divided on attribute add
methods, which can inject (integrate) new fields or (and) methods to a class or
any of its objects, and attribute delete methods, which can remove existed fields
or (and) methods from a class or any of its objects. Set of methods implements
some typical behaviour for all objects of a class, which defines managing of their
internal state and external interaction with other objects within the program.

Structural and behavioural parts of a class are strictly connected with each
other, because methods of a class provide computation of values for dynamic
properties and implement external client interface for managing objects states.
Moreover, a class defines the same structure and behaviour for all its objects,
therefore classes within the OOP can be called homogeneous ones.

2.2 Classes in Object-Oriented Dynamic Networks

Within the OODNs, a class can be defined as an abstract prototype for creation
of objects of particular type. Similarly to OOP, internal structure of a class
generally can be divided on structural and functional part.
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Structural part of a class consists of its quantitative and qualitative properties,
where the first ones represent some apparent numerical or symbolic character-
istics of modelled essences, while the second ones represent more complex and
not obvious their features, usually, defined using other properties and methods
of the same class [14,17,18].

Functional part of a class within the OODNs, as a behavioural part of a class
in the OOP, consists of methods defined over properties and (or) other methods
of the class. According to [14], there are four main kinds of methods within
OODNs:

– Selectors, which provide access to slots of the internal structure of a class,
without its modification.

– Exploiters, which use classes and objects as parameters for creation of new
objects, classes of objects, sets and multisets of objects.

– Modifiers, which change objects or classes of objects by modifying their struc-
ture and (or) functionality.

– Generators, which create sets and multisets of objects and their classes.

Exploiters are similar to constructors within the OOP, however some of
them are polymorphically universal and can be applied to any objects or classes
of objects regardless their types, for example exploiters of union, intersection,
difference, symmetric difference, cloning etc. Concepts of such exploiters were
described in [14,17,18], then algorithms for implementation of intersection and
union of classes were proposed in [15] and [16].

Modifiers are similar to modifiers within the OOP. They can change the
values of properties and modify the structure of a class in six different ways.
Therefore as it was described in [17,18] and extended in [14], modifiers can be
full, partial, generative, destructive, commutable and combined.

Generators can be interpreted as a special kind of exploiters, however they
produce only sets or multisets of objects and their classes. Similarly to exploiters,
there are universal generators of sets and multisets of objects, which also were
described in [17] then extended in [14].

Similarly to the OOP, structural and functional part of a class within OODNs
are strictly connected with each other and define structure and behaviour for all
objects of the type defined by the class.

2.3 Internal Structure of Classes

Let us consider simple class aggregation, which defines general concept of triangle
on the plane, as the example.

Point = (x = (vx,R), y = (vy,R), get x(p,R) = vx(p), get y(p,R) = vy(p),
set x(p, (x,R)) = (vx(p) := x), set y(p, (y,R)) = (vy(p) := y))

Triangle = (point 1 = (v1,Point), point 2 = (v2,Point), point 3 = (v3,Point),

get point(tr, (n,Z+),Point) = tr.point n,

set point(tr, (n,Z+), (x,R), (y,R)) =
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= (tr.pn.set x(x), tr.pn.set y(y)),

get side length((pa,Point), (pb,Point),R+) =

=
√

(pa.get x() − pb.get x())2 + (pa.get y() − pb.get y())2

get perimeter(tr,R+) =
= get side length(tr.get point(1), tr.get point(2))+
+ get side length(tr.get point(2), tr.get point(3))+
+ get side length(tr.get point(3), tr.get point(1)),

is a triangle(vf4(
s1 = get side length(tr.get point(1), tr.get point(2)),
s2 = get side length(tr.get point(2), tr.get point(3)),
s3 = get side length(tr.get point(3), tr.get point(1)), v4) =
= ((s1 + s2 > s3) ∧ (s1 + s3 > s2) ∧ (s2 + s3 > s1)))

Now let us analyse internal structure of the class Triangle in more details. Let
us denote it as Tr, point 1 as p1, point 2 as p2, point 3 as p3, get point as f1,
set point as f2, get side length as f3, get perimeter as f4 and is a triangle as p4.

As we can see, quantitative properties p1, p2 and p3 define vertices of the tri-
angle, and each of them is defined independently from other properties or meth-
ods of the class. Methods f1 and f2 depend on properties p1, p2 and p3, because
they use them to get and set coordinates of the triangle’s vertices. Method f3
depends on properties p1, p2 and p3, because it uses them to compute the length
of triangle’s sides. Method f4 depends on methods f3, f1 and properties p1, p2,
p3, because it uses them to compute the triangle’s perimeter. And finally, quali-
tative property p4 depends on methods f3, f1 and properties p1, p2, p3, because
it uses them to check triangle inequality.

Analysing considered example, we can conclude that internal structure of
the class consists of semantically independent and (or) dependent properties and
methods. Such structure of relations is conceptually similar to connections among
atoms and molecules in chemical compounds. Therefore, we can consider internal
structure of a class as a set of connected or independent atoms and molecules.
Since attributes and methods of a class are its smallest and independent parts,
we can define two kinds of atoms – structural and functional.

Definition 1. Structural atom or structural independent component of a class
of objects T is a property pi ∈ P (T ) defined as pi(), where P (T ) is specification
of the class T .

The notation pi() means that property pi is defined without using any other
properties and (or) methods of the class T . In the OOP such atoms can be
static attributes, while in the OODNs they are quantitative properties.

Definition 2. Functional atom or functional independent component of a class
of objects T is a method fi ∈ F (T ) defined as fi(), where F (T ) is signature of
the class T .
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Similarly to the structural atom, the notation fi() means that method fi is
defined without using any other properties and (or) methods of the class T . It
means that method fi does not use as the input parameters or as a part of
its internal implementation any properties of the class T and invocations of its
other methods. In the OOP such atoms can be structural modifiers (attribute
add methods) or readers or printers methods, while in the OODNs – modifiers
or generators.

Since a class structure can contain attributes and methods which are defined
using other attributes and (or) methods of the same class, we can define two
kinds of molecules of a class – structural and functional.

Definition 3. Structural molecule or structural connected component of a class
of objects T is the collection SMi(T ) = (pi, xj1 , . . . , xjn) ⊆ P (T ) ∪ F (T ), such
that pi is defined as pi(xj1 , . . . , xjn), where 1 � j1 � · · · � jn � |P (T ) ∪ F (T )|,
1 � i � |P (T ) ∪ F (T )| and P (T ) is a specification of the class T , while F (T ) is
its signature.

The notation pi(xj1 , . . . , xjn) means that property pi is defined using other prop-
erties and (or) methods of the class T and therefore forms the structural molecule,
where xj1 , . . . , xjn are atoms or smaller molecules. In the OOP such molecules
are dynamic attributes, while in the OODNs – qualitative properties.

Definition 4. Functional molecule or functional connected component of a class
of objects T is the collection FMi(T ) = (fi, xj1 , . . . , xjn) ⊆ P (T ) ∪ F (T ), such
that fi is defined as fi(xj1 , . . . , xjn), 1 � j1 � · · · � jn � |P (T ) ∪ F (T )|,
1 � i � |P (T ) ∪ F (T )| and P (T ) is a specification of the class T , while F (T ) is
its signature.

Similarly to the structural molecule, the notation fi(xj1 , . . . , xjn) means that
method fi is defined using other properties and (or) methods of the class T and
therefore forms the functional molecule, where xj1 , . . . , xjn are atoms or smaller
molecules. It means that method fi can use xj1 , . . . , xjn as the input parameters
or as a part of its internal implementation.

Molecules of a class form internal connections among its atoms. If a con-
structed class is a precise model of some real essence from the particular domain,
then internal connections of a class should model the internal semantic nature of
this essence. Therefore, internal connections created by molecules can be noted
as semantic connections among atoms of a class.

Since a class is a collection of semantically connected attributes and meth-
ods, it can be defined using definitions of structural and functional atoms and
molecules.

Definition 5. A class T is a collection

T = (SA,FA, SMi1 , . . . , SMin , FMj1 , . . . FMjm),

where SA and FA is a collection of structural and functional atoms of the class
T , while SMik , k = 1, n and FMjw , w = 1,m is its structural and functional
molecules.
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The term collection can be interpreted as a set in compiled programming lan-
guages and as a tuple in interpreted ones.

Using definition of atoms and molecules of a class, we can represent internal
structure of the considered above class Tr in the following way

SA = {p1, p2, p3}, FA = {}, SM4 = (p4, {p1, p2, p3, f3, f1}),
FM1 = (f1, {p1, p2, p3}), FM2 = (f2, {p1, p2, p3}),

FM3 = (f3, {p1, p2}, {p1, p3}, {p2, p3}), FM4 = (f4, {f3, f1, p1, p2, p3}),

where SA and FA is a set of structural and functional atoms of the class Tr
correspondingly, SM4 is its structural molecule, while FMi, i = 1, 4 are its
functional molecules.

3 Decomposition Analysis of Classes

Generally term of decomposition can be defined as the process of splitting some-
thing into smaller or the smallest parts, therefore decomposition of a class can
be interpreted as its splitting into subclasses. Nevertheless, the splitting pro-
cedure should take into account internal connections formed by molecules of a
class, otherwise, the created subclasses will be models of meaningless or unreal
essences within a considered domain. Another important aspect of a class decom-
position is to interpret term collection of attributes and method. If a collection
is interpreted as a set, then decomposition procedure should not consider the
order of atoms inside the created subclasses, because different combinations of
the same group of atoms are the same set. However, if a collection is interpreted
as a tuple, then different combinations of the same group of atoms can determine
subclasses, which are syntactically incorrect or cannot be defined in the terms
of particular interpreted programming language.

For development of decomposition procedure for a class, the notion of sub-
class should be defined. According to [4], within the OOP terms a class and a
type means the same concept, however within the OODNs they are not equiva-
lent ones. Within the OODNs there are two kinds of classes – homogeneous and
inhomogeneous (or heterogeneous), where in the first case a class defines a type,
while in second one, a class defines at least two types. Therefore concept of a
subclass within the OODNs is defined based on the notion of a subtype [14]. The
procedures for checking of the equivalence of class specifications and signatures
were proposed in [15].

Subclass relation ⊆ defined over arbitrary set of classes C = {T1, . . . , Tn}
is a partial order relation over this set, that was proven in [14, Assert. 2.3.3].
According to [13, Th. 1] and [14, Th. 2.6.1], quantity of all possible subsets
created from the set C is equal to 2n − n − 1, where n = |C|. Moreover, as it
was proven in [13, Th. 2] and [14, Th. 2.6.2], the set of homogeneous classes of
objects C, extended by all its possible subsets, together with universal union
exploiter ∪ define a join-semilattice with 1 maximum element {T1, . . . , Tn}.

All these results can be useful to develop decomposition procedure of a class,
because if a class T is interpreted as a set of its properties and methods, i.e.
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T = {p1, . . . , pn, f1, . . . , fm}, then the power set of this set B(T ) is a set of all
formally possible subclasses of the class T . Since B(T ) is a partially ordered
set, it together with a universal union exploiter ∪ define a join-semilattice with
1 maximum element, which is a class T . In other words, all formally possible
subclasses of a class T together, form a join-semilattice with 1 maximum element.
Consequently, the quantity of all possible non empty subclasses of the class T is
equal to 2n − 1, where n = |P (T ) ∪ F (T )| = |T |.

Let us consider the class Tr, described in the previous section, as a set of
its properties and methods Tr = P (Tr) ∪ F (Tr) = {p1, p2, p3, p4, f1, f2, f3, f4}.
As we know, the cardinality of its power set |B(Tr)| is equal to 2n = 28 = 256,
where 255 subclasses are non empty ones. Let us compute the quantity of all
possible subclasses of the class Tr which have a defined cardinality, i.e.:

C8
8 = 1, C7

8 = 8, C6
8 = 28, C5

8 = 56, C4
8 = 70, C3

8 = 56, C2
8 = 28, C1

8 = 8.

Taking into account obtained results, we can conclude that decomposition of the
class Tr is reduced to generation of all its semantically correct subclasses among
all 255 formally possible ones. It means, that decomposition procedure should
consider all internal connections of the class Tr, formed by its structural and
functional molecules.

3.1 Decomposition Problem

Since semantically correct subclasses of a class defines particular systems of
restrictions over the atoms and molecules of the class, the selection of such
subclasses can be interpreted as finding of solutions of the correspondent con-
straint satisfaction problem (CSP). According to [5,6], CSP can be defined as a
tuple P = (Y,D,C), where Y is a finite sequence of variables Y = (y1, . . . , yn),
n > 0, which are defined on the respective domains from a finite sequence
D = (D1, . . . , Dn), such that y1 → D1, . . . , yn → Dn, where Di = {x1, . . . , xw},
w > 0, i = i, n is a set of all possible values for the variable yi, and C is
a finite sequence of constraints C = (c1, . . . , ck), k > 0, where constraint ci,
i = 1, k is a pair ci = (Si, Ri), where Si ∈ Y is a scope of the constraint, i.e.
Si = (yi1 ∈ Di1 , . . . , yin ∈ Din) and Ri ∈ Di1 ×· · ·×Din is a relation defined on
the Si. According to [1], an n-tuple X = (x1, . . . , xn) ∈ D1×· · ·×Dn satisfies the
constraint ci ∈ C, where ci = (Si, Ri), if and only if (x1, . . . , xn) ∈ Si. Therefore,
an n-tuple X = (x1, . . . , xn) ∈ D1 × · · · × Dn is the solution of the CSP if and
only if it satisfies ∀ci ∈ C. Consequently, CSP is consistent or satisfiable if it has
at least one solution and inconsistent or unsatisfiable otherwise.

Let us formulate the CSP for decomposition of the class Tr, considered in
the previous sections. As it was shown above, if we consider the class Tr as a
set of its properties and methods P (Tr)∪F (Tr), then during its decomposition
we can create subclasses of different cardinality. Thus, for decomposition of the
class Tr we need to consider all definitions of the sequence of variables Y , i.e.
Y = (y1), Y = (y1, y2), . . . , Y = (y1, . . . , y7).

For all possible definitions of the set Y , all its variables are defined on the
same set D = P (Tr)∪F (Tr) = {p1, p2, p3, p4, f1, f2, f3, f4}. After recognition of
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all structural and functional atoms and molecules of the class Tr, what was done
in the previous section, the situation, when Y = (y1) becomes the trivial one.
Since we need to create all semantically correct subclasses of the class Tr, which
have cardinality 1, the sequence of constraints C should include only single unary
constraint C = (c1), which selects form the set D elements which are structural
or functional atoms of the class Tr.

In all other cases when Y = {y1, y2, . . . }, we need to create all semantically
correct subclasses of the class Tr, which have corresponding cardinality, the
sequence of constraints should include two constraints, i.e. C = {c1, c2}, where
c1 guarantees that each possible solution Xi = (x1, x2, . . . ), i = 1, q of the CSP
consists of only unique elements, while c2 provides creation of Xi = (x1, x2, . . . )
as all possible semantically correct unions of structural and (or) functional atoms
of the class Tr and (or) its structural and (or) functional molecules.

Since a CSP is considered over a Cartesian product of sets, then in general
case its highest complexity is bounded by cardinality of the Cartesian product.
Therefore, decomposition of the class Tr in the worst case required to find all
its semantically correct subclasses among n + n2 + · · · + n7 = 2396744 formally
possible tuples of Cartesian products, where n = |Y |. To reduce the complexity
we can consider join-semilattice of the class Tr, where we need to analyse only
255 tuples, that in almost 9399 times less then in the case of Cartesian product.

4 Classes Decomposition Algorithm

Taking into account all previous remarks, let us develop the algorithm for decom-
position of homogeneous classes of objects, which analyzes the power set of the
class and finds the solutions for the corresponding CSP. Therefore, the algo-
rithm should generate all elements of the power set, defined over the collection
of attributes and methods of the class, and then verify the satisfiability of the
sequence of constraints for each created subclass.

As we can see, the Algorithm 1 uses homogeneous class T , integer number k
and set of constraints C as the input data and returns the set of all semantically
correct subclasses of the class T as the result of its decomposition. The condition,
written in the fifth line of the algorithm, checks how many 1 are present in the
binary form of the integer number i and is this quantity equal to parameter k,
which specifies the cardinality of required subclasses. Another condition, located
in the eleventh line of the algorithm, invokes the Procedure 1, which verifies the
satisfiability of each subclass t ⊆ T according to the sequence of constraints C.
The verification procedure returns true as the result, if a subclass t ⊆ T satisfies
all constraints from the sequence C and returns false in opposite case, however
if a subclass t does not contain the first element of the particular constraint c,
then Procedure 1 returns None.

Developed algorithm can be used in two modes. In the first one it can gen-
erate all subclasses of the class T , which satisfy the set of constraints C. In the
second mode, the algorithm can generate all subclasses of the class T , which
have cardinality k and satisfy the set of constraints C.
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Algorithm 1. Decomposition of homogeneous classes of objects.
Require: T is a HC, k is a cardinality of subclasses, C is a sequence of constraints.
Ensure: T k = {T1 ⊆ T, . . . , Tn ⊆ T}, |T1| = · · · = |Tn| = k
1: if 1 � k < |T | then
2: T k := {};
3: t := {};
4: for i = 1, . . . , 2|T | − 1 do
5: if binary(i).count(1) = k then
6: for j = 1, . . . , |T | do
7: if i & (1 << j) > 0 then
8: t.add(T [j]);
9: satisfy := true;
10: for all c ∈ C do
11: if is correct(t, c) = false then
12: satisfy := false;
13: break;
14: if satisfy = true then
15: T k.add(t);
16: t := {};
17: return T k;

In other words, we can generate all elements of a join-semilattice defined
over the attributes and methods of the class T , as well as any horizontal layer
of this semilattice. For usage of the Algorithm 1 in the first mode, the filtration
condition from the fifth line should be removed.

Procedure 1. is correct(t, c)
Input: t is a HC; c is a constraint.
Output: {true, false, None}
1: if c[0] ∈ t then
2: satisfy := false;
3: for i ∈ 1, . . . , |c| do
4: for all j ∈ c[i] do
5: if j ∈ t then
6: satisfy := true;
7: else
8: satisfy := false;
9: break;
10: if satisfy = true then
11: return satisfy;
12: return satisfy;

The Algorithm 1 was implemented using Python 3 programming language
and used for decomposition of different homogeneous classes, including the class
Tr, considered in the previous sections. As the result of decomposition of the
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class Tr, the algorithm built 49 subclasses of cardinality k = 1, 7, which satisfy
the set of constraints C described in the Sect. 2.

Analyzing Algorithm 1, we can conclude that generation of all possible sub-
classes of the class T requires consideration of all elements of power set of the
class, namely 2n − 2, where n = |T | = P (T ) ∪ F (T ), in the worst case. Another
source of complexity appears during verification of the constraints in Proce-
dure 1. Verification of each constraint requires 1 check of the membership for
first element of the constraint in the subclass t ⊆ T and if it so, ki additional
checks of the membership for the rest elements of the constraint, where i is a num-
ber of constraint. Consequently, the verification of whole sequence of constraints
C requires (ki + 1)w checks of the membership of elements of the constraint ci
in the subclass t, where i = 1, w and w = |C|. Therefore, the time complexity
of proposed algorithm is equal to O(2n − 2) · O((ki + 1)w) ≈ O(2nq). Despite
this, the algorithm also requires p memory for temporal storing of each subclass,
consequently the space complexity of the Algorithm 1 is equal to O(p).

5 Conclusions

The adaptability of intelligent systems can be implemented as appropriate inter-
nal mechanisms for producing system reaction on the changes of the environ-
ment. One of such mechanisms is a run-time class generation, therefore the
algorithm for decomposition of homogeneous classes of objects was developed
and presented in the paper. It generates all semantically correct subclasses of
a class as the solutions of constraint satisfaction problem, formulated over the
structural and functional atoms and molecules of the class. The algorithm has
exponential time and linear space complexity and implements concept of uni-
versal decomposition exploiter of classes. Consequently it can be applied to any
homogeneous class of object regardless its type. However, despite all benefits,
developed algorithm requires further analysis and improvements.
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Abstract. The popularity of Twitter has created a massive social interaction
between users that generates a large amount of data containing their opinions
and feelings in different subjects including their health conditions, these data con-
tain important information that can be used in disease monitoring and detection,
therefore, Twitter has attracted the attention of many researchers as it has proven
to be an important source of health information on the Internet.

In this work, we conducted a systematic literature review to discover state-
of-the-art methods used in the analysis of Twitter posts related to health, then we
proposed an approach based on machine learning, sentiment analysis methods
and Big Data technologies to ensure optimal classification of the health status of
a population related to cardiovascular diseases in a Twitter environment.

Keywords: Twitter ·Machine learning · Cardiovascular diseases · Sentiment
analysis · Health

1 Introduction

The advances in artificial intelligence (AI) combinedwith big data are constantly opening
up new perspectives. Machine learning and specifically predictive analysis is a powerful
approach, which helps, by combining data from different sources, to predict the impact
of phenomena or to invent new services. It improves diagnostics, and allows accurate
predictions of how a patient’s health is changing.

Patient data is therefore represented as a gold mine for analysts, it gives them the
opportunity to implement adequate algorithms and propose novel predictive approaches.

Currently, social networks like Facebook or Twitter are becoming an inseparable
part of human life and generate a huge amount of data that includes opinions, feelings,
information about health conditions or general information about anything of interest to
the community.

In Twitter, the online microblogging site, text messages called tweets whose size is
limited to a maximum of 280 characters can be posted by a user, which is visible by its
“followers” or by the public. Twitter being text-oriented and limited in character length,
can be used as an effective communication tool, especially in smartphone environments
where memory, bandwidth and display size are limited.
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There are many research papers that were focused on the use of Twitter in disease
surveillance [2–4, 9, 13, 14, 17, 19], detection of the onset and spread of epidemics
[5, 7, 8, 10, 12, 16], measurement of public concern for diseases [20] and study of
spatio-temporal evolution of a disease [11, 15]. This is due to its great popularity and
the profitable value of tweets that provide indicators on public health in general.

After an in-depth analysis of the research carried out while using twitter datasets,
there are very few studies that focused on the prediction of health status in relation to car-
diovascular diseases and which constitute, according to the World Health Organization
(WHO) [1], the first cause of death in the world.

In this article, we conducted a systematic literature review to discover state-of-
the-art methods used in the analysis of Twitter posts applied in the above-mentioned
applications, then we proposed an approach based on machine learning and sentiment
analysis methods to ensure optimal classification of the health status of a population
related to cardiovascular disease in a Twitter environment.

2 Related Work

Twitter, is an important source of data in the health field. This is due to the interest of
several research studies in its use in disease surveillance and detection. Indeed, Articles
[2] and [3] focused on the detection of influenza-related tweets from a database of
geolocated historical tweets extracted via Twitter API and filtered by keywords related
to influenza; in [2],Medtex (medical text analysis platform)was established to extract the
relevant features of these tweets that were used by automatic learning algorithms: Naive
Bayes, linear logistic regression, multinomial logistic regression, SVM and decision
trees. The algorithms that have performed best are logistic and SVM regression. In [3]
the TF-IDF method was used to extract the features that constituted an input for the
SVM automatic learning algorithm and which gave an accuracy rate of 67%.

In article [4], researchers used Ebola and MERS disease tweets extracted from the
AIDR (Artificial intelligence for disaster response) platform to build an automatic clas-
sification approach to inventory the different tweets: those related to health and those in
relation to death, treatment and transmission of diseases and those that prevent symp-
toms. The methods used for feature extraction are first Bag-of-words (BOW) where
unigrams are considered as features that have been processed by the Twitter Pos Tagger,
then transmitted as input toMetaMap, which returns the set of words present in the tweet
as concepts in UMLS (the medical knowledge base) with their corresponding semantic
type and which are provided as input for the algorithms: SVM, Naive Bayes and logistic
regression, the latter has shown the best performance.

In [5], in order to visualize an outbreak, the goal was to detect its occurrence and
spread using geo-located tweets extracted in real time using Tweepy the python library
and filtered by keywords related to different diseases. All letters in the tweets were then
converted to lowercase and empty words and punctuation marks were removed. Finally,
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the Kibana tool was used to visualize, explore and analyze the data. This prototype was
very useful because it provided real-time monitoring of diseases compared to disease
control and prevention centers, which take between one to two weeks between the
diagnosis of the patient and the availability of data.

The researchers in [6] studied the spatial and temporal evolution of influenza to
assess the extent to which this disease is present over time in a specific region. This was
implemented by analyzing geo-located twitter data collected using the Tweepy library
and the Twitter StreamAPI. This aims to extract tweetswith health-related contentwhere
there is at least one medical term present using SNOMED-CT (International System of
Clinical Terminology) as well as a list of informal medical terms. Its objective is to
use an unsupervised learning approach using the natural language processing package
(NLTK chunking, which identifies the nominal and verbal sentence clusters). Then, the
verbal sentences that will be used to assess the extent to which influenza is present using
linguistic methods of analyzing feelings based on a list of positive and negative verbs.

In [7], the purpose is to automatically analyze feelings towards contagious diseases,
mental health problems and clinical science in order to evaluate the Measure of Concern
(MOC) expressed by Twitter users using a database of tweets collected through the
Twitter API and the Twitter4J library. All these tweets were processed by removing
the retweets and one member from each pair containing the same words in the same
order. In addition, these tweets are classified in personal and non-personal tweet using
a hybrid approach combining a method based on linguistic rules and automatic learning
classifiers: Multinomial Naïve Bayes and SVM. In the first classification step, Naive
Bayes obtained the best performance and sentiment analysis was applied to personal
tweets to predict their polarity using the same automatic learning algorithms. In this
second stage, Naive Bayes had the best performance again. Finally, the measurement of
public concern about diseases was quantified based on the number of negative personal
tweets per day and was represented by geographic distribution.

Based on the PRISMA methodology, 20 articles matched our inclusion criteria and
are relevant to our research purpose.

In Table 1, the studies contained in the “research article” type have been summarized
by mentioning the sources, volumes and periods of data extraction used, the objective
of the study and the methods used to achieve it.
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Table 1. Description of included studies

Goal of the study Dataset Extraction period Methods

Detection of flu-related tweets [2] 13.5 million tweets May–August 2011 Medtex (medical text analysis
platform)
Naive Bayes, linear logistic
regression, multinomial logistic
regression, SVM and decision trees

Geolocated data mining for
influenza surveillance [3]

NA 2012–2013 SVM

Automatic classification related to
health associated with death,
treatment and transmission of
diseases and symptoms prevention
[4]

Ebola: 5.08 million tweets
MERS: 0.215 million tweets

August 6, 2014–January 19, 2015
April 27–July 16, 2014

SVM, logistic regression and Naive
Bayes

Detection of the outbreak and
spread of the influenza epidemic
[5]

NA In real time The Kibana open-source tool

Classify health-related tweets [6] NA NA Streaming Twitter API
Continuous Bag-of-Words
Statistical test of the Chi-Square
SVM
CNN (Convolutional Neural
Networks)

Classification of tweets related to
mosquito-borne diseases in India
[7]

Twitter and news articles September–November 2016 Twitter API
SVM and Naive Bayes (NB)
Geography
RSS (Rich site summary)

Prediction of the influenza
epidemic [8]

1800 Tweets November–December 2015
October–December 2016

Python crawler using the Twitter
API
Apache Spark, MapReduce and
Hive programming

Extraction, surveillance, real-time
classification of infectious
diseases (influenza, HIV/AIDS,
malaria, measles, poliomyelitis,
tuberculosis and plague) [9]

4,000 tweets
And news data from the
Washington Post website

June 5, 2018–July 9, 2018 R language
tf-idf method
The fuzzy algorithm
Eclass1-MIMO

Prediction of outbreaks of
contagious diseases [10]

NAVER NA Data from the Korean NAVER
platform: via Naver Trends SPSS

Study the spatial and temporal
evolution of influenza and assess
the presence of the disease [11]

178,000 tweets March 2015 Tweepy and the Twitter Stream API
SNOMED-CT terminology
NLTK chuncking

Detect influenza epidemics in each
region and season [12]

7 million tweets August 2, 2012–March 1, 2016 Twitter Streaming API
Natural language processing
The geocoding service provided by
Google Maps.
Model LINEAR
TRAP model

Extraction of topics and trends
from disease data [13]

Naver and Twitter In real time String similarity checks (Sift4)
OpenKoreanTextProcessorJava
CCA (Canonical correlation
analysis) ranking algorithm
dataTables.js, D3.js and chart.js.

Detect personal health status
mentions on Twitter [14]

250 million tweets May 7, 2014–July 23, 2014 Twitter API Streaming API
Multinomial Naïve Bayes (MNB)

(continued)
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Table 1. (continued)

Goal of the study Dataset Extraction period Methods

Explore the spatio-temporal
relationship between the evolution
of dengue fever and associated
Weibo posts
Model the propagation of dengue
fever in space and time [15]

25000 Weibo post and
official data

June 1, 2014–November 2, 2014 Web crawler
Kalman filter
Latent Dirichlet allocation (LDA)

Classify health-related tweets.
Detect epidemics [16]

466,896,997 tweets
2,669,235 news items
49 CDC reports

June 20, 2016–March 2, 2017 Cosine similarity, Glove, FastText
Convolutional Neural Network
(CNN)
Long Short Term Memory Network
(LSTM)

Classify stress and relaxation
tweets [17]

12107 tweets
222 million geolocated
tweets

July 9, 2014–July 14, 2014
September 30, 2013–February 10,
2014

Twitter API
Naive Bayes and SVM
Bag-of-words

Classification of Tobacco tweets
[18]

7362 tweets December 2011–July 2012 n-gram
Naïve Bayes
KNN
SVM

Classification of tweets in relation
to cancer [19]

876,855 individual account
tweets
887,774 tweets from the
organization’s accounts

NA Tweepy (Python library)
LSTM network (Long Short-Term
Memory)
naive Bayes
Textblob Decision Tree
K nearest neighbour (KNN)
Decision tree (DT)
Random forest (RF)
GloVe

Classify tweets related to
contagious diseases, mental health
problems and clinical science
problems.
Evaluate the Measure of Concern
(MOC) [20]

1882,172 tweets March 13, 2014–June 29, 2014 Twitter4J
Multinomial Naïve Bayes and SVM

Describe the volume and content
of tweets associated with
cardiovascular disease and the
characteristics of Twitter users
[21]

550 338 tweets July 23, 2009–February 5, 2015 UMLS
Twitter decahose and Twitter
spritzer
NVIVO

3 Methods

3.1 Prisma

The PRISMA Method “Preferred Reporting Items for Systematic Reviews and Meta-
Analyzes” is a method that aims to improve the quality of reporting systematic review
[22]. It attempts to collect all empirical data in a particular area and obtain conclusions
that summarize the results of the review.

A review protocol describing each step of the systematic review, including eligibility
criteria, was developed prior to commencing the literature search and data retrieval.

Research Question
The research questionmust be formulated in a clear and precise formula, as it determines
the goal of the systematic review. The main research questions considered in this review
are:
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Table 2. Eligibility criteria

Exclusion criteria Inclusion criteria

Conferences Type of publication: “Article” AND “Review OR Survey”

Other languages than English English

Before 2015 From 2015 to 2019

Images datasets
Signals datasets (ECG)

Approaches based on classifying tweets in relation to health
OR detecting diseases from tweets using machine learning
methods and Big Data technologies

Q1-To what extent has machine learning been applied to the prediction of heart disease?
Q2-What datasets have been used for the prediction of heart disease?
Q3-Which machine learning methods have been applied?
Q4-What are the main machine learning algorithms that help accurately to predict heart
disease?
Q5-What are the limits of the current work?
Q6-What are the potentially profitable directions that remain unexplored?

Eligibility Criteria
Once the research question has been defined, it is necessary to specify the eligibility
criteria for the studies. These specifications are used to select the studies to be included
in the systematic review. The eligibility criteria considered in this review are presented
in Table 2.

Research Strategy
The research was applied to the Science Direct and Web of Science databases. The
conducted research strategy must allow for exhaustive research, in order to collect the
largest number of studies and to reduce selection biases.

Table 3. Research strategy

Database Research strategy

Science direct Topic: (disease detection OR disease prediction OR disease monitoring OR
sentiment analysis of health care tweets OR classification of health care
tweets OR infodemiology OR infoveillance) AND Twitter
Title, abstract or key words: disease detection OR disease prediction OR
disease monitoring OR sentiment analysis of health care tweets OR
classification of health care tweets OR infodemiology OR infoveillance

Web of Science (TS = Topic)
TS = ((disease detection OR disease prediction OR disease monitoring OR
sentiment analysis of health care tweets OR classification of health care
tweets OR infodemiology OR infoveillance) AND twitter)
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The search strategy must be based on a list of keywords and synonyms according to
a specific logic. Our search strategy is described in Table 3.

Study Selection
The resulted references were imported into Rayyan [23] a web application that help in
organizing and implementing a research strategy of systematic reviews. It is very easy
to use for screening large amounts of references.

“Rayyan” has been specially designed to speed up the initial screening process by
allowing items to be filtered out and duplicates to be eliminated automatically. Then, it
was used to review the titles and abstracts of the studies to eliminate those that did not fit
the research question. The results of each phase are presented in the PRISMA diagram
of Fig. 1. According to our search strategy, 245 items were retrieved.

Fig. 1. PRISMA flow diagram

Using Rayyan in the next step, 12 duplicate studies were removed and 233 related
articles remained. Summaries and titles of all remaining articles were examined based on
the inclusion and exclusion criteria that are described in Table 2, and 183 references were
excluded. Subsequent revisions of the full text excluded 30 articles. Overall, 20 articles
met our inclusion criteria that are relevant to the studied questions in this systematic
review.
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3.2 Classification Models

Text classification is the process of assigning labels or categories to the text accord-
ing to its content. This is one of the fundamental tasks of natural language processing
(NLP) with extensive applications such as sentiment analysis, subject labelling, spam
and intentions detection.

Unstructured text data is everywhere: emails, chats, web pages, social networks, etc.
Text can be an extremely rich source of information, but extracting information from it
can be difficult and time-consuming because of its unstructured nature. Figure 2 shows a
simplified schema of the steps involved in classifying the text using different approaches.

Fig. 2. Text classification scheme

A text classification system has as an input a raw text of an unstructured nature. The
text can be labelled manually or by means of a classification based on linguistic rules
determined by experts.

For a classification based on machine learning, it is essential to transform it into a
vector of numbers, this is called feature extraction or feature encoding. Then, the model
is built by matching labels and features. After learning, the model is able to predict the
category for new texts.

From this example, three approaches to automatic text classification can be drawn
from this example:

• Rules-based approaches.
• Approaches based on automatic learning.
• Hybrid approaches that combine the two previous approaches in order to improve
results.

Rule-based approaches classify the text into organized groups using a set of hand-
made language rules. These rules instruct the system to use the semantically relevant
elements of a text to identify the relevant categories according to its content. Instead of
relying on manually developed rules, systems based on machine learning teaches how
to make classifications based on past observations.
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3.3 Feature Extraction

Count Vectors
CountVectors is amatrix notation of the data set inwhich each row represents a document
in the corpus, each column represents a term in the corpus, and each cell represents the
number of frequencies of a particular term in a particular document.

TF-IDF (Term Frequency-Inverse Document Frequency)
The TF-IDF score represents the relative importance of a term in the document and in
the entire database. The TF-IDF score is composed of two terms: the first calculates the
normalized frequency of terms (TF), the second is the frequency of inverse documents
(IDF) calculated as the logarithm of the number of documents in the corpus divided by
the number of documents where the specific term appears.

TF(t) = (Number of times the term t appears in a document)/(Total number of terms in
the document)
IDF(t) = log (Total number of documents/Number of documents containing the term t)

Then the TF-IDF value of a term is calculated as follows: TF × IDF

Word Embedding
It is a representation of text where words with the same meaning have a similar repre-
sentation. In addition, the position of a word in the vector space is both learned from
the text and based on the words that surround the word when it is used. In other words,
it represents words in a coordinate system where linked words based on a corpus of
relationships are placed closer together. The most popular methods of Word Embedding
are: Word2vec and GloVe.

4 Proposed Approach

The proposed approach is based on 4 main steps, as described in Fig. 3:

• The extraction of English tweets located in the United States using Twitter API and
based on keywords related to cardiovascular disease.

• Tweets cleaning consists in eliminating impertinent terms such as links, emoticons
and punctuation marks. Then, this cleaning aims to eliminate retweets and transform
the letters of the tweets into lowercase letters.

• The classification of tweets into personal and non-personal then the classification
of personal tweets into negative and positive using machine learning algorithms:
SVM, multinomial Naive Bayes, random forest and logistic regression using TF-IDF
methods and count vectors for the extraction of relevant characteristics.

• The evaluation of twitter as a source of data on cardiovascular disease.

4.1 Tweet Extraction

The purpose of this step is to develop a python crawler that will extract the tweets
according to:
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Fig. 3. Proposed model

• Keywords related to cardiovascular disease (heart diseaseOR cardiovascular OR heart
failure OR coronary OR ischemic).

• Location: United States of America.
• The language: English.
• Specific periods (from 2016 to May 2019).

We use the products ‘full archive’ and ‘30day endpoint’ from twitter and we make
the GET request. The results identified count exactly 11,100 tweets.

4.2 Data Cleaning

Data cleaning was applied to the ‘text’ field of tweets consisting of less than 140 char-
acters and to the ‘full_text’ field of tweets consisting of more than 140 characters. It
consists of:

• Removing links, user references (@username), hashtag (#), punctuation and emoti-
cons using the python library “re” (Regular expression Operations), which provides
operations on regular expressions that specify a set of character strings that match
it; the functions of this module allow to check if a particular string matches a given
regular expression.

• Eliminating retweets to avoid redundancy, this step was performed with Spark using
themap transformation applied to the RDD containing the CSV file of the tweets. This
transformation took as a parameter the split function () which allowed us to collect
a list containing the tweets and each tweet is a list containing these words. Then, we
performed a test on the first item on the list to see if it is equal to ‘RT’.

• Normalizing the data by transforming all tweets into lowercase and using the lower
() function on the list of previously obtained tweets to transform them into lowercase.
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After these cleaning operations, only 10,059 tweets remain, they are then stored in
a CSV file.

4.3 Personal/Non Personal Classification

The objective of this step is to classify tweets into personal and non-personal (subjec-
tive/objective). A personal tweet is a tweet that transmits the author’s private states. A
private state can be a feeling, an opinion, an evaluation, an emotion, a judgment, an
impression, and so forth. Example:

• “over the last week I ve had a mild heart attack partial kidney failure and extremely
low calcium I was in icu for 2 day then moved to a medical icu for 3 days the lord
protected me once again I wanna thank all my family and friends for the prayers”

• “I have heart failure and to say the least I went to cardiac arrest twice and they brought
me back”
A non-personal tweet is a tweet that states an objective fact. Example:

• “the researchers carried out an extensive review of the scientific literature and con-
cluded that both plants based and soya eating patterns reduce the risk of diseases
such as diabetes cardiovascular disease stroke and certain cancers diets containing
soya were best”

The MPQA (Multi Perspective Question Answering) lexicon was constructed from
human annotations of a corpus of 10,657 sentences in 535 documents that contain news
in English from 187 different sources in a variety of countries. The MPQA corpus
contains a total of 8,221 words, including 3,250 adjectives, 329 adverbs, 1,146 words of
all positions, 2,167 nouns and 1,322 verbs.

Of all the words, 5,569 are strongly subjective words, and the remaining 2,652 are
weakly subjective (objective) words. Each tweet was split into a list of words using the
Spark map transformation and each word was compared with the MPQA corpus.

By performing several iterations with different thresholds and manually checking
the results, the classifier gave the best classification performance by assuming that if the
number of strongly subjective words is greater than or equal to 2, the tweet is considered
personal, otherwise it is a non-personal tweet.

A problem with text modeling is that it is messy, and techniques such as machine
learning require well-defined fixed-length inputs and outputs and cannot work directly
with plain text; text must be converted into numbers, more precisely into vectors of
numbers, this is called feature extraction or feature coding. In this step, the plain text data
will be transformed into characteristic vectors and new characteristics will be created
using the existing data set. In our case, we implemented two methods of extracting
characteristics: TF-IDF and Count Vectors

Because our data labelling strategy is used to calculate the number of occurrences
of words of a certain type so that we can assign a suitable label without regard to word
order or context. This strategy is very similar to the two methods TF-IDF and Count
Vectors.

By studying the limitations and advantages of the automatic learning algorithms
and according to the literature review carried out, the most commonly used algorithms,
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adapted to the text classification and which have given good results in terms of accu-
racy rates are: Multinomial Naive Bayes, Logistic regression, Support Vector Machine
(SVM), Random Forest

4.4 Positive and Negative Classification

The objective of this step is to classify tweets into negative and non-negative personal
tweets. For our problematic, we will be interested in negative personal tweets because
they provide essential information on the user’s state of health or on the degree of his
or her concern about cardiovascular diseases. SenticNet provides the polarity associated
with 50,000 natural language concepts. A polarity is a floating number between –1 and
+1, the less one is an extreme negativity, and the more one is an extreme positivity.
The classifier analyzes each tweet and breaks it down into words and compares them
with SenticNet concepts. By performing several iterations with different thresholds and
manually checking the results, the classifier gave the best classification performance by
assuming that if the number of negative words is greater than 3, the tweet is considered
negative, otherwise it is a non-negative tweet.

In this step, the plain text data will be transformed into characteristic vectors and
new characteristics will be created using the existing data set. For the same reasons as
the previous extraction of characteristics, we implemented TF-IDF, Count Vector and
the Model construction.

For the same reasons as the previous classification, we implemented four models:
MultinomialNaiveBayes, Logistic regression, SupportVectorMachine (SVM),Random
Forest Results.

In order to evaluate the performance of the implementedmachine learning algorithms
we used the “test and validation” cross-validation technique with a stratified repartition.

Then to compare the implemented ML algorithms, we made statistical comparisons
of the performance of trained classifiers on specific data sets. The automatic learning
models for predicting tweets subjectivity and polarity were built and tested according to
two parameters:

– The stratified distribution of learning and test sets.
– Methods for extracting relevant characteristics (TF IDF and count Vectors)

Figure 4 shows the performance of SVM, logistic regression, random forest and
Naive Bayes algorithms using TF-IDF and count vectors as feature extraction methods
that formed the input elements of the algorithms. In case of subjectivity classification
using TF-IDF and Count vectors for feature extraction with 80% distribution for training
and 20% for testing, the best performance was 90% for logistic regression and 89% for
SVM.

For polarity classification using TF-IDF and Count vectors for feature extraction,
the results of classifying the polarity of personal tweets gave better results with 80%
distribution for training and 20% for testing, and by using Count Vectors as a method
of extracting characteristics with a performance of 89% for both SVM and logistic
regression.
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Fig. 4. Tweets subjectivity and polarity classification results

Wewere unable to compare these resultswith other studies because there are no actual
other proposed approaches that address the classification of personal negative or non-
personal classification using a Big Data environment for the heart disease study purpose.
The comparison was therefore made between the SVM automatic learning algorithms,
logistic regression, random forest and Naïve Bayes by varying two parameters:

– The stratified distribution of learning and test sets.
– The methods of extraction of the relevant characteristics (TF IDF and count Vectors).

According to the classification results, the logistic regression showed the best per-
formance with 89% for the classification of tweets subjectivity, and with 90% for the
classification of tweets polarity using the countVectors feature extractionmethod. This is
because logistic regression is a discriminatory classifier that learns the types of input char-
acteristics most useful for distinguishing between different classes. In addition, logistic
regression is essential to understand the influence of several independent variables on a
single outcome variable.

5 Conclusion

Twitter remains an important source of information that undoubtedly highlights, via the
Internet, the health status of people with cardiovascular complications. It is well known
to be a valid and operational communication tool that makes it possible to highlight in
an unambiguous and relevant way the risks of diseases, the possible interventions to
achieve healthy lifestyles and to dictate adequate and compatible health policies.
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Our approach doesn’t predict the heart disease for twitter users, it is rather a pre-
liminary approach that can be further developed to predict the health status of twitter
users i.e. if they are at risk of having heart disease. We started our strategy by ana-
lyzing and classifying their tweets based on two steps; The first step is to classify the
tweets, containing terms related to cardiovascular diseases, according to the degree of
subjectivity in order to distinguish between personal and non-personal publication. The
second step is based on sentiment analysis, which classifies personal tweets according
to their polarity in order to distinguish between negative and positive tweets. Then an
analysis of the content of negative personal tweets resulting from the classification done
by logistic regression and SVM showed the presence of a significant number of terms
related to cardiovascular risk factors so Twitter has the potential to be a source of data
for cardiovascular disease risk prediction.

As a perspective of this work, we intend to improve the performance of our model by
providing it with more learning data. A recommendation system can be implemented to
provide users at cardiovascular risk with suggested pages and links to follow a healthy
lifestyle.
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Abstract. Virtual Reality (VR) technology introduce new ways to teach students
about STEM subjects. Using developed virtual environments students can expe-
rience things that would otherwise be dangerous to showcase. We’ve developed a
virtual reality educational escape room game in which the player solves problems
based on realistic chemical experiments to advance in the game. The game was
showcased in a study fair event where people of various ages and backgrounds
had an opportunity to test and complete one of the game’s levels. Based on the
observations made during the study fair, the overall conclusion is that the VR
technology can be a useful tool in education bringing more entertainment and
engagement into the learning and teaching processes.

Keywords: Virtual reality · Educational game · Chemical experiments

1 Introduction

Since the appearance of consumer-available virtual reality (VR) headsets, technology
was often seen as a tool mostly used for entertainment. However, a lot of industries have
seen the advantages of VR and its potential for various types of training. In some cases,
training in a virtual environment could be more efficient, where training in a real-world
could require expensive equipment, or could be dangerous, where a potential mistake
would mean financial losses, injury or even death.

VR technology can bring new ways of learning various subjects. VR can be used for
different educational purposes such as knowledge learning, exploration, experimentation
and skill training [1]. Just like in various training situations, some subjects’ concepts can
be difficult or dangerous to demonstrate in a classroom environment, like natural science
subjects. A different, more fun way of learning new things engages the students more
and they find joy in completing the tasks given to them [5]. VR provides immediacy with
the virtual environment and trough visual and audible senses makes one perceive that
they are in the virtual environment. This allows for a more engaging, kinesthetic learning
process. Kinesthetic learning is described as learning through action, interactions with
the real world [3]. People that prefer this kind of learning like to learn through real-world
examples that are demonstrated through practice, simulations, videos, they value their
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own experiences more so than others. A lot more information is retained, when new
things are learned through action and doing things.

The aim of this work was to make kinesthetic learning possible through VR, where
learning otherwise can be dangerous or difficult.

2 Related Works

The amount of adoption of serious VR applications is increasing in all kinds of fields.
In the medical field, an application simulating trauma decision-making was developed
for Oculus VR [4]. Within the application, a single scenario was developed, presenting
a virtual patient with blunt thoracic trauma. The simulation has several critical and
non-critical decisions. To complete the simulation correct actions, need to be made.
Another study tested the application of distance team-based learning for pharmacy in
VR usingHTCVive headset and SteamVRHome application, where the participants had
to complete the exercise communicating only through VR [2]. In both studies responses
to VR were positive and the conclusions were that VR is a viable technology to be
used for medical-simulation. Another educational VR game “HoloLAB Champions” is
a laboratory practice game presented as a game. The game allows to interact with the
virtual environment and safely work with laboratory equipment, users perform various
tasks to progress in the game.

Nersesian et al. [6] analyzed the next generation of educational technologies (ET),
such as monitor-based (MB) and virtual reality (VR) applications, which are still in their
infancy, they do show promise for improving education. In this study, we compared MB
and VR educational technologies as alternative supplemental learning environments to
traditional classroom instruction using lectures, textbooks, and physical labs.

Open Laboratory usually used for learning program by a student in the school was
presented by Khairudin et al. [7]. To support the limited number of facilities in the
real laboratory, then a breakthrough in simulation technology is needed before students
conducted a real practice in the real laboratory. Especially simulation technology through
smartphones.

However, traditional medical education has many drawbacks, such as residency
working hour restrictions, patient safety conflicts with the learning needs, and the
lack of hands-on workshops. The MedTRain3DModsim Project aimed to produce 3-
dimensional (3D) medical printed models, simulations, and innovative applications for
every level of medical training using novel worldwide technologies. It was aimed herein
to improve the interdisciplinary and transnational approaches and accumulate existing
experience for medical education, postgraduate studies, and specialty training [8].

3 Escape the Lab Game Design Methodology

Initially the game was developed as monolithic experience set in a sandbox model world
(laboratory in this case). It means the complete freedom to do whatever players wish
which mimics the real world. The ideal walkthrough leads players through experiments
in an ordered manner: easy to understand experiments are performed first and the more
complex experiments (possibly requiring knowledge from previous experiments) are
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performed later. Unfortunately, during the first demonstration in “GameOn” convention,
wehave observed that people do not follow the ideal plan andmost people fail to complete
the objectives during the given time. Therefore, we decided to redesign the game and
make it guide the player through the experiments. The methodology which we follow is
described by Fig. 1.

Fig. 1. The design methodology of the game.

The first two phases mostly are related to the pedagogical aspects of the game. In our
case - the educational problems are the three chemical experiments: mixing dry ice with
liquid, “blue fire” experiment (mixing hydrogen chloride (HCL), copper sulfate (CuSO4)
and aluminum (Al) inside a container, then exposing the compound to fire to cause a
chemical reaction) and a “chameleon” (mixing potassium permanganate (KMnO4) with
sodium hydroxide (NaOH) and sugar). To the chemistry subject educational problems,
we added the game mechanics learning activity which also can be considered as an
educational problem. In this case, we designed a very simple learning path (See Fig. 2).

Fig. 2. The learning path split into levels

Splitting learning path activities into the levels ismore of an art because it requires the
experience of the designer to find a balance of various criteria such as size and complexity
of the level, level creation effort, the importance of activities, and many others. Figure 2
shows how our design team split activities into levels. Learning the game mechanics is
a required prerequisite in order to start any experiment activity therefore this activity is
placed on a separate level. Dry ice and chameleon experiments are quick to perform and
they are not related together therefore they are placed into a second level. Grouping them
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also allows sparing efforts on developing two different levels. The blue flame experiment
is the most complex one and the experience from the two previous experiments is handy
therefore it is separated into a final level.

Figure 3 shows essential level design activities.

Fig. 3. Activity design within the levels

Designing the scene means designing the level environment, objects necessary to
perform experiments, and additional objects (both interactable and non-interactable) to
add a sense of freedom and realism. Experiment workflow design allows identifying
the objects necessary for the experiment, interactivity requirements as well as computer
graphic effects required to demonstrate the experiment result. The hints are essential
for progress - it is a gamified presentation of the theory. In our game hints are designed
as instructions on leaflets put in both graphical and textual representations. The reward
might include gamification mechanics (like earning stars or points), but it is essential
that it provides information to advance further in a game. In our case, the player receives
parts of the code to open the door.

The activities are shown in Fig. 3 are interrelated. For example, the scene design
(level environment and objects), as well as hints, depends on the experiment workflow.
The design might be updated iteratively.

The development stage of our game is covered in Sect. 4.

4 Escape the Lab Development

The application was developed onWindows 10 64-bit, using Unity 3D Integrated Devel-
opment Environment (v2018.3), HTC Vive, and SteamVR (v1.2.3) Utilities. For the
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modeling of the 3D objects seen in the virtual environment Blender (v2.8) was used.
For a more immersive and engaging experience, the audio was integrated into the virtual
environment.

The base environment concept was taken from the laboratory facilities of Kaunas
University of Technology Chemistry faculty and developed within the Unity 3D Video
Game engine. With additional features, these facilities have been turned into a gamified
VR escape room type experience which is based on real chemical experiments. The
images from recreated laboratory as well as some interaction mechanics are shown in
Fig. 4.

Fig. 4. Virtual reality environment images

The goal is to escape the laboratory within a given amount of time. Inside the virtual
environment, players must look for various clues and perform chemical experiments
to progress further ahead. After completing the required experiment or other tasks, the
player is awarded a part of a three-digit code. After collecting all the required parts of the
code, the player can type the code on a virtual console and complete the scenario. Addi-
tionally, to make the experience more immersive and simulative, the virtual environment
is developed to allow the player to interact with every object in the scene.

The internal structure of the game is provided in Fig. 5.
In the package diagram (See Fig. 5) it is shown that the application consists of

Interactivity, Virtual Reality API and Game Manager packages. The Game Manager
package includes functions such as Menu settings adjustment, Level loading, saving,
and game controlling. The system is compatible with Oculus VR, Steam VR, Unity XR,
andWindowsMRAPI’s.Most of the application functionality resides in the Interactivity
package, which consists of three kinds of experiments (Blue flame, Chameleon, and Dry
ice), and main gameplay mechanics, such as player movement, hands controls, scoring
system, and interactivity between different kinds of objects.
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Fig. 5. The structure of the game

Fig. 6. The detailed view of interactivity package
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Fig. 7. Game flow diagram

The class diagram (See Fig. 6) takes a closer look at the Interactivity package that
was mentioned in the previous diagram. The Interactivity component consists of base
mechanics, such as Object grabbing, releasing and/or using. The game objects are sepa-
rated into different categories - Unbreakable, Breakable (Destroyable), and Flammable
objects. The burning objects could also be extinguished, or burnt until they are destroyed.
Additional systems that are built upon Interactivity areDrawing (withDrawing and Eras-
ing operations) and Scoring (with saving, loading and updating operations). The liquid
system is connected to basic interactions as well because they are required to perform
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Mixing, Pouring, and Absorption operations. All of the experiments highly depend on
the liquid system. To perform any kind of action, they must be connected to the liq-
uids. Blue flame experiment consists of three different states - which are three different
ingredients that are required to perform the action. The dry ice experiment consists of an
Emission boolean variable, which tells the system if the required conditions to perform
the actions were met. The chameleon experiment is based on two operations - ShiftColor
(function that changes liquid color) and ColorState (function that reveals if the liquid
has changed its color).

This activity diagram (See Fig. 7) describes the game flow. First of all, the player gets
acquainted with the gameplay as well as basic control and movement mechanics. The
player is placed in a room that allows experimentingwith gamemechanics.After learning
the basic interactivity mechanics, the player gets introduced to the game objective. Then,
the timer starts, and the first level playthrough begins. If the player finds the hidden key
and opens the locked door within the time limit, he passes on to the next level. During
the second level, the player has to perform two different experiments (Chameleon and
Dry ice) to acquire a key that unlocks the door to the last level. To pass the final scene
the player has to complete a “Blue Flame” experiment, which is a harder experiment
compared to the last two. After successfully completing the task the player has to gather
all of the required code information that is used to escape from the room. Once the player
has entered the final room, the game displays a scoreboard, where he is allowed to save
his achieved result. The data gets uploaded into the leaderboard and the game is reset to
the initial state.

5 Experiment

The VR educational game was showcased in a study fair event “Study Fair 2020”. For
the demonstration, at the stand a play area of 3 m by 3 m was isolated for room-scale
functionality and the HTC Vive headset was used. Two Vive Base Stations, facing each
other, were placed transversely at different corners of the play area at the height of about
2 m, one mounted on a tripod and another on a stand frame. The headset was powered
by a desktop computer with a GTX 1080 TI graphics card.

During the event, every eligible event participant was able to test the game. Before
trying out the VR game, a short introduction of the game, and instructions on how to
play were given to the participant by the supervisor. During the tryout, participants were
watched over by the supervisor in case the participant had any questions for the safety
of the participant, in case of any accidents during testing.

This VR experience attempts to combine gamification and education. The principle
aim of this experience is to present educational material in the form of a game, making
the learning process more entertaining and immersive.

The educational game has confirmed its appeal. Because of its interactivitywithin the
virtual environment and the gameplay, it attracted the attention of different background
individuals during its presentation at the study fair event. The participants approached
the game from their own unique points of view. Children mostly enjoyed playing around
with the virtual environment objects. Meanwhile, during the VR experience, adults
and teenagers tried to complete the game by collecting clues and performing chemical
experiments.
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Non-personal data of the 56 game sessions were gathered during the event. The
records include level completion times as well as discovered items leading to finishing
the levels. The average age of the audience is unknown because personal data were not
recorded. On the other hand, it is known that the game was played mostly by the senior
pupils as it was the study fair event. The results are shown in Fig. 8.

Fig. 8. Number of players who completed the game levels

The first level was finished by half of the participants (23). The second level was
completed by 13 players. Only 4 players managed to finish all three levels conducting
all the chemical experiments. The main question is related to a small number of people
who finished all three levels - is the educational game too complex for the people?
The authors observed that only several people during the experiment new how to use
HTC Vive equipment. Still - half of the participants completed the first level which was
designed to master VR mechanics. Also, the game was designed in a way to ensure
replayability. Therefore, it is challenging to keep the motivation of the player and at the
same time replaying the game to advance further means repeating the knowledge and
concepts learned by a player.

The VR experiences could be used as a complementary tool for teaching and assess-
ments in fields of chemistry. Because the game is based on real chemical experiments,
it simulates how various chemical compounds reacts to each other. For teaching, chem-
ical reactions could be showcased within the virtual environment without wasting real
compounds avoiding safety concerns.

Still, during the showcasing of the VR game, some safety concerns arose. Some
participants displayed cases where, while playing, they got too immersed into the VR
experience and forgot about their real surroundings, ignoring the safety bounds drawn
in the virtual environment or even perceiving virtual objects as real, trying to lean on
them and fall over. However, these safety concerns could mostly depend on the personal
experience of the participants, have they tried VR beforehand. Other than that, the game
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provides a safe environment for all kinds of chemical experiments without causing any
harm to the user.

6 Conclusions

VR applications designed for training and education are becoming more frequent. The
experiments of the VR educational game “Escape the Lab” conducted during the study
fair showed that such type of games can attract the attention of a very diverse range
of individuals. The combination of entertainment and education can be valuable to the
learning process, because the entertainment side of educational games may keep the
learner more invested in the subjects that are being thought. The overall positive opinion
of the game provides a solid foundation for the further development of this VR educa-
tional game. On the other had a low number of participants who completed the whole
game raises questions about the game design and educational impact. More extensive
experiments will be made to validate the effectiveness of this game from pedagogical
point of view.
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Abstract. This paper presents a framework to evaluate and develop curricula for
higher education in the context of digital transformation. Developing well guided
learning journeys for the digital transformation is still a major challenge for educa-
tors. The proposed VOIL competence framework is grounded in dynamic capabil-
ity theory. The VOIL competence framework has been developed by relating the
DIGROW digital maturity framework to the European e-competence framework.
The foundational architecture and rationale of the VOIL competence framework
link learning objectives to the specific challenges of digital transformation of small
and medium businesses. The authors also discuss the application of the VOIL
competence model for evaluating and designing self-directed and personalized
learning journeys.
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1 Introduction

Digital technologies are bringing about unprecedented change to business models, prod-
ucts, and services, transforming how people work and interact with customers, partners,
and competitors [6, 7]. The resulting digital transformation (DT) is not a recent trend
but an ongoing paradigm leading to a digital change of society and economy at all levels
[2]. For the individual organization, DT can be regarded as a process, which comprises
incremental and disruptive changes enabled by digital technology. Vial [19] describes
digital transformation as a process where digital technologies create disruptions trigger-
ing strategic responses from organizations that seek to alter their value creation paths,
while managing the structural changes and organizational barriers that affect the positive
and negative outcomes of this process.

© Springer Nature Switzerland AG 2020
A. Lopata et al. (Eds.): ICIST 2020, CCIS 1283, pp. 283–296, 2020.
https://doi.org/10.1007/978-3-030-59506-7_23

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-59506-7_23&domain=pdf
https://doi.org/10.1007/978-3-030-59506-7_23


284 K. North et al.

This point of view is aligned with conceptual approaches considering that digital-
ization transcends technology. As pointed out by several authors [1], DT implies the
embeddedness of IT throughout organization, organizational processes and functions.
Also, IT strategy becomes integrated with business strategy, giving rise to the novel con-
cept of “digital strategy”. According to Bharadwaj et al. [1] “the time is right to rethink
the role of IT strategy, from that of a functional-level strategy—aligned but essentially
always subordinate to business strategy—to one that reflects a fusion between IT strategy
and business strategy. This fusion is herein termed digital business strategy”. This view
is also supported by other authors [12, 20]. In words of Kahre et al. [12] “digital business
strategy reflects a new logic of competitive strategy where boundaries between business
and IT strategy become blurred. Dynamically synchronized, business and IT are mutual
drivers of strategic change, business value and ultimately competitive advantage”. On
the other hand, several authors argue that digital strategy relies on organizational capa-
bilities [10, 20]. “The dynamism and complexity of the business and technology envi-
ronment suggest that digital strategy is emergent, iterative, and influenced by evolving
organizational capabilities” [20].

Such profound changes triggered by the speed of technological change requires an
agile development and deployment of relevant skills and competencies of managers
and staff. Workers must be able to interconnect the organizational challenges with the
potentials of technology to come up with innovations that meet the business goals [9].
According to the European E-Skills Forum (2004), digital skills are understood to be the
skills and capabilities that enable businesses to exploit opportunities provided by ICT,
to ensure more efficient and effective performance, to explore new ways of conducting
business and to establish new businesses.

With digital technologies also the way how people are learning is changing [15].
E-Learning allows ubiquitous and self-directed learning “everywhere” by choosing the
time, place, media and content that best meets the learners goals, intention and wishes
[11]. Data driven identification of learning gaps are the basis for creating personalized
learning experiences increasingly based on open education resources available onmobile
devices [5]. In this context the role of trainers, coaches and educators is changing.
Šereš et al. [16] highlight the importance of preparing students for the challenges of
digital transformation, especially those studying business informatics. Therefore, higher
education agents need clear roadmaps for the most effective way to develop advanced
digital skills that meet organizations’ digital transformation needs.

In order to meet the needs for preparing students and staff in firms, particularly
in SMEs this paper presents a digital transformation competence framework based on
dynamic capabilities theory as will be explained below.

The development of the framework is part of the ongoing VOIL –Virtual Open Inno-
vationLabwww.voil.eu. The project is implemented by partners fromdifferent European
countries with the purpose of supporting small andmedium enterprises (SME) to address
the challenges of the digital transformation from a (dynamic) capability and competence
perspective. The main objectives of the project are the following: 1) to provide a set of
artefacts (i.e. tools, models, methods, etc.) that SMEs can apply to foster and propel their
own digital transformation; 2) to provide a digital transformation competence framework

http://www.voil.eu
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and curriculum for higher education in order to guide the development of learning jour-
neys aimed at acquiring and developing digital competences; 3) to disseminate these
artefacts, the framework and curriculum to higher education students and SMEs via a
dedicated digital platform.

The VOIL Digital Transformation Competence Framework and Curriculum is a tool
to support educators in the higher education system, trainers and coaches as well as
entrepreneurs, professionals and learners at large interested in designing and evaluating
personalized and self-directed training that best fits the needs of their company and
workers. The proposed curriculum is grounded in pedagogical strategies of self-directed
learning [13]. It therefore represents an approach to customize personalized learning
paths alignedwith the needs and interests of the learnerswithin a competence framework,
linking organizational and individual perspectives of digital transformation. Instead of
imposing a one-size-fits-all curriculuma guidance is provided to developmotivating self-
directed learning experiences. TheVOIL framework is thought to be a guide for educators
whowant to either evaluate existing programs or to (re)design training programs focusing
on the development of advanced digital skills.

In the following, this paper will first develop an understanding of digital transfor-
mation as a learning process related to dynamic capability theory. Subsequently the
DIGROW digital maturity framework and the European e-competence framework will
be explained and linked as a basis to create the VOIL Digital Transformation Compe-
tence Framework. The rationale of each of the four competence areas will be pointed
out. Examples of learning objectives and possible learning journeys enabled by the Vir-
tual Open Innovation Lab (VOIL) are provided. Section four sketches how to design
self-directed and personalized learning journeys.

2 Digital Transformation as a Learning Process

Digital transformation is a learning process that requires integrating technology, business
and learning strategies in an entrepreneurial-oriented organization. To understand such
technology driven transformation processes Fountain’s [8] technology enactment frame-
work differentiates between objective and enacted technologies. Objective technology
incorporates innovations such as analytics or the Internet, whereas enacted technology
entails the use, design, and perception of those technologies by individuals within the
organization. The role of technology, therefore, is dependent on the organization and
what individuals within the organization make out of it. This observation is particularly
relevant for SMEswhere technologydecisions dependon fewpeople, their level of digital
competencies and attitudes. Therefore, a competence framework for digital transforma-
tion and the related learning and development strategies have to allow an individualized
appropriation of transformation capabilities related to an overall framework of digitally
enabled growth.

Yeow et al. [20] found that as an organization shifts towards a digital strategy,
misalignments between the emergent strategy and resources give rise to tension and
requires alignment actions. These iteratively reconfigure organizational resources and
refine strategy to respond to both changes in the environment and internal tensions. The
dynamic capability approach provides a suitable analytical framework for organizations
to purposefully align internal resources, processes, and structures to adapt to a changing
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environment. Sunday et al. [17] argue that using the concept of dynamic capabilities to
examine the process of information communication technologies (ICT) adoption helps
to unveil the recursive nature of the process. Following Teece [18] “For analytical pur-
poses, dynamic capabilities can be disaggregated into the capacity (1) to sense and
shape opportunities and threats, (2) to seize opportunities, and (3) to maintain competi-
tiveness through enhancing, combining, protecting and, when necessary, reconfiguring
the business enterprise’s intangible and tangible assets” [18]. To act, a first step is to
raise awareness of managers, workers, and students as future workers towards required
capabilities, as well as opportunities/threats. Central to a successful transformation is
the creation of a shared understanding of what “digitally enabled growth” means for the
firm and subsequently develop and communicate a strategy.

In this transformation and learning journey individuals and organizations look for
orientation, which can be provided by maturity models or frameworks. Maturity models
allow the assessment of the current situation of a company as well as the identification of
reasonable improvement measures [3] and serve as a guide through the transformation
journey. Maturity can be defined as a measure to evaluate the capabilities of an orga-
nization regarding a certain discipline. Digital maturity means that a company has the
necessary organizational capabilities to succeed in the digital transformation.

The VOIL competence framework is based on the DIGROW-Framework of digital
maturity [14] which is visualized as a wheel of digitally enabled growth (see Fig. 1).
The DIGROW-Framework serves to:

1. Raise awareness of owners, managers and employees of SMEs and students towards
required capabilities, as well as opportunities/threats.

2. Create a shared understanding of what digitally enabled growth or digital transfor-
mation means.

3. Develop and communicate a strategy.
4. Anchor pilot initiatives in an overall “picture” of digitalization.
5. Compare own level of digital maturity with other firms.
6. Define learning objectives.

The theoretical foundation of the framework is Teece’s [18] model of dynamic capa-
bility development. In their empirical study, Pavlou and El Sawy [21] deepened the
understanding of how dynamic capabilities are developed and they proposed four steps:
sensing, learning, integration, and coordination. These steps highlight the importance of
managing knowledge and learning in digital transformation and of coping with turbulent
and disruptive environments. A shortcoming in SMEs is that owners and managers are
aware of growth potentials but often lack an explicit strategy, and if they have a strategy,
they do not communicate that strategy to employees. That is why in the proposed model
an intermediate step is inserted between Teece’s “sensing” and “seizing”: the step of
strategy development and communication, which is related to Pavlou and El Sawy’s
[21] learning and integration.

The “DIGROW” framework, therefore, contains four dimensions, which can be seen
as challenges (e.g. what are our challenges to sense digitally enabled growth potentials?)
or competence areas or capabilities (e.g. do we have the capability to sense digitally
enabled growth potentials?). Both views are useful in a self-assessment or in developing



The VOIL Digital Transformation Competence Framework 287

personalized learning paths. Along the lines of Teece´s [18] micro-foundations of enter-
prise performance, North et al. [14] have defined four capacities for each of the four
competency areas. Each of these capacities can be evaluated at five levels described by
an anchor statement. It thus serves as an initial self-assessment as the basis for defining
learning objectives.

The “DIGROW” framework is structured as follows:

1. Sensing digitally enabled growth potentials: Searching for digitally enabled growth
opportunities, understanding, and developing digital customer needs, sensing
technology driven opportunities, use of external sources for digital innovation.

2. Developing a digitally enabled growth strategy and mindset: Digitally enabled
growth strategy, digital leadership, digital mindset (attitudes & behavior’s), empow-
ered employees.

3. Seizing digitally enabled growth potentials: Digitally enabled business models, dig-
ital market presence, digital customer experience, agile implementation/deployment
of digitization initiatives.

4. Managing resources for digital transformation: Digital skills & learning, digital
processes, digital technology & security, digital investments.

3 The VOIL Digital Transformation Competence Framework:
Relating the DIGROW Framework to the European
e-Competence Framework

The European e-Competence Framework (e-CF) version 3.0 [4] provides a reference
of 41 competencies as required and applied at the Information and Communication
Technology (ICT) workplace, using a common language for competences, skills and
capability levels that can be understood across Europe. In the framework ‘Competence
is a demonstrated ability to apply knowledge, skills and attitudes for achieving observable
results. The structure of the 41 competencies follows a logic of an ICT project with the
phases plan – build – run – enable – manage. The framework, therefore, does not fully
cover competencies needed for the digital transformation of companies.

For the VOIL Digital Transformation Competency Model the DIGROW dimensions
have been matched to the 41 e-competencies. The result is displayed in Fig. 1. The result
shows that the e-competencies are not evenly distributed across the DIGROW sections.
Business and transformation related competencies are underrepresented in relation to
ICT development and deployment. For the sections “Digital mindset” and “digitally
empowered employees” there are no corresponding e-competencies. We therefore pro-
pose 4 additional competencies related to developing a shared vision, commitment,
autonomy in decision making and self-organization. Educators are invited to customize
the repertoire of competencies according to their specific curricular needs, i.e. add further
business relevant competencies or delete competencies.

Based on the above foundations the following architecture of the VOIL competence
framework is proposed:

• Competenceareas are the highest-level categorization of competencies and are, there-
fore, more stable over time. The VOIL curriculum focuses on four competency areas:
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Fig. 1. European e-competence framework 3.0 related to the wheel of digitally enabled growth.

“Sensing digitally enabled growth potentials”, “Developing a digitally enabled growth
strategy andmindset”, “Seizing digitally enabled growth potentials & transformation”
and “Managing resources for digital transformation”.

• Competence categories specify the actual competencies to be developed. The VOIL
curriculum includes eight competency categories that must be attained at least at
the Awareness level (knowledge needs to be recalled when needed) and desirably at
the Novice level (the learner needs to have experienced situations and cases). These
categories are the basis for defining the learning objectives of the training modules.

• Competence is a demonstrated ability to apply knowledge, skills, and attitudes for
achieving observable results (European e-Competence Framework). It is an integra-
tive concept that refers to cognitive and metacognitive skills as well as values and
attitudes. Since competencies tend to be more vulnerable to changes in technology
and, therefore, less stable, the competencies are listed in this document as examples
(Table 1).

In the following, we will explain the rationale of each of the four competence areas,
relate these to competencies of the European e-competence framework and propose
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Table 1. The VOIL digital transformation competence framework.

Areas 1 Sensing digitally
enabled growth
potentials

2 Developing a digitally
enabled growth strategy
and mindset

3 Seizing digitally
enabled growth potentials
& transformation

4 Managing resources
for digital
transformation

Categories 1.1. Understand and
monitor digital
technologies and their
business potentials
1.2. Develop digital
customer needs

2.1. Review and design
digital business strategy
and business models
2.2. Develop a digital
transformation culture

3.1. Transform the
organization
3.2. Design/implement
digital market presence
and customer experience

4.1. Implement and
manage digital
processes
4.2. Manage digital
risks and cybersecurity

Competencies A.7. Technology trend
monitoring
E.1. Forecast
development
D.11. Needs
identification
D.5. Sales proposal
development

A.1. IS and business
strategy alignment
A.3. Business plan
development
A.4. Product/ service
planning
A.8. Sustainable
development
E.9. IS governance
D.9. Personnel
development
D.3. Education and
training provision

E.7. Business change
management
E.2. Project and Portfolio
management
D.10. Information and
knowledge management
C.4. Problem
management
B.4. Solution deployment
(see also M7)
E.4. Relationship
management
D.12. Digital marketing
D.6. Channel
management

A.5. Architecture
design
A.6. Application
design
B.1. Application
development
B.2. Component
integration
B.3. Testing
B.4. Solution
deployment
B.5. Documentation
production
B.6. Systems
engineering
D.1. Information
security strategy
development
D.2. ICT quality
strategy development
E.6. ICT quality
management
E.8. Information
security management
E.3. Risk management

learning objectives. Examples of possible learning journeys enabled by the Virtual Open
Innovation Lab (VOIL) are given.

3.1 Sensing Digitally Enabled Growth Potentials

To sense digitally enabled growth potentials, firms would need an intention to seek out
and understand external information in order to identify newopportunities. In operational
terms, SMEs must implement mechanisms and processes for scanning, observing and
understanding changes in the business environment. Learning objectives relate to under-
standing the main digital technologies & applications, assess their business potentials
and monitor technology trends. Digitally enabled innovation and growth opportunities
arise from understanding and developing digital customer needs and from identifying
technology-driven opportunities. A particularly fruitful source can be the use of exter-
nal knowledge for digital innovation: (potential) customers, universities, research cen-
tres, “the crowd”, partners in the “ecosystem”. This competence area encompasses two
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competence categories: Understand and monitor digital technologies and their business
potential and understand and develop digital customer needs (Table 2).

Table 2. Competencies and learning objectives to sense digitally enabled growth potentials

Categories Related competencies
of European
e-competence
framework

Learning objectives Examples of learning
journeys enabled by the
VOIL platform

Understand and
monitor digital
technologies and
their business
potentials

A.7. Technology trend
monitoring

Understand the main
digital technologies &
applications, assess
their business
potentials, monitor
technology trends

DIGROW-assessment,
simulators

Understand and
develop digital
customer needs

E.1. Forecast
development
D.11. Needs
identification
D.5. Sales proposal
development

Identify and develop
digital needs and
expectations of
(potential) customers,
search for new value
generation and growth
opportunities

DIGROW-assessment,
simulators

3.2 Developing a Digitally Enabled Growth Strategy and Mindset

Based on the exploration of possible futures, firms will have to develop an understand-
ing of how digital solutions will help to deliver the firm’s objectives and to review their
strategy regarding digitalization. The question of how SMEs can succeed in the digi-
tal environment requires understanding what strategic orientation best equips SMEs to
compete in that environment.

It is crucial that leaders (owner and/or managers of SMEs) recognize the potential
of digitally enabled growth. Creating a shared understanding of how the digital world
“ticks” is a prerequisite for motivating employees and developing a forward-looking
attitude towards digitalization followed by a broad development of new behavior’s (“dig-
ital mindset”). In such a digitally oriented organization, employees are empowered and
encouraged to experiment with digital initiatives. This competence area includes the fol-
lowing competence categories: Review and design digital business strategy and business
models and develop a digital transformation culture (Table 3).
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Table 3. Competencies and learning objectives to develop a digitally enabled growth strategy and
mindset.

Categories (modules) Related competencies
of European
e-competence
framework

Learning objectives Examples of learning
journeys enabled by
the VOIL platform

Review and design
digital business
strategy and business
models

A.1. IS and business
strategy alignment
A.3. Business plan
development
A.4. Product/service
planning
A.8. Sustainable
development

Analyze current
position of firm,
develop a digital
strategy, review &
modify existing
business models,
creation of new
business models,
develop a business
plan

DIGROW-
self-assessment,
co-creation canvas,
procedure model

Develop a digital
transformation culture

E.9. IS Governance
E.2. Project and
portfolio management
E.3. Risk management
E.7. Business change
management
D.9. Personnel
development
D.3. Education and
training provision
D.10. Information and
knowledge
management
C.4. Problem
management

Digital leadership,
development of a
digital mindset,
empower employees
for digital initiatives

“Learning to grow”
methodology
co-creation canvas

3.3 Seizing Digitally Enabled Growth Potentials and Transformation

To exploit identified opportunities or mitigate threats of digitalization, SMEs have to
revise business strategies and decidewhether to adapt current businessmodels or develop
new ones. This is linked to investment choices and preparedness to enter into new fields,
such key elements are digital market presence and digital customer experience leading
to new ways of value creation, value capture and value offer. Depending on their cur-
rent stage of development, SMEs might perceive business potentials of digitalization
but acknowledge their current unpreparedness for implementing the required new tech-
nologies. Therefore, the ability to deploy digitalization initiatives is crucial to seizing
perceived opportunities. This might include small pilot projects and/or methodologies
for agile product and service development, such as design thinking. The competence cat-
egories that this competence area integrates are as follows: Transform the organization
and Design/implement digital market presence and customer experience (Table 4).
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Table 4. Competencies and learning objectives to seize digitally enabled growth potentials &
transformation the organization

Categories Related competencies
of European
e-competence
framework

Learning objectives Examples of
learning journeys
enabled by the
VOIL platform

Transform the
organization

E.7. Business change
management
B.4. Solution
deployment (see also
M7)
E.4. Relationship
management

Change management,
process model of
digital transformation,
digitalization road
map, co-creation,
collaboration with
external partners, agile
deployment of
initiatives

DIGROW-
self-assessment,
Co-creation canvas,
procedure model
“Learning to grow”
methodology

Design/implement
digital market
presence and
customer experience

D.12. Digital
marketing
D.6. Channel
management

Business analytics,
digital marketing,
channel management

3.4 Managing Resources for Digital Transformation

Managing threats and transforming the organization requires, the continuous alignment
and realignment of resources such as knowledge of people, technologies which are
embedded in processes and financial investments. Finally, this competence area encom-
passes the following competence categories: Implement and manage digital processes
comprising the capacity to digitalize the organization’s processes in order to achieve
higher efficiency and efficacy in the execution of the business goals. As well as com-
petencies to manage digital risks and cybersecurity, i.e. the adoption of technologies
that guarantee the security in business processes, data, and customers, against possible
external attacks and/or an inadequate use of data (Table 5).

4 Outlook: Designing Self-directed and Personalized Learning
Journeys

As the main focus of this paper is to present and explain the foundations of the VOIL
competence framework in this section we will provide an outlook how this framework
can be used by educators or instructional designers and learners to design customized
learning paths (CLP). CLP allow learners to co-design their learning with educators
rather than simply comply with the directions and expectations of a traditional education
process. Customized learning path help learners in taking ownership of their learning,
finding greater meaning and purpose, and becoming increasingly independent in their
learning skills.
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Table 5. Competencies and learning objectives to manage resources for digital transformation.

Categories Related competencies
of European
e-competence
framework

Learning objectives Examples of learning
journeys enabled by
the VOIL platform

Implement and
manage digital
processes

E.7. Business change
management
A.5. Architecture
design
A.6. Application design
B.1. Application
development
B.2. Component
integration
B.3. Testing
B.4. Solution
deployment
B.5. Documentation
production
B.6. Systems
engineering

Design and deployment
of new processes in
different areas of the
firm

Procedure model

Manage digital
risks and
cybersecurity

(B.6. Systems
engineering)
D.1. Information
security strategy
development
D.2. ICT quality
strategy development
E.6. ICT Quality
management
E.8. Information
security management
E.3. Risk management

Deal with digital risks
and improve
information security
and reliability

Simulators

TheVOILcompetencemodel is constructed in away that it enables thedesignof these
personalized learning journeys. To allow this kind of configurability, a component-based
architecture of the competence model is needed. Similar to the idea of decoupling appli-
cations in software engineering, the competence model aims at decoupling its elements
into layers of different levels of abstraction. This layered component-based structure
allows two things. First, components can be replaced, extended, or adjusted if changes in
the context of the digital transformation occur, for instance, if new technologies demand
the development of new Competences. Second, this structure sets the foundation for a
flexible design of curricula. Thereby, tailored competence collections can be designed
and implemented. Depending on the needs of a study program, a firm or an individual
learner relevant competence can be selected and related to educational resources. Let us
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consider an example: Results of the DIGROW digital maturity assessment might point
to the need to better “understand and monitor digital technologies and their business
potentials” in the case of block chain. On the VOIL platform learners might use the
block chain simulator to understand how block chain works and guided by educators or
interacting with peers might learn to assess concrete business potentials.

Through the application of a set of strategies and guidelines for deriving tailored
competence collections, a specific instance of the competence model can be created.
These strategies and guidelines help educators in their task of creating their own digital
transformation curriculum in a structured way. The competence model together with
strategies and guidelines to apply the model and derive curricula compose the so-called
Meta Level. This level can be interpreted as a generic configurable reference perspective.
By applying strategies and guidelines, educators are equipped with a toolset to compile
customized curricula. This instantiation leads to the definition and selection of actual
modules, learning objectives, learning experiences and courses, which together make up
the Instance Level (see Fig. 2).

Fig. 2. Two levels of customized curricula design.

The instantiation process leads to the creation of these personalized learning jour-
neys, which are tailored to an organization’s needs and starting point. Instead of
being confronted with a one-size-fits-all curriculum and learning material, learners are
equipped with their personal need-based curriculum.

Therefore, a plethora of different learning journeys will exist. On the VOIL platform
these journeys shall be augmented by selected material in form of simulators, tools,
methods, etc. Therefore, competence framework and the concept of instantiating it set
the foundational architecture for the VOIL platform.

5 Conclusions

The VOILDigital Transformation Competence Framework links two established frame-
works: The DIGROW Framework of digital maturity and the European e-Competence
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Framework. In the matching of both frameworks it became obvious that the European
e-Competence Framework in particular business and transformation related competen-
cies are underrepresented in relation to ICT development and deployment. Therefore,
additional competencies have been proposed, which still need to be validated. The VOIL
Competence Framework fills a gap of research as it overcomes two deficits of systematic
skill compilations for digital transformation. Firstly, it has a wholistic business focus
representing all phases of digitally enabled growth. Secondly it is grounded in dynamic
capability theory, which currently is the accepted basis to explain sustainable compet-
itiveness in turbulent environments. As the VOIL project is initial phase test of the
frameworks have not yet been performed. Furthermore, the above sketched instantiation
approach to define and select competence collections, learning objectives and to create
learning experiences and courses needs still to be matured.

Acknowledgments. Thepaper is developed as part of the projectVOIL - “VirtualOpen Innovation
Lab”, the European Union program Erasmus+ (2019-1-DE01-KA203-005021). www.voil.eu.
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Abstract. Gamification is the processes of introducing game-specific
elements into a non-game context. It allows the application of the Game-
based Learning approach in traditional educational contexts. This paper
presents our efforts in gamification of students’ evaluation. The learn-
ing environment Meiro, used for demonstration and exploration in the
domain of Computer Graphics, is extended with modules for students’
evaluation. The paper presents these models and discusses the prelimi-
nary results of end-users tests.
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1 Gamification in Evaluation

Gamification is defined as the set of processes and activities, which introduce
game-specific elements into a non-game context. Game-specific elements range
from scoring achievements and use of gaming visuals to competitions, teaming
and rankings. The usage of this term exploded about 10 years ago, according
to data from Google Trends. Figure 1 shows the popularity of gamification since
2004. Additionally, the 8 terms most closely related to gamification are learning,
marketing, classroom, application software, training, motivation, gamification of
learning and e-Learning. This paper is related to all of them except for the
marketing.

A learning approach based on games is called Game Based Learning (GBL)
and it could be implemented with or without gamification. Learning activities,
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which are designed from scratch as game-like activities, do not need explicit
gamification. Gamification is needed when some existing non-GBL entity is con-
verted into the corresponding GBL entity. In respect to education there is a
huge amount of educational knowledge, which is non-GBL, but its gamification
is supposed to be advantageous to learning. One of the most praised benefit of
the GBL is that its approaches allow blending of learning and evaluating into a
single activity, much like games, and in contrast to the traditional education.

This paper presents our efforts and experience with introducing gamification
in university education. Our focus is targeted at the evaluation process. The rest
of this section presents a short overview of gamification in evaluation research
at other institutions. Section 2 describes our educational environment, which is
used for teaching and learning, but is not extended to cover students’ evalua-
tion. Section 3 provides short reviews of the specially developed software models,
which handle the gamified evaluation. The preliminary results of end-users tests
are discussed in Sect. 4 and the last Sect. 5 lists our future plans.

Fig. 1. Popularity of gamification according to Google Trends (data retrieved 03’2020
from https://trends.google.com/trends/explore?date=all&q=%2Fm%2F0cm8xv9)

During the years of popularity the term “Gamification” evolves, and there
are different perceptions, aspects and definitions related to it. Landers et al.
present the history of gamification [9] and argue for a different perception of the
term in business and education. In sales practices the term seems to tend to have
a more negative impact and is highly criticised, as opposed to teaching meth-
ods, where it is considered a more advanced method of education. Raczkowski
[13] presents different aspects of gamification and refers back to 60s term “token
economies” as one of the early attempts for using behaviouristic methods for
influencing the human behaviour. Huotari and Hamari [5] study different defini-
tions of gamification, based on a service metaphor and classify game conditions
used in it.

These aspects and perspectives also depend on the particular applications of
gamification. Dicheva et al. [3] present an overview of gamification applications
in various levels and subjects in education. More close to our research is the
application of gamification in science, technology, engineering and mathematics
(STEM) [6], where the authors analyze success and effectiveness in gamification
implementation depending on huge specter of factors, like specifics of the subject
thought, the level of education, the educational goals and student needs. The
problem of distrust to this method is that in many cases the systems are badly

https://trends.google.com/trends/explore?date=all&q=%2Fm%2F0cm8xv9
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designed with the accent on the technical aspects only, and lack educational
purposes, that results to negative experience in students. Rapp et al. [14] present
the current challenges of gamification and point out that the main problem is
poor game design. The authors of [16] analyze various gaps in the design and
implementation of gamification and offer different heuristics of gamification that
take into account a wide range of additional factors such as user characteristics,
context requirements, system properties, and last but not least – the important
role of design.

One of the major objectives of gamification is to increase students’ motiva-
tion for learning and their interest in the subject. This goal is achieved by active
student participation in the educational process. Besides the gamification, the
classical methods for active learning are: inquiry based learning, learning by
doing, and project based learning. Lister [11] points out that there are different
levels of motivation in gamification of weaker and stronger students, and the
later one show lower motivation to use it. Some elements of the gamification
shows significant impact on the performance and engagement of weaker stu-
dents. He evaluates the impact and limitations of different game mechanics like
points, levels, badges/achievements, leader boards, virtual currency and avatars.
In addition, opportunities for sharing the artefacts of game mechanics with peers
through social networks or game increases their value especially in multi-agent
games [18]. Creation of catalogues of some patterns in gamification [1] can be
beneficial for their further implementation.

Despite the many problems mentioned so far with the difficulties of applying
gaming, it is gratifying that there are also a number of examples of successful
application of gamification in STEM university courses. It worth to mention as
best practices some STEM courses, which topics and objectives are related to
courses discussed in this paper like: Software Engineering course [8], Computer
Programming course [15], and Computer Graphics with WebGL course [17].

When applying gamification to the training, one basic question arises – this
is about assessing the trainees during the course and making a final assessment
of the course. Naturally, the application of sophisticated training techniques
also implies the use of more complex assessment mechanisms. In many cases the
gamification is used in blended learning format, where self-assessment evaluation
methods and classical teacher monitoring are combined [7]. Hamari and Eranti
[4] define a framework for student achievements in gamification that can help
further development of other achievements.

Unlike multi-agent gaming systems, the proposed solution in this paper does
not allow grades and tasks to be shared among students/agents, and in addi-
tion – no cooperation in solving problems is allowed. The students are assigned
individual tasks and no collisions are possible during their journey in the game.
Such idea is investigated by Polar and Woźniak [12] and they propose an app-
roach for avoiding students/agents collisions in gamification, based on planning
method for their moves, inspired by the simulated annealing algorithm idea. Our
approach is based on generating an individual sand-boxed gaming environment
for each student.
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2 The Educational Environment Meiro

The educational environment Meiro is created to provide a game-like experience
for CS students enrolled in the Fundamentals of Computer Graphics (FCG)
course at Faculty of Mathematics and Informatics, Sofia University [10]. It is
visualized as a maze with configurable complexity – Fig. 2.

Fig. 2. A floor plan and an empty hall of the Meiro maze (top row) and two models
inside the maze (bottom row).

Initially Meiro is used for two activities:

– In-class demonstration of concepts from the domain of computer graphics;
– Out-class exploration of these concepts to support self-studying

These activities are supported by virtual models, which are located inside
the maze. When used during classes, it is possible to isolate individual models
and incorporate them in the presentation materials. To complete the process of
gamification, we started to enrich the environment with 10 models for students’
evaluation, as the process of learning and the process of evaluation naturally
happen concurrently in a game. These efforts are an improvement to our earlier
experience with more traditionally oriented evaluation approaches [2]. These
models are tested with over 100 students in 2019/2020 and the students are
surveyed. The analyses of the tests and the surveys are to be completed by mid-
2020, so that there is time to improve the evaluation models and to use them
for real since October 2020.

Meiro is a multilevel 3D maze environment and a software framework for
defining Meiro models. Currently there are almost 300 interactive 3D models
covering all topics included in the lectures of FCG – Fig. 3.
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Fig. 3. The collection of 3D models used for demonstration and exploration. Each
model is referenced in the lecture notes of FCG.

Turning Meiro into an evaluation environment is completed by extending
its architecture with evaluation models, supporting the same interface as all
other 3D models; a model configurator that customizes the models to a desired
difficulty level; and a streaming evaluation, converting students’ interactions into
evaluation-ready values.

The gamified evaluation requires changes in the fabrics of scores. A gameplay
generates a continuous stream of scores across 17 predefined competences, stored
as a vector. This vector is used to capture, store and process both students’ and
problems’ competences. It is visualized as a radar competence diagram via one
of the evaluation models – i.e. this model is responsible for in-game visualization
of the vectored score. The streaming aspect of vector scores leads to a situation,
when a student has multiple (hundreds or more) individual scores for each of the
17 competences. For example, for a given competence X the gameplay generates
n scores {x1, x2, . . . , xn} aggregated into a single score Xn. As LMS aggregation
functions are not suitable for such type of aggregation, we use own aggregation
functions called temporal average. It supports easy incremental calculation as
new scores arrive; it respects individual scores, but suppresses incidental fluctu-
ations; and it captures score tendencies over time. The temporal average Xn is
represented recurrently as a liner combination between the previous aggregated
score Xn−1 and the new individual score xn: Xn = (1 − α)xn + αXn−1, where
X0 = 0, and α ∈ (0, 1) controls the sensitivity to fluctuations and the impact of
time distance (i.e. the weight factor for old scores).

The intended application of temporal average is to aggregate streaming vec-
tor scores of the same competence vectors – this is when the same student
solves multiple times one or more problems with compatible competence profiles.
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A scenario where temporal average should not be applied is when the scores of a
group of students are aggregated. In this case individual vectors do not represent
achievements along the time axis.

Fig. 4. Using competence radar diagrams to shape the competence profiles of students
and to support both evaluation and assessment of students.

The proposed gamified evaluation generates sufficient data to build the radar
competence diagram of a student, similar to Fig. 4. The competence profile is the
boundary of the white area in the diagram, which extends to the level of gained
competence in each of the 17 individual competence. Thus the area inside the
profile is used for the evaluation of the student, while the outside area supports
assessment decisions.

3 The Evaluation Models

The design of the evaluation models is a balance of two entities – interface
compatibility with Meiro and the goal of gamified evaluation. The evaluation
models are interactive 3D models resembling reallife objects and inheriting some
of their functionalities. The models provide general game-like interactivity like
navigation and orbiting, but also support specific interactivity, controlling the
game mechanics of the model. Pedagogically, the design of the evaluation models
spreads on four mutually complementing features:

– providing subtle clues that provoke decision creativity;
– supporting random configuration within controlled difficulty;
– streaming feedback of vector scores based on gameplay;
– building and testing theoretical knowledge, practical skills and intuition.
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The first developed evaluation model is The CMY reservoir. It is a tank
with colour pipes that add cyan, magenta or yellow water in the tank and an
additional drainage pipe – Fig. 5, left. The challenge is to fill the tank with
water with the same colour as a plate inside the tank. The model is designed
with several subtle hints, like the colour ring for colour composition, the tile-
based ruler on the frame, the marks on the tank glass. Thus, students may solve
the challenge by either experimenting with different inks, or by calculating their
proportions. One of the possible ways to verify the correctness of the solution is
to check the visibility of the colour plate – if its colour is the same as the colour
of the water, it becomes practically invisible.

The right image in Fig. 5 is a snapshot of The Dome of difference. This is a
glass jar with several jumping jelly balls. The goal of the model is to identify
which ball is different from the others. The difference could the in the ball size,
the height of the jump or the frequency of the bouncing. Students may follow
several strategies, but the most employed one is to use the air stoppers to freeze
some balls. Sometimes differences can be heard rather than seen. For example,
the sound of bouncing creates an acoustic pattern. A change in this pattern is
an indication of different jumping frequencies.

Fig. 5. The CMY reservoir explores color generation (left), while the Dome of difference
is used to practice comparison of objects’ properties (right)

The Constructive solid geometry is a method for describing complex geomet-
rical shapes as algebraic expressions on primitive geometrical data. The geomet-
ric cipher model is a device that can build such expressions – Fig. 6, left. The
primitive shapes are circles named after the Eastern four elements (earth, water,
fire and wind). More complex shaped can be generated by using parentheses,
however, nesting parentheses is not allowed. This is intended behaviour to force
students to transform deep algebraic expressions into shallow one.

For simplicity, the exploration of constructive solid geometry is limited to
flat shapes. For 3D objects we developed another model, called The Euler’s grill.
The task is to determine the most important topological invariant of polyhedra –
the Euler characteristics χ defined by the extended Euler’s polyhedron formula:
χ = V − E + F = 2 − 2T , where V is the number of vertices, E is the number
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of edges, F is the number of faces and T is the number of tunnels. The model
is a rotating barbeque grilling a complex 3D shape – Fig. 6, right. There are
different approaches for finding χ – from using brute force and counting the
number of faces, edges and vertices to using polyhedron formula. The model is
open for further research and experimentation, because the equation for χ is
for tunnels that do not intersect or touch each other, while some of the more
complex configurations of the grill use exactly such type of topology.

Fig. 6. Students compose algebraic expressions for geometric shapes in the Geometric
cipher (left) and find the topological characteristic χ in the Euler’s grill (right)

In 1967 Cohen and Sutherland develop an algorithm for efficient line clipping.
The Cohen-Sutherland’s thimble model explores the bitmasks associated with
this algorithm. The original algorithm is designed for rectangular clipping region
framed by 4 lines, but the Meiro model extends the challenge by adding more
clipping lines forming curved subregions. The model looks like a thimble as
shown in the left snapshot in Fig. 7. The bitmasks are set up on the surface of
the thimble. Two of the randomly generated layout are shown in the central
snapshots. The challenge for the students is to invent how to apply the original
algorithm in a different situation.

The last image in Fig. 7 is a snapshot of The Pick’s plates model. There
are two vertical plates and sliders bound to polygon vertices. The problem is
to reshape the polygons to achieve equal areas. The difficulty in this model is
that the plate and the sliders are generated in a way, that the polygons are
“incompatible”. As with the other evaluation models, students may try different
approaches – from calculating the areas from coordinates to using the Pick’s
theorem. There is an audio hint as a Geiger counter, which beeps faster when
the areas are closer in size.

Matrices are widely used in computer graphics. They implement translation,
scaling, rotation, mirroring and various types of projections. The matrix carousel
model shows several coordinate systems riding a carousel – Fig. 8, left. Each coor-
dinate system represents a specific matrix transformation, which is also written
on the floor. The student plays the model by spinning the carousel and stopping
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Fig. 7. A side view of the Cohen-Sutherland’s thimble (left), its interior of intersecting
areas (center) and the Pick’s plates for constructing polygons (right)

it so that each coordinate system is above its corresponding matrix. The trans-
formations are visualized as animations – there is a cube in each coordinate
system, that is continuously changing its shape via some matrix.

The eighth evaluation model in Meiro is The Loop’s torus – a 3D shape with
a mesh net on its surface. An example of the mesh is shown in Fig. 8, right. The
goal is to determine the location of a new vertex for a marked fragment if the
mesh is subdivided by the Loop’s algorithm. The mesh for every instance of the
model is generated randomly. Depending on the desired difficulty, the mesh is
mapped onto cylinders, torii or more complex shapes, like trifoliums.

Fig. 8. The Matrix carousel in motion over matrices stamped on the floor (left) and
the Loop’s torus for manual subdivision (right)

The last Meiro model build for evaluation is The butterfly flight. Students
design the DNA of a butterfly to perform a flight through a maze – Fig. 9, left.
The DNA is composed of colour-coded series of avionic rotations around the
normal, transverse and longitudinal axes of the butterfly. The difficulty of the
model is controlled by the size of the maze and by the set of available rotations.
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For example, a positive pitching motion (i.e. raising the “nose” and lowering the
“tail”) can be represented as three negative pitching motions.

The tenth model, shown in Fig. 9, right, is a visualization model. It shows the
competence profile of a student (the whitish area) mapped onto the aggregated
competence profile of the 9 problems (the bluish area). The model can switch
between three metrics of aggregated results – maximal, average and our temporal
average. The data for this diagram is collected from the log files, described in
the next section.

Fig. 9. The Butterfly flight model with a 3D maze and DNA structure (left) and the
in-game radar diagram for accumulated vector score (right)

4 Students’ Tests and Preliminary Results

In December 2019 the evaluation Meiro models are given to CS students for end-
user testing. There are three sets of data that are collected during these tests –
log files, students’ surveys and a forum participations.

The gameplay of each model generates log data, which are stored for further
analysis. These data include general playing statistics (number of clicks, test
duration, ...), system information (model number, student ID, ...) and scoring
information (difficulty level, competence vector, ...). Apart from the evaluation,
the data from the log files is used to identify possible cheats.

According to the log files 186 students took part in the end-user testing – 121
of them used the LMS to access the models and the rest 65 worked anonymously.
We collected data for 19 thousands gameplays for almost 400 h and with over 1
million mouse clicks or taps.

All students were asked to take part in a survey and to express openly their
observations about the models. The survey was implemented as a quiz activity
in Moodle. Traditionally the Faculty of Mathematics and Informatics, Sofia Uni-
versity conducts students’ surveys about the quality of education. The average
participation for the FCG course is between 10% and 25%, thus we expected
a similar activity for the Meiro survey. To our surprise we received 125 filled
surveys about the 3D models, which accounts for 83% student’s activity. We
received almost 800 individual answers worth 68 continuous pages of text.
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The students’ observations were focused on technical, interaction and peda-
gogical issues. We asked the students to work with their personal computers and
mobile devices in order to test the applicability of the mobile 3D technology.
Only a few problems were reported, mostly related to the initial configuration of
the devices. We got some really nice suggestions for the user interface to make
it more friendly to mobile or touch-screen users.

Most of the students expressed their enthusiasm of using 3D gaming envi-
ronment instead of traditional tests. However, they asked for more information
about temporal average, as they are not accustomed to its properties.

During the test period we opened an online forum for the students to share
their experience with the models as a mutual aid. We also encouraged them to
share hints and tricks, and as a side effect we learned a lot about how students
approach problems and what information is really helpful to them.

5 Conclusion and Further Work

This paper presents our overall approach to gamify the evaluation of univer-
sity students in a computer-graphics related course. The approach consists of
implementation of competence profiles and temporal average aggregation metric
for streaming vector scores; and a set of interactive 3D models for handling the
actual gamified evaluation.

Presented are the preliminary results of end-user tests with over 100 under-
graduate CS students, conducted from December 2019 to January 2020. The
results confirm the positive impact of our approach and the increased students’
motivation.

The preliminary results inspire us to continue our work on the gamified evalu-
ation in several aspects. We will first complete the analysis of all data, especially
in respect to the development of computer graphics soft skills (some of the soft
skill covered by our models are identifying similarity of colours, estimating or
approximating properties, using non-visual senses, determining motion synchro-
nisation, spacial memory and chaining geometrical transformations).

Then we will improve the evaluation models considering the result of our
analyses and the students’ recommendations; and we will embed them in the
next FCG course starting October 2020. Until January 2021 the models will be
used for exploration, self-studying and evaluation. In addition we plan improve
the models with mobile augmented reality.
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Abstract. Predicting student failure is an important task for educators and a pop-
ular application in Educational Data Mining. However, building prediction mod-
els is not an easy task and requires time and expertise for feature engineering,
model selection, and hyperparameters tuning. In this paper, a strategy of auto-
matic machine learning is used to assess the impact on the performance of pre-
diction models. A previous experiment was modified to include hyperparameter
tuning with an autoML method for hyperparameters tuning. The data cleaning,
preprocessing, feature engineering and time segmentation approach part of the
experiment remained unchanged.With this approach, the correct impact on model
performance by hyperparameter tuning can be measured on models that were
carefully built. The results show improved performance especially for Decision
Tree, Extra Tree, Random Forest Classifiers. This study shows that even carefully
planned educational prediction models can benefit for the use of autoMLmethods
and could help non-expert users in the field of EDM to achieve accurate results.

Keywords: Automatic machine learning · Educational data mining · Predicting
student performance

1 Introduction

Increase usage of information technologies in the educational process has led to the
accumulation of metadata about the process itself. This led to the adaptation of Data
Mining methods (association, classification, regression, clustering, density estimation)
towards exploring this data for enhancing the quality and efficiency of the educational
process. These objectives are addressed in the research field of Educational Data Mining
(EDM) [1].

One popular application of Data Mining in education is the prediction of students’
performance [2]. Peña-Ayala argued that many indicators of performance are worthy
to be modelled, for example [1]: evaluation, efficiency, competence, correctness, etc.
According to the author, the primary goal of performance modelling is to estimate the
student capability to complete a given task. Researchers approached this problem with
different methods: comparing classification models to predict student success or failure
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[3, 4], using regression models to predict the final marks [5], or predicting final grades
of students by a Recurrent Neural Network [6].

Higher education institutions are interested in modelling student academic perfor-
mance to improve the quality of the educational process and increase the retention rate
[7]. Most of the methods used for modelling student performance require tasks as fea-
ture engineering and reduction, model selection and hyperparameters tuning which are
not straightforward and require knowledge and expertise. To be effective in practice,
systems have to automatically resolve the previously mentioned tasks [8]. Recent works
have started to tackle this problem in automated machine learning (autoML). Although
autoML addresses all the steps mentioned above the central focus is on the hyperpa-
rameter optimization part of the machine learning process. Hyperparameters are the
parameters of the machine learning algorithm whose values are set before the learning
process begins (e.g. the depth of the tree in a Decision Tree Classifier).

In this paper, we focus on evaluating the impact on prediction model performance by
employing an autoML strategy for hyperparameters tuning. Given the difficulty of the
task to optimize the hyperparameters we estimate that this approach will even improve
the performance of prediction models that are carefully built. To test this hypothesis, we
reuse a previous experiment in which we developed models to predict students at risk
[9] and added autoML methods for hyperparameters optimization.

Previous work in this field of applying autoML in EDM was done by Tsiakmaki
[10] that showed very good results. The authors focused on comparing autoML with
classical classification and regression algorithms for predicting students’ performance.
Our study differs by using data collected in 9 consecutive academic years versus just
one, allowing us to evaluate the generalization of the models over the years. Second, the
better performing framework auto-sklearn [8] is used versus the Auto-Weka tested by
Tsiakmaki.

The paper is structured as follows. Next section outlines the methodology for the
experiment, describing the main difference between the old and the new approach and
how autoML is employed. Section 3 contains the experiments carried out and the results.
Section 4 is dedicated to the discussion part of this work, and finally, in Sect. 5, the
conclusions and possible future works are outlined.

2 Methodology

To test the hypothesis the process used in the first experiment was reused and extended.
The Data Mining process consists of multiple steps employed for knowledge discovery
[11, 12]: data collection, preprocessing, data mining, and interpretation of the results.

The originalwork aimed to reveal student academic performance in distributed exam-
ination courses, based onmodels developed using five common classification algorithms
implemented in the popular Scikit-learn framework [13] (Decision Tree CART, Extra
Trees Classifier, Random Forest Classifier, Logistic Regression, and C-Support Vector
Classification).

Each model was evaluated using two cross-validation techniques: stratified tenfold
cross-validation and leave-one-group-out (the old leave-one-label-out). It was a binary
classification problem were the positive class represented the students that passed, and
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the negative class the students that failed the course. The Scikit-learn package version
0.19 was used in the first experiment.

In this context, the goal of this study is to evaluate the impact of an autoMLmethod for
hyperparameter tuning on the performance of the models. The same data, preprocessing,
list of algorithms, and evaluation strategies were used. Matter of fact, the only difference
from the original process is the hyperparameter tuning block visible in Fig. 1.

Fig. 1. The four steps used in knowledge discovery. The difference from the original version is
highlighted in green. (Color figure online)

2.1 Reuse of the Previous Experiment

Data Collection. The data used in this study was gathered over nine years, from 2009
to 2017, for a single course, Object-Oriented Programming, held by the same tutor. Fol-
lowing the university regulations, course examination for this course was in a distributed
examination pattern. The study material was split into two parts, and two examinations
are provided for each part to test knowledge, skills and abilities acquired by a student.

In the course considered for this study student participate in 9 course sessions,
14 face-to-face practical activity meetings, and 4 examinations (two of which are re-
examinations). The marking is a 10-grading system, where 1 is the lowest, and 10 is
the highest grade attainable. To pass in this course the student needs a mark greater
or equal than 5 for each examination and the average activity mark. The final course
mark is computed as the sum of 50% of the average activity mark and 50% the average
examination mark.

Preprocessing. The data set contains 1077 student records, each with 43 attributes, and
the output class: 1 (for students who completed the course), and 0 (for those who failed).
In the preprocessing step, 169 student records were discarded for this data set due to
incomplete information or duplicate information (studentswho repeated the course). The
data was cleaned (filling in missing values, correcting inconsistencies), the categorical
attributeswere converted to numerical value do to the requirements of some classification
algorithms (C-Support Vector Classification) [14], and to avoid cases in which predictor
attributes have different weight in the decision process standard normalization (z-score)
was applied [15].
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The attributes that were not relevant to the problem were discarded reducing the
data set to 908 × 12 data points. Furthermore, feature selection based on a univariate
statistical test was performed reducing the data set to 908 × 7. The final attributes used
for the classification models were the following: student membership to the advanced
study group (MG), number of credits earned in the previous year (CR), average activity
mark (AA), the number of attendances in practical activity meetings (NA), average
examination mark (AE), number of examinations (NE), and final course status (SP).

To predict student performance as soon as possible, four data sets (DS) were derived,
based on four time-segments: the first time-segment in week 6 (DS1), the second time-
segment in week 8 (DS2), the third time-segment in week 12 (DS3), and the fourth
time-segment in week 14 (DS4). All the attributes that were time-sensitive (number of
attendance) were computed for each time segment. The last data set (DS4) was not useful
because it corresponds to the end of the course and was discarded.

Data Mining. Themost common classification approaches from Scikit-learn were used:
a decision tree (Decision Tree CART) similar to C4.5 decision tree algorithm [16]; an
ensemble method (Extra Trees Classifier) that randomizes both attribute and cut-point
choice when splitting a node during the construction of the tree [17]; an ensemble clas-
sifier (Random Forest Classifier) using the perturb-and-combine technique for decision
trees [18]; a linearmodel (Logistic Regression Classifier, or logit) for classification using
a logistic function [19]; an implementation of support vector machine (C-Support Vector
Classification) for classification based on libsvm [20].

The class distribution in the data set is imbalancedwith 30%of the data pointswith the
minority class. Imbalance in the class distribution may cause a significant deterioration
in classification performance [21]. This problem was addressed by assigning weights to
classes during classification.

In the context of predicting academic performance the following metrics were used:
true positive (TP rate, recall) – students which have correctly been classified as passed;
true negative (TN rate, specificity) – students which have correctly been classified as
failed; accuracy (ACC) – the proportion of the total number of students predictions
that were correct; precision (PRE) – the proportion of correctly identified students that
passed; f-score (f1) – a weighted harmonic average of precision and recall.

To build an accurate model with a limited amount of data, and to ensure that the
model is not overfitting, an evaluation strategy is needed [22]. Two cross-validation
methods were applied: stratified tenfold cross-validation and leave-one-group-out (the
old leave-one-label-out). The first strategy partitions the data into ten equal-sized folds,
each class has equal representation [23]. The folds are used for training and testing (9 for
training and one for testing) 10 times, and the metrics are averaged. The second strategy
differs in the way the folds are created: the data is split by a label or a group, in this case,
the academic year. In this case there were 9 groups (9 academic years), used for training
and testing 9 times, and the metrics are averaged.

The experiment was split in two. In the first part, the stratified cross-validation was
used to evaluate the models trained over the 3 data sets (DS1, DS2, DS3) and find the
best performing algorithm. In the second the leave-one-group out was used to evaluate
and train the models.
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In the current experiment, all the steps mentioned above were kept. Small adaptation
of the code was needed by using the newer version of Scikit-learn 0.21.3. After the
corrections were implemented the results remained identical.

2.2 AutoML

In this experiment, to evaluate only the hyperparameter tuning the steps described in
the previous section remained intact. One step was inserted just before the evaluation
strategy employed in both experiments.

This step consists of using an autoML strategy to optimize the performance of the
algorithms. The auto-sklearn toolkit was used first because it is built on top of the Scikit-
learn library, and second it performs better against the previous state of the art in autoML
[24].

The AutoSklearnClassifier was used, limiting the search space to only one estimator
(classification algorithm) per run to not modify the rest of the process. All preprocessing
on the data was disabled, to not modify the data on which the models are trained. For
resampling strategy, the one defined for the experiment was used: stratified 10-fold
cross-validation or leave-one-group-out.

We change the default metric for optimization (accuracy) to balance accuracy which
is better on imbalanced datasets, like in our case [25].

The software finds the best hyperparameters value in the amount of time permitted
for each run. It can tune 4 parameters for the decision tree algorithm, 5 for Extra Trees
Classifier, 5 for RandomForest Classifier, 10 for Linear Classifier, and 4 for Support Vec-
tor Classification [8]. In the original experiment, the default values for hyperparameters
were used.

3 Results

The purpose of the experiments was to evaluate the impact on performance by employing
autoML techniques in an older approach. By using two cross-validation techniques the
experiment was split into two parts: in the first one 10-fold cross-validation was used
and in the second leave-one-group-out. In both parts, the same classification algorithms
were used to train models for the 3 time-segments datasets.

The original experiment was adapted to the new version of Scikit-learn library
and produced identical results as the original. Validating that the code produced the
same results was mandatory to ensure that we can compare the original results with the
enhanced version of the experiment, that uses autoML hyperparameter tuning.

The modified experiment was run in the same approach as the original, split into
two parts, using the same classification algorithms, training models for the 3 time-
segments datasets. The time limit for the search of appropriate models done by the
AutoSklearnClassifier was left to the default setting of 3600 s. With this setting, the
models were computed in approximately 20 h for each part of the experiment (10-
fold cross-validation and leave-one-group-out cross-validation). For comparison in the
original experiment, the models were computed in just under 20 s on the same hardware.
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10-Fold Cross-validation. The prediction results for each time-segment and classifica-
tion algorithm are shown in Table 1. On the left side is the results from the original
experiment and on the right the new version. Five metrics were used: true positive rate
(TP rate), true negative rate (TN rate), Accuracy (Acc), precision (Pre), and f-score (F1).
With red is highlighted where the original experiment has better results for that specific
metric, with green where the new experiment produced better results, and with black,
the results are the same in both experiments. The best performing models for a specific
metric are highlighted by the grey background colour for those specific cells.

Table 1. Classification results using stratified tenfold cross-validation original vs auto

Original autoML

Segment Alg TPR TNR Acc Pre F1 TPR TNR Acc Pre F1

DS1 DT 0.84 0.56 0.76 0.82 0.83 0.73 0.82 0.76 0.91 0.81

week 6 ET 0.82 0.62 0.76 0.84 0.83 0.74 0.82 0.77 0.91 0.82

RF 0.85 0.63 0.79 0.85 0.85 0.78 0.79 0.79 0.9 0.84

logit 0.72 0.8 0.74 0.9 0.8 0.71 0.8 0.73 0.9 0.79

SVC 0.72 0.85 0.76 0.92 0.81 0.76 0.86 0.79 0.93 0.84

DS2 DT 0.89 0.74 0.85 0.89 0.89 0.88 0.89 0.88 0.95 0.91

week 8 ET 0.87 0.75 0.84 0.89 0.88 0.89 0.85 0.88 0.94 0.91

RF 0.9 0.75 0.86 0.9 0.9 0.89 0.88 0.88 0.95 0.91

logit 0.87 0.85 0.86 0.94 0.9 0.88 0.85 0.87 0.93 0.9

SVC 0.87 0.84 0.86 0.93 0.9 0.88 0.87 0.87 0.94 0.91

DS3 DT 0.87 0.71 0.82 0.88 0.87 0.83 0.91 0.86 0.96 0.89

week 12 ET 0.87 0.72 0.83 0.88 0.87 0.82 0.94 0.85 0.97 0.89

RF 0.87 0.78 0.85 0.91 0.89 0.84 0.92 0.86 0.96 0.9

logit 0.85 0.88 0.86 0.95 0.89 0.85 0.91 0.87 0.96 0.9

SVC 0.82 0.9 0.84 0.95 0.88 0.86 0.89 0.87 0.95 0.9

As the results indicate, there is a significant variation between the two approaches.
The best model in predicting passing students (even from the first time-segment), with
more than 85% in the true positive rate, was Random Forest in the original experiment.
For this metric, the best algorithm in the original approach outperformed the best algo-
rithm in the hyperparameters tuning version by 9% in the first time-segment (DS1), and
only 1% in the second (DS2) and third (DS3). The best algorithm for this metric remains
the Random Forest Classifier.

However, predicting student academic performance was most often linked to the
classification models that will produce the best results in predicting student failure [26].
According to [27], failing to identify students at risk can be as far costlier than incorrectly
identifying someone as a failure. Themetric that quantifies the performance of themodels



Hyperparameter Tuning Using Automated Methods 315

for predicting students at risk is the true negative rate. For this metric, the new approach
produced far better results than the original, for all algorithm, and in all time-segments.
The improvements vary from 1% for SVC in DS1, to 22% for ET in DS3. In the original
experiment, SVC produced the best results for this metric. In the new approach, SVC
performance remained high for this metric, with marginal improvements for DS1 and
DS2. However, in DS2 better true negative rate is obtained by Decision Tree Classifier,
and in DS3 by Extra Trees Classifier.

For the metrics that balance the TP rate and TN rate, accuracy and f1-score, the
variation between models in a time-segment is low, especially for DS2 and DS3. In this
time segments, autoML approach improved the original values by 1% to 3%.

The best accuracy for the first time-segment is achieved using Random Forest Clas-
sifier (for original and autoML) and C-Support Vector Classification (for autoML). For
the second time segment, the best accuracy was obtained with Decision Tree, Random
Forest and Extra Tree in the autoML experiment, obtaining the same score. For the last
segment, Logistic Regression Classifier remains the best performer for this metric, but
it was matched by C-Support Vector Classification.

In the case of accuracy, we computed a statistical test to verify whether the improve-
ments are statistically significant or not. We applied the t-test with a significance level
of 0.05 to compare the accuracy produced in the original experiment versus the autoML
version. For the first time segment DS1, the p-value is high and that proves that there is
no statistical difference for this metric although the TN rates show large improvements.
For DS2 the p-value is 0.0015 and for DS3 p-value is 0.025, and thus we conclude that
a statistically significant increase in accuracy is present for the last two time-segments.

Leave-One-Group-Out Validation. A second step in the experiment was conducted to
evaluate how themodelswould generalize to an independent year dataset. To achieve this,
a leave-one-group-out cross-validation (the old leave-one-label-out cross-validation)
method was used instead of the stratified 10-fold cross-validation. The initial datasets
were divided into nine folds, corresponding to the nine academic year records available.
Each classifier used eight folds for training and one left-out fold was used for valida-
tion. The metrics were computed as an average of the results across nine iterations.
Table 2. presents the results obtained for each classification algorithm, time-segment
and experiment (original vs autoML). The results were marked in the same manner as
in the previous table.

The results are comparable to those obtained in the first step of the experiment.
Regarding the true positive rate, the original experiment outperforms the autoML with
high variation in the first time-segment, and lower variation in the second and third. For
this metric Random Forest Classifier remains strong for all time-segments. TP rate for
DS2 in the new approach has very low variance.

TN rate, like in the first half of the experiment, is greatly improved over the original
scores for Decision Tree Classifier, Random Forest Classifier, and Extra Tree Classifier.
Accuracy score and f-score are improved in DS2 and DS3, however, for DS1 they suffer
a decline. The best accuracy for the first time-segment is achieved using Random Forest
Classifier (for the original experiment). For the second time segment, the best accuracy
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Table 2. Classification results using leave-one-group-out cross-validation original vs auto

Original autoML

Segment Alg TPR TNR Acc Pre F1 TPR TNR Acc Pre F1

DS1 DT 0.81 0.54 0.74 0.81 0.81 0.59 0.94 0.69 0.96 0.72

week 6 ET 0.82 0.54 0.75 0.82 0.82 0.73 0.79 0.75 0.9 0.8

RF 0.85 0.6 0.78 0.84 0.84 0.76 0.77 0.76 0.89 0.81

logit 0.71 0.8 0.74 0.9 0.78 0.68 0.81 0.72 0.91 0.77

SVC 0.7 0.79 0.73 0.9 0.78 0.73 0.83 0.76 0.92 0.81

DS2 DT 0.89 0.7 0.84 0.88 0.88 0.87 0.87 0.87 0.94 0.9

week 8 ET 0.88 0.76 0.84 0.89 0.88 0.88 0.88 0.87 0.93 0.9

RF 0.9 0.77 0.86 0.9 0.9 0.87 0.87 0.87 0.93 0.9

logit 0.87 0.87 0.86 0.93 0.9 0.86 0.86 0.86 0.93 0.89

SVC 0.87 0.85 0.86 0.93 0.9 0.87 0.87 0.86 0.93 0.9

DS3 DT 0.87 0.69 0.82 0.86 0.86 0.82 0.91 0.85 0.96 0.89

week 12 ET 0.89 0.73 0.84 0.88 0.89 0.8 0.92 0.84 0.96 0.87

RF 0.88 0.75 0.84 0.89 0.88 0.81 0.93 0.85 0.97 0.88

logit 0.85 0.88 0.86 0.95 0.89 0.85 0.89 0.86 0.95 0.89

SVC 0.82 0.90 0.85 0.95 0.88 0.85 0.9 0.87 0.96 0.9

was obtained with Decision Tree, Random Forest and Extra Tree in the autoML exper-
iment, obtaining the same score. For the last segment, C-Support Vector Classification
in the autoML experiment outperformed the old winner Logistic Regression Classifier.

Regarding the statistical significance of improvements in accuracy for all models
just in DS2 p-value has a sufficiently low value of 0.033 to reject the null hypothesis.

4 Discussions

The problem of predicting student academic performance is of great interest to many
researchers in the field of educational data mining. Previous approaches addressed pre-
dicting student final mark [28, 29], predicting student failure [30], or predicting the
completion of a task [31, 32]. The ability to correctly predict students’ performance is
a significant undertaking and leads to benefits for all parties involved in the educational
process [33]. To maximize the impact of a prediction model it must produce the best
results possible. In the pursuit to find the best models, the data scientist must complete a
large number of tasks to ensure that the data is cleaned, reduce the number of features,
the best algorithm is used, and hyperparameters for that algorithm are optimal. This is
not an easy task, particularly for an educator or a non-expert user.
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In this paper, we set out to explore the possibility of using autoML techniques to
improve prediction models for educational data mining. A previous experiment in which
models for predicting student academic performance using data generated in a traditional
educational environment was reused. Bymodifying this experiment, we could asses how
auto hyperparameters tuning impacts the performance of the prediction models.

The results illustrated in the previous section unveil the effectiveness of this autoML
method on the performance of the models. Using autoML strategies for hyperparameter
tuning produced better results for true negative rate but poorer performance on the true
positive rate. This implies that the newmodels are better suited to predict students at risk
of failure. The large difference for TP rate is noted only for the first time-segment for
Decision Tree, Extra Tree, and Random Forest Classifiers. On the other hand, TN rate is
significantly improvedwith autoML for all time-segments and the same three algorithms.
Linear Classifier and Support Vector Classification scores are mildly improved in the
autoML experiment. The metrics that incorporate true negative and true positive rate,
accuracy and f1-score, are greater in most cases in the second and third time-segments.

Although the hyperparameter tuning improved the performance for most models, the
best outcome is that the metrics for all algorithm in time-segment 2 are very close to each
other with a variation of only 1%. Therefore, the practitioner can choose an algorithm
that can provide higher interpretability without losing performance.

In this experiment, we optimized the hyperparameters for balanced accuracy to com-
pensate the imbalanced in the dataset. This is the reason for the improvements in the true
negative rate metric. Balanced accuracy was used to keep the same scenario of the orig-
inal experiment where a strategy of assigning weights to classes has been employed to
address the imbalanced dataset problem. Optimizing the models for a different scenario
is a problem of finding the correct metric to use in the hyperparameter tuning process.

We have shown that using autoML techniques can improve performance in predic-
tion models that were carefully produced. Tasks like preprocessing, data normalization,
feature selection were reused and only the hyperparameter tuning functionality of auto-
sklearn was added. Nevertheless, accuracy and f1-score are improved by up to 4%. If all
the steps are done by auto-sklearn is possible to obtain even better optimizations as shown
in [10]. On this basis, we believe that autoML techniques and tools can help practitioners
in education to produce high-quality prediction models regardless of their expertise in
data science. To employ these methods some programming skills are needed. However,
these techniques can be integrated into the learningmanagement system of choice. Some
LMS like Moodle, offer a software framework to allow the development and integration
of EDM and LA prediction models [34]. In this manner, the platform administrators can
integrate autoML techniques and make them available through a graphical interface to
the users. In this scenario, the time needed to train the models must be considered and
the optimal setting for maximum execution time must be found based on the hardware
and time limitations.

5 Conclusions

Predicting student failure is a difficult task that was addressed by many researchers. The
difficulty of this task is in feature engineering, model selection, hyperparameters tuning.
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This paper describes a study in improving the metrics of models by using autoML
methods for hyperparameters tuning. To facilitate an easy and reliable comparison a
previous experiment that used only the expertise of the data scientist was reuse.

The experimental results have shown thatmodels trained in the autoMLversion of the
experiment are performing better. A large improvement was obtained for true negative
rate in models trained on Decision Tree, Extra Tree and Random Forest Classifiers. This
is particularly important in the scenario that the models are used to correctly classify
students at risk of failure and relatively interpretable models are needed. In general, all
models for time-segments two and three have better scores for accuracy and f1-score than
their counterparts in the original experiment, but the improvements are small (1–3%).

Properly used autoMLmethods can be used to build high-quality prediction models,
and with the possibility of integrating this technique in learning management systems
without an ML expert, tutors and students can benefit the most. In future work, we plan
to address this issue and research the best approach for this desiderate.
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Abstract. Project management subject encompasses several project execution
and control techniques which are used to ensure successful project delivery. One
of such techniques is Earned Value Analysis. Teaching students of information
system engineering the principles of EarnedValueAnalysis is quite challenging, as
masteringEarnedValueAnalysis requires a thorough understanding of themetrics,
repetitive calculations and application of the knowledge to various project situa-
tions. Therefore, gamification principles were applied and Earned Value Analysis
learning game was implemented. The EVA game is an online board game which
also incorporates such game elements as rewards, leaderboard, badges, points, lev-
els and feedback. These game elements aim to stimulate the competition among
students, increase motivation and level of engagement and make the learning pro-
cess more interesting. Although the first experimental assessment of the EVA
game involved a relatively small number of participants, it demonstrated that stu-
dents positively evaluate the introduction of gamification elements into the study
process.

Keywords: Gamification · EVA · Project management · Online game

1 Introduction

Gamification is the use of gameelements in a non-gaming environment such as education,
business, politics, medicine, sports, etc. Currently, gamification is widely used in various
areas of education [1]. Teachers at schools and universities recognize the value and
effectiveness of game as a tool for improving the learning process [2]. Gamification is
a wide term, but while analyzing it more accurately, three different strategies of using
games in education can be distinguished: gamification, game-based learning, and serious
games [3, 4]. A serious game is more oriented to skill practice, rather than increasing
motivation as in gamification. On the other hand, a game is a system in which players are
interested in a rule-based, interactive, abstract challenge that has feedback and produces
a quantifiable result, often triggering an emotional reaction [5]. A game is a standalone
unit that has a clear goal, a defined start and end, a determined win state, the ability
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to overcome a challenge in multiple attempts, and consists of game elements [6]. Both
gamification and game-based learning can be applied in education as they can help
motivate and engage students into the learning process, by challenging, rewarding, and
stimulating competition among them [4, 7].

As gamification is based on using game elements, three categories of game elements
can be distinguished: components, mechanics and dynamics [8]. Game components are
specific structures, like points, badges, leaderboards, levels, quests, virtual goods, teams,
etc. [9]. Gamemechanics are an essential part of the gamification that affects the player’s
experience while encouraging to engage and move forward [10]. Various authors [9, 10]
identify the followingmain gamemechanics elements: feedback, challenges, customiza-
tion, chance, competitions, and rewards. Game dynamics encompasses abstract game
elements such as narrative, rules, player’s experience, emotions, and progression [9].
The interplay of these elements is used to engage players, motivating them to learn and
solve problems [5].

In this paper we are presenting the case study of using gamification in a specific
area of education – a project management course for undergraduate students of study
program “Information System Engineering”. As project management encompasses the
application of knowledge, skills, tools and methods to satisfying project requirements
[11], an important tool in this discipline is Earned Value Analysis (EVA) methodology
[12]. This methodology is based on three key metrics: planned value, actual cost and
earned value which are used together to determine whether a project is executed as
planned [11]. The process of learning Earned Value Analysis encompasses not only
studying thematerial onEVAbut also applying formulas to calculate the requiredmetrics.
As students may lack the motivation to perform repetitive calculation tasks to master the
EVA techniques, we have decided to introduce gamification elements into the learning
process. A gamified systemwas implemented, where students of the course “Information
Systems Project Management Technologies” were able to play a game for learning EVA
and in tandem prepare for the midterm exam. The gamified system not only explains
the concepts, definitions and formulas of EVA but also enables students to apply these
formulas and solve tasks in a more engaging and motivating way. Based on [5] we have
selected the gamification methods for an EVA game: association, repetition, providing
examples and role play. In EVA game, concepts are associated with definitions and vice
versa; repeating of certain content is used to help students to memorize EVA concepts,
definitions and formulas; examples are provided for explaining the EVA rules and their
application; the learner plays a role of project manager and has to apply EVA rules to
specific project situations. EVA game is an online board game which encompasses not
only a board game with its rules, but also incorporates activities for learning Earned
Value Analysis. The player of the game must apply the knowledge of EVA concepts to
further progress into the game. The success of the player in the game heavily depends
on the selected solutions for various situations and emerging problems in the project and
on the accuracy of the answers to the given questions and tasks. Our EVA game was
used in the educational process in the course “Information Systems Project Management
Technologies” during 2019 autumn semester. We have gathered statistical information
about the gameplay and collected the feedback from the students, which indicates that
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students were interested in the game and found the gamified process more engaging and
motivating.

The rest of the paper is organized as follows. The second section analyses research
in the area of gamification of teaching project management and software engineering.
The third section describes our implemented gamified system for teaching Earned Value
Analysis techniques. The fourth section presents performed experimental application
of the implemented system in teaching process results. And finally, the last section
concludes the research results and outlines future work.

2 Related Work

Nowadays research on gamification of various subjects is widely performed [9]. Gami-
fication in education area become more popular [3] and gamification of project manage-
ment activities is considered quite effective [13–15]. To analyze the benefits and effects
of gamification, researchers attempt to gamify both real-life project management process
[13] and the teaching and learning of project management techniques [14–16]. Gami-
fication of teaching and learning project management has a common goal to increase
student motivation and engagement into the study process [14].

Some researchers use non-computerized gamification methods. Wangenheim, Savi
and Borgatto [14] created a non-computerized game for teaching Earned ValueManage-
ment (EVM is a project management methodology based on Earned Value Analysis).
The researchers presented a board game designed to be played during a single university
lecture. Students were divided into teams and each team had to plan the project and
participate in its simulated execution. Project execution was simulated by rolling a dice
and moving across the game board through various project scenarios, while dealing with
risks, monitoring and controlling project execution using EVM. The goal of the game
was to deliver a software project to the customer in time and on budget. During the exper-
iment, the board gamewas used in two project management courses of the undergraduate
study program at the Federal University of Santa Catarina to improve motivation, user
experience and game’s contribution. A survey was created to test a hypothesis that game
can increase students’ motivation to learn and provide a positive experience and was
later confirmed. In total 28 students, which played the game, participated in the survey
and the overall feedback from the majority of students was positive.

The researchers of Saints Cyril and Methodius University of Skopje [15] present
the results of applied non-computerized gamification approach in the course “Project
Management” at the Faculty of Electrical Engineering and IT. In the course, students
were divided into teams and had to perform assigned tasks in a limited time. The first
part involved choosing the leader of the team, starting a project, defining the scope of
the project, describing the mission and criteria for project success, presenting the project
proposal and providing comments and remarks for other teams. The teams competed
for an incentive of ten points, which they could later add to their exam grade. Other
participants were awarded up to two points. After the first phase, the leader of the better
team was transferred to the group, which had a lower rank. Afterwards, students were
asked to produce a WBS structure of tasks and Gantt chart for the project. The students’
feedback was collected using a questionnaire, which showed that using a game in the
practical training interested students.
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The researchers of Ural Federal University [17] presented a universal gamification
pattern which consists of problem definition, game and reflection. The experimental
evaluation of this pattern was performed in the project management course on a multi-
disciplinary target audience of students. Key project elements, roles and project-related
documentswere provided to students. The teams had to perform project tasks and resolve
non-standard situations. Game elements were used to help familiarize students with
the project and teamwork concepts, facilitate team building, role assignment and other
project-related activities performance.

The researchers of Federal University of Lavras [18] adapted the gamification system
in an introductory software engineering course in the undergraduate study program.
Students worked in teams and had to develop a software product. There were three
iterations in project execution, at the end of each iteration teams presented the iteration
results. Teams were awarded badges for successful task completion. Each badge had a
given point value, which was used to calculate team rank and place it in the leaderboard.
Student feedback was positive; however, researchers noticed that students were not so
eager to compete and instead were more interested in progressing and receiving rewards.
Researchers have determined a set of guidelines that can be used to apply gamification
elements in software education and concluded that gamification and game-based learning
is a useful tool for developing an engaging study process.

While applying non-computerized gamification solutions in education is consid-
ered beneficial, the use of computerized gamification provides even more benefits and
opportunities. The group of researchers from Brazil Universidade do Vale do Itajai [16]
describe how to create serious games and use them for improving the process of teaching
the topics related to software engineering. An experiment was conducted with under-
graduate students using a serious game for teaching projectmanagement. the experiment,
“Planager” project management gamewas used, which was targeted at the audience with
little to no experience in project management. The game consisted of five parts: scope,
WBS, activity, activity sequencing and critical path. In total 14 students have completed
the game and students’ feedback showed that the game increased student motivation.
Based on the results of the experiment, researchers proposed a set of recommendations
for serious game development and adoption in pedagogical activities.

Researchers at Kaunas University of Technology (KTU) created a game called “Hard
Nut” to teach fundamentals of entrepreneurship [19]. This computerized game has been
used in KTU course “Simulation of business processes“ to increase students’ motivation
to learn and understand the dependencies between the business processes. The game
simulates the management of electronic engineering enterprise in a competitive envi-
ronment and reflects production, sales, marketing and finance activities [20]. Students
are divided into teams, where each team is a competing company branch. They had to
analyze the current financial situation of the company, formulate a strategy and make
management decisions. At the end of the financial year, the team reports on the results
and the game determines the market position of the company. The goal of the team is to
achieve the biggest capital.

Ašeriškis and Damaševičius [13] analyzed the gamification of project management
processes in real life. They introduced the Trogon Project Management System, which
contains a gamification component. The following game elements were used in the
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gamified system: leaderboard, badges and the project forest which is a visualization of
project tasks performed by teams. The goal of using this gamified system was to distract
employers from monotony in performing project tasks and maintain their motivation
over time. The forest has an unoccupied plot, which represents unfinished tasks and
areas with trees that represent completed tasks. This information is used by the project
manager who can evaluate employers, their skills and the complexity of the tasks by the
project forest. In this research, a questionnaire was used to evaluate the usability of the
gamified system. During the experiment, 30 information system experts evaluated the
system for interface usability, the overall achieved score was 71 out of 100.

The analyzedgamification solutions emphasize the benefits of gamification in various
areas associated with project management: both in education and real-life projects. Most
of the analyzed papers on gamifying project management education try to simulate
project execution tomake the learning processmore attractive and engaging. The authors
of [14] propose introducing gamification into EVA teaching process, but their solution is
a non-computerized board game. On the other hand, our gamified EVA learning system
is an online board gamewhich has the advantages of a computerized game: can be played
anywhere and anytime, provides instant feedback, visualizes the progress and facilitates
the application of gamification elements into the study process.

3 Gamified System for Learning Earned Value Analysis

The goal of our work was to motivate students by providing a system which promotes
independent learningofEVAand introduces gameelements to keep the students engaged.
For this purpose, a gamified system for learning earned value analysis (EVA game) was
developed.

The EVA game enables players to participate in a game, in which the player is
responsible for executing a software implementation project. The player is given the
role of a project manager, who has to ensure that that project is finished successfully: it
is delivered on time and does not exceed the allocated project budget. At several points in
the game, the player is given tasks or combination of tasks corresponding to the project,
which need to be solved to progress further into the game.

The game consists of two stages – planning and execution. At the planning stage, the
player needs to choose a project, select work assignments and resources. Then eachwork
assignment is allocated to a work resource, based on the resource hourly cost, and in
some cases productivity. At the project execution stage, the player begins at the start of 50
squares game board, which represents the planned project execution period. During the
game, a Gannt chart diagram is always displayed, which represents work assignments,
their dependencies, milestones, assignments’ actual and planned durations. On each
turn, the player rolls a six-sided die and performs the presented assignment. If the player
rolls a number between one and four, a task is presented. The tasks range from simple
definition identification task to calculation of several Earned Value metrics. If the player
rolls five or six, a risk card must be chosen. Risk cards illustrate risks that range from
additional bonuses to time or budget, or penalties which require a player to reschedule
the certain assignments, work overtime or deal with other unforeseen complications of
the resources. Risk cards are based onDeliver! proposed risks [14] and themost common
risks proposed by Arnuphaptrairong [21].
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The project is finished when the player completes all the assignments or reaches the
last square on the board. A successful project completion awards player more points and
is reached once a player completes the project ahead of schedule or exactly on time. And
vice versa: the player loses if the allocated budget or time runs out before finishing the
project.

3.1 Types of Tasks in EVA Game

Based on gamification methods defined in [5], four types of tasks were implemented in
the EVA game – definition, formula, percent and graphic tasks. The types of tasks were
created and implemented with increasing difficulty in mind: starting with definition
identification tasks, proceeding to EV metrics calculation tasks, problem-solving and
graph interpretation tasks. Examples of the task types are presented in Fig. 1 and 2.

The first type of task is the definition identification task where the player has to
identify EVA metrics out of given options. The player must associate the earned value
metric with its definition or definition with its metric.

The second type of task is the EVA metrics calculation task where the player must
calculate specific EVAmetric by plugging in metrics from the project. The student must
associate appropriate values with the fields to calculate the given metric value correctly.

Fig. 1. Definition identification task (left), EVA metrics calculation task (right)

The third type of task is the problem-solving task. The task is based on the work
assignment, which is currently in execution, and the task itself is presented in three parts.
In the first part, the player identifies planned and earned values of the current assignment.
In the second part, the player is asked to identify a correct formula of CV, SV, CPI or
SPI metric. Finally, the metric values have to be plugged into the formula.

The last type of task is graph interpretation task which is, in essence, a problem-
solving task. The only difference between the two is that the task is presented in graph
form instead of text. The student must interpret the graph to choose metric values to
plugin into the formula.
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Fig. 2. Graph interpretation task

The type and number of tasks presented to a player depend on which game board
square players figure is standing on at the given time. On each turn, a player moves
a rolled number of squares and receives a combination of tasks to complete, which
get progressively more difficult the further the player is in the game. For the first ten
squares, the player is asked to solve three definition identification tasks. From 11th to
20th square, the player is given a definition identification and two EVAmetric calculation
tasks. Starting from the 21st square and up to 30th square, the player is asked to solve
one definition task and a problem-solving task or two, depending on the current work
assignment in execution. From 31st to 40th square, the player gets two definition tasks
and accordingly a graph interpretation task or two. For the last ten squares, a player
is asked to solve two definition tasks and a random selection of the other task types.
During the game, once a milestone is reached, a player is asked to fill out a full EVA
table, based on the current project executables and all EVAmetrics have to be calculated
by the player.

3.2 Implementation of the EVA Game

The EVAgamewas developed usingweb technologies for easier access and support. The
gamified system was developed using React for front-end development and the back end
was implemented using Express, a Node.js web application framework. An open-source
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database management systemMySQLwas used to host the system’s relational database.
The overall view of the main screen in the implemented EVA game is presented in Fig. 3.

Fig. 3. The main screen of the EVA game

In addition to the different task types, EVA game system supports other gamification
elements for keeping users engaged and motivated based on gamification principles
described by Fiona F. Nah [22].

The users of EVA game system are awarded points for successful completion of
a task during the game. Accumulated points raise players level and in total there are
15 levels to be reached in the system. Levels and points are used to provide a clear
goal orientation. User is also awarded badges for achievements such as placing third
in the leaderboard, successfully completing a project or first-time activities as finishing
planning stage, distributing resources for project execution and so on. Based on collected
points, users are placed in the leaderboard thus encouraging competition between the
players. Players names, points and levels are displayed in the leaderboard.

The system uses reinforcement based on players actions. Successful completion of
tasks awards player with points and unsuccessful completion provides player instanta-
neous feedback. Additional feedback and guidance are provided by hints, which explain
game rules, guide users to supplementary training material or provides tips on what
should the player do next.
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4 Findings of Applying EVA Game in Education Process

4.1 Experimental EVA Game Application in Education

In order to measure the effectiveness of the gamified system for learning Earned Value
Analysis on student motivation, an experiment was conducted. During the 2019 fall
semester, a number of students of “Information Systems Engineering” graduate study
program in Kaunas University of Technology were invited to use the EVA system as an
extra tool for independent learning. The system was developed as an additional resource
for the course “Information Systems ProjectManagement Technologies”. Overall, seven
students participated in the experiment. The experiment was carried out in two weeks.
During the two-week period, students used the EVA game for mastering EVA techniques
and preparing for the midterm exam.

At the end of the two weeks, students were asked to anonymously evaluate their
experience by filling out a questionnaire which measured their motivation and engage-
ment while playing the game. The questions about participants subjective experience
and intrinsic motivation were based on the IMI scale for measuring motivation [23],
and the questions about playing experience were based on the MEEGA + model [24]
for evaluation of game quality. Four items from each model were selected for the ques-
tionnaire. Students were asked to rate the given statements on a scale from one to five,
one being not true at all and five being very true. The questions of the questionnaire are
presented along with the statistics of the participants’ answers in Fig. 4 and 5. After the
two weeks period, students also took a part in a midterm exam that encompassed the
exercises of Earned Value Analysis.

4.2 EVA Game Application Effectiveness Results

The questionnaire results showed that motivation and game experience were rated above
average. Most students responded that they felt more competent after playing the game,
which helped them to better prepare for the midterm exam. Based on questionnaire
results, 40% of students spent from two to three hours in the EVA game, and the rest
(60%) spent between one and two hours.

As the tasks presented during the game were developed to be relatively similar to
the tasks in the midterm exam, all of the participants noticed the benefits of the EVA
game tasks. As presented in Fig. 4, the results of the motivation assessment showed that
the students felt more competent after solving the game tasks, which helped them to
better prepare for the exam. Students also assessed that the tasks were interesting. All
of the above-mentioned statements were rated on average 4,4. Lastly, the importance to
do well was rated lowest out of the group - 3,8 out of 5.

As Fig. 5 shows, game experience was evaluated quite favorably. 60% of students
would certainly recommend this game to others. Most of the students had the impression
that the game would be easy and found it interesting. Out of all the respondents to the
questionnaire, 60% rated the game fun in four or five out five, and only 20% did not feel
they had fun with the game.

Both the motivation and game experience were rated quite similarly by the partic-
ipants. The overall motivation was rated higher than the game experience, but not by
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Fig. 4. Results of evaluating motivation

Fig. 5. Results of evaluating the game experience

a lot. The average of score the respondents gave for the motivation questions was 4,15
out of 5. And the average of game experience was measured to be 4,1 out of 5. The
comparison of the scores can be found in Fig. 6 boxplot diagram.

Fig. 6. The results of the student questionnaire

Additionally, student midterm exam scores were compared to evaluate the effective-
ness of gamification. Figure 7 represents the three sets of data that were collected and
compared. Out of the three sets, two represent the previous year midterm exam results,
and the last is for 2019, in which students were given access to the gamified system
for learning Earned Value Analysis. All years’ exam tasks were of the same type, but
variants of initial data for the tasks were different, moreover, even in the same year, there
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were several variants with different initial data for the tasks. Students knew the types
of tasks in advance because analogous tasks were solved during the lectures. Although
midterm exams include other tasks, besides EVA (EVA tasks are worth 40% of exam
score), student exam results have increased significantly. The average of midterm exam
score has risen from 7,4 up to 9,5 out of 10.

Fig. 7. Plots of the midterm exam score data by year

The results of the experiment are quite promising, as evaluations of motivation and
game experience are high and the midterm exam scores have risen compared to previous
years. Unfortunately, both data sets for the questionnaire and midterm exam scores are
relatively small, and themade conclusions are not entirely reliable. It would be beneficial
to repeat the same experiment in the future with a bigger sample of participants.

5 Conclusion

Gamification methods are considered useful in education as they help to increase student
motivation and engagement by enhancing the learning process. The process of teaching
project management could also benefit from gamification. Project management subject
encompasses numerous project execution and control techniques which are used to
ensure successful project delivery. One of such techniques is Earned Value Analysis.
There exist numerous research papers, analyzing gamification of project management
education, which in some degree try to simulate project execution to make the learning
process more attractive and engaging. Gamification of teaching EVA is also researched,
but it currently is limited to non-computerized board game solution.

Teaching the fundamentals of EVA is challenging, as mastering EVA requires a
thorough understanding of the metrics, involves repetitive calculations and knowledge
application to various project situations. It was determined that EVA teaching would
benefit of gamification approach, therefore a gamified system for learning EVA was
developed for increasing student motivation and engagement in learning EVA concepts
and their applications. The implemented EVA game is an online board game which
also incorporates such game elements as rewards, leaderboard, badges, points, levels
and feedback. These game elements aim to stimulate the competition among students,
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guide students during the independent learning process, motivate students by employing
various external motivation techniques, and make the learning process more engaging.

The first experimental assessment of the EVA game demonstrated that students posi-
tively evaluate the introduction of gamification elements into the study process. Although
the findings are promising, the sample size of participants is relatively small, and the
results are not entirely reliable. Therefore, in the future, we are planning to repeat the
experiment using a bigger participants sample size.
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Abstract. Personal behavioral skills combinedwith specific technical knowledge
are amust in order to assess the labormarket in the twenty first century. Individuals,
like young women who are not employed, completed compulsory education or
assessed any trainings are the ones who have the urgent need to enter labor market
as fast as possible and not be excluded out of it. The aim of this paper is to present
the best profiling tool approach to improve women employability by assessing
alternative and integrated approach. The presented platform is accessible at any
time from any of the devices and will direct users towards existing training offers
online and face to face. It will identify existing user skills and competencies against
identified digital jobs profile to place user in an employment matrix.

Keywords: Profiling · Gap analysis · Adult education · E-learning tools

1 Introduction

A good match between the skills demanded by the labor market and those acquired in
training is important for promoting strong and inclusive growth for women [1, 7]. Studies
show that female human capital accumulation has a considerable impact on technology
adoption, innovation and economic growth and althoughwomen are beginning to achieve
gender equality and close the gender gap in IT by developing digital fluency, they still
remain underrepresented in the workforce in many developed countries [2].

Thus, helping women to access the skills they need to be successful can improve
gender equality, promote inclusive growth and affect positively productivity, while also
improve the efficiency of human capital allocation [3, 8].

However, the nature of jobs is quickly changing due to automation, social and eco-
nomic factors, and it is difficult to predict which skills jobs will require in the future,
thus threatening to widen the skills gap and making career planning more difficult [4].
In order to overcome this problem, profiling tool is one of the most reliable methods
[5]. Systematic approach to setting project priorities carefully analyzing beneficiaries’
needs, but in close cooperation with employers and stakeholders to identify current and
desired status on important values and best support [6, 9].
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Technologies here play the crucial role. It is the easiest way to involve stakeholder,
employees and employers into one platformwhere needs of the labor market will be cov-
ered by trainings developed by the professionals [10]. Platforms, consisting traditional
learning and virtual learning methodological approaches help to assess the need faster,
easier and more accurate. Tools, like profiling tools or gap analysis mechanisms help
to match people with the job profiles which are the most related to their behavioral and
specific required technical competencies needed for digital jobs profiles [11, 13, 15].
These tools combined together help to empower people to assess their already gained
competencies and to gain the missing ones to become future leaders and information
and communication technologies specialist [12, 14].

2 Requirements for the Profiling Tool

Digital jobs employability profiling tool is developed to follow a simple four-stage
waterfall approach:

1. An online employability profiling tool to identify the user existing skills, compe-
tences, attitudes and experience in linewith E-Competence framework, Digital Com-
petence, social andworking skills framework. These combinedwith the age, personal
goals and formal education will place the user in an employment matrix. A digital
employability pathway defines what individual training needs, experiences andwork
needs to be undertaken to achieve the objectives [15, 16].

2. An employer co-designed customized learning plan. The learning/training is hosted
on the platform but will direct the user towards external learning offers if this would
be needed. The platform is accessible online anytime from anywhere through any
smart device. Face to face courses should also be are a part of the offering [17].

3. The recognition of user training, skills and experience (Prior Experiential Learning
(PEL)) [18].

4. A job application and on-boarding support systemdeveloped to assist each individual
with transitioning from an unemployment status to a successful first step into a digital
job-related employment [19].

The aim of the profiling tool is to make a comparison of person’s
skills/competences/experiences versus the ones, which are required for that digital job.

2.1 Objectives of the Profiling Tool

1. Design profile framework for youngwomenwhomight in the future search for digital
job

2. Develop prototype of the profile environment
3. Design and develop tool for profiles implementation, sharing and delivery for job

providers
4. Design and develop tool to perform gap analysis
5. Design and developed tool to build a training roadmap
6. Organize experimental evaluation of the profile and profiling tool
7. Develop methodology for tool users
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Design Profile Framework. An analysis of the most appropriate profile structure has
been made. Profile structure matches E-Competence framework, Digital Competence,
social and working skills framework requirements as well as employer’s requirements
collected during the need’s analysis process. Woman profiles and job profiles have com-
mon points to be match able together to be able to perform gap analysis and serve as a
reference when build a training roadmap (Fig. 1).

Fig. 1. Framework of the proposed profiling tool.

Development of architecture for Prototype Profile and Profiling Tool. The needs
and existing good practices have been analyzed and base data structures and solution
architecture for profiles and tools developed. Data structures and solution architecture
designed tomeet currently knownbest practices to achieve scalability, performance, code
maintainability, quick changes, reduced complexity, adaptability. Data structures nor-
malized, contain data only required to achieve the goals but at the same time be extensible
for unforeseen future requirements. Data structures, storage and functionalities designed
to meet EU General Data Protection Regulation (GDPR).

Development of Profiling Tools for young Women Searching for Digital Job.
Wizard-like self-evaluation test(s) to assist in building personal profile have been cre-
ated. Profile is used to check skills, competencies and experience gaps and to help to
build a roadmap in order to become suitable for selected job profiles. User profiling data
is stored privately, and user has a possibility to make the profile data available for other
roles to review, perform gap analysis, create a training roadmap and other activities.

Development of Gap Analysis Tool. This tool contains functionality to set goals, cre-
ate tasks to achieve those goals and track the progress. The roadmap is assigned auto-
matically. Gap analysis tool is prefilled with job profiles containing data to identify
required skills/competencies/experience. User profiles automatically matched with job
profiles and insights provided in easily comprehensible way. Gap analysis result pro-
vide most matching job profiles, list of skills/competencies/experience user is match-
ing and mismatching, some recommendations which skills/competencies/experience
is recommended to gain by analyzing how often this skill/competence/experience is
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required in job profiles or taking into account other criteria, for example, it’s the only
skill/competence/experience what is missing to perfectly match one of the job profiles.

Development of Training Roadmap Building Tool. This tool contains functionalities
to set goals, create steps to achieve those goals and to monitor the progress. Search
engine finds courses and learning objects related to the requested keyword. Training
roadmap is created for every user personally. Roadmap specifies what training is needed
in order to potentially fit a desired job role, also, provides tools to monitor the progress,
allow to set deadlines, tasks, completion status. The roadmap is an employer co-designed
customized learning plan.

Experimental Evaluation and Recommendations for Improvement. The evaluation
was organized using different methods and forms. The conclusions and suggestions for
improvements have been adapted to the final project. Experimental evaluation has been
conducted using a Software-Implemented Fault Injection tool (Xception) and both realis-
tic programs and synthetic workloads (to focus on specific features) have been used. The
results provided a comprehensive picture of the impact of faults and contributed to the
key features (process scheduling and themost frequent system calls), data integrity, error
propagation, application termination, and correctness of application results, virtualiza-
tion, web application, communication, storage. Collected data was analyzed, features,
types of virtualization and web application were discussed, and storage possibilities
reviewed.

Design Methodology to Use Profiles and Profiling Tool. The methodology was
designed with the aim to describe easily accessible, understandable functionality for
profiling tool, for young women with low digital skills. Moreover, it is easy to use with-
out additional help and serves as a user guide to using Profiles and profiling tool. Visual
display of personal data associated with a specific user was presented. A description of
profile refers the explicit digital representation of a person’s identity, skills, competences
and is presented online. Profiling is presented in the form of automated processing of
personal data to evaluate certain personal aspects relating to a natural person, in partic-
ular to analyze or predict certain aspects concerning that natural person’s performance
at work.

3 Development of the Profiling Tool

A profiling tool performs as an assessment of the individual’s skills, competencies and
experience via an intuitive self-evaluation test and present the results to the individual.
First of all, the collection of the requirements was done using already existing

data, followed by analysis of all the data acquired. Digital job profiles requirements
were specified to create requirements specification (Fig. 2).
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Fig. 2. Realization process and training phases during the development of the profiling tool.

Profiling tool design consists of requirements specification,which leads to creation of
job profiles design prototype. Simultaneously Gaps analysis tool and training program
platform were designed. After the designing phase, profiling tool was integrated and
broken down into three graphs: Job profiles tool, gaps analysis tool and training program
platform.

The realization process starts off when all the tools are created and implemented.
Those tools were experimentally evaluated and profiled only then the profiling tool
as whole begins. Before the testing, system documentation was created to guide testing
process. In case any mistakes occurred, those specific tools had to be fixed and the whole
cycle repeated. Implementation process gathers all the tools created and tested and checks
if any mistakes were made, if none, the implementation is deemed as successful.
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3.1 Data Streams

The purpose of this chapter is to define data sources for Profiling Tool. Profiling Tool is
fed with taxonomies from ESCO, DigComp or e-CF. Job analysis results, including job
level and work context, employers’ and stakeholders’ perceptions regarding existing and
future trends as well as current job holders’ experiences could also be considered when
linking existing classification frameworks with evidence from the different national
settings. Prioritization of suggestions could also consider job seeker preferences and
employers’ attitudes/values regarding specific competences. Taxonomies from different
sources for profiling toolwere pre-loaded byhandor like inESCOcase, by using single or
multiple API’s. Pre-loading with taxonomies is displayed in the diagram below (Fig. 3).

Fig. 3. Taxonomy of data pre-loading into the profiling tool

After the launch of the profiling tool, all data sources were gathered from Employers
and JobSeekers excluding the need of constant taxonomyupdate and return fromexternal
sources. This leads to more stable tool and a more practical view of what the employers
and job seekers need.

4 Architecture for the Gap Analysis Tool

The profiling tool and gap analysis tool were integrated and providing matching data
results. The gap analysis tool measures the actual competencies for job profile and gives
a feedback on: 1) women actual profile (skills and competences) and 2) gaps - where
the competences are below the “norm” by suggesting the new training roadmap to gain
new necessary skills and competences. Purpose of the Gap analysis tool is to match
Job Seeker profile with occupations and Job Profiles to give insights on jobs woman
is matching best. Best match means current woman knowledge, skill and knowledge is
closest to the market needs and will probably take the minimum amount of effort to fill
the gaps and get a job. Principal schema is demonstrated below (Fig. 4).
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Fig. 4. The base structure of the proposed gap analysis tool

Gap analysis tool is fully automated and don’t require any extra intervention or data
but the Job Seeker profile and Job Profiles. To provide best possible results occupations
from ESCO are also taken into consideration. This way Gap analysis tool will provide
double results - matching to existing Job Profiles on the Profiling tool and matching to
all ESCO specified occupations. This allows to not be restricted to current available jobs
but also for prospects on other occupations and encourage for proactive job seeking.

5 Training Roadmap Builder

The purpose of the Training roadmap is to fill the gaps to get the job. Job Seeker,
considering Gap Analysis results, existing Job Profiles and ESCO occupations where
relevant builds a task list to achieve a goal (Fig. 5).

The profiling tool and gap analysis tool are integrated and providing matching data
results. The gap analysis tool measures the actual competencies for job profile and gives
a feedback on 1) women actual profile (skills and competences) and 2) gaps - where
the competences are below the “norm” by suggesting the new training roadmap to gain
new necessary skills and competences. The learning/training is the mostly hosted on the
platform but direct the user towards external learning offers if this needed.
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Fig. 5. The base structure of the proposed gap analysis tool

6 Conclusion

In this paper, we presented a detailed discussion of the best profiling tool integrated
into the learning and training platform approach. The profiling tool and gap analysis
tool are integrated and providing matching data results. The platform is accessible by
individual women, who will use it in a self-paced mode but also could be used by a
group of individuals in one location participating in a guided session. The best model
to reach women, assess their competencies and train for future work requires these
several methods: profile framework, profiling tool, gap analysis tool, training road map
and collaboration with the target groups. Profile framework matches E-Competence
framework, Digital Competence, social and working skills framework requirements as
well as employer’s requirements collected during the need’s analysis process. Profiling
tool, to check skills, competencies and experience gaps and to help to build a roadmap
in order to become suitable for selected job profiles. Gap analysis tool, to set goals,
create tasks to achieve those goals and track the progress. Training roadmap specifies
what training is needed in order to potentially fit a desired job role, also, provides tools
to monitor the progress, allow to set deadlines, tasks, completion status. Collaboration
with the target groups allow us to combine the competencies needed in the labor market
from the employers and stakeholders position, best training practices from the training
providers and young women abilities to participate in the labor market. By targeting
these practices, young women who are at the edge of exclusion from the labor market
will be employed in the fastest and most involving way possible.
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110–128 (2016)

16. Starr, S.B.: Testing racial profiling: empirical assessment of disparate treatment by police.
University of Chicago Legal Forum, p. 485 (2016)

17. Arcidiacono, C., Tuozzi, T., Procentese, F.: Community profiling in participatory action
research. In: Handbook of Methodological Approaches to Community-Based Research:
Qualitative, Quantitative, and Mixed Methods, pp. 355–364 (2016)

18. Sztandar-Sztanderska, K., Zielenska, M.: Changing social citizenship through information
technology. Soc. Work Soc. 16(2) (2018)

19. Wasi-ur-Rahman, M., Islam, N.S., Lu, X., Shankar, D., Panda, D.K.D.: MR-Advisor: a com-
prehensive tuning, profiling, and prediction tool for MapReduce execution frameworks on
HPC clusters. J. Parallel Distrib. Comput. 120, 237–250 (2018)

https://doi.org/10.1007/978-3-319-58232-0_6
https://doi.org/10.1007/978-3-319-55783-0_15


Information Technology Applications -
Special Session on Language

Technologies



Cross-lingual Metaphor Paraphrase
Detection – Experimental Corpus

and Baselines

Martin Vı́ta(B)

NLP Centre, Faculty of Informatics, Masaryk University,
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Abstract. Correct understanding to metaphors is an integral part of
natural language understanding. It requires, among other issues, the abil-
ity to decide whether a given pair of sentences – such that the first one
contains a metaphor – form a paraphrase pair. Although this decision
task is formally analogous to a “traditional paraphrase detection” task,
it requires a different approach. Recently, a first monolingual corpus (in
English) for metaphor paraphrasing was released – together with several
baselines. In this work we are going to shift this task to a cross-lingual
level: we state a task of cross-lingual metaphor paraphrase detection,
introduce a corresponding experimental cross-lingual corpus (English-
Czech) and present several approaches to this problem and set the base-
lines to this challenging problem. This cross-lingual approach may allow
us to deal with tasks like multi-document summarization involving texts
in different languages as well as enable us to improve information retrieval
tools.

Keywords: Paraphrasing · Metaphor · Cross-lingual setting ·
Metaphor paraphrase corpus · Textual entailment

1 Introduction

The task of detecting pairs of sentences that convey the same (or almost the
same meaning), i.e., paraphrase detection, is one of the important tasks in NLP
with many downstream applications – including text summarization, sentence
compression, plagiarism detection, question answering and others, see [1,4]. Gen-
erally, it can be stated as a binary classification task over sentence pairs and it
can be seen as a mutual (bidirectional) textual entailment.

Paraphrase detection is intensively studied problem for a relatively long
period – a survey paper from 2010 [4] covers many “traditional” approaches
(including surface string similarity, syntactic similarity, logic based approaches
etc.). Currently – similarly to other fields of NLP – the major approaches to
paraphrase detection are based on deep learning methods [1].
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Although we can observe a growing interest in metaphor detection (recently,
a special Workshop on Figurative Language Processing was organized as a col-
located event of NAACL conference [13]), the issues linking the notions of para-
phrasing and metaphor are extremely rare. However, correct understanding to
metaphors and their correct interpretation require the ability of detecting para-
phrases also among sentences that contain metaphorical expressions. There are
only a few papers and resources focused on metaphor paraphrases, like [7] (unsu-
pervised approach) and [18] (focused on creating the corpus for a single word
paraphrasing identification task). Nevertheless, these two works focus on partic-
ular cases of dealing with metaphors.

To best of our knowledge, there currently exists just only one corpus for
metaphor paraphrase detection that covers a wider range of metaphor types [6].
The authors propose also a DNN architecture and set several baselines. We will
introduce this corpus in a more detailed way in the next subsection.

Figurative and metaphoric expressions are naturally present in narratives
as well as in many common documents being automatically processed – like
newspaper articles, especially headlines (“Republicans are eroding one of the core
institutions of American democracy”, “Republicans are undermining supreme
court”1, . . . ). Cross-lingual paraphrasing (detection) of such expressions allows
us – among other tasks – summarizing such texts (like headlines [19]), improve
plagiarism detection systems etc.

In this paper we introduce a task of cross-lingual metaphor paraphrase detec-
tion and describe a corresponding experimental English-Czech cross-lingual
annotated corpus.

The task of cross-lingual metaphor detection (English-Czech in particular)
can be stated as follows: it is a task to decide whether a given English sentence
containing a metaphor convey or not convey the same (or almost the same)
meaning as a given Czech sentence with no metaphorical expressions.

Notation Remark. For the purposes of this paper, we will follow a com-
mon naming convention: a sentence containing a metaphor expression will be
called a premise and its potential paraphrase sentence candidate (without any
metaphorical expression) will be called a hypothesis.

As already mentioned, the paraphrase detection task is closely related to
a recognizing textual entailment (RTE), nowadays known rather as natural lan-
guage inference (NLI) task: paraphrases are treated as bidirectional entailment
relations [4].

To get a better insight into the problem, we provide one positive and one
negative example (the first sentence in English contains a metaphorical expres-
sion, the second sentence, in Czech, is a potential paraphrase candidate followed
by its translation to English) and, finally, the corresponding label (i.e., the result
about paraphrasing):

1 https://www.businessinsider.com/obama-says-republicans-are-undermining-supr
eme-court-2016-10.

https://www.businessinsider.com/obama-says-republicans-are-undermining-supreme-court-2016-10
https://www.businessinsider.com/obama-says-republicans-are-undermining-supreme-court-2016-10
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Positive Example

– Premise: The faculty meeting was an easy breeze.
– Hypothesis: Sch̊uze fakulty byla klidná. (transl. to English: The faculty meet-

ing was calm.)
– Label: TRUE

Negative Example

– Premise: She was the light of my life
– Hypothesis: Měla světlo a život (transl. to English: She had light and a life)
– Label: FALSE

2 Related Work

This work is related mainly to two fields: metaphor paraphrase detection and
cross-lingual paraphrase detection.

2.1 Metaphor Paraphrase Detection

This work primarily shifts the “monolingual” case presented in [6] to cross-lingual
level, hence we provide here more subtle focus on this paper. The authors present
there a corpus for metaphor paraphrase detection in English (the authors deal
there with the notion of predicting metaphor paraphrase judgements). The corpus
originally consisted of 200 lists of five sentences such that the first sentence
contained a metaphor and it is a sentence to be paraphrased. This sentence was
followed by four sentences labeled by integers 1–4 that express the degree of
being a paraphrase of the first sentence.

These integer labels roughly correspond with the following verbal expressions:

– 1: Two sentences cannot be considered as paraphrases.
– 2: Two sentences cannot be considered as paraphrases, but they show a degree

of semantic similarity.
– 3: Two sentences could be considered as paraphrases, although they present

some important difference in style or the content (they are not strong para-
phrases).

– 4: Two sentences are strong paraphrases.

Analogous annotation scheme is familiar to “SemEval community” at seman-
tic similarity tasks [3]. To have a better idea of this corpus, we provide an illus-
trative example taken from the second section of [6].

Reference Metaphor Sentence: The crowd was a river in the street.

Paraphrase Candidates and Corresponding Labels:

– The crowd was large and impetuous in the street. – Label: 4
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– There were a lot of people in the street. – Label: 3
– There were few people in the street. – Label: 2
– We reached a river at the end of the street. – Label: 1

In other words, the corpus contains sentence pairs annotated with “graded
paraphrase” labels – the labels can be viewed as paraphrase rankings.

Reference metaphor sentences were selected manually in order to cover vari-
ous types of metaphorical expressions (the examples taken again from [6]):

– Noun phrase metaphors (My lawyer is an angel.)
– Adjective metaphors (The rich man had a cold heart.)
– Verb metaphors (She cut him down with her words.)
– Multi-word metaphors (The seeds of change were planted in 1943.)

Paraphrase candidates were also manually created by the authors. The overall
goal was to have a reference metaphor sentence along with a strong paraphrase,
a loose paraphrase and two non-paraphrases, one of them can contain some
relevant words from the metaphor involved in the five-sentences set.

The pairs were originally annotated by one of the authors and, later, in order
to achieve more reliable results, they were annotated by annotators from Amazon
Mechanical Turk: 20 annotations for each sentence pair were collected. As the
final gold label, the mean of the annotations was taken. The final corpus after
certain cleansing contains 744 labeled items.

These 4-way labels can be easily transformed into a binary setting: sentence
pairs with labels greater or equal to 3 are treated as paraphrases (label 1 in
binary classification), other sentence pairs (labeled 1 or 2) are considered as
non-paraphrases (label 0 in binary classification). In this work, we will elaborate
on binary case. The binary corpus contains 373 negative and 371 positive labels,
hence “all- negative” baseline achieves 50.13% accuracy on this dataset.

For binary classification as well as the graded case, the authors in [6] use
Siamese deep architectures (premise and hypothesis are both encoded in the
same way). Sentences are encoded using a sequence of layers depicted on Fig. 1:

The final dimension of the encoded sentence is relatively low (10). These
sentence representations are simply concatenated, fed to a dense layer – the
final decision is made by a common sigmoid layer.

The detailed description is provided in the paper and it is also available via
the source code2. It should be noticed that convolutions used are not “stan-
dard ones” but atrous (delayed) convolutions [9], since they provide non-trivial
improvements in accuracy.

The authors reached an average accuracy of 67 % in 12-fold cross-validation
reported in the paper. Nevertheless, when reproducing this result, we achieved
a lower accuracy approx. 58% (using various word embeddings including Fast-
Text [15] and GloVe [16], the best result 58.33% in 12-fold cross validation was
achieved with GloVe embeddings3 – trained in 60 epochs (with a fixed partition

2 https://github.com/yuri-bizzoni/Metaphor-Paraphrase.
3 https://nlp.stanford.edu/projects/glove/.

https://github.com/yuri-bizzoni/Metaphor-Paraphrase
https://nlp.stanford.edu/projects/glove/
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the accuracy increased to 69.35%). The lower accuracy may be caused by sev-
eral factors – including different word embeddings used (originally, the authors
used word2vec embeddings) as well as different training parameters and different
partitioning for 12-fold cross-validation.

Fig. 1. Sentence encoder architecture.

2.2 Cross-lingual Paraphrase Detection

Unlike the monolingual case, cross-lingual paraphrase settings are less com-
mon. As a particular example of such a cross-lingual case, we can point out
Vietnamese-English cross-lingual task [12].

The authors introduce an English-Vietnamese paraphrase corpus with 44652
items and they trained Siamese recurrent networks and use mapping bilingual
word embeddings, add POS vectors to word embeddings and adjust the POS
tagging labels between Vietnamese text and English text. However, their corpus
is not focused on metaphorical expressions (hence it was more easy to 40K
volume).
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3 Data: Creating the Cross-lingual Corpus

The starting point for cross lingual (EN-CZ) metaphor paraphrase corpus devel-
opment was the original – monolingual – English metaphor paraphrase corpus
mentioned in the previous section. For our convenience, these raw corpus data
were cleansed and transformed to a tabular (csv) format – this file contains
sentence pairs, graded annotation, and a binary classification label.4

The hypotheses were than manually translated from English to Czech by
a group of four people (graduates in humanities and PhD students, each one
translated approx. one fourth of the dataset). The new, cross-lingual corpus
basically contains items in the form:

– (EN) premise,
– (CZ) hypothesis,
– (original) binary label.

The binary labels were taken from the original monolingual corpus and sub-
sequently checked manually: whether the meaning of the Czech sentence is equiv-
alent (paraphrase) to the meaning of the original English metaphorical sentence
(premise), i.e., whether the binary label is correct or not – with respect to the
original metaphoric sentence in English (premise) and the Czech paraphrase
candidate (hypothesis). This phase discovered less than one percent of instances
with incorrect labels. These incorrect instances (hypotheses) were later manu-
ally modified in order to obtain sentence pairs with correct labels: in such cases,
premise and label remained fixed, the Czech hypothesis was rewritten.

We should notice that we are not evaluating the quality of the translation,
but (only) the correctness of the binary label – in other words, generally, we do
not reject incorrect translations in case when they are parts of correctly labeled
sentence (EN-CZ) pairs.

The dataset was also enriched by “back translations” of Czech sentences
(hypotheses) to English. These translations were obtained by a machine trans-
lation (MT) system [14].

The final cross-lingual corpus contains 744 labeled instances, the distribution
of labels is the same that as in the original corpus (373 negative and 371 positive
examples). An example of an item in the corpus is provided below:

– PremiseID: premID182
– HypothesisID: hypoID725
– Premise: She knew she was burning in shame
– Hypothesis in Czech: Věděla, že ćıt́ıintenzivńıpocit hanby.
– Original hypothesis: She knew she was feeling an intense shame
– Binary label: 1
– Machine translation of the Czech hypothesis: She knew she felt an
intense sense of shame.

– Degree of being paraphrase: 4
– Partition: 1

4 Available at: https://github.com/martinvita/FigurativeLanguageParaphrasing/
blob/master/crossLingualMetaphorParaphraseEN-CZ.csv.

https://github.com/martinvita/FigurativeLanguageParaphrasing/blob/master/crossLingualMetaphorParaphraseEN-CZ.csv
https://github.com/martinvita/FigurativeLanguageParaphrasing/blob/master/crossLingualMetaphorParaphraseEN-CZ.csv
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The last (auxiliary) attribute – Partition – is used for 12-fold cross-validation.
Table 1 summarizes the distribution of lengths (i.e., number of tokens) of

hypotheses (paraphrase candidates) in Czech.
As can be seen, hypotheses are relatively short – 75% of them have lower or

equal to 9 tokens.
BLEU score computed w.r.t. original English hypotheses and MT translation

of Czech hypotheses back to English has a value of 0.4596. The impact of quality
of translations was not evaluated, however, it may an issue of further research.

Table 1. Distribution of length (number of tokens)

Length 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 ≥17

No. of hypotheses 12 40 85 102 115 96 77 62 47 43 15 18 9 9 5 9

4 Approaches and Models

As mentioned above, in the monolingual case, the authors in [6] presented a DNN
Siamese architecture that encodes premise and hypothesis using convolutional
NNs (to be more precious, using time-dilated convolutions and max-poolings
– the architecture of the network is described above in Related Work section).
Input sentences are represented as a sequences of word embeddings in a common
way.

Our approaches to the cross-lingual case can be divided into two basic classes:

1. approaches that use monolingual tools and machine translation
2. approaches that use multilingual tools (e.g., embeddings),

4.1 Monolingual Tools and Machine Translation Approaches

As previously mentioned, we have already performed machine translation on
Czech hypotheses. Therefore we can deal with a classification task of sentence
pairs in the form of “original premise (containing metaphorical expression) and
machine-translated hypotheses (paraphrase candidate, translated from Czech to
English)”.

Machine Translation + FastText Word Embeddings on English App-
roach (MT+FastText): We used the same architecture (sentence encoder) as
in the original monolingual work [6] with a little modification: we used FastText
embeddings from MUSE project. The network has 41701 trainable parameters
in total. It was trained in 130 epochs with RMSprop.

Machine Translation + GloVe Word Embeddings on English App-
roach (MT+GloVe): The same approach as in the previous case with GloVe
embeddings instead of FastText embeddings.
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Universal Sentence Encoder Approach (MT+USE): Our second app-
roach is based on Universal Sentence Encoders (USE for short), see [8]. (A brief
descriptions of USE family is provided in [5].) USE outputs are 512-dimensional
sentence embeddings (generally, embeddings of more-than-one-word pieces of
text).5 Since USE are not available for Czech, we used MT translations again.

Sentence representations (premise and translated hypothesis representations)
obtained by USE are merged using a concatenation layer followed by a dense
32-dimensional layer, subsequently followed by a dropout layer and completed
with a sigmoid classification layer.

4.2 Multilingual Embeddings Approach

MUSE Word Embeddings Approaches: While the previously introduced
approaches fully rely on machine translation, the second set of baseline
approaches is based on multilingual word embeddings.

We used precomputed FastText word embeddings (trained on Wikipedia)
that are aligned in a single vector space. Therefore the embedding of an English
word and the embedding of its corresponding translation are located close in the
embedding space. These multilingual embeddings are available for 30 languages
including Czech within a MUSE project6.

We used the same sentence encoders and investigated three scenarios:

1. concatenation of encoded premise and Czech hypothesis is subsequently fed
to a sigmoid layer (MUSE-EN+CZ),

2. concatenation of encoded premise, encoded Czech hypothesis and encoded
English hypothesis (MT from CZ to EN) is subsequently fed again to a sig-
moid layer (MUSE-EN+CZ+EN-concat),

3. concatenation of encoded premise and average of encoded Czech hypothesis
and encoded English hypothesis (MT from CZ to EN) is subsequently fed
again to a sigmoid layer (MUSE-EN+(CZ+EN)-aver).

The last architecture is shown on Fig. 2.
The idea behind the last two scenarios is to exploit both the information

contained in the Czech hypothesis and also in the information from the English
hypothesis obtained from the Czech by machine translation. The averaging used
in the third scenario is possible since we use the same sentence encoders. In all
cases, presented architectures are simple, since the volume of the dataset is still
not big, hence larger models may be faced with overfitting.

5 We used https://tfhub.dev/google/universal-sentence-encoder/4.
6 https://github.com/facebookresearch/MUSE.

https://tfhub.dev/google/universal-sentence-encoder/4
https://github.com/facebookresearch/MUSE


Cross-lingual Metaphor Paraphrase Detection 353

Fig. 2. Architecture based on averaging sentence representations of Czech and MT
English hypotheses

5 Results

The results of proposed classifiers are summarized in the following table.

Table 2. Results of considered approaches

Approach Accuracy

MT+GloVe 0.5671

MT+FastText 0.5820

MT+USE 0.5565

MUSE-EN+(CZ+EN)-aver 0.5591

MUSE-EN+CZ+EN-concat 0.5531

MUSE-EN+CZ 0.5534

As accuracy (in the context of Table 2), we mean the mean of accuracies
obtained by 12-fold validation – the same concept of 12-fold validation was used
in original paper [6].
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We can notice that both of approaches based on word embeddings and MT
outperform Universal sentence encoder and MT approach.

We can also observe that there are also very subtle differences in results
obtained by all architectures based on multilingual word embeddings.

6 Conclusion and Summary

This work was focused on the cross-lingual paraphrase detection, particularly
on English-Czech language pair. We have stated a cross lingual metaphor para-
phrase detection task along with the development of an experimental English-
Czech corpus derived from the existing monolingual one. To best of our knowl-
edge, this is the only one corpus of this kind.

We established several baselines over this corpus. These results show that this
cross-lingual task can be considered as a hard problem: the best of our results
is approximately about 8% higher than the majority baseline.

In our case, monolingual approaches that use machine translation outper-
form approaches that deal with both languages together with multilingual word
embeddings. The reason may be that hypotheses are relatively simple sentences
that can be automatically translated in a reasonable quality – indicated by the
BLEU score. On the other hand, alignment of multilingual word embeddings
may cause some bias. Averaging Czech and MT English sentence embeddings
may also be a source of another bias, hence a simple monolingual architecture
outperforms other approaches. Generally, low results are probably caused by a
relative small volume of the corpus – the impact of increasing number of training
instances will be a subject of further investigations.

6.1 Further Work

Since deep learning approaches generally require large volume of training data,
one of the future directions is augmenting this dataset with additional exam-
ples. Additional training data allows us to investigate also the impact of size
of the dataset. Moreover, larger datasets provide a solid background for stating
statistical hypotheses and their testing.

In a similar task of cross-lingual inference, one of the first experimental cor-
pora contained 1332 examples in four languages [2], more widely known XNLI
corpus [10] contains 7500 items. The other issue is also adding other languages
(i. e., hypotheses in languages different from Czech). Incorporating additional
languages other than Czech enables discovering the role of the language and/or
possible independence of approaches on a given language.

The other major direction is the development of new models and architec-
tures, including promising approaches based on transformers like BERT [11] and
contextualized word embeddings like ELMo [17].
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Abstract. Deep Neural Networks have demonstrated the great efficiency in many
NLP task for various languages. Unfortunately, some resource-scarce languages
as, e.g., Tigrinya still receive too little attention, therefore many NLP applications
as part-of-speech tagging are in their early stages.Consequently, themain objective
of this research is to offer the effective part-of-speech tagging solutions for the
Tigrinya language having rather small training corpus.

In this paper the Deep Neural Network classifiers (i.e., Feed Forward Neu-
ral Network, Long Short-Term Memory, Bidirectional LSTM and Convolutional
Neural Network) are investigated by applying them on a top of trained distri-
butional neural word2vec embeddings. Seeking for the most accurate solutions,
DNNmodels are optimizedmanually and automatically. Despite automatic hyper-
parameter optimization demonstrates a good performance with the Convolutional
Neural Network, the manually tested Bidirectional Long Short – Term Memory
method achieves the highest overall accuracy equal to 0.91% .

Keywords: Deep Neural Networks · FFNN, CNN, LSTM, BiLSTM methods ·
word2vec embeddings · Nagaoka corpus · Tigrinya part-of-speech tagging

1 Introduction

Part-of-speech (POS) tagging is a well-known task in NLP: it represents a process of
mapping words in sentences into their corresponding parts-of-speech, based on their
context and the meaning. POS tagging is a prerequisite for many NLP tasks such as
dependency parsing, machine translation, speech recognition and so many others. To
train the accurate POS tagger, a large annotated corpus is required. Unfortunately, for
many resource-scarce languages such annotated corpora do not exist. Unsupervised
solutions still underperform supervised, therefore, to expect better results the annotated
data is crucial. Besides, there is no one right solution that could work for each language:
each language is different and difficult in its own way, therefore requires adaptation [6].

Tigrinya belongs to the Semitic language branch of the Afro-asiatic family, along
with Hebrew, Amharic, Maltese, Tigre and Arabic. Semitic languages are characterized
with the rich derivational and influential morphology which results in the numerous
variations of word forms. The distinguishing feature of Semitic languages lies in the
‘root-template’ morphological pattern that is often composed of trilateral roots. The verb

© Springer Nature Switzerland AG 2020
A. Lopata et al. (Eds.): ICIST 2020, CCIS 1283, pp. 357–367, 2020.
https://doi.org/10.1007/978-3-030-59506-7_29
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roots in Semitic languages comprise a sequence of consonants, whereas the templates
are the patterns of vowels that are intercalated in between these consonants, forming
various stems.

Besides, the resource rich languages such as English have large corpora, well-
developed language tools and can continue the research based on finding from the
previous studies. On the contrary, the Tigrinya language has only one corpus, available
for POS tagging, which is rather small [5]. Open resource corpus (such as Crubadan
Corpus Building for Minority Languages1) doesn’t contain the morphological labels
crucial for the POS tagging task. Previous research (presented in [6] and [3] performed
with the Tigrinya POS tagging was based on training the traditional supervised machine
learning techniques; in particular, the Conditional Random Fields (CRFs) classifier and
Support Vector Machines (SVMs). Despite the authors managed to achieve good results
they have not tested state-of-the-art techniques yet that could boost the accuracy even
further. Consequently, in this research for the Tigrinya POS tagging we focus on the
best currently known solutions based on the Deep learning. Seeking for the best model
we test several Deep Neural Network (DNN) classifiers (Feed Forward Neural Network
– FFNN, Long Short-TermMemory Network – LSTM, Bidirectional LSTM – BiLSTM
and Convolutional Neural Network – CNN) by tuning hyperparameters manually and
automatically. It resulted in finding the accurate model able to reach the accuracy of
~0.91 using BiLSTM method.

2 The Corpus

The data for the Tigrinya POS tagging is taken from the Nagaoka University of Japan2

[5] and to our knowledge it is the only POS tagged corpus publicly available for the
Tigrinya language. The corpus contains newspaper articles, 72,080 tokens from 4656
sentences (the snippet from the corpus can be found in Fig. 1) [5]. Words in the corpus
are labelled with 20 POS tags (V_PRF, UNC, V_AUX, V_IMV, N, PUN, V_REL,
ADV, INT, N_V, ADJ, NUM, N_PRP, FW, V, V_GER, CON, V_IMF, PRE, PRO)
making this problem a supervised multi-class classification problem. It is prepared in
Geez and English alphabets, but in our experiments only the English alphabet is used.

The corpus was split into training, validation and testing. The statistics can be found
in Table 1.

Tigrinya words possess rich morphological information embedded in the form of
prefixes, infixes and suffixes [1]. Thus, the Tigrinya language specifics makes us to
consider the following features: 1) if a word is the first word in a sentence; 2) if a word
is the last word in a sentence; 3) POS tags of 2 words before a target word; 4) a POS tag
of 1 word before a target word; 5) POS tags of 2 words after a target word; 6) a POS tag
of 1 word after a target word.

1 Available at http://crubadan.org/languages/ti and word list compiled by Biniam Gebremichael’s
web crawler, available http://www.cs.ru.nl/biniam/geez/crawl.php.

2 Available at https://eng.jnlp.org/yemane/ntigcorpus.

http://crubadan.org/languages/ti
http://www.cs.ru.nl/biniam/geez/crawl.php
https://eng.jnlp.org/yemane/ntigcorpus
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<w type="PRO">Iti</w> <w type="PRO">ገለ</w>
<w type="ADJ">amerikawi</w> <w type="PRO">ካብቶም</w>
<c type="PUN">:</c> <w type="PRO">ካብቲ</w>
<w type="N">hageru</w> <w type="ADJ">ሕሱም</w>
<w type="PRE">abI</w> <w type="N">ግዳያት</w>
<w type="PRE">lIOIli</w> <w type="ADJ">ዝመሎቑ</w>
<w type="N">dipIlomaseNatatI</w> <w type="V_PRF">እናሃደሙ</w>
<w type="PRE">nayI</w> <w type="CON">እውን</w>
<w type="ADJ">Hayalo</w> <w type="V_IMF">ይኾኑ</w>
<w type="N">hageratInI</w> <c type="PUN">።</c>
<w type="N">zEgatatanI</w> <w type="V_IMF">ይኾኑ</w>
<w type="ADJ">sIleyawi</w> <w type="CON">እውን</w>

Fig. 1. The snipper from the Nagaoka corpus used for the Tigrinya POS tagging [5]

Table 1. Training, testing and validation splits of the dataset used in Tigrinya POS tagging

Set Percentage points Number of tokens Number of sentences

Training 60% 43,248 2,792

Validation 20% 14,416 931

Testing 20% 14,416 933

3 Vectorization

DNNs can be applied on a top of vectorized words. For this reason, we have selected the
novel distributional word embeddings approach, where each word is represented with a
real values vector and vectors of the semantically similar words are projected closely in
a vector space.

In our experiments we have used word2vec approach, which is a NN trained embed-
ding model. Before training, the text corpus was split into windows containing a focus
word (given as a NN input) and its context (given as the output). Since similar focus
words appear in the similar context; their word2vec vectors are closer in the vector
space. Given enough training data, the position of the word in a vector space is learned
correctly.

Since pre-trained and publicly available word embeddings do not exist for the
Tigrinya language, we have trained embeddings with 4656 sentences of the Nagaoka
corpus with dimensionality = 100. We have set the context window size equal to 3,
which means that a context of 3 words before and 3 words after a target word were
considered. All the rest parameters were set to their default values. For training the
word embeddings we have used python programming language with gensim [9]. The
pre-trained word embeddings were saved and afterwards used in all our experiments.
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4 DNN Classifiers for Tigrinya POS Tagging

Feed Forward Neural Network (FFNN) or multilayer perceptron (MLPs) is the simplest
network of all the DNN types, it is very simple and fast compared to the other types of
DNN. For the POS tagging problem, FFNN can play a role of a classifier. Despite it,
FFNN does not have solutions to work with the sequential data (i.e., words in sentences)
that is especially important in the POS tagging; therefore, the sequential information (a
context of the target word) to the FFNNwas inputted indirectly: in a form of 2 succeeding
and 2 preceding words around a target word. Despite contextual information was fed into
FFNN in such a fake way, we do not expect the method to demonstrate very good results
in the POS tagging task. However, the FNNN method is still selected as the baseline
approach to see how far the accuracy can go with such a naïve solution.

However, workingwith the sequential data (as a text) a word order cannot be ignored.
Especially a word order is informative for the Tigrinya language, because changing it in
a sentence, the meaning of a sentence also changes. For this reason, Recurrent Neural
Networks (RNNs) should be a good choice for our POS tagging task. RNNs are meth-
ods having memory units and therefore adjusted to cope with the sequential data. An
input of the current time step is an input for the next time step, thus it has two inputs
of which the first one is an actual input (i.e., incoming word from a sentence) and the
second one is an output of the previous time steps (i.e., generalized information about
previous words). Despite RNNs have the memory, they suffer from the vanishing gra-
dient problem. RNNs remember only the recent information and therefore are accurate
working with the short-term dependencies. For the longer sequence’s LSTMs and BiL-
STMs are used instead, because they are refined to remember longer sequences. LSTM
memory cell has 3 weighted gates adjusted during training the input, forget and output
gates are used to memorize what information to input, forget and output, respectively.
LSTM considers information going in only one direction: i.e., from the beginning to the
future. However, BiLSTM considers sequences going in both directions: from-the-past-
to-the-future and from-the-future-to-the-past. In the POS tagging task, some later words
may give important details about the morphological form of the current word and it is
especially evident with the Tigrinya language verbs carrying a lot of information about
nouns and pronouns, mostly appearing at the end of sentences.

Despite RNNs (as LSTMs, BiLSTM) are adjusted to cope with the sequences of
words, sometimes they underperform the other classifiers. Recurrent methods consider
the whole context including unrelated to the target word. For this reason, CNNs could be
a good solution. Initially these methods were used for the image data, however, recently
they are successfully adjusted for the NLP problems. Instead of whole text sequences,
CNNs consider only patterns of sequential words (called n-grams) and a width n (usually
n= [2, 5] words) of some filter determines how long patterns are worth to explore. CNNs
could be a good option for our solving task, because in the Tigrinya language not all
the information in text sentences matters, but only some context (in terms of n-grams),
usually close to the target word.
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5 Experiments and Results

In this research we have experimented with the dataset (described in Sect. 2), using
vectorization (in Sect. 3) and the DNN methods (in Sect. 4). For the method implemen-
tations we have used python programming language with TensorFlow [10] and Keras
[2].

As the evaluation metrics we have used the accuracy and the loss presented in Eq. 1.

Accuracy = tp+ tn

tp+ tn+ fp+ fn
, where (1)

tp (true positives) represent + instances with, determined class +;
fn (false negatives) represent + instances, with determined class –;
fp (false positives) represent − instances, with determined class +;
tn (true negatives) represent − instances, with determined class −.
For the POS tagging results to be considered reasonable and appropriate the accuracy

(in Eq. 1) must be above calculated random = 0.127 (see Eq. 2) and majority = 0.270
(Eq. 3) baselines.

Random baseline =
∑

P(ci)
2 (2)

Majority baseline = max P(ci), where (3)

ci is a probability of a class (where classes represent POS tags).
In this researchwe have explored differentDNNs architectures and hyper-parameters

(by tuning manually and automatically), paying specific attention to the activation func-
tions. Activation functions determine the output of DNNs deciding whether it should be
activated or not based on each neurons’ input and relevancy in prediction. In this paper
we have explored 3 types of activation functions [8]: relu, softmax and tanh to determine
the best.

5.1 Manually Tuned DNN Architectures and Hyper-parameters

With FFNN classifier the following parameters were investigated (Figs. 8 and 9):

• One-hot encoding vectorization;
• 1, 2 and 3 hidden layers and neurons of 256, 512, 1024;
• 100 epochs;
• 256 as the batch size;
• Tanh, softmax, relu activation functions.

The highest accuracy (equal to 28%) with the FFNN classifier was achieved with
the softmax activation function (see Fig. 3) and the architecture presented in Fig. 23.
Different numbers of neurons, hidden layers didn’t show any significant impact on the
accuracy.

With LSTM and BiLSTM classifiers the following parameters were investigated:

3 For representing this and further models plot_model function in Keras was used.
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Fig. 2. Architecture of the best determined model with the FFNN classifier

0 0.05 0.1 0.15 0.2 0.25 0.3

Relu

Softmax

Tanh

Fig. 3. Accuracies with different activation functions using FFNN

• Word2vec distributional neural embeddings (Sect. 3);
• 1, 2, and 3 hidden layers;
• 32, 64, 128, 256 neurons;
• 100 epochs;
• 32 as the batch size;
• Tanh, softmax, relu activation functions.
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The best accuracies with different activation functions for LSTM (Fig. 5, Fig. 4) and
BiLSTM (Fig. 7, Fig. 6) were achieved with one hidden layer and 64 neurons.

0 0.2 0.4 0.6 0.8 1

Relu
Softmax

Tanh

Fig. 4. Accuracies with different activation functions using LSTM

Fig. 5. Architecture of the best determined model with the LSTM classifier

0 0.2 0.4 0.6 0.8 1

Relu
Softmax

Tanh

Fig. 6. Accuracies with different activation functions using BiLSTM

With CNN classifier the following parameters were investigated:
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Fig. 7. Architecture of the best determined model with the BiLSTM classifier

• word2vec embeddings;
• 1 convolutional layer;
• 100 filters;
• 3 kernel size;
• 2 layers, 64 and 1 neurons respectively;
• Tanh, softmax, relu activation functions.

0 0.05 0.1 0.15 0.2

Relu
Softmax

Tanh

Fig. 8. Accuracies with different activation functions using CNN

5.2 Automatic DNN Hyperparameter Optimization

Tuning hyper-parameters of deep learning methods manually is time consuming. For
this reason, we have performed an automatic optimization of the hyper-parameters
with python’s library Hyperas [4]. The discrete and real hyper-parameter values were
tuned automatically searching for the best their options giving the highest accuracy
on the validation dataset. LSTM, BiLSTM and CNN classifiers applied on a top of
word2vec embeddings with the following options of hyper-parameters were tested in
our experiments:
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Fig. 9. Architecture of the best determined model with the CNN classifier

• sigmoid, softmax, tanh, relu, swish, selu activation functions;
• adam, sdg, rmsprop optimizers;
• 32, 64, 128 as the batch size;
• 16, 32, 64, 128 neurons;
• 1, 2, 3 layers

The optimization was performed in 20 iterations tuning hyper-parameters in the
directed manner using tpe.suggest strategy. The best obtained results are presented in
Table 2.

Table 2. Hyperparameter optimization results

Method Activation Layers Neurons Batch_size Optimizer Accuracy

LSTM Sigmoid 1 32 32 rmsprop 0.89

BiLSTM Sigmoid 1 64 32 rmsprop 0.91

CNN Sigmoid, Softmax 1 32 32 adam 0.61
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6 Discussion

Zooming into the results allow us tomake the following statements. The best results with
different classifiers are above random and majority baselines, therefore are considered
appropriate and reasonable.

Using the limited amount of data, the DNN methods, FFNN, LSTM, BiLSTM and
CNN have been tested with the neural word embeddings. Hyper-parameter optimization
has not made significant improvement on LSTM and BiLSTM, however, the accuracy
got higher on CNN reaching 0.61. CNN is not the worst option (FFNN is the worst), but
it is not efficient with the sequential data.

Either manual or automatic tuning of hyper-parameters revealed the superiority of
the BiLSTM classifier reaching the accuracy = 0.91. This result was proved to be
significantly the best compared to the other achieved results reported in this paper. The
statistical significance was calculated by using McNemar test with the significance level
of 95% [7]. BiLSTM considers sequences of words in both direction (from-the-past-
to-the-future and from-the-future-to-the-past) that seems to be very important for the
Tigrinya language.

In the previous work for the Tigrinya POS tagging the traditional classifiers (CRFs
and SVMs) were applied on a top of contextual, morphological and affix features reach-
ing the accuracy of 0.90. In this paper we to improve this result with the DNN. Our
research work is important, because it explores the effectiveness of the state-of-the-art
DNN methods that are already proved to be the best in various NLP tasks for the other
languages.

Since the experiment is done with a rather small corpus, we anticipate that the
accuracy of the model could increase even more by adding more representative and
diverse sentences to the corpus.

7 Conclusion

In this paper we are solving the part-of-speech tagging problem for the morphologically
complex Tigrinya language. The contribution of this research is that for the first time
we apply state-of-the-art DNN classifiers (in particular, Feed Forward Neural Network,
Long Short-Term Memory, Bidirectional LSTM and Convolutional Neural Network)
in the part-of-speech tagging task for the Tigrinya language. Besides, we train and use
Tigrinya neural word embeddings. Seeking for the best model for our solving task, we
also test different options of hyper-parameter values (by tuning themmanually and auto-
matically) for different types of DNNs. The best accuracy of 0.91 is achieved with the
Bidirectional LSTM classifier and the softmax activation function. The result is con-
sidered promising (because much above random and majority baselines); however, to
improve the accuracy even more we probably need more training data. This research is
important for the Tigrinya language; however, other similar Ethiopic languages (espe-
cially resource-scarce) can also benefit from this research: we expect the conclusions
about the methods (and hyper-parameters) to be similar.
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Abstract. Peer-to-Peer news portals allow Internet users to write news
articles and make them available online to interested readers. Despite the
fact that authors are free in their choice of topics, there are a number of
quality characteristics that an article must meet before it is published. In
addition to meaningful titles, comprehensibly written texts and meaning-
ful images, relevant tags are an important criteria for the quality of such
news. In this case study, we discuss the challenges and common mistakes
that Peer-to-Peer reporters face when tagging news and how incorrect
information can be corrected through the orchestration of existing Natu-
ral Language Processing services. Lastly, we use this illustrative example
to give insight into the challenges of dealing with bottom-up taxonomies.

Keywords: Tagging · Bottom-up taxonomies · Data cleansing

1 Introduction

Wherever content in larger amounts is created online, many websites make use of
tags. Whether the content is created by individual users on a blog or question-
and-answer website such as StackOverflow or by professional journalists on a
news website, adding relevant keywords to an entry works as a shortcut for
handling the mass of data. Furthermore, authors can utilize tags to describe
their article on a higher level of abstraction than would be possible by merely
composing a concise title. The choice of appropriate tags also makes it possible to
categorize the articles and integrate it into the website’s contents in a structured
manner. Thus, connections to related topics and articles become apparent. On
the other side, tags help users browse all the available contents for specific terms
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they are interested and to filter the search results to ultimately get just the most
important articles regarding their query.

Although at first sight tags seem like a perfect means to semantically struc-
ture a website’s contents, on closer examination the reality shows a different
picture. First, some authors do not choose relevant tags to describe their arti-
cles, given that they use only terms that are too general or too precise. Both
of these extremes are problematic because badly tagged articles, being difficult
for interested users to find, corrupt the purpose of tags as helpful metadata.
Furthermore, in general the inventory of tags on websites is incredibly vast: A
large German Peer-to-Peer (P2P) news platform, for instance, counts more than
50,000 different tags (in the time period of 2000–2017), including a huge amount
of tag synonyms in this number. To name but a few, various forms of the same
tags co-exist, such as synonym pairs of singular and plural forms like “Krankheit”
(illness) and “Krankheiten” (illnesses), unnecessary usages of punctuation like
“Fußball” (football) and “Fußball :” and misspellings. Such redundancies of tag
synonyms complicate their quantitative and qualitative analysis as well as any
further processing and subsequent usage for other applications. We therefore
analyze the tags from a P2P news platform, with a special focus on tag syn-
onyms and available cleansing approaches thereof.

The structure of the paper is as follows: In Sect. 2, we provide an overview of
the related work, presenting our dataset in Sect. 3. We discuss in Sect. 4 the need
for Natural Language Processing (NLP) and the orchestration of NLP services,
then ending by presenting a conclusion in Sect. 5.

2 Related Work

The following section gives insight into existing work in this research area.
We briefly introduce P2P News (cf. Sect. 2.1) and bottom-up taxonomies
(cf. Sect. 2.2) before presenting work on relevant data cleansing approaches
(cf. Sect. 2.3).

2.1 Peer-to-Peer News

News portals with high user interaction such as ShortNews, digg or Newsvine are
known as “citizen journalism” [13] or “Peer-to-Peer” news [17,18], named after
the operation principles of P2P websites. Another well-known term is “social
news” [9], which describes websites offering participative journalism. The basic
idea of P2P news portals is that every registered user can make his/her own news
available to other users. The quality of these articles is often evaluated via quality
guidelines and a community-based voting system. To ensure the motivation of the
reporters, a point system is used on some pages, which rewards the effort of P2P
reporters, who often try to adopt the writing style of professional reporters while
at the same time devoting themselves to small, local topics. For example, German
P2P platform ShortNews1 is dedicated to the short, concise presentation of news
1 ShortNews discontinued operations in 2018.
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that has already been published on major news portals. In contrast to community
news, there is no thematic limitation here, but rather content compression and
processing. The idea is to summarize topics in three paragraphs for other users.
Moreover, authors are asked to provide some metadata (categories, tags) that
help describe an article and allows it to be found by other users [3]. Tags are
generally chosen initially by the authors or later on by the community. In this
context, bottom-up taxonomies (folksonomies) as well as top-down taxonomies
(e.g. controlled vocabulary) are used [3].

2.2 Bottom-Up Taxonomies

The defining feature of a bottom-up taxonomy or folksonomy is that it is gen-
erated in collaboration by a whole group of active users (the folk). In contrast
to a top-down taxonomy, the vocabulary is not predetermined but develops
over time, open-ended [3]. Inherent in this system is the opportunity for users to
freely choose those tags that they deem most appropriate for their articles. They
can introduce new tags if the existing ones do not meet their needs. Thanks to
its open nature, a bottom-up taxonomy therefore reflects the users’ needs and
vocabularies that evolve and vary over time. Since the majority of users are not
professional experts, the complexity of the annotated tags is generally on a lower
level. As such, a folksonomy should be regarded more as a categorization that
is less restricted by defined boundaries than a formal and systematic classifica-
tion. In addition, it is not structured hierarchically and does not include explicit
relationships between different tags [15].

Websites relying on bottom-up taxonomies often specify guidelines for their
users concerning the choice of tags. Good tags are the ones that integrate an arti-
cle appropriately into the entirety of articles available on a certain website. This
means that the tags should describe the articles’ content on a level of abstraction
that ensures everyone roughly understands what it deals with. Tags should be
chosen considering how other people would search for topics they are interested
in. For instance, the tags “woman”, “society” and “50” are clearly uninforma-
tive, giving no insight into the content of the article and impeding that a user
even receives it as a search result on a (tag-based) query. These tags (some-
times called meta-tags) are too general and should therefore be used carefully
as, if applied singularly, they cannot describe the article and differentiate it from
others properly. Also, websites such as StackOverflow advise their users not to
introduce new tags but instead to utilize existing tags consistently, restricting
them in their choice of tags.

2.3 Data Processing Approaches for Taxonomies

Even though there are various different ways to construct a taxonomy, e.g. manu-
ally, Tsui et al. [19] focus on automatic construction approaches. These typically
include clustering (terms that occur in similar linguistic contexts are arranged
in groups), similarity based on lexico-syntactic patterns, and knowledge sources
(machine-readable dictionaries are used to check for lexical relations between
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terms). As a different approach, Tsui et al. developed a system that automat-
ically converts tags from a folksonomy into a hierarchical taxonomy, based on
heuristic rules and deep syntactic analysis. In order to find hierarchical relations
between terms, the authors apply three heuristic rules: First, when “one term
is same as the other term and additionally modified by certain words or adjec-
tives” [19], this is classified as an is-a relation, meaning that the longer term is
part of the shorter term (e.g. “Fußball Bundesliga” (national league football) and
“Fußball” (football)). Secondly, an abbreviation is classified as the neighbour of
a term or phrase when it consists of the first letters of that term or phrase (e.g.
“EU ” and “Europäische Union” (European Union)). Lastly, a tag combined of
two parts with “and” or “or” (e.g. “TV and entertainment”) is located hierar-
chically above the single terms (“TV ”, “entertainment”). Further, Tsui et al.
use a concept-relationship acquisition and inference algorithm to map tags (as
found in the raw texts) to concepts [19].

In their study about automatic tag clustering, Begelmann et al. [1] also
describe how to find related tags, i.e. tags that frequently co-occur as anno-
tations for a single article. They generated a sparse matrix, consisting of all the
pairings of tags present in the articles, with each value then being a measure of
the degree of co-occurrence of a pair of tags. Subsequently, this data was used
to build up undirected graphs, meaning clusters of these co-occurring tags.

Ienco et al. [10] present a clustering algorithm to generate a concept taxon-
omy based on the most frequent keywords in a document, occurring at least a
certain number of times. They use the Ward hierarchical clustering algorithm
to determine the clusters, the cluster-evaluation measure Goodman-Kruskal, as
well as PageRank to determine the best ranking of the keywords.

Chuang et al. [6] propose an algorithm based on Hierarchical Agglomerative
Clustering (HAC) combined with a min-max partitioning method with the aim
of turning the binary into a multi-way tree hierarchy. As they use short text
segments as input data, they rely on search results from search engines to retrieve
additional relevant contextual information. The sparse input is enriched with the
most frequent terms of the first hundred search results.

3 Bottom-Up Taxonomies: The Need for Data Cleansing

On P2P platforms, where users are neither restricted in the number of tags
they choose or in the introduction of new tags nor (generally) bound to any
guidelines, the amount of existing tags quickly increases enormously, leading to
redundant co-existing tag synonyms, i.e. dirty data and sparsity of tag space. For
subsequent analysis and applications, the underlying data should be as clean,
correct and consistent as possible. Consequently, the a posteriori cleansing of
such an unrestricted tag system is necessary to keep the overall tag quality
high enough for further reliable processing. In the following, we will present the
peculiarities of the dataset that is the basis of our research (cf. Sect. 3.1) as well
as general issues with bottom-up taxonomies (cf. Sect. 3.2).
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3.1 Insights into the Dataset

Our dataset consists of 157,748 news articles published on a large German P2P
news site between 2000 and 2017 by a total of 5,216 different users (cf. Table 1).
There are very active and less active users, e.g. the two most active authors alone
have written 27,977 news articles while many (registered) users do not write
articles at all. The news articles cover 13 different sections, the most popular
being the “Brennpunkte” (hot topics) section and the “Entertainment” section,
which in total contain 34% of the acquired news articles. In addition, we have
acquired 1,081,372 comments that refer to the news articles and allow us to
further analyze the communication behavior and language of authors and users.

Table 1. Overview of the relevant dataset

Year Articles Tags Unique New Tag/Article Unique/Article

2000 1,389 5,798 1,575 1,575 4.2 1.1

2001 2,302 11,402 4,959 3,111 5.0 2.2

2002 1,717 7,810 2,427 0 4.5 1.4

2003 1,484 7,189 2,240 682 4.8 1.5

2004 1,700 8,680 2,487 680 5.1 1.5

2005 1,638 9,255 2,723 714 5.3 1.7

2006 1,427 8,097 2,446 525 5.7 1.7

2007 1,446 8,305 2,552 482 5.7 1.8

2008 1,486 9,104 2,751 561 6.1 1.9

2009 3,022 19,448 5,013 1,413 6.4 1.7

2010 5,009 35,600 9,131 4,630 7.1 1.8

2011 8,348 67,403 15,080 8,276 8.1 1.8

2012 19,134 137,614 23,661 12,259 7.2 1.2

2013 22,830 115,553 16,528 5,042 5.1 0.7

2014 15,966 80,662 14,090 3,286 5.1 0.8

2015 28,087 127,052 17,396 4,269 4.5 0.6

2016 27,310 117,399 15,650 2,496 4.3 0.6

2017 13,453 54,963 8,760 193 4.1 0.7

157,748 50,194

However, this paper focuses on tags used by the authors. There are 50,194
unique tags in the dataset (cf. Table 1), of which the most frequent are “foot-
ball” (9,040), “USA” (6,103), “man” (3,292), “Germany” (3,153) and “woman”
(2,948). On average, 5.5 tags are assigned per article over all years, whereby
1.4 unique tags are added to the taxonomy per article on average. While the
number of tags assigned per article seems quite stable, the number of unique
tags decreases over the years. This may be an indication that certain tags have
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become established and are being used more and more, but it may also indi-
cate that certain topics dominate reporting. Since the tags are not predefined or
limited by the site operator, the taxonomy potentially grows with each article
added. In contrast to “Tags” in Table 1, which reflects the total number of tags
assigned within a year, “Unique Tags” provides the number of different tags.
“New” in the table shows the number of tags by which the taxonomy has grown
in a given year. These are only tags that were not used in previous years. As
Table 1 shows, new tags have been added to the taxonomy every year since 2000,
with the exception of 2002. In 2002, 1,717 articles were written and 7,810 tags
were assigned, but there were no tags that were not already assigned in previous
years, which means that the taxonomy was not growing in 20022. Overall, a
taxonomy with a very low tag reuse appears: Almost half of the tags were used
only once in our dataset and 95% of the tags were used less than 50 times.

However, many of these tags are only mistakenly present as unique, as no
normalization takes place. There are many examples of missing normalization.
For example, in the year 2012, 12,259 new tags were added to the taxonomy.
However, if we take a closer look at the assigned tags, it becomes clear that this
number would be smaller if normalization were applied. Tags are often found
in which missing or multiple spaces cause them to be known as new (e.g. “1.
FC Köln”). Another example is caused by spellings. In 2012, for example, the
spelling “El Kaida” for “Al Kaida” (Al Qaeda) can be found in the dataset,
although “Al Kaida” already exists in the dataset. However, the difficult han-
dling of the spelling of foreign names is also a challenge for professional jour-
nalism. The situation is different for names whose spelling is clear but difficult
to type correctly due to reasons such as special characters. Despite the fact
that “Jérôme Boateng” already exists in the dataset, both “Jérôme Agyenim
Boateng” and “Jerome Boateng” were added in 2012. To learn more about the
existing tags, we have taken a random sample of 5,000 tags (10%) spread over all
years. We have compared the tags with dictionaries and lexical resources and the
results underline the assumed poor quality. Only 31% of the tags are found in
the Duden dictionary and 69% can be found in BabelNet [16]. BabelNet achieves
a higher coverage here, as this dictionary supports product names and numerous
other entities. Since BabelNet also provides information about ambiguity, 51%
of the available tags are accordingly ambiguous. We dive into the details of tag
processing in Sect. 3.2.

3.2 Issues with Bottom-Up Taxonomies

A bottom-up taxonomy “[...] represents simultaneously some of the best and
worst in the organization of information” [15]. It enables and encourages users
to actively participate in the structuring of data, using few (if any) formal restric-
tions. In this subsection, we will introduce some of the issues that arise when

2 Based on the data available to us. It is very likely that new tags have been added
this year, but our dataset does not represent this.
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dealing with bottom-up taxonomies due to lacking standards, namely variations
in the usage of characters and punctuation, tag ambiguity and heterogeneity.

Because bottom-up taxonomies are generally generated by a collection of
users who are not professionals, the quality of the data sometimes does not meet
a universal standard. When individual users make a typing error or are not
aware of the correct spelling of a name or word, they (sometimes inadvertently)
produce a variant of the correctly spelled tag and thus dirty data. This includes
non-capitalized nouns, which (when taken without further context) might con-
sequently be confused with verbs, such as the noun “Laufen” (running) and the
verb “laufen” (to run).

In the German language, capitalization is the significant feature for identify-
ing a noun. Also leading to different representations of the same information, the
ordering of constituent parts can differ, with dates and addresses being the most
prominent example. Moreover, among users, inconsistent usage of punctuation
may arise, for instance with regard to the usage of special delimiting characters
such a hyphen (or not hyphen) between the constituents of a compound [12].

Furthermore, ambiguity is still a core problem for NLP. Considered in isola-
tion, even a simple word such as “star” has at least two meanings, the popular
celebrity or the luminous object in the sky at night. Besides these different
readings of a single word that are naturally inherent to a language, bottom-up
taxonomies additionally face the difficulty that users might interpret a certain
word in very individual ways depending on their connotations. Acronyms or
abbreviations are another source of confusion when different persons use them
to refer to different concepts. As there are no guidelines that users have to adhere
to, they apply tags to data by relying on their personal associations [3,12,15].

Another problem that arises is when users utilize different tags for the same
text or concept, which is referred to as tag heterogeneity. This problem can mani-
fest itself in several ways: On the morpho-syntactic level, variations in word forms
can emerge such as singular versus plural forms or different cases. Besides syn-
onyms as lexical alterations, there are different acronyms or abbreviations that
people use for the same term, taking their own personal shortcut, differ [15].
Individual users think on a different level of abstraction and consequently gener-
ate tags such as “Angela Merkel”, “Merkel” or even “Angela Dorothea Merkel”
and “Bundeskanzlerin Merkel” (German Chancellor Merkel). These four tags
are variants referring to the same person and are therefore heterogeneous [12].
Another difficulty is that multilingual and international websites face the prob-
lem of variants of the same concept being expressed in several languages. Conse-
quently, both tag ambiguity and heterogeneity lead to imprecision and inconsis-
tency in the whole tagging system and complicate efficient searches for relevant
articles [15].

As a bottom-up taxonomy has a non-hierarchical structure, there are no
relationships between tags. The tags are not interconnected via semantic devices
such as synonymy, hyperonymy or hyponymy, which is problematic because a
query for a specific word will only yield articles annotated with this tag and
none annotated with similar, broader or narrower terms. As a possible solution,
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some websites using bottom-up taxonomies apply clustering algorithms in order
to identify related tags and enrich the search results [15].

However, due to tag ambiguity and heterogeneity, it is difficult to work out
reliable and sensible hierarchical structures. However, these are just examples of
the challenges accompanied with dirty data. A comprehensive overview of the
wide range of challenges is shown by Kim et al. [12]. We have selected these
challenges as particularly relevant for our work, on the basis of our findings from
the random sample in Sect. 3.1.

4 Cleansing and Tagging Approaches

In this section, we will discuss the need for NLP and present our current expe-
riences with approaches to automatically cleanse the tags in our dataset.

4.1 The Need for NLP

Because of their open, unconstrained nature, bottom-up taxonomies such as
P2P news portals are very prone to dirty data that are difficult to automatically
cleanse in hindsight. Up to now, only a fraction of dirty data could be prevented
a priori using specific restrictions on user entries (e.g stopword lists). When the
complexity of processing unstructured data such as texts increases, NLP is often
required, since simple string comparisons, etc. are no longer sufficient. But the
normalization and reduction of tags should not be seen exclusively as the task of
NLP. After all, many errors in the data could be corrected by simple database
operations and similarity searches. NLP becomes necessary, though, if the under-
lying news texts are to be included or if linguistic resources are needed to solve
lexical ambiguity [16]. As an established discipline, NLP can draw on numerous
tools and extensive resources. A famous example for a resource is BabelNet – a
semantic network that covers 284 languages and about 830 million word senses.
However, NLP approaches always find particular strength when they are not con-
sidered in isolation but applied as pipelines. “A pipeline consists of components
processing input documents one after the other and passing the output on to
the next component” [5]. Each individual component contributes a little to the
processing of the documents and is in itself an expert in a particular field. The
subsequent components can then rely on the output of the previous components.
A special form of NLP pipelines are demand-oriented and orchestrated NLP ser-
vice pipelines. Here, the need for necessary processing steps to achieve a goal (e.g.
less variant richness in a tag collection) is automatically determined and inde-
pendent NLP services are linked together in order to achieve the goal, whereby
each service is responsible as an expert for a detached processing task. This
approach is borrowed from On-The-Fly Computing, which involves combining
independent software services with regard to given software requirements [4,11].
In the following we show an example of how single NLP services can be applied
as a pipeline to the problem described here.
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4.2 Orchestrated NLP Services

We have defined NLP microservices, which we use in a pipeline to reduce the
number of variants in the tags and make use of them (cf. Fig. 1). The individual
services build on each other, whereby the complexity of the processing increases.

NLP Services

Rule-based
Normalization

FuFF zzy
Merging

Lexical
Disambiguation

Entity
Matching

Lemma
Merging

Fig. 1. Relevant NLP services

Rule-Based Normalization: In NLP, normalization is a process that converts
a given vocabulary into a uniform representation. Depending on the data quality,
the subsequent processing of the data can be influenced positively – both in
terms of the quality of the results and the speed. However, not all normalization
steps are suitable for every NLP task. For example, the conversion to lower case
is often an important normalization step, but in our case study we use data
in German which is the reason why we cannot rely on lowercase conversion.
For example, this would introduce many ambiguities. However, since there are
well isolatable normalization needs, we have opted for a rule-based, sequential
approach. We therefore defined a total of 35 rules that can transform individual
tags (e.g. remove characters) as well as a number of selected tags (e.g. merge
similar tags). In the following we present two rules to make the procedure more
understandable.

The first rule applied to all tags is the normalization of punctuation marks at
the end of a tag. Very often there is a question mark or exclamation mark at the
end of a tag, and periods and quatation marks also occur (e.g. “Unfall!”, engl.
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“Accident!”). These characters can be detected by the first and very simple rule
and are deleted without replacement. While this is useful in many cases, there
are also cases when the rule fails (e.g. tags related to German TV shows such as
“Wer wird Millionär?” and “Wetten dass...?”).

Another rule that applies to all tags but focuses on merging tags is the rule
for normalizing apostrophes, such as the tags in “McDonald ‘s” and “McDon-
ald ’s”. In these cases, the variants are reduced to the most common spelling.
A similar procedure is used for the normalization of spellings, where several
word variants result from a word composition using hyphens (“Dengue-Fieber”
and “Denguefieber”). In German, however, composites are usually used because
many nouns are written as one word. As a result, dozens of exceptions exist and
there are therefore numerous variations in the tags.

Lemma Merging: During the manual analysis of the tags after the normaliza-
tion we noticed that many tags are still present twice, but in both a singular
(“Ferienwohnung”, “Demo”) and a plural form (“Ferienwohnungen”, “Demos”)
or in a male and a female form. For this reason, a linguistic service must be used
that is able to reduce words to a common form and, if possible, to distinguish dif-
ferent word senses. We have chosen Duden, a dictionary of the German language,
in order to reduce the existing variants. To lower the number of comparisons,
we assume that tags have a common root. We therefore reduce the tags to the
word stem and then pass tags with a common word stem in the original to the
service.

Entity Matching: Since the underlying texts are news articles, the tags contain
a high number of (named) entities that cannot be found in such as the Duden (cf.
Sect. 3.2 and Sect. 3.1). We have therefore decided to use BabelNet as a cross-
linguistic resource because it reflects world knowledge in addition to linguistic
knowledge. The idea is that this NLP microservice can merge existing entities in
the tags, even if they are written differently. To ensure good detection quality,
entities should be merged only if there are clues in the news article context: for
example, if other tags match.

Figure 2 shows an example regarding the Egyptian politician Abd al-Fattah
Said Husain Chalil as-Sisi. This politician appears in our data under four dif-
ferent spellings (“Abdel Fattah al-Sisi”, “Abdel Fattah el-Sisi”, “Abdel Fattah
al Sisi” and “Abdel Fattah al sisi”), two of which were already merged during
normalization. The spellings “Abdel Fattah al-Sisi” and “Abdel Fattah el-Sisi”
differ only marginally, but no rule has merged them yet. However, BabelNet
knows both spellings and internally assigns a unique BabelID to the named entity
(bn:13913047n). Since the context of the messages also overlaps (two other tags
are identical), the two tags can be merged at a low risk. As a positive side effect,
this also leads to a lexical disambiguation, since the work can now be continued
internally with the unique BabelID. We use the same approach to merge abbre-
viations (e.g. CDU, AfD) and their written-out named entities (e.g. “Christlich
Demokratische Union Deutschlands”, “Alternative für Deutschland”).
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Abdel Fattah al-Sisi

Abdel Fattah el-Sisi

Terror

Anti-TerrorGesetz

Präsident

Ägypten

bn:13913047n

bn:13913047n
Armeechef

Fig. 2. Entity matching via BabelNet

Lexical Disambiguation: A very efficient way to reduce the number of tags
and strengthen the remaining tags in their meaningfulness is lexical disambigua-
tion, which means that the tags are matched with the content (title and article
text) and matching tags are disambiguated by the context. The assignment of a
unique BabelID results in only one reading for the tag. Furthermore, it is pos-
sible to merge synonymous tags, since synonyms can be identified via BabelNet
and also mapped to a unique BabelID. An example of this procedure is a news
article titled “Blog veröffentlicht nach dessen Selbstmord FBI-Akte von Hacker
Aaron Swartz” (“Blog publishes FBI file of hacker Aaron Schwartz after his sui-
cide”) which was assigned the tags “Selbstmord” (suicide), “Hacker”, “Blog”,
“Akte” (file), “FBI ” and “Aaron Swartz” by the author.

Fig. 3. Lexical disambiguation via babelfy

As shown in Figure 3, five of the ten words from the title could be disam-
biguated by Babelfy. A comparison of the assigned tags with the disambiguated
words from the title results in unique BabelIDs for the tags, which leads to a
reduction of variants. This becomes clear with the word “Selbstmord” (used 350
times), which is mapped to a BabelID and merged with the synonyms “Freitod”
(used two times) and “Suizid” (used 102 times). Other examples are “Blog” and
“Weblog” or “Bloggerin” and “Blogger”.
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Fuzzy Merging: Merging tags is a task that can be prone to errors: e.g. the
Levenshtein distance [14] of two means that two steps are necessary for going
from the word “Chili” to “Chile.” Both spellings clearly have an utterly different
meaning. The same applies to cases such as “1. Bundesliga” and “2. Bundesliga”,
the first and second German football leagues. That is, the plain string distance is
not enough, as it omits the word’s semantics. We consequently experimented with
word vectors extracted from a pretrained model (BERT [7,8]) and we self-trained
vectors on the data using FastText [2]. While such models seek to enrich string
data, the result did not solve the issue of merging tags. We did achieve quite good
results using Ratcliff-Obershelp similarity, but the error rate is still a concern:
The examples above also fail with this approach. The use of fuzzy matching is
therefore only an option if at least two tags in direct article comparison support
the assumption that the analyzed tags may be merged.

Results and Discussion: Table 2 shows the individual cleansing steps and
the effects on our dataset. For performance reasons we have taken a sample of
135,021 news for this paper and apply the presented pipeline to it. The corpus
results in 559,097 news-tag relations and 39,330 tags. The range of news-tag
relations spans from news with only one tag to news described by 20 tags. It
becomes clear that a considerable number of tags has become obsolete due to
cleansing. This number could be even larger, but we have limited ourselves to
making changes only if we are very sure that we will not introduce new errors
into the data or have avoided making decisions where human intervention would
be necessary. Nevertheless, it is a significant reduction in the number of tag
variants and it makes it possible to experiment with methods that allow for a
tag suggestion system and can contribute to making tag selection a little more
effective in the future, although paternalism should still not take place.

Table 2. Overview of resulting dataset per processing step

Step No. input tags No. output tags Change

1. Normalization 39,330 30,147 −9,183

2. Lemma merging 30,147 29,176 −2,971

3. Entity matching 29,176 26,166 −3,010

4. Lexical disambiguation 26,166 21,008 −5,158

5. Fuzzy merging 21,008 19,987 −1,021

To understand tag assignment better, we trained neural network transformer
models such as BERT [8] in order to automatically assign tags to news texts.
Transformers are attention-based language models that learn the semantics of
words in a corpus. They can assign word vectors to unknown words and they
can be fine-tuned directly on a downstream-task [8,20]. We trained a transformer
model on the original P2P news dataset in order to automatically assign tags
and we approached the case as a multi-label classification task. The number of
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labels (i.e., tags) is high and they are sparsely represented, which is why we
expected transformer systems as a good approach. They are trained on large
amounts of training data and designed for difficult tasks, where they excel due
to their broad language model and thus their understanding of language. For
example, the German BERT was trained on Wikipedia, legal texts and news
articles [7]. As expected, the results were useless and confirm our assumption
that the assumed tag quality of the original dataset is very low.

For this reason, we have created a comparative dataset with a much better
quality on which we can test the methods in order to understand how they
work and we ignore the poor data quality of our P2P dataset for a moment. We
therefore crawled a German newspaper website that is a well-known news source.
The newspaper articles were written by professional journalists, and so were the
tags assigned to them. We found a higher quality in the tag distribution even
though they are not entirely clean. Yet, we identified few errors: e.g. among all
tags that started with “Rus”, only two out of 14 could have been merged (a small
number compared to our user-generated news data): namely, “Russland” (the
German word for Russia) and “Russlan” (the same word missing the last letter).
But “Russlan” can also be a first name. Hence, we regard the newspaper tags as
very clean. BERT still had issues learning to assign these tags (fine-tuning with
20 epochs), resulting in a label ranking average precision score (LRAP score)
of 0.573. While this alone is not a favorable value, it is a good one for over
21,000 tags. Having seen that, we tried to automatically tag our user-generated
news data. As mentioned, this did not work out of the box, so we cleansed the
tags and restricted the data on the basis of the appearance of tags. We counted
every appearance and excluded tags that did not meet the threshold we set.
If this caused news texts to have no tags, we excluded them. We started high
and slowly approached a low minimum number of appearances. Using only texts
of the category “Wirtschaft” (Business) with at least 20 appearances of tags
resulted in an LRAP of 0.684, but here we only had 242 tags left. Using the full
dataset with tags restricted to at least 30 appearances and thus 113,000 texts
with different 2,717 tags, we achieved an LRAP of 0.695 after several epochs
which encouraged us to further investigate the case. At least 10 appearances
and 6,818 tags resulted in an LRAP of 0.508, five appearances with 11,240 tags
in 0.540. That is, excluding tags that only appear very few times enables us to
train a system that is able to assign tags automatically. Of course, this can be
improved having cleansed tag data. Furthermore, the score of around 50% is not
favorable but sufficient for a use case like ours and should, at this point, rather
be seen as an outlook and motivation for further work. An automatic tagging
system can thus support users and help to avoid as many new tags as possible.

5 Conclusion

In this case study, we intended to show the challenges that P2P news portal
operators face when they leave the tagging without rules to their own users
and do not perform a quality check. In conclusion, it is evident that bottom-
up taxonomies are in theory a satisfactory method for content description. They
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are easy to understand and allow organizing content quickly. However, they scale
poorly if they are not moderated or if other restrictions are introduced.

If such a system has been actively used for years by non-professional users,
like in our use case, it is very difficult to normalize the content in an automated
way due to ambiguities, spelling errors, and a wide range of word variants. How-
ever, we believe that unique tags are still an important tool to sort and themat-
ically classify the mass of daily produced content with a performance-oriented
method. In this case we recommend continuing with a validated base of tags to
prevent further ambiguities and to introduce unique tag IDs. Classification meth-
ods and standards for external linguistic resources allow linking own taxonomies
to existing knowledge bases. While writing new articles, authors should already
be offered tags selected by the system. We approached this need in Sect. 4.2,
which deals with suggesting tags.

In this work, we show that existing tag systems that were never subject to
any limitation or set of rules can be automatically cleaned by a variety of isolated
NLP services. However, it also became clear that a purely automated approach
has significant limitations. For example, some ambiguities cannot be resolved
even after an analysis of the titles and contents. Also, there are sometimes con-
tradictions in the tags or neologisms have been introduced, both of which are
difficult to detect and correct automatically. We see an opportunity for quality
improvement in that a suggestion system will lead to a higher reuse of tags and
that some tags will lose relevance and can be removed automatically because
they will become obsolete. As we showed, though, building a suggestion system
for tags on the basis of low-quality data is challenging. Nevertheless, we were
still able to set up such a system that can be used to support authors during
tag selection.
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