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Preface

This volume contains the papers selected for presentation at the 25th International
Symposium on Methodologies for Intelligent Systems (ISMIS 2020), which was held
in Graz, Austria, 2020. The symposium was organized by the Department of Software
Technology at the Technical University of Graz, Austria. ISMIS is a conference series
that started in 1986. Held twice every three years, it provides an international forum for
exchanging scientific, research, and technological achievements in building intelligent
systems. In particular, major areas selected for ISMIS 2020 included: Explainable AI
(XAI), machine learning, deep learning, data mining, recommender systems, constraint
based systems, autonomous systems, applications (configuration, Internet of Things,
financial services, e-health, etc.), intelligent user interfaces, user modeling, human
computation, socially-aware systems, digital libraries, intelligent agents, information
retrieval, natural language processing, knowledge integration and visualization,
knowledge representation, soft computing, and web and text mining. This year, the
following sessions were organized: special sessions for invited talks, for best paper
nominees and best student paper nominees, thematic sessions on natural language
processing, deep learning and embeddings, digital signal processing, modeling and
reasoning, machine learning applications, and finally a section containing short paper
presentations on diverse related topics.

We received 79 submissions that were carefully reviewed by three or more Program
Committee members or external reviewers. After a rigorous reviewing process, 35
regular papers, 8 short papers, and 3 invited papers were accepted for presentation at
the conference and publication in the ISMIS 2020 proceedings volume. An additional
selection of papers was assigned to a specific industrial track. It is truly a pleasure to
thank all the people who helped this volume come into being and made ISMIS 2020 a
successful and exciting event. In particular, we would like to express our appreciation
for the work of the ISMIS 2020 Program Committee members and external reviewers
who helped assure the high standard of accepted papers. We would like to thank all
authors of ISMIS 2020, without whose high-quality contributions it would not have
been possible to organize the conference. We are grateful to all the organizers of and
contributors to a successful preparation and implementation of ISMIS 2020.

The invited talks for ISMIS 2020 were: “Complementing Behavioural Modeling
with Cognitive Modeling for Better Recommendations,” given by Marko Tkalcic,
University of Primorska in Koper, Slovenia; “Fairness is not a number: Methodological
implications of the politics of fairness-aware systems,” given by Robin Burke,
University of Colorado Boulder, USA; and “Brevity*,” given by Robert West, EPFL
Lausanne, Switzerland. We wish to express our thanks to all the invited speakers for
accepting our invitation to give plenary talks. We are thankful to the people at Springer
(Alfred Hofmann, Anna Kramer, and Aliaksandr Birukou) for supporting the ISMIS



2020. We believe that the proceedings of ISMIS 2020 will become a valuable source of
reference for your ongoing and future research activities.

July 2020 Denis Helic
Gerhard Leitner
Martin Stettinger

Alexander Felfernig

vi Preface



Organization

General Chair

Alexander Felfernig Graz University of Technology, Austria

Program Co-chairs

Denis Helic Graz University of Technology, Austria
Gerhard Leitner University of Klagenfurt, Austria
Martin Stettinger Graz University of Technology, Austria

Steering Committee Chair

Zbigniew Ras UNC Charlotte, USA

Steering Committee Members

Troels Andreasen Roskilde University, Denmark
Annalisa Appice Università degli Studi di Bari, Italy
Jaime Carbonell CMU, USA
Michelangelo Ceci Università degli Studi di Bari, Italy
Henning Christiansen Roskilde University, Denmark
Juan Carlos Cubero University of Granada, Spain
Floriana Esposito Università degli Studi di Bari, Italy
Alexander Felfernig Graz University of Technology, Austria
Mohand-Said Hacid Université Claude Bernard Lyon 1, France
Nathalie Japkowicz American University, USA
Marzena Kryszkiewicz Warsaw University of Technology, Poland
Jiming Liu Hong Kong Baptist University, Hong Kong
Jerzy Pawel Nowacki Polish-Japanese Academy of IT, Poland
George A. Papadopoulos University of Cyprus, Cyprus
Olivier Pivert Université de Rennes 1, France
Zbigniew Ras UNC Charlotte, USA, and Polish-Japanese Academy

of IT, Poland
Henryk Rybinski Warsaw University of Technology, Poland
Andrzej Skowron Polish Academy of Sciences, Poland
Dominik Slezak University of Warsaw, Poland

Programm Committee

Esra Akbas Oklahoma State University, USA
Marharyta Aleksandrova University of Luxembourg, Luxembourg



Aijun An University of York, UK
Troels Andreasen Roskilde University, Denmark
Annalisa Appice Università degli Studi di Bari, Italy
Martin Atzmueller Tilburg University, The Netherlands
Arunkumar Bagavathi Oklahoma State University, USA
Ladjel Bellatreche University of Poitiers, France
Robert Bembenik Warsaw University of Technology, Poland
Petr Berka University of Economics, Prague, Czech Republic
Maria Bielikova Slovak University of Technology in Bratislava,

Slovakia
Gloria Bordogna CNR, Italy
Jose Borges University of Porto, Portugal
François Bry Ludwig Maximilian University of Munich, Germany
Jerzy Błaszczyński Poznań University of Technology, Poland
Michelangelo Ceci Università degli Studi di Bari, Italy
Jianhua Chen Louisiana State University, USA
Silvia Chiusano Politecnico di Torino, Italy
Roberto Corizzo Università degli Studi di Bari, Italy
Alfredo Cuzzocrea ICAR-CNR, University of Calabria, Italy
Marcilio De Souto LIFO, University of Orleans, France
Luigi Di Caro University of Torino, Italy
Stephan Doerfel Micromata, Germany
Peter Dolog Aalborg University, Denmark
Dejing Dou University of Oregon, USA
Saso Dzeroski Jožef Stefan Institute, Slovenia
Christoph F. Eick University of Houston, USA
Tapio Elomaa Tampere University of Technology, Finland
Andreas Falkner Siemens AG, Austria
Nicola Fanizzi Università degli studi di Bari “Aldo Moro”, Italy
Stefano Ferilli Università degli Studi di Bari, Italy
Gerhard Friedrich University of Klagenfurt, Austria
Naoki Fukuta Shizuoka University, Japan
Maria Ganzha Warsaw University of Technology, Poland
Paolo Garza Politecnico di Torino, Italy
Martin Gebser University of Klagenfurt, Austria
Bernhard Geiger Know-Center GmbH, Austria
Michael Granitzer University of Passau, Germany
Jacek Grekow Bialystok University of Technology, Poland
Mohand-Said Hacid Université Claude Bernard Lyon 1, France
Hakim Hacid Zayed University, UAE
Allel Hadjali LIAS, ENSMA, France
Mirsad Hadzikadic UNC Charlotte, USA
Ayman Hajja College of Charleston, USA
Alois Haselboeck Siemens AG, Austria
Shoji Hirano Shimane University, Japan
Jaakko Hollmén Aalto University, Finland

viii Organization



Andreas Holzinger Medical University and Graz University of
Technology, Austria

Andreas Hotho University of Wüerzburg, Germany
Lothar Hotz University of Hamburg, Germany
Dietmar Jannach University of Klagenfurt, Austria
Adam Jatowt Kyoto University, Japan
Roman Kern Know-Center GmbH, Austria
Matthias Klusch DFKI, Germany
Dragi Kocev Jožef Stefan Institute, Slovenia
Roxane Koitz Graz University of Technology, Austria
Bozena Kostek Gdańsk University of Technology, Poland
Mieczysław Kłopotek Polish Academy of Sciences, Poland
Dominique Laurent Université de Cergy-Pontoise, France
Marie-Jeanne Lesot LIP6, UPMC, France
Rory Lewis University of Colorado at Colorado Springs, USA
Elisabeth Lex Graz University of Technology, Austria
Antoni Ligeza AGH University of Science and Technology, Poland
Yang Liu Hong Kong Baptist University, Hong Kong
Jiming Liu Hong Kong Baptist University, Hong Kong
Corrado Loglisci Università degli Studi di Bari, Italy
Henrique Lopes Cardoso University of Porto, Portugal
Donato Malerba Università degli Studi di Bari, Italy
Giuseppe Manco ICAR-CNR, Italy
Yannis Manolopoulos Open University of Cyprus, Cyprus
Małgorzata Marciniak Polish Academy of Science, Poland
Mamoun Mardini University of Florida, USA
Elio Masciari University of Naples, Italy
Paola Mello University of Bologna, Italy
João Mendes-Moreira University of Porto, Portugal
Luis Moreira-Matias NEC Laboratories Europe, Germany
Mikolaj Morzy Poznań University of Technology, Poland
Agnieszka Mykowiecka IPI PAN, Poland
Tomi Männistö University of Helsinki, Finland
Mirco Nanni ISTI-CNR, Italy
Amedeo Napoli LORIA, CNRS, Inria, Université de Lorraine, France
Pance Panov Jožef Stefan Institute, Slovenia
Jan Paralic Technical University Kosice, Slovakia
Ruggero G. Pensa University of Torino, Italy
Jean-Marc Petit Université de Lyon, INSA Lyon, France
Ingo Pill Graz University of Technology, Austria
Luca Piovesan DISIT, Università del Piemonte Orientale, Italy
Olivier Pivert IRISA-ENSSAT, France
Lubos Popelinsky Masaryk University, Czech Republic
Jan Rauch University of Economics, Prague, Czech Republic
Marek Reformat University of Alberta, Canada
Henryk Rybiński Warsaw University of Technology, Poland

Organization ix



Hiroshi Sakai Kyushu Institute of Technology, Japan
Tiago Santos Graz University of Technology, Austria
Christoph Schommer University of Luxembourg, Luxembourg
Marian Scuturici LIRIS, INSA Lyon, France
Nazha Selmaoui-Folcher University of New Caledonia, France
Giovanni Semeraro Università degli Studi di Bari, Italy
Samira Shaikh UNC Charlotte, USA
Dominik Slezak University of Warsaw, Poland
Urszula Stanczyk Silesian University of Technology, Poland
Jerzy Stefanowski Poznań University of Technology, Poland
Marcin Sydow PJIIT and ICS PAS, Poland
Katarzyna Tarnowska San Jose State University, USA
Herna Viktor University of Ottawa, Canada
Simon Walk Graz University of Technology, Austria
Alicja Wieczorkowska Polish-Japanese Academy of Information Technology,

Poland
David Wilson UNC Charlotte, USA
Yiyu Yao University of Regina, Canada
Jure Zabkar University of Ljubljana, Slovenia
Slawomir Zadrozny Polish Academy of Sciences, Poland
Wlodek Zadrozny UNC Charlotte, USA
Bernard Zenko Jožef Stefan Institute, Slovenia
Beata Zielosko University of Silesia
Arkaitz Zubiaga Queen Mary University of London, UK

Additional Reviewers

Max Toller
Henryk Rybiński
Allel Hadjali
Giuseppe Manco
Aijun An

Michelangelo Ceci
Giovanni Semeraro
Michael Granitzer
Simon Walk

Publicity Chair

Müslüm Atas Graz University of Technology, Austria

Publication Chair

Trang Tran Graz University of Technology, Austria

x Organization



Web and Local Committee

Jörg Baumann Graz University of Technology, Austria
Elisabeth Orthofer Graz University of Technology, Austria
Petra Schindler Graz University of Technology, Austria

Organization xi



Invited Talks



Complementing Behavioural Modeling
with Cognitive Modeling for Better

Recommendations

Marko Tkalčič

University of Primorska, Faculty of Mathematics, Natural Sciences and Infor-
mation Technologies, Glagoljaška 8, SI-6000 Koper, Slovenia

marko.tkalcic@famnit.upr.si

Abstract. Recommender systems are systems that help users in decision-making
situations where there is an abundance of choices. We can find them in our
everyday lives, for example in online shops. State-of-the-art research in rec-
ommender systems has shown the benefits of behavioural modeling. Beha-
vioural modeling means that we use past ratings, purchases, clicks etc. to model
the user preferences. However, behavioural modeling is not able to capture
certain aspects of the user preferences. In this talk I will show how the usage of
complementary research in cognitive models, such as personality and emotions,
can benefit recommender systems.

Keywords: Recommender systems • Behavioural modeling • Cognitive
modeling
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Fairness Is Not a Number: Methodological
Implications of the Politics of Fairness-Aware

Systems

Robin Burke

Department of Information Science, University of Colorado, Boulder
robin.burke@colorado.edu

Abstract. This invited talk will explore the methodological challenges for
intelligent systems development posed by questions of algorithmic fairness. In
particular, we will discuss the ambiguity of fairness as a concept and the gap
between simple formalizations of fairness questions and the challenges of real
applications, where there are a multiplicity of stakeholders who may perceive
fairness in different ways.

Keywords: Fairness • Machine learning

1 Fairness in Machine Learning and Recommendation

The problem of bias and fairness in algorithmic systems generally and in machine
learning systems in particular is a critical issue for our increasingly data-centric world.
However, the emergence of this topic has thrust computer scientists into unfamiliar
territory, especially with regard to system development. A substantial body of research
on fairness in machine learning, especially in classification settings, has emerged in the
past ten years, including formalizing definitions of fairness [1, 5, 7, 10] and offering
algorithmic techniques to mitigate unfairness*[8, 11–13]. However, as noted in [4],
there is little published research that investigates the complexity of real-world practices
around fairness and reports findings from practical implementations. As a consequence,
results from fairness-aware machine learning research often lack relevance for devel-
opers of real systems, and methodologies are lacking.

Fairness may be thought of as a property of particular system outcomes, like other
system characteristics, such as reliability, and like these properties has to designed into
systems, accounted for in testing, and monitored in deployment. Fairness is also a
product of a complex set of social norms and interactions. Fair outcomes will be
achieved and sustained throughout a system’s lifecycle, if and only if, the process or
methodology by which the system is developed and maintained itself incorporates the

This work has been supported in part by the National Science Foundation under award no. IIS-
1911025.

http://orcid.org/0000-0001-5766-6434


multiple viewpoints of different stakeholders and provides a mechanism for arbitrating
between them.

Economists recognize four rubrics under which fairness can be defined [9]:

1. Fairness as exogenous right: The definition of and necessity for fairness is imposed
from outside, by legal requirement, for example.

2. Fairness as reward: Fairness is served by providing extra benefits from a system for
those who contribute more to it. For example, a salary bonus in recognition of
excellent work.

3. Fairness as compensation: Providing a benefit to those otherwise disadvantaged. A
handicap in golf, for example, helps players of different abilities compete on a level
basis.

4. Fairness as fitness. A subtle efficiency-based condition that states that a fair dis-
tribution is one in which resources go to those best able to utilize them. Thus, in
dividing an estate, the inheritance of a piano might be fairly given to the most
musically-inclined family member.

It is worth noting that the definitions do not all agree with each other or even point
in the same direction in particular cases, particularly #2 and #3.

Fairness in machine learning is most often framed in terms of rubric #1. If gov-
ernment regulations require non-discriminatory treatment, organizations must comply.
Such a stance has the promotes a legalistic approach in which organizations treat
algorithmic fairness as just another compliance concern along with environmental
regulations or financial disclosures. Note that such regulations themselves are inevi-
tably the product of societal embrace of one or more of the other fairness rubrics, as
applied to a particular issue.

A legalistic approach to fairness sometimes results in a “head-in-the-sand”
approach. An organization may avoid evaluating its systems for discriminatory out-
comes, because such a finding would incur liability for remedying the problem. Costs
for building and maintaining fairness properties in systems can thus be deferred or
avoided by neglecting to test for them, leaving it to external parties (usually those
facing discrimination) to identify unfair impacts and seek redress under the law. Such
an approach may be practically appealing, but it is not ethical for system designers who
can reasonably anticipate such harms not to seek to mitigate them in advance: note the
assertion in the ACM’s code of ethics that computing professionals should strive to
“minimize negative consequences of computing.”

In addition to leading organizations to avoid proactive approaches, the focus on
legalistic, exogenous aspects of fairness tends to reduce the issue to a matter of meeting
some specific court-established legal test. This hides something crucial about fairness:
namely, its contested and inevitably political nature. Regulations around discrimination
or other fairness concerns do not arise from the sage wisdom of legal scholars; they
arise from multi-vocal contestation in a political sphere where claims to various kinds
of rights are asserted, argued and eventually codified (or not) through regulatory action.

Thus, as designers and developers of intelligent systems, it is incumbent on us to be
proactive in the incorporation of fairness into system design. In doing so, we will
further need to recognize that our view of fairness will necessarily shift from a focus on

Fairness Is Not a Numbe xvii



fixed constraints imposed from without, to an understanding of fairness as a nuanced,
multiply-interpreted, and sometimes-contested construct derived from within a real-
world organizational context, where different stakeholders understand fairness in dif-
ferent ways. Such a point of view is consistent with scholarship in sociology [3],
organizational justice [2], welfare economics [9], and public administration [6].

As examples of this perspective in action, we can consider cases of systems
operating in organizational contexts where fairness derives from organizational mis-
sion. In these cases, the legalistic framing is less salient and the contested nature of
fairness is more evident. In this talk, we will look particularly at recommendation in
two such contexts: the non-profit microlending site Kiva.org and a (planned) open
news recommender site. We will examine the different claims to fairness that arise and
how the design and implementation of intelligent systems in these areas can be open to
the on-going dialog between them.
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Brevity

Kristina Gligorić1 and Ashton Anderson2 and Robert West1

1 EPFL, Lausanne, Switzerland
{robert.west, kristina.gligoric}@epfl.ch

2 University of Toronto, Toronto, Ontario, Canada
ashton@cs.toronto.edu

Abstract. In online communities, where billions of people strive to propagate
their messages, understanding how wording affects success is of primary
importance. In this work, we are interested in one particularly salient aspect of
wording: brevity. What is the causal effect of brevity on message success? What
are the linguistic traits of brevity? When is brevity beneficial, and when is it not?
Whereas most prior work has studied the effect of wording on style and success
in observational setups, we conduct a controlled experiment, in which crowd
workers shorten social media posts to prescribed target lengths and other crowd
workers subsequently rate the original and shortened versions. This allows us to
isolate the causal effect of brevity on the success of a message. We find that
concise messages are on average more successful than the original messages up
to a length reduction of 30–40%. The optimal reduction is on average between
10% and 20%. The observed effect is robust across different subpopulations of
raters and is the strongest for raters who visit social media on a daily basis.
Finally, we discover unique linguistic and content traits of brevity and correlate
them with the measured probability of success in order to distinguish effective
from ineffective shortening strategies. Overall, our findings are important for
developing a better understanding of the effect of brevity on the success of
messages in online social media.

Keywords: Causal effects • Experimental methods • Linguistic style • Twitter •

Crowdsourcing

1 Introduction

How to convey a message most successfully is an age-old question. In online com-
munities, where billions of people consume and strive to propagate their messages,
understanding how wording affects success is of primary importance. In this work, we
are interested in one particularly salient aspect of wording: brevity, or conciseness.
What is the causal effect of brevity on message success? What are the linguistic traits of
brevity? When is brevity beneficial? To establish a causal link between brevity and
success, one would need to compare posts that convey the exact same semantic

This is an abridged version of a longer paper with a longer title [4].



information and differ only in the number of characters used to express the fixed
semantic content in a specific lexical and syntactic surface form.

Observational studies have striven to approximate this ideal goal by carefully
controlling for confounding factors [2, 3, 6]. However, prior research arrived at con-
tradictory conclusions and has not been able to guarantee that the semantic content of
compared posts is identical, or that length is not confounded with other factors such as
the inherent attractiveness of a message.

2 Experimental Setup

In order to overcome the aforementioned methodological hurdle inherent in observa-
tional designs and to more closely approximate the ideal of comparing two messages—
one long, one short—expressing the exact same semantic content, we adopt an
experimental approach instead, depicted schematically in Fig. 1.

Our experimental strategy consists of two steps: first, in the content production
phase, we extract shortened versions of original tweets, and second, in the content
consumption phase, we measure the quality of shortened versions compared with the
unshortened version.

By ensuring (via additional checks) that length is the only difference between the
unshortened tweets and the tweets shortened to prespecified lengths, we can attribute
differences in quality to be causally related to brevity. Building on the fact that regular
crowd workers can reduce the length of text by up to 70% without cutting any major
content [1] and can accurately estimate which of two messages in a pair (for a fixed
topic and user) will be shared more frequently [6], we deployed our experiment on
Amazon Mechanical Turk.

Fig. 1. Schematic diagram of the experimental design. The experiment consists of two parts, designed
to replicate the production and consumption of textual content in online social media. The goal of the
content production part (Tasks 1–4) is, for a given set of input tweets, to output shortened versions,
having validated that the meaning is preserved. In the content consumption part of the experiment
(Task 5), we show participants pairs of tweets, one treated short tweet, and the control long original
tweet and ask which one will get more retweets. The outputs of the setup are binary votes (several per
pair), based on which we compute the probabilities of success for each tweet version.

xx K. Gligorić et al.



3 Results

To the best of our knowledge, we are the first to study the effect of brevity in online
social media in an experimental fashion. Applying our experimental framework, we
collect short versions at 9 brevity levels for 60 original tweets, judged against the
original tweets in a total of 27,000 binary votes. Based on this dataset, we address our
research questions. We find that concise versions are on average more successful than
the original messages up to a length reduction of 45%, while the optimal reduction is
on average between 10% and 20% (resulting length 211–215 characters, down from the
original 250) (Fig. 1). The observed effect is robust across different subpopulations of
participants. Studying linguistic traits of brevity, we find that the shortening process
disproportionally preserves verbs and negations—parts of speech that carry essential
information—in contrast to, e.g., articles and adverbs. The shortening also preserves
affect and subjective perceptions (quantified via the LIWC dictionary), and the effect is
strongest for negative emotions. Addressing the question of when brevity is beneficial
and when it is not, we find initial evidence that it is effective to omit certain function
words and to insert commas and full stops, presumably as it increases readability by
structuring or splitting long sentences. Ineffective editing strategies include deleting
hashtags as well as question and exclamation marks, which have the potential to elicit
discussion and reactions.

4 Discussion

In this work, our goals are threefold: to measure the effects of length constraints on
tweet quality, to determine the linguistic traits of brevity, and to find when brevity is
beneficial. To address these goals, we designed a large experiment that measured the
quality of the shortened versions compared with the originals.

In brief, there are significant benefits of brevity. We observe that tweets can be
successfully reduced up to 45% of their original length with no reduction in quality.
The optimal range of shortening is consistently between 10% and 20% of the original
length.

Fig. 2. The effect of conciseness as a function of the level of reduction, with 95% bootstrapped
confidence interval.

Brevity xxi



Practically, our findings are important for developing a better understanding of the
effect of wording on the success of messages in online social media.

Methodologically, our experimental design highlights the power of a novel data
collection paradigm, where crowd workers supply research data in the form of slightly
edited text [1, 5, 7].
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Recommendations
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University of Primorska, Glagoljaška 8, 6000 Koper, Slovenia
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Abstract. Recommender systems are systems that help users in
decision-making situations where there is an abundance of choices. We
can find them in our everyday lives, for example in online shops. State-
of-the-art research in recommender systems has shown the benefits of
behavioural modeling. Behavioural modeling means that we use past
ratings, purchases, clicks etc. to model the user preferences. However,
behavioural modeling is not able to capture certain aspects of the user
preferences. In this talk I will show how the usage of complementary
research in cognitive models, such as personality and emotions, can ben-
efit recommender systems.

Keywords: Recommender systems · Behavioural modeling · Cognitive
modeling

1 Introduction

Recommender Systems (RS) help people make better choices when there is an
abundance of choice. Early approaches were limited in finding, for each user,
such items that would maximize the user’s utility [1]. Examples of this kind of
recommender systems can be found in online services, for example in Amazon
or Netflix. Today, the RS research community is addressing more diverse topics
than plain utility prediction, such as multiple stakeholders (company’s profit vs.
user satisfaction), trust and transparency, preference elicitation, diversity, group
recommendations and new algorithms (e.g. Deep Learning).

In the vast majority of cases, the RS community is addressing the issues above
by collecting user behaviour data (e.g. clicks, purchases, viewing time etc.) and
using machine learning algorithms to perform the necessary predictions. I will
refer to the usage of behavioural data to do recommendations as behavioural
modeling.

I argue that it’s important to understand not only the user behaviour, but
also the reasoning that a user does before performing a certain action. I will refer
to the modeling of the user’s cognitive processes as cognitive modeling. I will
demonstrate the need for complementing behavioural modeling with cognitive
modeling with three stories.
c© Springer Nature Switzerland AG 2020
D. Helic et al. (Eds.): ISMIS 2020, LNAI 12117, pp. 3–8, 2020.
https://doi.org/10.1007/978-3-030-59491-6_1
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1.1 The Netflix Story

Netflix is known for its heavy use of recommendations in their user interface.
Neil Hunt from Netflix, in his keynote speech at the ACM RecSys 2014 confer-
ence, explained how they approached the recommendations1 [10]. He stated that
Netflix is optimizing for viewing hours. However, not all viewing hours are equal
and their system did not distinguish between customer value and addiction.

1.2 The Nature and Nurture Story

This is an old dilemma, which debates how much of the human mind is built-
in, and how much of it is constructed by experience. Throughout history there
have been several manifestations of this dilemma. A prominent one has been the
debate between Skinner and Chomsky on language acquisition. Skinner believed
that children learned language starting as a tabula rasa through reinforcement,
while Chomsky claimed that children have innate capabilities to learn language,
the so-called Language Acquisition Device (LAD) [2]. Today, a similar debate
is going on in machine learning between connectionists, who model mental phe-
nomena with neural nets trained with behavioural data, and symbolists, who
model them with ingrained concepts. The debate has been documented heavily
online2. In this debate, Gary Marcus is arguing to merge both behaviour-based
modeling and cognitive modeling: To get computers to think like humans, we
need a new A.I. paradigm, one that places top down and bottom up knowledge
on equal footing. Bottom-up knowledge is the kind of raw information we get
directly from our senses, like patterns of light falling on our retina. Top-down
knowledge comprises cognitive models of the world and how it works3.

1.3 The “La vita e’ bella” Story

The third story revolves around the film Life is Beautiful (La vita e’ bella).
The film narrates a sad story that takes place during the holocaust. It is also
full of hilarious scenes, such as the one in which the main character, played
by Roberto Benigni, translates the instructions of a German officer. In a movie
recommender system, if a user gives this film a high rating, the system doesn’t
really know if the user liked it because of the excellent drama or because of the
hilarious jokes. Again, we see that observing only the behaviour (i.e. the high
rating) we may miss important information about the user, which can lead to
bad recommendations.

Based on these three stories we can conclude that understanding the cognitive
processes of the user is important to interpret correctly the behaviour. It is hard,
especially because the data is not readily available.

1 https://youtu.be/lYcDR8z-rRY?t=4727.
2 https://twitter.com/ylecun/status/1201233472989356032.
3 Marcus, Gary, Artificial Intelligence Is Stuck. Here’s How to Move It Forward. New

York Times, July 29, 2017.

https://youtu.be/lYcDR8z-rRY?t=4727
https://twitter.com/ylecun/status/1201233472989356032
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2 Cognitive Modeling in Recommender Systems

There are many models that describe various cognitive processes. In one such
model of decision making, two important factors that influence decision-making
are emotions and personality [13]. Other models of the human mind also include
emotions and personality, for example the model of artificial general intelligence
[8].

2.1 Personality and Emotions

Personality is a set of traits that are supposed to be relatively stable across long
periods of time. The most widely used model of personality is the five-factor
model (FFM), which is composed of the following factors: openness, consci-
entiousness, extraversion, agreeableness, and neuroticism [14]. Personality can
be acquired either using extensive questionnaires, such as the Big-Five Inven-
tory [14] or using algorithms that predict personality from social media usage
[7,11,16,18].

Emotions, on the other hand, change very rapidly with time. We usually
model them either with discrete labels (e.g. happy, sad, angry etc. [3] or with
dimensions, such as valence, arousal and dominance [17]. There are off-the-shelf
solutions that use various sensors (e.g. cameras, physiological sensors etc.) to
infer the current emotion of a person4.

2.2 Personality in Recommender Systems

Personality has been used in a variety of ways to improve recommendations.
For example, personality has been shown to be important for mood regulation.
In an experiment by Ferwerda et al., the authors induced various moods in
people using film music. Among other things, they observed that when peo-
ple are sad they don’t always regulate their mood towards being happy. People
with different personalities had different needs in such situations, which has clear
implications for personality-mood-based music recommendations [6]. Personality
has also shown to useful in calculating user similarities for neighbourhood-based
RS. Both, Tkalcic et al. and Hu et al., managed to solve the new user problem
by introducing personality in the calculation of user similarity [9,20]. Matrix
factorization-based RS were also augmented successfully with personality infor-
mation [4,5]. Finally, personality has been shown to be useful also for adjusting
the diversity of recommended items [25].

2.3 Emotions in Recommender Systems

Emotions have also been used in different ways to improve recommendations.
Odic et al., as well as Zheng et al., have shown in a series of experiments that

4 https://www.affectiva.com/.

https://www.affectiva.com/
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emotions are useful as contextual variables [15,26]. In an early adoption of emo-
tions, Tkalcic et al. showed that the induced emotions of images are effective
features for doing content-based recommendations [19,23]. Emotions are also
useful as feedback, which can be used without disrupting the user interaction
with the system. Vodlan et al. used the emotion of hesitation to infer whether
the list of recommended items is good [24]. Emotions were also used in a pairwise
preference acquisition system to replace the user’s explicit rating [21,22]. Finally,
emotions should be taken in account also in group recommendation settings. In
group dynamics, user preferences are influenced by other group members through
emotional contagion. The impact of emotional contagion has been demonstrated
also in virtual groups, such as the experiment conducted on Facebook users [12].

3 Conclusion

Recommender systems algorithms take advantage of past behaviour of users to
make recommendations. However, this behaviouristic approach does not provide
explanations for the user behaviour, which can lead to bad recommendations. In
this contribution I surveyed how cognitive modeling, in particular the usage of
personality and emotions, can be used to make better recommendations.
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Abstract. This work explores the development of action rules for chang-
ing the prices of works of contemporary fine art. It focuses on the gen-
eration of action rules using LISp-Miner related to artwork profiles and
artist descriptions. Additionally, this work explores the use of the dom-
inant color of an artwork as a feature in the generation of action rules
for adjusting its prices.
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1 Introduction

Artists in the contemporary market for fine art must make many decisions on
how to present their work for commercial sale. While these choices are crucial
to the artist’s long term commercial success, artists are given limited guidance
on how to present their work online to its best advantage. Can the price that an
artist can ask for regarding a work be altered by changing minor aspects that
their potential customers see? What drives the price for a work of fine art?

The challenge of objective valuation is worsened by the complex nature of
pricing in the art market. There are a number of theories on how pricing in the
art market works. As said in [35],

In a market that has to reconcile a fierce opposition between commercial
and artistic values, and that has to commodify goods whose essence is con-
sidered to be non-commodifiable, dealers, artists, and collectors find ways
to express and share non-economic values through the economic medium
of pricing.

This work proposes a method for developing a set of action rules that can be
used to suggest courses of action to artists that will improve the sales potential
of their work. It begins by discussing the development of a dataset and feature
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construction for the generation of action rules, moves on to contrast the results
of different sets of features for the creation of these rules, and it concludes by
discussing the future potential of this research avenue. These rules reclassify
artworks from one price level to another higher price level. This work discusses
possible sets of flexible attributes and proposes a basic set of stable attributes
[24]. Stable attributes are generally aspects of the relevant item that are unlikely
or difficult to change. In the context of this work, these represent the physical
aspects of the artwork and fundamental qualities such as it’s medium. Flexible
attributes are features that can be altered by an interested party to change its
classification. In the context of this work, these represent aspects of how the
artist presents themselves to potential customers.

2 Related Work

Applying computing techniques to artworks has received considerable attention
from the academic community. Some researchers have addressed the challenge
of creating a recommender system that picks out artworks similar to a given one
for a user [29], while others are focused on automatically tagging a painting with
emotions based on the colors represented [15].

Art price valuation has received limited attention. One interesting project
in the realm of price prediction was Hosny’s work [13]. As discussed in [7],
one notable trend explored in Hosny’s work was that certain colors, specifically
blacks, whites and grays, are more likely to have a higher sales valuation. Differ-
ent approaches have been used for price prediction, such as the approach used by
[18] to value Rothko paintings. In [11], hedonic regression, a statistical modelling
method based on characteristics of the object in question, combined with past
sales was used to predict art value.

Action rules were first proposed in [24] as a method of reclassifying objects
from one group to another group by changing values of their flexible attributes.
They have been used for medical data, such as in [12] and for business purposes,
as in [24]. Some have explored expansions on the original methodology, such
as considering the cost and feasibility of the implementation of action rules as
discussed in [33,34]. The cost of an action rule, which was initially proposed in
[34], represents the average cost of changing an attribute from its initial value
to another specific value.

This work uses LISp-Miner’s Ac4ft-Miner tool, introduced in [25], discussed
in [19], and developed by [26]. This is an implementation of the GUHA method
for action rule generation [25]. In this method, objects resembling traditional
association rules are extracted from the dataset and used to form contingency
tables [25]. Two of these objects, with matching stable attributes, are used to
construct the action rules. One rule, termed here as the ‘before rule’, has the
stable and flexible attributes of the object before any actions are taken and the
other rule, called the ‘after rule’ here, has the desired set of flexible attributes and
matching stable ones. Rules generated in this manner consist of an antecedent
and succedent, which are association rules in the form ϕ ≈ ψ where the symbol ≈
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represents the association between ϕ and ψ [25]. These are then used to create
action rules, called G-Action Rules, through the examination of dependencies
and similarities across the rules generated in the previous step [25].

3 Dataset

The dataset used in this work is an expanded version of the one used in [21–23].
Our work expands on the ideas discussed in those works by adding action rules
to the original dataset and proposed feature sets.

We use a dataset of artworks and artist information collected from the online
art sales site Artfinder.com [5]. Artfinder represents artists from all over the
world, and has diverse styles and subjects represented. It functions as a platform
to allow artists to sell directly to consumers. Using a single source for artworks
allows for more consistent definitions of tags used for artworks. The information
was scraped using Beautiful Soup [2] to parse the pages, Apache Selenium [4]
to work with dynamic webpages and Javascript, and Python to fetch pages and
all other major steps. It contains approximately 200,000 artworks from approx-
imately 3,300 artists.

All artworks posted on Artfinder have a dedicated page describing the work.
This page consistently has at least one photograph of the work, and has its
descriptive information, as well as the tags that the artist selected. These tags
are used by potential customers to search for works. These tags are simple and
specify the features such as the artistic style, subject or medium of the artwork.
Some of the analysis methods discussed below use the primary image of the
artwork from the product page. A small number of artwork images could not be
retrieved, so they are omitted from the following analysis.

Artists on Artfinder create profiles of themselves discussing their achieve-
ments and backgrounds. The profiles have places for artists to provide their
biographies, links to their social media and descriptions of achievements in the
artist’s life. A number of artists have reviews posted from customers, and are
rated on a star system with five stars being the best. The majority of artists with
one or more reviews have ratings of four out of five stars or higher, and very few
have any low reviews. The average of all artists with star ratings score is 4.904.
This makes the star ratings received by artists of very low value as predictive
features.

4 Methodology

The decision feature considered here, which represents the succedent of the G-
Action Rule, is the listed asking price of the artwork. Artists would attempt
to make changes to how their artworks are presented to the public in order to
increase their sales price, and should be cautious about making changes that
could potentially lower their sales price. The prices were discretized into ten
groups using LISp-Miner [26]. The cuts were placed to automatically to cre-
ate partitions containing an approximately equal number of tuples. The price

http://artfinder.com
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attribute was partitioned into 10 levels, referred to in later sections as levels one
through ten. In this work, price is treated as a flexible attribute.

This work defines a set of stable attributes, which are used in the antecedent
portion of the G-Action Rule, that can be used to describe a work of art. The
set of features used takes inspiration from the sets used in [20]. The chosen
medium of the artwork is used as a stable feature. When the artwork was posted
the artist tagged it with a medium for search purposes. In order to keep the
number of options within reasonable bounds, the mediums were discretized into
seven categories and one “NA” category. The artistic style of the work as well
as the artist’s subject is similarly used as a tag and as a stable attribute. As
discussed in Pawlowski [20], the size of a work is very relevant to determining
its price. So the length and width of the works were discretized into five bins
of roughly equal size using the LISp-Miner [26] discretization tool and used as
stable attributes. Additionally, the presence or absence of visible reviews was
used as a stable binary feature. The review scores of the artists are consistently
very high if they are present at all. This limits the utility of using the score as a
quality metric. Instead, the presence or absence of reviews was used as a stable
attribute. Lastly, the percentage of edges in the work was utilized as a stable
attribute after being discretized. To calculate this, Canny edge detection, which
was developed by John Canny in [10], was used from the OpenCV set of tools
[32] on the primary artwork image. A small percentage of artworks had errors
when an attempt was made to retrieve the photograph, so those tuples were
removed from consideration. This algorithm determines if an individual pixel
represents an edge or not based on the amount of color variation surrounding
it. The number of edge pixels and non-edge pixels are then counted, and the
number of edge pixels was used as a stable feature. This can be considered as
giving a rough idea of the amount of detail or amount of color variation in the
work. The full list of stable attributes is given below.

– Artistic Style
– Artistic Subject
– Medium
– Height
– Width
– Artist Has Visible Reviews
– Percentage of the Artwork Representing Edges

Lastly, the use of color in the artwork was explored as an additional stable
feature in one of the rule sets. The pixels in the artwork were clustered using
Open-CV [32] across the RGB dimensions using K-Means to determine the 10
most frequently appearing colors. Out of this set of ten, the centroid of the
largest cluster was tested against 11 reference colors using the CIEDE2000 color
difference measure [30] which was implemented using [31]. The reference colors
are based on the idea of universal basic colors which was first proposed in [8].
While this work has been challenged and the colors proposed have been refined
such as in [17,28], the concept of basic colors is useful for classification. The 11
reference colors are white (R 255, G 255, B 255), gray (R 128, G 128, B 128),
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black (R 0, G 0, B 0), red (R 255, G 0, B 0), orange (R 255, G 128, B), yellow (R
255, G 255, B 0), green (R 0, G 255, B 0), blue (R 0, G 0, B 255), purple (R 128,
G 0, B 128), pink (R 255, G 192.0, B 203), brown (R 63.8, G 47.9, B 31.9). The
RGB values, other than brown, are taken from [3] and the brown comes from
[16]. The selected color, referred to as main color, is used as a stable attribute
representing the single color that takes up the largest portion of the work.

The set of flexible attributes, part of the antecedent of the rules, explored
center around how a work will be perceived by a consumer. How long is the
artist’s biography? Do they have a presence on social media? What is the tone
of their writing? These are easily changeable for an artist hoping to improve
their sales. This gives them a very low cost, so stakeholders may be more willing
to try recommended rules. The full list of flexible features used is given below.

– Word Count of the Artist Biography (Bio. WC)
– Word Count of the Artwork Description (Desc. WC)
– Social Media (Considered Together as SM)

− Artist Listed a Facebook Profile
− Artist Listed a Twitter Profile
− Artist Listed an Instagram Profile

– Positive Sentiment Level of Biography (Bio. Ps.)
– Negative Sentiment Level of Biography (Bio. Ng.)
– Positive Sentiment Level of Artwork Description (Desc. Ps.)
– Negative Sentiment Level of Artwork Description (Desc. Ng.)

The number of words in the biography of the artist and in the artwork descrip-
tion are used as predictive features. As was discussed in [21–23], the word count
does have some utility as a price predicting feature. In other arenas of online
sales, the length and wording of a description can have a bearing on the sale
ability of an item. In [27], the authors analyzed sales on Ebay, and determined
that the length of the description could have an impact on the price.

Similarly, many collectors find artists through social media [1]. It has become
an increasingly important tool for helping artists be discovered by collectors.
Can adding or removing a link to a profile change the opinion of a collector?
Determining the sentiment of the text was done using VADER, the ‘Valence
Aware Dictionary for sEntiment Reasoning’, which is part of the Python Natural
Language Toolkit [9,14]. The objective was to determine the polarity of the
sentiment of the text. This strategy uses a set of words and phrases to determine
the text’s sentiment, called an ‘opinion lexicon’ [6]. VADER uses a combination
of an opinion lexicon and a set of rules [14]. The lexicon includes thousands
of candidate terms rated by humans on scale, and the rule set considers the
impact of capitalization and negation [14]. Each piece of text was given scores as
positive, negative or neutral. These scores were discretized and used as flexible
attributes. The sentiments found were largely neutral, with only a few pieces of
text containing strongly emotional language.

Using the LISp-Miner Ac4ft-Miner tool, sets of rules were generated for com-
binations of prices and flexible attributes with a single set of stable attributes
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used throughout for consistency. As the goal is to move prices from lower to
higher price points, rules were generated to transition items from lower price
levels to higher price levels. Rules generated using this method have support
and confidence scores for both the before state association rule and after state
association rule that are used together to construct the final action rule.

5 Results

The first set of rules generated had no minimum confidence for a rule and had
a requirement that the rule must apply to 50 or more tuples out of the dataset.
Rules were generated for each flexible attribute alone, and the social media fea-
tures alone and in combinations. This work compares the results of different
flexible attributes alone to explore which have the greatest impact on the confi-
dence and support of the resulting rules. Each set of rules contains an average of
1700 action rules. At least one rule applies to approximately 97% of the elements
at that price level. This is termed the coverage of the rule set and can be used
as a measure of its applicability. However, the confidence in these rules is quite
low. As all the features discussed here have an extremely low cost, exploring low
confidence rules is not a concern. To make the changes these rules suggest, an
artist would only need to rewrite their artwork descriptions or change their pro-
file. While some individual rules do have high confidence, the average confidence
for the before attribute is approximately 13%.

In response to the low confidence of the initial sets of rules tested, additional
rule sets were generated with greater constraints on the generation process. Rules
were only generated to move each artwork up to the next higher price level. The
social media flexible features (abbreviated in tables as SM) were used to generate
rules, and the word counts (abbreviated in tables as WC) of both the artist’s
biography (abbreviated as Bio.) and description (abbreviated as Desc.) and text
polarity features (abbreviated as Ps. for positive sentiment and Ng. for negative
sentiment) were all used separately. The minimum support level for a rule was
lowered from 50 to 2, but the minimum confidence for a rule to be considered
was 60% for the before and after rules. The minimum number of attributes for
the stable portion of the rule is one and the maximum number is five. The rule
set generated here had a considerably lower average coverage at 9.375%, but a
considerably higher average confidence for the before rules at 79.16% and the
after rules at 79.2%. Considerably fewer rules were generated, and the average
number of rules per group was 1,155. Table 1 displays the coverage of each rule set
for the selected price levels and flexible attribute. This represents the percentage
of objects at the lower price level that had at least one applicable rule to raise
that object to the selected higher price level.

The level of support varies dramatically depending on the price level being
addressed. The exact values of the prices are as follows: (<12.97–58.28), (58.28–
95.90), (95.90–130.04), (130.04–188.13), (188.13–250), (250–350), (350–490),
(490–742), (742–1351.24), (1351.24–>1,000,000). For example, the coverage of
the rules sets that move artworks from the lowest prices, level one, to the next
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Table 1. Coverage of rules generated using base stable features

SM Bio. WC Desc. WC Bio. Ps. Desc. Ps. Bio. Ng. Desc. Ng.

Prices 1 -> 2 19.24 38.89 30.26 37.05 26.56 35.86 19.45

Prices 2 -> 3 4.31 16.35 13.03 17.04 11.97 9.70 5.04

Prices 3 -> 4 3.60 11.91 9.52 11.42 9.40 7.78 3.52

Prices 4 -> 5 2.51 7.87 5.80 8.02 5.67 4.41 2.35

Prices 5 -> 6 2.21 7.31 5.91 7.82 5.54 5.18 1.64

Prices 6 -> 7 1.30 8.20 6.91 7.96 5.77 3.41 3.54

Prices 7 -> 8 1.34 7.28 4.80 6.34 4.41 3.47 1.54

Prices 8 -> 9 1.94 7.79 6.59 8.91 6.03 5.14 2.05

Prices 9 -> 10 4.77 14.25 12.18 13.17 10.87 11.35 5.21

lowest price level, level two, ranges between 19.24% and 38.89% across all the
different sets of flexible attributes. Notably, the social media attributes had
markedly worse performance than the others. The attributes that changed an
artwork’s description had less consistently high coverage than the attributes that
addressed an artist’s biography. At higher values, coverage decreases. This may
be due to the size of the shifts necessary to move prices from one tier to another
at the higher levels.

To expand on the set of stable attributes, another set of rules was generated
that added the dominant color of the work to the list of stable attributes. This
set was generated using a randomly selected subset with approximately 100,000
tuples. Lisp-Miner’s discretization tools were used to create a new set of parti-
tions similar to those used previously for this set. The same restrictions on rule
generation were repeated. Rules must have a minimum confidence of 60% for the
before and after rules and rules must have a minimum support of 10. Slightly
more rules were generated per set than in the previous variation with an average
number of rules per group of 1551. This set did have a slightly higher average
coverage of 15.30%, and a similar average before confidence of 78.81% and an
after confidence of 79.07%. As with the previous set of rules, the coverage shifts
across different price levels. The coverage of each rule group changes depending
on the selected flexible attributes and the selected price levels as demonstrated
in Table 2.
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Table 2. Coverage of rules generated using base stable features and main color

SM Bio. WC Desc. WC Bio. Ps. Desc. Ps. Bio. Ng. Desc. Ng.

Prices 1 -> 2 25.79 52.14 34.97 52.43 31.83 47.50 24.31

Prices 2 -> 3 9.80 28.21 14.67 28.87 17.96 17.60 9.13

Prices 3 -> 4 7.51 21.34 15.15 20.55 13.29 13.12 7.48

Prices 4 -> 5 5.62 16.48 10.70 16.27 10.49 9.09 5.50

Prices 5 -> 6 3.73 14.87 9.22 14.77 8.31 9.61 3.96

Prices 6 -> 7 4.02 13.92 9.07 12.63 7.67 7.94 4.45

Prices 7 -> 8 3.22 13.47 7.89 13.64 7.26 6.97 3.79

Prices 8 -> 9 4.41 16.72 11.85 18.47 10.01 11.44 5.56

Prices 9 -> 10 12.52 28.39 18.84 27.51 18.43 20.73 10.74

6 Conclusions and Future Work

This work only begins to address the potential for the use of action rules to
improve artist sales in the market for contemporary fine art. Many potential
avenues for further research exist in the development of features for action rules.

In the initial set of results, the very high rate of coverage is promising. How-
ever, the low confidence level, while high for specific rules, is on average quite
low. This issue may be attributable to allowing too many low confidence rules.
It may also be due to the partitions of the feature sets being overly broad. How-
ever, low confidence for the set of G-Action rules is not a barrier to their being
useful to an artist. These rules are extremely low cost and easily implemented.
Stakeholder’s may want to try them on even the small chance that the rules will
provide an improvement. The second and third set of rules discussed demon-
strates that is possible to significantly raise the average confidence in the rules,
but at the expense of lowering the average coverage of the rule sets.

One strong avenue for potential future research is the development of more
features for rule generation. The development of more flexible attributes, as well
as exploring the attributes discussed here in combination has potential value for
stakeholders in the art market. In addition to expanding the list of artwork fea-
tures, artists have characteristics that may serve as additional stable attributes.
A greater exploration of larger scale career changes an artist could make has
great potential for research.
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Abstract. Multi-task learning (MTL) aims to solve multiple related
learning tasks simultaneously so that the useful information in one spe-
cific task can be utilized by other tasks in order to improve the learn-
ing performance of all tasks. Many representative MTL methods have
been proposed to characterize the relationship between different learn-
ing tasks. However, the existing methods have not explicitly quantified
the distance or similarity of different tasks, which is actually of great
importance in modeling the task relation for MTL. In this paper, we pro-
pose a novel method called Metric-guided MTL (M2TL), which explicitly
measures the task distance using a metric learning strategy. Specifically,
we measure the distance between different tasks using their projection
parameters and learn a distance metric accordingly, so that the similar
tasks are close to each other while the uncorrelated tasks are faraway
from each other, in terms of the learned distance metric. With a metric-
guided regularizer incorporated in the proposed objective function, we
open a new way to explore the related information among tasks. The pro-
posed method can be efficiently solved via an alternative method. Experi-
ments on both synthetic and real-world benchmark datasets demonstrate
the superiority of the proposed method over existing MTL methods in
terms of prediction accuracy.

Keywords: Multi-task learning · Task relation · Metric learning ·
Metric-guided multi-task learning

1 Introduction

Multi-task learning (MTL), inspired by human learning behavior and patterns
of applying the knowledge and experience learned from some tasks to help learn
others, solves multiple learning tasks simultaneously and improves the learn-
ing performance of all tasks by exploring the task similarities or commonali-
ties [3,20]. MTL has attracted extensive research interest and has been widely
applied to various real-world problems such as human facial recognition and
pose estimation [4], traffic flow forecasting [5], climate prediction [6], and dis-
ease modeling [14].

One of the key issues in MTL is to characterize the relationship between
different learning tasks. Some representative methods have been proposed to
c© Springer Nature Switzerland AG 2020
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address this challenging issue. They can be categorized into two main cate-
gories [20]: feature-based MTL and parameter-based MTL. Feature-based MTL
characterizes the relationships among different tasks by introducing constraints
on the feature representations of given tasks to model the task similarity. Accord-
ing to the property of weight matrix, feature-based MTL can be further cat-
egorized into multi-task feature extraction [1,22] and multi-task feature selec-
tion [13]. Parameter-based MTL models the relationships among tasks by manip-
ulating the parameters in each task. It can be further divided into four sub-
categories: low-rank methods that model the task-relation by constraining the
rank of a parameter matrix [18]; task clustering methods that group similar tasks
into subsets and share parameters within the cluster [8]; task-relation learning
methods that describe the relationships among tasks using a specific criterion
such as covariance or correlation [21]; and decomposition methods that char-
acterize task relationships by decomposing the parameter matrix to a set of
component matrices and introducing constraints on them [7].

Although the aforementioned methods have explored the task relationship
from different aspects, they have not explicitly quantified the distance or sim-
ilarity of different tasks, which is, of course, very important in modeling the
intrinsic correlation of multiple learning tasks. To address this problem, in this
paper, we introduce a new MTL method called Metric-guided MTL (M2TL),
aiming at explicitly measuring the task distance via a metric learning strategy.
Specifically, we represent the distance between different learning tasks using their
projection parameters. Accordingly, we propose to learn a distance metric, under
which the similar learning tasks are close to each other while the uncorrelated
ones are apart from each other. With the formulated distance metric, we intro-
duce a metric-guided regularizer into the objective function of M2TL. By jointly
optimizing the loss function and the metric-guided regularizer, the learned task
relationship is expected to well reflect the explicitly quantified similarity between
different tasks.

The rest of the paper is organized as follows. Section 2 briefly reviews the
related work on feature-based MTL. Section 3 introduces the proposed M2TL,
including the formulation of task distance, the objective function of M2TL, the
optimization procedure, and the computational complexity analysis. Section 4
validates the effectiveness of M2TL on both synthetic and real-world benchmark
datasets, demonstrating the superiority of the proposed method over existing
MTL methods in terms of prediction accuracy. Section 5 draws the conclusion of
the paper.

2 Related Work

The proposed M2TL aims to learn the common feature transformation among
different tasks. This section, therefore, briefly reviews some related work in
feature-based MTL. Generally, the feature-based MTL approaches, including
both feature extraction and feature selection methods, can be formulated under
the following regularization framework:
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arg min
W

Loss(W) + μR(W), (1)

where W ∈ R
d×T denotes the weight matrix, which is column stacked by each

task’s weight vector wi (i = 1, · · · , T ). Here d and T denote the dimension of
features and the number of tasks, respectively. Moreover, Loss(W) denotes the
total loss on T learning tasks that we want to minimize, R(W) denotes the
regularizer that characterize the relationship among different tasks, and μ ≥ 0
denotes the balancing parameter that adjusts the importance of Loss(W) and
that of R(W).

Different feature-based MTL approaches adopt their own ways to formulate
the loss function Loss(W) and the regularizer R(W), so that the relationship
between different tasks can be modeled and the learning performance of all
tasks can be optimized simultaneously. In [1], Argyriou et al. aimed to learn
a square transformation matrix for features, which lies in the assumption that
transformed feature space is more powerful than the original. They further pro-
posed a convex formulation [2] to solve the optimization problem. In [11,13], the
L2,1-norm was used as the regularizer to select common features shared across
different tasks. A more general form, the Lp,q-norm, can also be utilized to select
the common or shared features as it owns the property of sparsity as well [19].
However, the Lp,q-norm may perform even worse when the value of shared fea-
tures are highly uneven [9]. To address this issue, Jalali et al. proposed a method
called dirty MTL in which the weight matrix is decomposed into two compo-
nents, one to ensure block-structured row-sparsity and the other for element-wise
sparsity with different regularizers imposed [9].

The regularizers adopted in the above methods have explored the relationship
between different tasks from various perspectives. However, none of them has
explicitly quantified the distance/similarity between different tasks, which is of
vital importance in modeling the task correlation in MTL. This observation
motivates us to propose a new MTL method, which can measure the distance
between different tasks in an explicit way. Metric learning [16], which aims to
learn a distance metric to reflect the intrinsic similarity/correlation between
data samples, becomes a natural choice to model the task distance in our case.
In recent years, metric learning has been widely used in various applications,
such as healthcare [12], person re-identification [17], and instance segmentation
[10]. Different from existing metric learning methods that work on data samples,
the nature of MTL problem requires us to define the distance metric over tasks,
so that the correlation between different tasks can be explicitly measured and
integrated into the learning objectives.

3 Proposed Method

In this section, we introduce the proposed M2TL. First, we define the formula-
tion of task distance metric. Based on that, we propose the objective function
of M2TL and describe the optimization procedure. Finally, we analyze the com-
putational complexity of the proposed method.
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3.1 Task Distance Metric

For each task, the weight vector is a meaningful index to represent the informa-
tion learned from the corresponding task. Therefore, we define a task distance
metric based on weight vectors of different tasks:

D(ti, tj) = (wi − wj)TM(wi − wj), i, j = 1, · · · , T, (2)

where ti and tj denote the i-th task and the j-th task, respectively; wi and
wj denote the weight vector learned for the i-th task and that for the j-th
task, respectively; and D(ti, tj) denotes the distance between task i and task j.
Similar to the typical distance metric learning, we use the Mahalanobis matrix
M to flexibly adjust the importance of different dimensions. Note that if M
equals to the identity matrix, then the defined distance metric will reduce to the
Euclidean distance.

3.2 Objective Function of M2TL

With the above definition on task distance metric, we can formulate the objective
function of the proposed M2TL. Given T regression tasks and the corresponding
datasets {(X1,y1), (X2,y2), · · · , (XT ,yT )}, where Xi ∈ R

ni×d and yi ∈ R
ni

(i = 1, · · · , T ) denote the training samples and the corresponding labels in the
i-th task respectively, and ni denotes the number of samples in the i-th task.
In this paper, we use regression tasks as an example to show the formulation of
the proposed M2TL. In fact, the idea of the proposed method can be extended
to other supervised/unsupervised learning tasks, such as classification tasks and
clustering tasks, in a straightforward way. The proposed M2TL specifies the
general formulation in Eq. (1) as follows:

arg min
W,M

Loss(W) +
μ

T 2

T∑

i=1

T∑

j=1

D(ti, tj) + ‖M − Q‖2F . (3)

The first term in Eq. (3) represents the total loss of T tasks as mentioned pre-
viously. Without loss of generality, we utilize the least squares formulation as
the loss function in our model: Loss(W) =

∑T
i=1

1
2ni

‖Xiwi − yi‖22. Note that
Loss(W) in Eq. (3) can be any loss function according to different learning
requirements. The second term in Eq. (3) is the task distance formulated in
the previous subsection. By minimizing the summation of all task distances, we
expect that the commonality/similarity among different tasks, which is generally
hidden in the original feature space, can be extracted to the maximum extent.
In addition to the loss function and the regularizer, we further introduce the
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last term in Eq. (3) to avoid the trivial solution on M by constraining it using a
task correlation/covariance matrix Q. Here Q can be any correlation/covariance
matrix that captures the relationship between different tasks. In our paper, we
use the Pearson correlation coefficient matrix calculated by the initialization of
W because of its universality.

3.3 Optimization Procedure

To the best of our knowledge, there is no closed-form solution for the optimiza-
tion problem in Eq. (3). Therefore, we use an alternating method to find the
optimal M and W iteratively, which guarantees the optimality in each iteration
as well as the local optimum of the solution. The detailed optimization procedure
is described as follows:

Fix W and update M: With the fixed W, the objective function in Eq. (3)
can be rewritten as follows:

arg min
W,M

Loss(W) +
μ

T 2

T∑

i=1

T∑

j=1

D(ti, tj) + ‖M − Q‖2F

= arg min
M

μ

T 2

T∑

i=1

T∑

j=1

(wi − wj)TM(wi − wj) + ‖M − Q‖2F

= arg min
M

μ

T 2
tr(M

T∑

i,j

(wi − wj)(wi − wj)T ) + ‖M − Q‖2F

= arg min
M

2μ

T 2
tr(M(T

T∑

i=1

wiwT
i −

T∑

i,j

wiwT
j )) + ‖M − Q‖2F

= arg min
M

2μ

T 2
tr(MWLWT ) + ‖M − Q‖2F ,

(4)

where L is a T ×T Lagrange matrix defined as: L = T IT −1T1T
T , with IT and 1T

being the T -dimensional identity matrix and all one column vector, respectively.
Taking the derivative of the objective function in Eq. (4) with respect to M and
set it to zero, i.e.,

∂
[
2µ
T 2 tr(MWLWT ) + ‖M − Q‖2F

]

∂M
= 0, (5)

then we can obtain the update of M:

M = Q − μ

T 2
WLWT . (6)
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Algorithm 1: Metric-guided Multi-Task Learning (M2TL)

1 Input: Training set for T learning tasks: {Xi ∈ R
ni×d,yi ∈ R

ni}T
i=1

2 Output: Weight matrix W = [w1, · · · ,wT ] ∈ R
d×T

1: for i ← 1 : T do
2: Initialize wi: wi ← XT

i yi;
3: end for
4: while not convergence do
5: Update M using Eq. (6);
6: for i ← 1 : T do
7: Update wi using Eq. (9);
8: end for
9: end while

Fix M and update W: With the fixed M, the objective function in Eq. (3)
can be rewritten as follows:

arg min
W,M

Loss(W) +
μ

T 2

T∑

i=1

T∑

j=1

D(ti, tj) + ‖M − Q‖2F

= arg min
W

Loss(W) +
μ

T 2

T∑

i=1

T∑

j=1

(wi − wj)TM(wi − wj)

= arg min
W

T∑

i=1

1
2ni

‖Xiwi − yi‖22 +
μ

T 2

T∑

i=1

T∑

j=1

(wi − wj)TM(wi − wj)

= arg min
W

T∑

i=1

(
1

2ni
‖Xiwi − yi‖22 +

μ

T 2

T∑

j=1

(wi − wj)TM(wi − wj)).

(7)

Note that in the above formulation, each task can be updated individually.
Therefore, for the i-th task, we fix the 1, ..., i − 1, i + 1, ...T -th tasks, take the
derivative with respect to wi, and set it to zero, then we have:

1
ni

XT
i (Xiwi − yi) +

4μ

T 2

T∑

j=1
j �=i

M(wi − wj) = 0. (8)

From Eq. (8), we can obtain the updating rule of wi:

wi = (
1
ni

XT
i Xi +

4μ(T − 1)
T

M)−1(
1
ni

XT
i yi +

4μ

T
M

T∑

j=1
j �=i

wj). (9)

The details of the proposed M2TL are described in Algorithm 1.

3.4 Computational Complexity Analysis

In Algorithm 1, the most time-consuming steps are steps 4–9. The time com-
plexity of step 5, i.e., updating M, is O(dT 2). The time complexity of step 7,
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i.e., updating wi, is O(d3). Assume that t is the number of iterations in the
outside while loop for convergence, then the total computational complexity of
the proposed M2TL is O(t(dT 2 + d3T )).

4 Experimental Results

In this section, we validate the performance of the proposed method on both
synthetic and real-world datasets. We use two standard criteria in MTL for
performance evaluation: the root mean squared error (RMSE) [23] and the nor-
malized mean squared error (NMSE), which are defined as follows:

RMSE =
∑m

i=1 ‖XT
i wi − yi‖2 × ni∑m

i=1 ni
, NMSE =

∑m
i=1 MSEi/var(yi) × ni∑m

i=1 ni
,

(10)
where ni is the number of samples in i-th task, and MSE = 1

n

∑n
i=1(yi −xiwi)2

denotes the mean square error. We select the following baselines for performance
comparison:

– STL [15]: the classical single-task learning method, which learns each task
independently without modeling the task relationship. Here we employ Lasso
as the STL model.

– L21 [13]: a typical multi-task feature selection method, which uses L2,1-norm
to achieve the row sparsity of weight matrix.

– DirtyMTL [9]: a representative dirty multi-task learning method, which
decomposes the weight matrix into two components and regularizes these
two components separately to overcome the shortage of Lq,p-norm.

– MTFSSR [19]: a state-of-the-art multi-task feature selection method with
sparse regularization, which extends the L1,2-norm regularization to the
multi-task setting for capturing common features and extracting task-specific
features simultaneously.

4.1 Experiments on Synthetic Dataset

In this subsection, we examine the convergence and the prediction accuracy
of the proposed method on a synthetic dataset. We generate the data of T
regression tasks. Each task includes N data samples. The data of the i-th task
are generated from the normal distribution N (i/10, 1). The ground truth of the
weight matrix, W(truth), is generated from N (1, 1). The labels are then generated
by: yi = Xiw

(truth)
i +ε accordingly, where ε is the Gaussian noise generated from

N (0, 0.1). In the experiments, we assume that W(truth) is unknown and aim to
learn it from the training sets {Xi,yi} (i = 1, · · · , T ). We set T = 10, d = 10,
and N = 30 in our experiments.
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Fig. 1. Convergence speed of the proposed method on the synthetic dataset. The hor-
izontal axis represents the number of iterations while the vertical axis represents the
objective value of ‖Wt − Wt−1‖F . The red curve in the figure shows that M2TL can
converge to a stable solution quickly. (Color figur online)

We first examine the convergence speed of the proposed method. We deter-
mine the stopping point by evaluating the difference between Wt and Wt−1.
Specifically, we consider the algorithm as convergent and stop the iteration once
the following inequality is satisfied: ‖Wt −Wt−1‖F ≤ ε. In this experiment, we
set ε = 0.001. Figure 1 shows the objective value of ‖Wt − Wt−1‖F versus the
number of iterations. The objective value decreases dramatically and satisfies
the stopping criterion within only 7 iterations, demonstrating that the proposed
method can converge to a stable solution quickly.

Table 1. The performance (in terms of RMSE) of STL [15], L21 [13], DirtyMTL [9],
MTFSSR [19], and the proposed M2TL on the synthetic dataset, with three different
training ratios. The best performances are highlighted in bold.

Training No. Methods

STL L21 DirtyMTL MTFSSR M2TL

2 60.49± 12.45 31.07± 9.24 29.56± 4.64 38.90± 8.95 25.40± 12.26

4 53.36± 12.02 25.22± 3.23 25.69± 5.60 25.55± 7.24 24.93± 13.75

6 46.63± 19.95 18.70± 2.15 20.33± 5.53 18.56± 4.64 18.44± 8.39

In the second experiment, we compare the performance of the proposed
method with that of four aforementioned baselines. We select 2, 4, and 6 sam-
ples from the 30 samples for training and use the rest for testing. We repeat the
experiment for 10 times on randomly selected training samples and report the
average RMSE as well as the standard deviation of each method. Table 1 lists
the results of all methods. Obviously, with the exploration on the relationship
between different tasks, the MTL methods (including L21, DirtyMTL, MTF-
SSR, and the proposed M2TL) achieve the lower RMSE than the STL method.
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By further modeling the task distance in an explicit way, the proposed method
outperforms other three MTL methods in all scenarios.

4.2 Experiments on Real-World Multi-task Datasets

In this subsection, we conduct experiments on two real-world multi-task
datasets: the School dataset (https://github.com/jiayuzhou/MALSAR/tree/
master/data) and the Sarcos dataset (http://www.gaussianprocess.org/gpml/
data/). The School dataset is commonly used in many MTL literature. It is
provided by the Inner London Education Authority and contains 15, 362 data
samples from 139 schools where each data sample has 27 attributes. We treat
each school as a task and the learning target is to predict the exam score. The
Sarcos dataset is about the inverse dynamic problem. The learning target is to
predict the 7 joint torques given the 7 joint positions, 7 joint velocities and 7
joint accelerations. Here we treat prediction of one joint torque as a task so we
have 7 tasks in total. For all 7 tasks, the 21 features (7 joint positions, 7 joint
velocities and 7 joint accelerations) are used as the input, so the training data
for different tasks are the same. We select 200 samples from each task to conduct
our experiment. For both School and Sarcos datasets, we 20%, 30%, 40% of data
for training and use the rest for testing. Similar to the synthetic experiments,
we repeat the experiment for 10 times on randomly selected training samples.
We report the average NMSE as well as the standard deviation of each method.

Tables 2 and 3 report the performance of all five methods on the School
dataset and the Sarcos dataset, respectively. With the increase of training ratio,
the NMSE of all methods decreases (except the L21 method from 20% to 30%),
which is consistent with the common observation that providing more training
data is generally beneficial to the learning task. Moreover, similar to the obser-
vations in the synthetic experiments, the MTL methods perform better than the
STL method while our method again achieves the lowest prediction error among
all five methods, demonstrating the necessity of exploring the task relationship
in MTL and the effectiveness of the proposed formulation.

Table 2. The performance (in terms of NMSE) of STL [15], L21 [13], DirtyMTL [9],
MTFSSR [19], and the proposed M2TL on the School dataset, with three different
training ratios. The best performances are highlighted in bold.

Training ratio Methods

STL L21 DirtyMTL MTFSSR M2TL

20% 2.118± 0.104 0.963± 0.005 0.924± 0.001 0.929± 0.000 0.931± 0.001

30% 2.052± 0.008 1.061± 0.007 0.858± 0.001 0.862± 0.000 0.855± 0.007

40% 2.013± 0.001 1.016± 0.001 0.821± 0.003 0.820± 0.000 0.809± 0.003

https://github.com/jiayuzhou/MALSAR/tree/master/data
https://github.com/jiayuzhou/MALSAR/tree/master/data
http://www.gaussianprocess.org/gpml/data/
http://www.gaussianprocess.org/gpml/data/
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Table 3. The performance (in terms of NMSE) of STL [15], L21 [13], DirtyMTL [9],
MTFSSR [19], and the proposed M2TL on the Sarcos dataset, with three different
training ratios. The best performances are highlighted in bold.

Training ratio Methods

STL L21 DirtyMTF MTFSSR M2TL

20% 2.180± 0.037 0.309± 0.113 0.294± 0.001 0.300± 0.004 0.291± 0.004

30% 2.052± 0.026 0.216± 0.001 0.226± 0.001 0.216± 0.002 0.211± 0.002

40% 2.000± 0.091 0.208± 0.001 0.202± 0.000 0.194± 0.000 0.189± 0.001

5 Conclusions

In this paper, we proposed a novel multi-task learning method called Metric-
guided Multi-Task Learning (M2TL), which learns a task distance metric to
explicitly measure the distance between different tasks and uses the learned
metric as a regularizer to model the multi-task correlation. In the future, we
plan to extend our experimental evaluation on large-scale datasets with dis-
tributed strategy in order to overcome the issues of quadratic time compelxity
with respect to the task number and cubic time complexity with respect to
the feature dimension. Moreover, we will investigate more sophisticated ways to
model and learn the task distance metric.
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Abstract. In natural language the intended meaning of a word or
phrase is often implicit and depends on the context. In this work, we
propose a simple yet effective method for sentiment analysis using con-
textual embeddings and a self-attention mechanism. The experimental
results for three languages, including morphologically rich Polish and
German, show that our model is comparable to or even outperforms
state-of-the-art models. In all cases the superiority of models leveraging
contextual embeddings is demonstrated. Finally, this work is intended as
a step towards introducing a universal, multilingual sentiment classifier.

Keywords: Sentiment classification · Deep learning · Word
embeddings

1 Introduction

All areas of human life are affected by people’s views. With the sheer amount of
reviews and other opinions over the Internet, there is a need for automating the
process of extracting relevant information. For machines, however, measuring
sentiment is not an easy task, because natural language is highly ambiguous at
all levels, and thus difficult to process. For instance, a single word can hardly
convey the whole meaning of a statement. Moreover, computers often do not dis-
tinguish literal from figurative meaning or incorrectly handle complex linguistic
phenomena, such as: sarcasm, humor, negation etc.

In this paper, we take a closer look at two factors that make automatic opin-
ion mining difficult – the problem of representing text information, and sentiment
analysis (SA). In particular, we leverage contextual embeddings, which enable
to convey a word meaning depending on the context it occurs in. Furthermore,
we build a hierarchical multi-layer classifier model, based on an architecture of
the Transformer encoder [32], primarily relying on a self-attention mechanism
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and bi-attention. The proposed sentiment classification model is language inde-
pendent, which is especially useful for low-resource languages (e.g. Polish).

We evaluate our methods on various standard datasets, which allows us
to compare our approach against current state-of-the-art models for three lan-
guages: English, Polish and German. We show that our approach is comparable
to the best performing sentiment classification models; and, importantly, in two
cases yields significant improvements over the state of the art.

The paper is organized as follows: Sect. 2 presents the background and related
work. Section 3 describes our proposed method. Section 4 discusses datasets,
experimental setup, and results. Section 5 concludes this paper and outlines the
future work.

2 Related Work

Sentiment classification has been one of the most active research areas in natural
language processing (NLP) and has become one of the most popular downstream
tasks to evaluate performance of neural network (NN) based models. The task
itself encompasses several different opinion related tasks, hence it tackles many
challenging NLP problems, see e.g. [16,20].

2.1 Sentiment Analysis Approaches

The first fully-formed techniques for SA emerged around two decades ago, and
continued to be prevalent for several years, until deep learning methods entered
the stage. The most straight-forward method, developed in [30], is based on the
number of positive and negative words in a piece of text. Concretely, the text
is assumed to have positive polarity if it contains more positive than negative
terms, and vice versa. Of course, the term-counting method is often insufficient;
therefore, an improved method was proposed in [10], which combines counting
positive and negative terms with a machine learning (ML) approach (i.e. Support
Vector Machine).

Various studies (e.g. [31]) have shown that one can determine the polarity of
an unknown word by calculating co-occurrence statistics of it. Moreover, classical
solutions to the SA problem are often based on lexicons. Traditional lexicon-
based SA leverages word-lists, that are pre-annotated with positive and negative
sentiment. Therefore, for many years lexicon-based approaches have been utilized
when there was insufficient amount of labeled data to train a classifier in a fully
supervised way.

In general, ML algorithms are popular methods for determining sentiment
polarity. A first ML model applied to SA has been implemented in [21]. Moreover,
throughout the years, different variants of NN architectures have been introduced
in the field of SA. Especially recursive neural networks [22], such as recurrent
neural networks (RNN) [13,28,29], or convolutional neural networks (CNN) [9,
11] have become the most prevalent choices.
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2.2 Vector Representations of Words

One of the principal concepts in linguistics states that related words can be used
in similar ways [6]. Importantly, words may have different meaning in different
contexts. Nevertheless, until recently it has been a dominant approach (e.g.
word2vec [19], GloVe [23]) to learn representations such that each and every
word has to capture all its possible meanings.

However, lately a new set of methods to learn dynamic representations of
words has emerged [5,7,18,24,25]. These approaches allow each word represen-
tation to capture what a word means in a particular context. While every word
token has its own vector, the vector can depend on a variable-length sequence of
nearby words (i.e. context). Consequently, a context vector is obtained by feed-
ing a neural network with these context word vectors and subsequently encoding
them into a single fixed-length vector.

Fig. 1. The architecture of ELMo.

ULMFiT [7] was the very first
method to induce contextual word
representations by harnessing the
power of language modeling. The
authors proposed to learn contextual
embeddings by pre-training a lan-
guage model (LM), and then perform-
ing task-specific fine-tuning. ULM-
FiT architecture is based on a vanilla
3-layer Long Short-Term Memory
(LSTM) NN without any attention
mechanism.

The other contextual embedding
model introduced recently is called
ELMo (Embeddings from Language
Models) [24]. Similarly to ULMFiT,
this model uses tokens at the word-
level. ELMo contextual embeddings are “deep” as they are a function of all
hidden states. Concretely, context-sensitive features are extracted from a left-to-
right and a right-to-left 2-layer bidirectional LSTM language models. Thus, the
contextual representation of each word is the concatenation of the left-to-right
and right-to-left representations as well as the initial embedding (see Fig. 1).

The most recent model – BERT [5] – is more sophisticated architecturally-
wise, as it is a multi-layer masked LM based on the Transformer NN utilizing sub-
word tokens. However, as we are bound to use word-level tokens in our sentiment
classifier, we leverage the ELMo model for obtaining contextual embeddings.
More specifically, by means of ELMo we are able to feed our classifier model
with context-aware embeddings of an input sequence. Hence, in this setting we
do not perform any fine-tuning of ELMo on a downstream task.
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2.3 Self-attention Deep Neural Networks

The attention mechanism was introduced in [3] in 2014 and since then it has been
applied successfully to different computer vision (e.g. visual explanation) and
NLP (e.g. machine translation) tasks. The mechanism is often used as an extra
source of information added on top of the CNN or LSTM model to enhance the
extraction of sentence embedding [15,26]. However, this scenario is not applicable
to sentiment classification, since the model only receives a single sentence on
input, hence there is no such extra information [15].

Self-attention (or intra-attention) is an attention mechanism that computes
a representation of a sequence by relating different positions of a single sequence.
Previous work on sentiment classification has not covered extensively attention-
based neural network models for SA (especially using the Transformer architec-
ture [32]), although some papers have appeared recently [2,14].

3 The Proposed Approach

Our proposed model, called Transformer-based Sentiment Analysis (TSA) (see
Fig. 2), is based on the recently introduced Transformer architecture [32], which
has provided significant improvements for the neural machine translation task.
Unlike RNN or CNN based models, the Transformer is able to learn dependencies
between distant positions. Therefore, in this paper we show that attention-based
models are suitable for other NLP tasks, such as learning distributed represen-
tations and SA, and thus are able to improve the overall accuracy.

Fig. 2. An overview of the
TSA model architecture.

The architecture of the TSA model and steps
to train it can be summarized as follows:

(a) At the very beginning there is a simple text
pre-processing method that performs text
clean-up and splits text into tokens.

(b) We use contextual word representations to
represent text as real-valued vectors.

(c) After embedding the text into real-valued
vectors, the Transformer network maps the
input sequence into hidden states using self-
attention.

(d) Next a bi-attention mechanism is utilized to
estimate the interdependency between repre-
sentations.

(e) A single layer LSTM together with self-
attentive pooling compute the pooled repre-
sentations.

(f) A joint representation for the inputs is later
passed to a fully-connected neural network.

(g) Finally, a softmax layer is used to determine
sentiment of the text.
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3.1 Embeddings and Encoded Positional Information

Non-recurrent models, such as deep self-attention NN, do not necessarily process
the input sequence in a sequential manner. Hence, there is no way they can
record the position of each word in a sequence, which is an inherent limitation of
every such model. Therefore, in the case of the Transformer, the need has been
addressed in the following manner – the Transformer takes into account the
order of the words in the input sequence by encoding their position information
in extra vectors (so called positional encoding vectors) and adding them to input
embeddings. There are many different approaches to embed position information,
such as learned or fixed positional encodings (PE), or recently introduced relative
position representations (RPR) [27]. The original Transformer used sine and
cosine functions of different frequencies.

In this work, we explore the effectiveness of applying a modified attention
function to what was proposed in [32]. In the vanilla Transformer a dot-product
(multiplicative) attention is used with the scaling factor of

√
dz. We also propose

a different approach to incorporate positional information into the model, namely
using RPR instead of PE. Furthermore, we use global average pooling in order
to average the output of the last self-attention layer and prepare the model for
the final classification layer.

3.2 The Transformer Encoder

The input sequence is combined with word and positional embeddings, which
provide time signal, and together are fed into an encoder block. Matrices for a
query Q, a key K and a value V are calculated and passed to a self-attention
layer. Next, a normalization is applied and residual connections provide addi-
tional context. Further, a final dense layer with vocabulary size generates the
output of the encoder. A fully-connected feed-forward network within the model
is a single hidden layer network with a ReLU activation function in between:

FFN(x) = max (0, xW1 + b1) W2 + b2 (1)

3.3 Self-attention Layer

The self-attention block in the encoder is called multi-head self-attention. A self-
attention layer allows each position in the encoder to access all positions in the
previous layer of the encoder immediately, and in the first layer all positions in
the input sequence. The multi-head self-attention layer employs h parallel self-
attention layers, called heads, with different Q, K, V matrices obtained for each
head. In a nutshell, the attention mechanism in the Transformer architecture
relies on a scaled dot-product attention, which is a function of Q and a set of
K -V pairs. The computation of attention is performed in the following order.
First, a multiplication of a query and transposed key is scaled through the scaling
factor of 1/

√
dz (Eq. 2)

mij =
QKT

√
dz

(2)
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Next, the attention is produced using the softmax function over their scaled
inner product:

αij =
emij

∑n
k=1 emik

(3)

Finally, the weighted sum of each attention head and a value is calculated as
follows:

zi =
n∑

j=1

αijV (4)

3.4 Masking and Pooling

Similar to other sources of data, the datasets used for training and evaluation
of our models contain sequences of different length. The most common app-
roach in the literature involves finding a maximal sequence length existing in
the dataset/batch and padding sentences that are shorter than the longest one
with trailing zeroes. In the proposed TSA model, we deal with the problem of
variable-length sequences by using masking and self-attentive pooling. The inspi-
ration for our approach comes from the BCN model proposed in [18]. Thanks
to this mechanism, we are able to fit sequences of different length into the final
fixed-size vector, which is required for the computation of the sentiment score.
The self-attentive pooling layer is applied just after the encoder block.

4 Experiments

4.1 Datasets

In this work, we compare sentiment analysis results considering four benchmark
datasets in three languages. All datasets are originally split into training, dev
and test sets. Below we describe these datasets in more detail (Table 1).

Table 1. Sentiment analysis datasets with number of classes and train/dev/test split.

Dataset # Classes Train Dev Test Domain Language

SST-2 2 6, 920 872 1, 821 Movies English

SST-5 5 8, 544 1, 101 2, 210 Movies English

PolEmo 2.0-IN 5 5, 783 723 722 Medical, hotels Polish

GermEval 3 19, 432 2, 369 2, 566 Travel, transport German

Stanford Sentiment Treebank (SST). This collection of movie reviews [28]
from the rottentomatoes.com is annotated for the binary (SST-2) and fine-
grained (SST-5) sentiment classification. SST-2 divides reviews into two groups:
positive and negative, while SST-5 distinguishes 5 different review types: very
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positive, positive, neutral, negative, very negative. The dataset consists of 11,855
single sentences and is widely used in the NLP community.

PolEmo 2.0. The dataset [12] comprises online reviews from education,
medicine and hotel domains. There are two separate test sets, to allow for in-
domain (medicine and hotels) and out-of-domain (products and university) eval-
uation. The dataset comes with the following sentiment labels: strong positive,
weak positive, neutral, weak negative, strong negative, and ambiguous.

GermEval. This dataset [33] contains customer reviews of the railway operator
(Deutsche Bahn) published on social media and various web pages. Customers
expressed their feedback regarding the service of the railway company (e.g. travel
experience, timetables, etc.) by rating it as positive, negative, or neutral.

4.2 Experimental Setup

Pre-processing of input datasets is kept to a minimum as we perform only tok-
enization when required. Furthermore, even though some datasets, such as SST
or GermEval, provide additional information (i.e. phrase, word or aspect-level
annotations), for each review we only extract text of the review and its corre-
sponding rating.

The model is implemented in the Python programming language, PyTorch1

and AllenNLP2. Moreover, we use pre-trained word-embeddings, such as ELMo
[24], GloVe [23]. Specifically, we use the following ELMo models: Original3, Polish
[8] and German [17]. In the ELMO+GloVe+BCN model we use the following
300-dimension GloVe embeddings: English4, Polish [4] and German5. In order to
simplify our approach when training the sentiment classifier model, we establish
a very similar setting to the vanilla Transformer. We use the same optimizer
- Adam with β1 = 0.9, β2 = 0.98, and ε = 10−9. We incorporate four types
of regularization during training: dropout probability Pdrop = 0.1, embedding
dropout probability Pemb = 0.5, residual dropout probability Pres = 0.2, and
attention dropout probability Pattn = 0.1. We use 2 encoder layers. In addition,
we employ label smoothing of value εls = 0.1. In terms of RPR parameters, we
set clipping distance to k = 10.

4.3 Results and Discussion

In Table 2, we summarize experimental results achieved by our model and other
state-of-the-art systems reported in the literature by their respective authors.

We observe that our models, baseline and ELMo+TSA, outperform state-of-
the-art systems for all three languages. More importantly, the presented accuracy

1 https://pytorch.org.
2 https://allennlp.org.
3 https://allennlp.org/elmo.
4 http://nlp.stanford.edu/data/glove.840B.300d.zip.
5 https://wikipedia2vec.github.io/wikipedia2vec/pretrained.

https://pytorch.org
https://allennlp.org
https://allennlp.org/elmo
http://nlp.stanford.edu/data/glove.840B.300d.zip
https://wikipedia2vec.github.io/wikipedia2vec/pretrained
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Table 2. Results of our systems compared to baselines and state-of-the-art systems
evaluated on English, Polish and German sentiment classification datasets.

English Polish German

SST-2 SST-5 PolEmo2.0-IN GermEval

RNTN [28] 85.4 45.7 – –

DCNN [9] 86.8 48.5 – –

CNN [11] 88.1 48.0 – –

DMN [13] 88.6 52.1 – –

Constituency Tree-LSTM [29] 88.0 51.0 – –

CoVe+BCN [18] 90.3 53.7 – –

SSAN+RPR [2] 84.2 48.1 – –

Polish BERT [1] – – 88.1 –

SWN2-RNN [33] – – – 74.9

Our baseline

ELMo+GloVe+BCN 91.4 53.5 88.9 78.2

Our model

ELMo+TSA 89.3 50.6 89.8 78.9

scores indicate that the TSA model is competitive and for two languages (Polish
and German) achieves the best results. Also noteworthy, in Table 2, there are two
models that use some variant of the Transformer: SSAN+RPR [2] uses the Trans-
former encoder for the classifier, while Polish BERT [1] employs Transformer-
based language model introduced in [5]. One of the reasons why we achieve
higher score for the SST dataset might be that the authors of SSAN+RPR
used word2vec embeddings [19], whereas we employ ELMo contextual embed-
dings [24]. Moreover, in our TSA model we use not only self-attention (as in
SSAN+RPR) but also a bi-attention mechanism, hence this also should provide
performance gains over standard architectures.

In conclusion, comparing the results of the models leveraging con-
textual embeddings (CoVe+BCN, Polish BERT, ELMo+GloVe+BCN and
ELMo+TSA) with the rest of the reported models, which use traditional distri-
butional word vectors, we note that the former category of sentiment classifica-
tion systems demonstrates remarkably better results.

5 Conclusion and Future Work

We have presented a novel architecture, based on the Transformer encoder with
relative position representations. Unlike existing models, this work proposes a
model relying solely on a self-attention mechanism and bi-attention. We show
that our sentiment classifier model achieves very good results, comparable to the
state of the art, even though it is language-agnostic. Hence, this work is a step
towards building a universal, multi-lingual sentiment classifier.
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In the future, we plan to evaluate our model using benchmarks also for other
languages. It is particularly interesting to analyze the behavior of our model
with respect to low-resource languages. Finally, other promising research avenues
worth exploring are related to unsupervised cross-lingual sentiment analysis.
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Abstract. Is it true that patients with similar conditions get similar
diagnoses? In this paper we present a natural language processing (NLP)
method that can be used to validate this claim. We (1) introduce a
method for representation of medical visits based on free-text descrip-
tions recorded by doctors, (2) introduce a new method for segmentation
of patients’ visits, (3) present an application of the proposed method
on a corpus of 100,000 medical visits and (4) show tools for interpre-
tation and exploration of derived knowledge representation. With the
proposed method we obtained stable and separated segments of visits
which were positively validated against medical diagnoses. We show how
the presented algorithm may be used to aid doctors in their practice.

1 Introduction

Processing of free-text clinical records plays an important role in computer-
supported medicine [1,13]. A detailed description of symptoms, examination and
an interview is often stored in an unstructured way as free-text, hard to process
but rich in important information. Although there exist some attempts to process
medical notes for English and some other languages, in general, the problem is
still challenging [23]. The most straightforward approach to the processing of
clinical notes could be their clustering with respect to different features like
diagnosis or type of treatment. The process can either concentrate on patients
or on their particular visits.

Grouping of visits can fulfil many potential goals. If we are able to group visits
into clusters based on interview with a patient and medical examination then we
can: follow recommendations that were suggested to patients with similar history
to create a list of possible diagnoses; reveal that the current diagnosis is unusual;
identify subsets of visits with the same diagnosis but different symptoms. A
desired goal in the patients’ segmentation is to divide them into groups with
c© Springer Nature Switzerland AG 2020
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similar properties. In the case of segmentation hospitalized patients one of the
most well-known examples are Diagnosis Related Groups [11] which aim to divide
patients into groups with similar costs of treatment. Grouping visits of patients
in health centers is a different issue. Here most of the information is unstructured
and included in the visit’s description written by a doctor: the description of the
interview with the patient and the description of a medical examination of the
patient.

Segmentation (clustering) is a well studied task for structured data such as
age, sex, place, history of diseases, ICD-10 code etc. (an example of patients
segmentation based only on their history of diseases is introduced in [26]), but
it is far from being solved for unstructured free-texts which requires under-
taking many decision on how the text and its meaning is to be represented.
Medical concepts to be extracted from texts very often are taken from Unified
Medical Language System (UMLS, see [4]), which is a commonly accepted base
of biomedical terminology. Representations of medical concepts are computed
based on various medical texts, like medical journals, books, etc. [5,8,10,21,22]
or based directly on data from Electronic Health Records [6–8]. Other approach
for patient segmentation is given in [6]. A subset of medical concepts (e.g. diag-
nosis, medication, procedures) and embeddings is aggregated for all visits of a
patient. This way we get patient embedding that summaries patient medical
history.

In this work we present a different approach. Our data include medical records
for the medical history, description of the examination and recommendations for
the treatment. Complementary sources allow us to create a more comprehensive
visit description. The second difference is grouping visits, not patients. In this
way a single patient can belong to several clusters. Our segmentation is based
on a dictionary of medical concepts created from data, as for Polish does not
exist any classification of medical concepts like UMLS or SNOMED. Obtained
segments are supplemented with several approaches to visual exploration that
facilitate interpretation of segments. Some examples of visual exploration of
supervised models for structured medical data are presented in [3,14,17]. In this
article we deal with a problem of explainable machine learning for unsupervised
models.

2 Corpus of Free-Text Clinical Records

The clustering method is developed and validated on a dataset of free-text clin-
ical records of about 100,000 visits. The data set consists of descriptions of
patients’ visits from different primary health care centers and specialist clinics
in Poland. They have a free-text form and are written by doctors representing a
wide range of medical professions, e.g. general practitioners, dermatologists, car-
diologists or psychiatrists. Each description is divided into three parts: interview,
examination, and recommendations.
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3 Methodology

In this section we describe our algorithm for visits clustering. The process is
performed in the following four steps: (1) Medical concepts are extracted from
free-text descriptions of an interview and examination. (2) A new representation
of identified concepts is derived with concepts embedding. (3) Concept embed-
dings are transformed into visit embeddings. (4) Clustering is performed on visit
embeddings.

3.1 Extraction of Medical Concepts

As there are no generally available terminological resources for Polish medical
texts, the first step of data processing was aimed at automatic identification
of the most frequently used words and phrases. The doctors’ notes are usually
rather short and concise, so we assumed that all frequently appearing phrases are
domain related and important for text understanding. The notes are built mostly
from noun phrases which consist of a noun optionally modified by a sequence of
adjectives or by another noun in the genitive. We only extracted sequences that
can be interpreted as phrases in Polish.

To get the most common phrases, we processed 220,000 visits’ descriptions.
First, we preprocessed texts using Concraft tagger [28] which assigns lemmas,
POS and morphological features values. It also guesses descriptions (apart from
lemmas) for words which are not present in its vocabulary. Phrase extraction
and ordering was performed by TermoPL [19]. The program allows for defining
a grammar describing extracted text fragments and order them according to
a version of the C-value coefficient [12], but we used the built-in grammar of
noun phrases. The first 4800 phrases (all with C-value equal at least 20) from
the obtained list were manually annotated with semantic labels. The list of 137
labels covered most general concepts like anatomy, feature, disease, test. Many
labels were assigned to multi-word expressions (MWEs). In some cases phrases
were also labeled separately, e.g. left hand is labeled as anatomy while hand
is also labeled as anatomy and left as lateralization. The additional source of
information was the list of 9993 names of medicines and dietary supplements.

The list of terms together with their semantic labels was then converted to the
format of lexical resources of Categorial Syntactic-Semantic Parser “ENIAM”
[15,16]. The parser recognized lexemes and MWEs in texts according to the pro-
vided list of terms, then the longest sequence of recognized terms was selected,
and semantic representation was created. Semantic representation of a visit has
a form of a set of pairs composed of recognized terms and their labels (not rec-
ognized tokens were omitted). The average coverage of semantic representation
was 82.06% of tokens and 75.38% of symbols in section Interview and 87.43% of
tokens and 79.28% of symbols in section Examination.

Texts of visits are heterogeneous as they consist of: very frequent domain
phrases; domain important words which are too infrequent to be at the top of
the term list prepared by TermoPL; some general words which do not carry
relevant information; numerical information; and words which are misspelled. In
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(a) Body part – Right side (b) Body part – Pain

(c) Specialty – Adjective (d) Specialty – Body part

Fig. 1. Visualization of analogies between terms. The pictures show term embeddings
projected into 2d-plane using PCA. Each panel shows a different type of analogy.

the clustering task we neglect the original text with inflected word forms and
the experiments are solely performed on the set of semantic labels attached to
each interview and examination.

3.2 Embeddings for Medical Concepts

Operating on relatively large amount of very specific texts, we decided not to
use any general model for Polish. In the experiments, we reduce the description
of visits to extracted concepts and train on them our own domain embeddings.
During creating the term co-occurrence matrix the whole visit’s description is
treated as the neighbourhood of the concept. Furthermore we choose only unique
concepts and abandon their original order in the description (we follow this way
due to simplicity).

We compute embeddings of concepts by GloVe [24] for interview descriptions
and for examination descriptions separately. Computing two separate embed-
dings we aim at catching the similarity between terms in their specific context.
For example, the nearest words to cough in the interview descriptions is runny
nose, sore throat, fever but in the examination description it is rash, sunny,
laryngeal.
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3.3 Visit Embeddings

The simplest way to generate text embeddings based on term embeddings is
to use some kind of aggregation of term embeddings such as an average. This
approach was tested for example in [2] and [7]. In [9] the authors computed a
weighted mean of term embeddings by the construction of a loss function and
training weights by the gradient descent method. Thus, in our method we firstly
compute embeddings of the descriptions (for interview and examination sepa-
rately) as a simple average of concepts’ embeddings. Then, the final embeddings
for visits are obtained by concatenation of two descriptions’ embeddings.

3.4 Visits Clustering

Based on Euclidean distance between vector representations of visits we applied
and compared two clustering algorithms: k-means and hierarchical clustering
with Ward’s method for merging clusters [27]. The similarity of these clusterings
was measured by the adjusted Rand index [25]. For the final results we chose
the hierarchical clustering algorithm due to greater stability.

Table 1. The statistics of clusters for selected domains. The last column shows adjusted
Rand index between k-means and hierarchical clustering.

Domain # clusters # visits Clusters’ size K-means -
hclust

Cardiology 6 1201 428, 193, 134, 303, 27, 116 0.87

Family medicine 6 11230 3108, 2353, 601, 4518, 255, 395 0.69

Gynecology 4 3456 1311, 1318, 384, 443 0.8

Internal medicine 5 6419 1915, 1173, 1930, 1146, 255 0.76

Psychiatry 5 1012 441, 184, 179, 133, 75 0.81

Table 2. The categories of questions in term analogy task with example pairs.

Type of relationship # Pairs Term pair 1 Term pair 2

Body part – Pain 22 Eye Eye pain Foot Foot pain

Specialty – Adjective 7 Dermatologist Dermatological Neurologist Neurological

Body part – Right side 34 Hand Right hand Knee Right knee

Body part – Left side 32 Thumb Left thumb Heel Left heel

Spec. – Consultation 11 Surgeon Surgical consult. Gynecologist g. consult.

Specialty – Body part 9 Cardiologist Heart Oculist Eye

Man – Woman 9 Patient (male) Patient (female) Brother Sister
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Table 3. Mean accuracy of correct answers on term analogy tasks. Rows show different
embeddings sizes, columns correspond to size of neighborhoods.

Dim./Context 1 3 5

10 0.1293 0.2189 0.2827

15 0.1701 0.3081 0.4123

20 0.1702 0.3749 0.4662

25 0.1667 0.4120 0.5220

30 0.1674 0.4675 0.5755

40 0.1460 0.5017 0.6070

50 0.1518 0.4966 0.6190

100 0.0435 0.4231 0.5483

200 0.0261 0.3058 0.4410

Table 4. The most common recommendations for each segment derived for gynecol-
ogyy. In brackets we present a percentage of visits in this cluster which contain a
specified term. We skipped terms common in many clusters, like: treatment, ultrasound
treatment, control, morphology, hospital, lifestyle, zus (Social Insurance Institution).

Cluster Size Most frequent recommendations

1 1311 Recommendation (16.6%), general urine test (5.6%), diet (4.1%),
vitamin (4%), dental prophylaxis (3.4%)

2 1318 Therapy (4.1%), to treat (4%), cytology (3.8%), breast ultrasound
(3%), medicine (2.2%)

3 384 Acidum (31.5%), the nearest hospital (14.3%), proper diet (14.3%),
health behavior (14.3%), obstetric control (10.2%)

4 443 To treat (2%), therapy (2%), vitamin (1.8%), diet (1.6%), medicine
(1.6%)

For clustering, we selected visits where the description of recommendation
and at least one of interview and examination were not empty (some concepts
were recognized). It significantly reduced the number of considered visits. Table 1
gives basic statistics of obtained clusters. The last column contains the adjusted
Rand index. It can be interpreted as a measure of the stability of the clustering.
The higher similarity of the two algorithms, the higher stability of clustering.
For determining the optimal number of clusters, for each specialty we consider
the number of clusters between 2 and 15. We choose the number of clusters so
that adding another cluster does not give a relevant improvement of a sum of
differences between elements and clusters’ centers (according to so called Elbow
method).
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4 Results

4.1 Analogies in Medical Concepts

To better understand the structure of concept embeddings and to determine the
optimal dimension of embedded vectors we use word analogy task introduced
in [20] and examined in details in a medical context in [22]. In the former work the
authors defined five types of semantic and nine types of syntactic relationship.

We propose our own relationships between concepts, more related to the
medical language. We exploit the fact that in the corpus we have a lot of
multiword concepts and very often the same words are included in differ-
ent terms. We would like the embeddings to be able to catch relationships
between terms. A question in the term analogy task is computing a vector:
vector(left foot) − vector(foot) + vector(hand) and checking if the correct
vector(left hand) is in the neighborhood (in the metric of cosine of the angle
between the vectors) of this resulting vector.

We defined seven types of such semantic questions and computed answers’
accuracy in a similar way as in [20]: we created manually the list of similar term
pairs and then we formed the list of questions by taking all two-element subsets
of the pairs list. Table 2 shows the created categories of questions.

We created one additional task, according to the observation that sometimes
two different terms are related to the same object. This can be caused for example
by the different order of words in the terms, e.g. left wrist and wrist left (in Polish
both options are acceptable). We checked if the embeddings of such words are
similar.

We computed term embeddings for terms occurring at least 5 times in the
descriptions of the selected visits. The number of chosen terms in interview
descriptions was equal to 3816 and in examination descriptions – 3559. Among
these there were 2556 common terms for interview and examination. Embeddings
of the size 10 to 200 were evaluated. For every embedding of interview terms
there was measured accuracy of every of eight tasks. Table 3 shows the mean of
eight task results. The second column presents the results of the most restrictive
rule: a question is assumed to be correctly answered only if the closest term of
the vector computed by operations on related terms is the same as the desired
answer. The total number of terms in our data set (about 900,000 for interviews)
was many times lower than sets examined in [20]. Furthermore, words in medical
descriptions can have a different context that we expect. Taking this into account,
the accuracy of about 0.17 is very high and better than we expected. We then
checked the closest 3 and 5 words to the computed vector and assumed a correct
answer if in this neighbourhood there was the correct vector. In the biggest
neighbourhood the majority of embeddings returned accuracy higher than 0.5.

For computing visit embeddings we chose embeddings of dimensionality 20,
since this resulted in the best accuracy of the most restrictive analogy task and
it allowed us to perform more efficient computations than higher dimensional
representations. Figure 1 illustrates PCA projection of term embeddings from
four categories of analogies.
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(a) Cardiology (b) Dermatology, venereology (c) Endocrinology

(d) Family medicine (e) Gynecology (f) Internal medicine

Fig. 2. Clusters of visits for selected domains. Each dot corresponds to a single visit.
Colors correspond to segments. Visualization created with t-SNE. (Color figure online)

(a) Psychiatry (b) Family medicine

Fig. 3. Correspondence analysis between clusters and doctors’ IDs for psychiatry clus-
tering (panel a) and between clusters and ICD-10 codes for family medicine clustering
(panel b). Clusters 2 and 3 in panel a are perfectly fitted to a single doctor.
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4.2 Visits Clustering

Clustering was performed separately for each specialty of doctors. Figure 2 illus-
trates two-dimensional t-SNE projections of visit embeddings coloured by clus-
ters [18]. For some domains clusters are very clear and separated (Fig. 2a). This
corresponds with the high stability of clustering measured by Rand index.

In order to validate the proposed methodology we evaluate how clear are
derived segments when it comes to medical diagnoses (ICD-10). No information
about recommendations nor diagnosis is used in the phase of clustering to prevent
data leakage.

Figure 3(b) shows correspondence analysis between clusters and ICD-10
codes for family medicine clustering. There appeared two large groups of codes:
the first related to diseases of the respiratory system (J) and the second related
to other diseases, mainly endocrine, nutritional and metabolic diseases (E) and
diseases of the circulatory system (I). The first group corresponds to Cluster 1
and the second to Cluster 4. Clusters 3, 5 and 6 (the smallest clusters in this
clustering) covered Z76 ICD-10 code (encounter for issue of repeat prescription).
We also examined the distribution of doctors’ IDs in the obtained clusters. It
turned out that some clusters covered almost exactly descriptions written by one
doctor. This happen in the specialties where clusters are separated with large
margins (e.g. psychiatry, pediatrics, cardiology). Figure 3(a) shows correspon-
dence analysis between doctors’ IDs and clusters for psychiatry clustering.

4.3 Recommendations in Clusters

According to the main goal of our clustering described in Introduction, we would
like to obtain similar recommendations inside every cluster. Hence we examined
the frequency of occurrence of the recommendation terms in particular clusters.

We examined terms of recommendations related to one of five categories:
procedure to carry out by patient, examination, treatment, diet and medicament.
Table 4 shows an example of an analysis of the most common recommendations
in clusters in gynecology clustering. In order to find only characteristic terms for
clusters we filtered the terms which belong to one of 15 the most common terms
in at least three clusters.

5 Conclusions and Applications

We proposed a new method for clustering of visits in health centers based on
descriptions written by doctors. We validated this new method on a new large
corpus of Polish medical records. For this corpus we identified medical concepts
and created their embeddings with GloVe algorithm. The quality of the embed-
dings was measured by the specific analogy task designed specifically for this
corpus. It turns out that analogies work well, what ensures that concept embed-
dings store some useful information.
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Clustering was performed on visits embedding created based on word embed-
ding. Visual and numerical examination of derived clusters showed an interest-
ing structure among visits. As we have shown obtained segments are linked with
medical diagnosis even if the information about recommendations or diagnosis
were not used for the clustering. This additionally convinces that the identified
structure is related to some subgroups of medical conditions.

Obtained clustering can be used to assign new visits to already derived clus-
ters. Based on descriptions of an interview or a description of patient examination
we can identify similar visits and show corresponding recommendations.
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Abstract. The goal of decision making is to select the most suitable option from
a number of possible alternatives. Which is easy, if all possible alternatives are
known and evaluated. This case is rarely encountered in practice; especially in
product development, decisions often have to bemade under uncertainty.As uncer-
tainty cannot be avoided or eliminated, actions have to be taken to deal with it.
In this paper a tool from the field of artificial intelligence, decision networks,
is used. Decision networks utilize probabilistic reasoning to model uncertainties
with probabilities. If the influence of uncertainty cannot be avoided, a variation
of the product is necessary so that it adjusts optimally to the changed situation. In
contrast, robust products are insensitive to the influence of uncertainties. An appli-
cation example from the engineering design has shown, that a conclusion about
the robustness of a product for possible scenarios can be made by the usage of the
decision network. It turned out that decision networks can support the designer
well in making decisions under uncertainty.

Keywords: Probabilistic reasoning · Decision-making · Engineering design ·
Decision network · Bayesian network

1 Introduction

For the development of robust products, which are insensitive to uncertainties, it is
important to assess possible effects of decisions made in the development process and
to consider the relevant influencing factors of tolerances, environments and use cases
[1]. Handling uncertainties in this context, e.g. by identifying design rules and learning
about sensitivities is a major part in the management of product complexity [2]. Systems
that support the designer in the decision-making process have to reduce the uncertainty
by providing knowledge or help to estimate possible scenarios, so that the products are
robust against possible uncertainties. But almost all computer aids like computer-aided
design require discreet parameters [3]. Knowledge-based engineering systems are often
used in the late phases of the development process, e.g. to derive variants quickly and
check them for validity by tables and rules [4]. Knowledge-based engineering is also
beneficial for the conservation of engineering knowledge which is accessible then for
later design projects so that uncertainty can be tackled with experience [5].
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In this paper, another approach is investigated, targeting at conditional probabilities
that arise in the management of requirements that impact the design. In probabilistic
reasoning, uncertainties can be represented by probabilities. For this purpose, Bayesian
networks and decision networks will be examined in more detail. The structure of this
paper is organized as follows: Sect. 2 describes decision making, uncertainty and proba-
bilistic reasoning in engineering design. In Sect. 3 a decision network for the application
example of a rotary valve is built. Section 4 provides a summary anddescribes approaches
for further research.

2 Related Work

In the development of products, decisions often have to be made under uncertainty. A
tool from the field of artificial intelligence, probabilistic reasoning, offers the possibility
to model uncertainties by using probabilities.

2.1 Decision-Making in Product Development

In general, the goal of decision making is to select the most suitable option from a
number of possible alternatives [6]. Decisions have to bemade by the designer during the
entire product development process which may be divided in task clarification, concept,
embodiment design and detailed design. Since it encompasses an initial requirement
management, task clarification has a major influence on the later stages, especially
on embodiment design where first geometric considerations are made and the shape is
defined [7]. Decisions in the development of a new product must take into account a
selection of different criteria [9], which lead to different scopes of change in the product.
Due to time pressure, decisions are often made at short notice in practice, which can
lead to significant negative consequences, such as delays in deadlines, limitations in
functionality, cost overruns and product quality defects [8]. Therefore, tools that support
the designer in decision making have to quickly assess possible consequences.

2.2 Uncertainty in Engineering Design

Uncertainty cannot be avoided or eliminated within the product development process,
therefore it is necessary to consider and react to uncertainty [10]. Kreye et al. [11]
differentiate four types of manifestation of uncertainty: context uncertainty, data uncer-
tainty, model uncertainty and phenomenological uncertainty. When creating a system,
uncertainties arise from the input (data uncertainty), the used model (model uncertainty)
and the results of the system (phenomenological uncertainty). Context uncertainty, in
contrast, describes the influence of the environment on the system. It can be divided
into endogenous uncertainties, which arise within the system and can be controlled, and
exogenous uncertainties, which lie outside the system and typically arise during use of
the product [12]. Despite their random occurrence, exogenous variables can be seen as a
key to assessing the value of a design, because they reflect the way in which the engineer
handles variables that cannot be controlled by himself [6].
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According to Chalupnik et al. [13], there are different ways to deal with uncertainty.
On the one hand, the uncertainty can be reduced by aiming for an increase in knowledge
about the system. On the other hand, the system can be protected from the influence
of uncertainty. Active protection ensures that the system adapts to uncertain situations.
Where, in contrast, passive protection ensures that the system withstands the influence
of uncertainty and therefore no changes need to be made [13]. Robust products are those
that are insensitive to uncontrollable factors [14].

2.3 Modeling Uncertainty with Probabilistic Reasoning

Reasoningwith uncertainty given limited resources is part ofmany technical applications
in artificial intelligence [15]. Graph-basedmodels have proven to be an important tool for
dealing with uncertainty and complexity, as they build a complex system by combining
simpler parts [16].

Bayesian Networks. Probabilities are very suitable for the modelling of reasoning with
uncertainty [15]. Bayesian networks use the so-called Bayesian rule (1), because evi-
dence is often perceived as an effect of an unknown cause and the goal is to determine
the cause [17].

P(cause | effect) =
P(effect | cause) P(cause)

P(effect)
(1)

The Bayesian rule is explained using a simplified application example for the dosing of
powder for the preparation of hot drinks. To support the understanding, the system is
reduced to one effect-cause pair. In practice, many effects have very different causes;
the multi-causal relationships are discussed in more detail in Sect. 3.2.

In this example the following problem was noticed: the hot drink tastes watery. A
possible cause was identified by an insufficient dosage of the powder. For the further
solution of the problem itwould be helpful to knowwithwhich probability the lowdosage
is the cause for the problem or effect. Based on a statistical analysis, the probability of the
effect is P(watery)= 0.2. Since the dosing is carried out automatically, a sensormeasures
the required powder quantity, which is below its reference value with a probability of
P(low) = 0.1. The probability that the hot drink tastes watery if too little powder is
dosed is P(watery | low)= 0.8, because the taste is subjective. Based on the information
obtained, the Bayesian rule can be used to determine the probability that the low dose of
powder is the cause of the watery taste P(low | watery)= 0.4. This leads to the following
conclusion that the insufficient dosage of the powder is with a probability of 40% the
cause for the watery taste of the hot drink.

According to Russel and Norvig [17], the structure of a Bayesian network can be
described by a directed acyclic graph (DAG) inwhich each node is annotated quantitative
probability information. Figure 1 shows a Bayesian network with four nodes, which
represents the probabilities for a watery hot drink in case of an incorrect mixing ratio
of a machine for preparing hot drinks due to a blocked powder supply or defective flow
sensor for liquids. The probabilities of the nodes blocked powder supply and defective
flow sensor reflect the probability of their occurrence. The incorrect mixing ratio node
has the nodes blocked powder supply and defective flow sensor as parent nodes, so
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the probability is described in a conditional probability table (CPT) depending on the
probability of the parent nodes. The watery hot drink node describes the probability of
a watery taste of a hot drink depending on the probability of an incorrect mixing ratio.

P(P)
0.01

P(S)
0.001

incorrect 
mixing ratio

P(D|M)
0.8
0.2

M
T
F

P(M|P,S)
0.99
0.9
0.8
0.1

P S
T T
T F
F T
F F

blocked 
powder 
supply

defective 
flow sensor

watery
hot drink

Fig. 1. Simple example for a Bayesian network for a watery hot drink

In a Bayesian network, the direct influences can be displayed by arcs without having
to specify each probability manually [17]. The arcs in the DAG specify causal relations
between the nodes [18], therefore the Bayesian rule can be applied. The main usage of
Bayesian networks is inference, which involves updating the probability distribution of
unobserved variables as new evidence or observed variables become available [19].

Decision Networks. Adirected acyclic graph (DAG)model that combines chancenodes
from a Bayesian network with additional node types for actions and utilities is called a
decision network [17]. In general, decision networks can be used for optimal decision
making, even if only partial observations of the world are given [20]. According to Zhu
[18], a decision network represents the knowledge about an uncertain problem domain,
as well as the available actions and desirability of each state. The following three node
types, chance nodes, decision nodes and utility nodes form the basic structure of a
decision network [17]:

• Chance Nodes: random variables as they are used in a Bayesian network, where each
node is connected to a conditional distribution indexed by the state of the parent node

• Decision Nodes: points where the engineer has a choice of actions to make a decision
• Utility Nodes: points with a utility function that describes the preferred outcomes.

Actions are selected based on the evaluation of the decision network for each possible
setting of the decision node [17]. Once a decision node is set, the probabilities of the
parent nodes of the utility node are calculated by using a standard probabilistic inference
algorithm [17]. As a result, the action that has the most added value based on the utility
function is selected.
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3 Application of Probabilistic Reasoning in Engineering Design

As an application for probabilistic reasoning, an example from engineering design is
used to demonstrate a possible handling of uncertainty for the development of robust
products.

3.1 Rotary Valve as Application Example

A rotary valve is to be used for the dosing of bulk food for hot drinks. Rotary valves
or metering feeders are generally used for metering and conveying free-flowing bulk
materials [21]. Figure 2 shows a rotary valve with its components. In this case, the
rotary valve is driven via the shaft and receives and transports bulk food through the
rotary valve pocket per rotation. To avoid bulk food being drawn in or jammed between
the rotary valve and the housing, the gap between the rotary valve and the housing is
kept as small as possible.

bulk food

housing

rotor pocket

shaft

rotor

Fig. 2. Rotary valve for the dosing of bulk food

The rotary valve has many advantages in application, as it is easy to handle and pro-
vides reproducible results. On the other hand, the dimensioning or design of the rotary
valve requires adaptation to the bulk material properties [21]. Especially for discontinu-
ous and quantitative dosing, the rotor pocket size is decisive, which should also be filled
as completely as possible during dosing.

The rotary valve in this application example is integrated in a machine for the prepa-
ration of various hot drinks. Each hot drink requires a different amount of bulk food
to be dosed. In addition, the machine is to be placed at different locations, such as in
the home kitchen, the office or a café. These boundary conditions result in uncertainties
that cannot be influenced by the engineer. The aim for the engineer is to cover as many
possible and probable scenarios with one size of the rotor pocket.

3.2 Modelling of a Decision Network for the Application Example

To support the design engineer in the decisionmakingprocess for the optimal rotor pocket
size, a decision network was established which also represents the given uncertainties
due to the boundary conditions.
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The decision network (Fig. 3) of the application example consists of a Bayesian
network with six chance nodes. The nodes bulk food and place of use form the initial
nodes. The nodes weight and density depend on the selected bulk food. Depending on
the place of use, a different quantity of liquid is required for the hot drinks, because the
number of hot drinks needed is different. The dosing volume depends on the weight and
density of the bulk food, and on the required quantity of liquid. The additional chance
node filling level represents the uncertainty when filling the rotor pocket size with bulk
food. The decision node rotor pocket size represents the different pocket sizes which are
available as possible actions. The utility node utility function represents the preferred
outcomes, where design conditions are also included.

bulk 
food

place
of use

rotor 
pocket size

utility
function

legend:

chance node

decision node

utility node

quantity 
of liquid

density

weight

dosing 
volume

filling
level

Fig. 3. Decision Network for rotary pocket size

The decision network for the application example was built within Matlab using an
open-source package for directed graphical models called Bayes Net Toolbox (BNT).
A great strength of BNT is the variety of implemented inference algorithms [20]. In
addition, Matlab is very suitable for rapid prototyping, because the Matlab code is high
level and easy to read [20].

In the first step, the Bayesian network was represented by six chance nodes (Fig. 4).
For the chance nodes bulk food and location the occurrence probabilitieswere stored. For
the chance nodesweight, density and quantity of liquid the probabilities were stored with
conditional probability tables (CPT). CPTs were used, because the application example
contains only discrete variables and thus the inference was simplified. The probability
values are taken from a similar project and were determined empirically.

For the selection of the possible rotor pocket size, in addition to the possible dosing
volumes, the filling level of the rotor pocket size has to be considered. For this purpose,
the following assumptions are made that the rotor pocket size has a filling level of 0.9
at 80% and that filling levels 1.0 and 0.8 occur with a probability of 10%. To determine
the possible rotor pocket sizes, all divisors with one decimal place of the possible dosing
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bulk food P(F)

bulk food 1 0.63

bulk food 2 0.34

bulk food 3 0.03
density [g/ml] P(D | F=1) P(D | F=2) P(D | F=3)

density 1 150 0 0 1

density 2 250 0.6 0.2 0

density 3 350 0.4 0.4 0

density 4 450 0 0.4 0

location P(L)

location 1 0.74

location 2 0.2

location 3 0.06

Dosing 
volume for 
hot drink

weight [g] P(W | F=1) P(W | F=2) P(W | F=3)

weight 1 11 0 0.5 1

weight 2 12 0.7 0.5 0

weight 3 13 0.1 0 0

weight 4 14 0.2 0 0

Quantity
of liquid [ml] P(Q | L=1) P(Q | L=2) P(Q | L=3)

quantity 1 200 0.9 0.1 0

quantity 2 500 0.05 0.4 0

quantity 3 1000 0.05 0.5 1

Fig. 4. Bayesian network for dosage in the preparation of hot drinks

volumes were determined. This ensures that all rotor pocket sizes are considered for the
required dosing volume.

The general utility function describes the sumof the utilities of all possible outcomes,
weighted according to their probability of occurrence [6]. As this general utility func-
tion also contains results that lead to an unsuitable layout of the design, the following
conditions are also represented in the utility function:

• High Variability: One rotor pocket size should be able to cover many different dosing
volumes

• Fast Dosing: The time for dosing should not take longer than the heating time of the
liquid for the hot drink

• Exact Dosage: the rotor pocket size should dose exactly the required dosage volume.

The listed conditions lead to conflicts which have to be resolved by the algorithm.
For example, high variability leads to the smallest possible rotor pocket size, whereas
fast dosing requires the largest possible rotor pocket size. In the following Sect. 3.3 the
results of the algorithm for the application example are presented and discussed.

3.3 Results of the Decision Network

The aim of the application example is to support the engineer with a decision network
in the selection of the optimum rotor pocket size. Table 1 shows the results of the deci-
sion network in Matlab at different information levels. The column known information
represents the different levels of evidence or observation for the decision network. The
column rotor pocket size shows the optimal rotor pocket size for the given evidence,
which is the best choice for dosing the most likely dosing volumes. The column utility
probability describes the added probabilities of the dosing volumes, which can be dosed
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with the rotor pocket size depending on the filling level. For the situation where no
further information is available, the optimum rotor pocket size is 10.7 ml with a utility
probability of 15.26%. It can also be noticed that a higher information level does not
necessarily lead to a higher utility probability, as this depends on the uncertainty or
diversity of the probabilities of the chance nodes. This can also be shown by comparing
the utility probabilities of no known information with 15.26% and bulk food 2 with
15.16%.

Table 1. Results for the optimal rotary pocket size with utility probabilities

Known information Rotor pocket size [ml] Utility probability [%]

No known information 10.7 15.26

Bulk food 1 10.7 23.38

Bulk food 2 1.0 15.16

Bulk food 3 16.3 70.64

Place 1 10.7 19.75

Place 2 1.0 16.84

Place 3 53.3 21.80

Bulk food 1 & Place 1 10.7 30.38

Bulk food 1 & Place 2 1.0 20.84

Bulk food 1 & Place 3 53.3 33.60

Bulk food 2 & Place 1 1.0 17.30

Bulk food 2 & Place 2 0.8 24.00

Bulk food 2 & Place 3 0.8 34.00

Bulk food 3 & Place 1 16.3 76.00

Bulk food 3 & Place 2 16.3 48.00

Bulk food 3 & Place 3 81.5 80.00

In addition, the decision network can support the engineer in making decisions under
uncertainty by allowing the utility probability to make a prediction about the robustness
of a product:

• High utility probability: If a value has a high utility probability, it can be assumed that
this value is a suitable solution for as many scenarios as possible and therefore no fur-
ther changes are necessary. Furthermore, it can be concluded that the described uncer-
tainty within the decision network has little influence on the outcome and therefore it
represents a robust product.

• Low utility probability: With a low utility probability, only a part of the possible
scenarios can be covered with one value. This indicates a high diversity within the
decision network, which may be due to a higher influence of uncertainty. For this
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reason, the product have to be adaptable to different conditions, i.e. it should have a
high variability or modifiability.

The aim of the decision network is to minimize or even avoid the need for design
changes at a late stage of product development or in the use phase. If the utility probability
is high, the most robust variant is chosen as the solution, because it is insensitive to the
assumed uncertainties. If the utility probability is low, a variant cannot cover the whole
spectrum of possible results. In this case, a portfolio of variants can be compiled to
cover as many scenarios as possible. This portfolio enables a fast reaction to changing
conditions.

4 Conclusion and Future Research

Decisions in the product development process often have to be made under uncertainty.
Uncertainties can occur during product development or arise from the environment when
the product is used. There are two possibilities for dealing with uncertainty. On the one
hand, the uncertainty can be reduced by increasing knowledge, on the other hand, the
product can be protected from the influence of the uncertainty. To be able to react to the
influence of uncertainty, the requirements have to be compared with the behavior of the
product during production and use. Especially with a large number of requirements and
broad requirement corridors, this requires a great effort from the engineers.

The method presented in this paper supports the engineer in decision-making by
representing the uncertainties in a decision network using probabilities. With sensitivi-
ties, i.e. the minimum and maximum of a requirement corridor, possible use cases are
determined with their probability of occurrence. Based on these, statements about the
robustness of the product can bemade. Furthermore, they enable a feedbackwith product
management to improve product variety, as possible application scenarios and market
segments of the product are already checked.

For future research, it is necessary to investigate how suitable the method with
the decision network is for selecting appropriate variants. In addition, the volume of
a rotor pocket size was exclusively used as the basis for the application example. For
the variation of the rotor, the number of pockets on the circumference or a combination
of two pocket sizes could also be interesting. For the illustration of different variants
with given uncertainty a coupling between a decision network and a knowledge-based
system (KBS) would also be conceivable. Here the requirements with their probabilities
of occurrence could be represented in a decision network and the most probable result
is transferred to the knowledge-based system for the configuration of the product.
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Abstract. Hierarchical multi-label classification (HMC) is a practically
relevant machine learning task with applications ranging from text cat-
egorization, image annotation and up to functional genomics. State of
the art results for HMC are obtained with ensembles of predictive mod-
els, especially ensembles of predictive clustering trees. Predictive clus-
tering trees (PCTs) generalize decision trees towards HMC and can be
combined into ensembles using techniques such as bagging and random
forests. There are two major issues that influence the performance of
HMC methods: (1) the computational bottleneck imposed by the size of
the label hierarchy that can easily reach tens of thousands of labels, and
(2) the sparsity of annotations in the label/output space. To address
these limitations, we propose an approach that combines graph node
embeddings and a specific property of PCTs (descriptive, clustering and
target attributes can be specified arbitrarily). We adapt Poincaré hyper-
bolic node embeddings to obtain low dimensional label set embeddings,
which are then used to guide PCT construction instead of the original
label space. This greatly reduces the time needed to construct a tree due
to the difference in dimensionality. The input and output space remain
the same: the tests in the tree use original attributes, and in the leaves
the original labels are predicted directly. We empirically evaluate the
proposed approach on 9 datasets. The results show that our approach
dramatically reduces the computational cost of learning and can lead to
improved predictive performance.

Keywords: Hierarchical Multi-label Classification · Hyperbolic
embeddings · Ensemble methods · Predictive Clustering Trees

1 Introduction

In the typical supervised learning setting the goal is to predict the value of a
single target variable. The tasks differ by the type of the target variable: binary
classification deals with predicting a discrete variable with two possible values,
multi-class classification deals with predicting a discrete variable with several
possible values and regression deals with predicting a continuous variable. In
c© Springer Nature Switzerland AG 2020
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many real life problems of predictive modelling the target variable is structured.
Examples can be labelled with multiple labels simultaneously and some depen-
dencies (e.g., tree-shaped or directed acyclic graph hierarchy) among labels may
exist. The former task is called multi-label classification (MLC), while the latter
is called hierarchical multi-label classification (HMC). These types of problems
occur in domains such as life sciences (finding the most important genes for a
given disease, predicting toxicity of molecules, etc.), ecology (analysis of remotely
sensed data, habitat modelling), multimedia (annotation and retrieval of images
and videos) and the semantic web (categorization and analysis of text and web
pages). The most prominent area in a need of efficient HMC models with pre-
mium predictive performance is gene function prediction, where the goal is to
predict the functions of a given gene. Gene Ontology [3] organizes 45.000 gene
functions into a directed acyclic graph. Hence, the task of gene function predic-
tion can be naturally viewed as a task of HMC.

A significant amount of research effort has been dedicated to developing
methods for predicting structured outputs. In this sense, the methods for MLC
[5] are the most prominent. The methods that consider hierarchical dependencies
among the labels during model learning are less abundant. In two overviews of
the HMC task [9,13], several methods are analyzed based on the amount of
information they exploit from the hierarchy of labels during the learning of
the models. The main conclusion is that global models (predicting the complete
structure as a whole) generally have better predictive performance than the local
models (predicting components of the output and then combining them). The
success of the HMC methods is limited by two major factors: computational cost
and sparsity of the output space. The number of labels (as well as the number
of examples and features) for many domains presents a major computational
bottleneck for all of the HMC methods and various methods cope differently
with this. The sparsity of the output space pertains to the fact that the number
of labels per example as well as the number of examples per label is very small.

We propose to address the two performance limiting issues by embedding the
large hierarchical label space to a smaller space. Learning embeddings of complex
data such as text, images, graphs and multi-relational data is currently a highly
researched topic in artificial intelligence. Related to HMC are the embeddings
of graph nodes (e.g., Poincaré embeddings [10], latent space embeddings [7],
NODE2VEC [4]), as well as the embeddings for multi-relational data for informa-
tion extraction and completion of knowledge graphs (e.g., RESCAL, TRANSE,
Universal Schema). We exploit the learned embeddings within the learning of
predictive clustering trees (PCTs) – a generalization of decision trees. They sup-
port different heuristic functions that guide the tree construction, and different
prototype functions that make predictions in the leaves. With different choices
of heuristic and prototype functions, they have been used for structured output
predictions tasks [8], including HMC [14]. Additionally, PCTs yield state of the
art predictive performance for the HMC task [2,6,11] and have been extensively
used for gene function prediction [11,12].
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The main contributions of this paper are as follows. First, we learn new
embeddings for HMC by adapting the Poincaré node embeddings to get low
dimensional embeddings of label sets assigned to individual examples. Second,
we extend PCTs so that the heuristic function guiding the tree construction
only looks at the embeddings and ignores the original high dimensional label
space. This significantly reduces the time needed to construct the trees. The
prototype function in the leaves is the same as for standard PCTs when used
for HMC and predicts the original labels directly. A mapping from embeddings
back to labels or decoding of the embeddings is not needed. Third, we
empirically evaluate our approach on 9 datasets for gene function prediction.
The evaluation reveals that it drastically reduces the computational cost
compared to standard PCTs and, given equal time budget, yields models with
superior predictive performance.

The remainder of this paper is organized as follows. In Sect. 2, we present our
approach and theoretically analyze the reduction in computational cost it offers.
Next, we outline the experimental design used to evaluate the performance of the
obtained predictive models and discuss the obtained results in Sect. 3. Finally,
we conclude and provide directions for further work in Sect. 4.

2 Method Description and Analysis

In this section, we briefly describe the calculation of the HMC embeddings
by using the Poincaré hyperbolic node embeddings. We then describe PCTs
and their extension so they use the label set embeddings to guide the tree
construction.

2.1 Hyperbolic Embedding of Label Sets

A recently proposed approach based on the Poincaré ball model of hyperbolic
space was shown to be very successful at embedding hierarchical data into low
dimensions [10]. The points in the d-dimensional Poincaré ball correspond to the
open d-dimensional unit ball Bd = {x ∈ R

d; ‖x‖ < 1}, and the distance between
them is given as

d(x, y) = arcosh
(

1 + 2
‖x − y‖2

(1 − ‖x‖2)(1 − ‖y‖2)
)
.

This means that points close to the center have a relatively small distance
to all other points in the ball, whereas the distances between points close to
the border (as the denominator approaches 0) is much greater compared to its
Euclidean counterpart). This property makes the space well suited for repre-
senting hierarchical data, as the norm of the embedding vector can naturally
represent the depth of the node in the hierarchy. For example, the root of a tree
hierarchy is an ancestor to all other nodes, and as such can be placed near the
center, where the distance to all other points is relatively small. On the other
hand, leaves of the tree can be placed close to the boundary.
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Fig. 1. An overview of our approach. We first calculate the embedding of label sets and
add this information to our data. The embeddings are used for the clustering space,
which guides the PCT construction, while the input and target space remain the same.

In the HMC task, labels are organized in a hierarchy, which can consist
of thousands of nodes. First, we embed the hierarchy into the Poincaré ball,
following the proposed method for embedding taxonomies [10]. This way we
obtain vectors representing individual labels in the hierarchy. However, each
example in a HMC dataset is associated with a set of labels. To get a vector
representing the set of labels assigned to an example, we aggregate the vectors
representing the individual labels. For the aggregation we have multiple options,
for example calculating the component-wise mean vector or the medoid vector.

2.2 Predictive Clustering Trees

Predictive clustering trees (PCTs) are a generalization of decision trees towards
predicting structured outputs including hierarchies of labels. In this work, we
exploit a unique property of PCTs that allows arbitrary use of the various
attributes. Specifically, for the learning of tree models there are three attribute
types: descriptive, clustering and target (as illustrated in Fig. 1). The descrip-
tive attributes are used to divide the space of examples; these are the variables
encountered in the test nodes. The clustering attributes are used to guide the
heuristic search of the best split at a given node. The target attributes are the
ones we predict in the leaves.

PCTs are induced with a top-down induction of decision trees algorithm.
outlined in Algorithm 1 that takes as input a set of examples and indices of
descriptive, clustering and target attributes (can overlap). It goes through all
descriptive attributes and searches for a test that maximizes the heuristic score.
The heuristic that is used to evaluate the tests is the reduction of impurity
caused by splitting the data according to a test. It is calculated on the clus-
tering attributes. If no acceptable test is found (e.g., no test reduces the vari-
ance significantly, or the number of examples in a node is below a user-specified
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Algorithm 1. Learning a PCT: The inputs are a set of learning examples E,
indices of descriptive attributes D, indices of clustering attributes C and indices
of target attributes T.
1: procedure grow tree(E, D, C, T)
2: test = best test(E, D, C)
3: if acceptable(test) then
4: E1, E2 = split(E, test)
5: left subtree = grow tree(E1, D, C, T)
6: right subtree = grow tree(E2, D, C, T)
7: return Node(test, left subtree, right subtree)
8: else
9: return Leaf(prototype(E, T))

10: procedure best test(E, D, C)
11: best = None
12: for d ∈ D do
13: for test ∈ possible tests(E, d) do
14: if score(test, E, C) > score(best, E, C) then
15: best = test
16: return best

17: procedure score(test, E, C)
18: E1, E2 = split(E, test)
19: return impurity(E, C) - 1

2
impurity(E1, C) - 1

2
impurity(E2, C)

threshold), then the algorithm creates a leaf and computes the prototype of the
target attributes of the instances that were sorted to the leaf. The selection of
the impurity and prototype functions depends on the types of clustering and
target attributes (e.g., variance and mean for regression, entropy and majority
class for classification). The support of multiple target and clustering attributes
allows PCTs to be used for structured target prediction [8].

In existing uses of PCTs, clustering attributes include target attributes, i.e.,
the splits minimize the impurity of the target attributes. In this work, we take
the attribute differentiation a step further and decouple the clustering and target
attributes completely. We propose to use the learned embeddings as clustering
attributes to guide the model learning and keep the original label vectors as the
target attributes. This reduces the dimensionality and sparsity of the clustering
space, which makes split evaluation and therefore tree construction faster. Addi-
tionally, we do not need to convert the embeddings to the original label space,
since the predictions are already calculated in the label space.

We calculate the prototype in each leaf node as the mean of the label vec-
tors (target variables) of the examples belonging to that leaf [14]. The prototype
vectors present label probabilities in the corresponding leaves. The variance func-
tion is the same as for learning PCTs for multi-target regression (embeddings are
continuous vectors), i.e., the weighted mean of variances of clustering attributes.

Like standard decision trees, the predictive performance of PCTs is typi-
cally much improved when used in an ensemble setting. Bagging is an ensemble
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Table 1. Properties of the datasets used for the evaluation. The columns show the
name of the dataset, the number of examples, the number of attributes describing the
examples, and the number of labels in the target hierarchy.

dataset N D L

cellcycle 3751 77 4125

eisen 2418 79 3573

expr 3773 551 4131

gasch1 3758 173 4125

gasch2 3773 52 4131

dataset N D L

hom 3837 47034 4126

seq 3900 478 4133

spo 3697 80 4119

struc 3824 19628 4132

method that constructs base classifiers by making bootstrap replicates of the
training set and using each of these replicates to construct a predictive model.
Bagging can give substantial gains in predictive performance when applied to
an unstable learner, such as tree learners [1]. It reduces the variance component
of the generalization error linearly with the number of ensemble members. This
means that there is a limit to how much ensembles can improve the performance
(the bias component of the error). At a point the ensemble is saturated, and
adding additional trees no longer makes a notable difference [8].

The computational cost of learning a PCT is O(DN log2 N) +
O(CDN logN), where N is the number of examples, D is the number of descrip-
tive attributes and C is the number of clustering attributes [8]. For standard
PCTs, C is the number of labels in the hierarchy (L), which in hierarchical clas-
sification is typically much greater than logN , making the second term the main
contributor.

In our approach, C is instead the dimensionality of the embeddings (E),
which can be only a fraction of the number of labels. We must also take into
account the time needed to calculate the embeddings. They are optimized with
stochastic gradient descent with time complexity O(EL) [10].

Therefore, we have reduced the time complexity from O(LDN logN) using
the standard approach, to O(EDN logN) + O(EL) using our approach. For
larger datasets with thousands of examples and/or labels in the hierarchy, using
our approach with low dimensional embeddings will offer significant speed gains.

3 Evaluation and Discussion

3.1 Experimental Design

For the evaluation of our approach we use 9 benchmark HMC datasets [14], in
which examples are yeast genes. In different datasets, different features are used
to describe the genes. The goal is to predict gene functions as represented by
gene ontology terms. Basic properties of the datasets can be found in Table 1.

We optimize the embeddings using a variant of stochastic gradient descent
as recommended in [10]. The only difference is that we do not use the burn-in



72 T. Stepǐsnik and D. Kocev

Fig. 2. Performance achieved using different aggregations of label embeddings. For
brevity, only three datasets are shown; the results on the other datasets are very similar.

period, as it did not affect our results. We ran the optimization for 100 epochs
with batch size 100, which took approximately 10–20 s per dataset using a single
Nvidia Titan V graphics card.

In our first set of experiments, we aim to determine the best hyperparameters
of our approach: the dimensionality of the embedding vectors and the aggrega-
tion function used to combine the embedding vectors of all the labels of an
example. Embedding into higher dimensional space makes it easier for the opti-
mization algorithm to find good embeddings, but increases the time required to
learn them and learn PCTs on them. We consider dimensionalities from the set
{2, 5, 10, 25, 50, 100}. We also consider three aggregation functions. The simplest
one is to calculate the component-wise mean. The other approach is to select
the medoid, i.e. the label embedding that is closest to all other label embed-
dings. Here, we examine both the Euclidean distance and the Poincaré distance
as distance between the vectors. Note that the distances discussed here are only
used to calculate the medoid of label embeddings. The embeddings themselves
are always calculated and optimized in the hyperbolic space. We compare the
performance of our approach to two methods: 1) the standard bagging of PCTs
and 2) bagging of random PCTs, where at each step a random test to split the
data is selected. Bagging of standard PCTs offer state of the art predictive per-
formance for HMC tasks: It is what we would like to achieve or even exceed with
our approach, but to learn the trees much faster. For this set of experiments,
all ensembles consisted of 50 trees. We used 7 datasets, all but the largest two
(hom and struc).

In the second set of experiments, we compare our approach to standard
PCTs in a time budgeted manner. We add trees to an ensemble and record the
performance and time needed after every couple of trees added. The ensemble is
built for one hour or until 250 trees are built (at that point the performance gains
are negligible). This evaluation compares our approach to ensembles of standard
PCTs given equal time budget. We use the hyperparameters that worked well in
the first set of experiments. For all experiments, we use area under the average
precision-recall curve (AUPRC) [14] to measure the predictive performance.
Higher values indicate better performance. To estimate AUPRC we use 10-fold
cross validation and report mean and standard deviation over folds. The entire
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Fig. 3. The comparison of learning time (seconds) and performance of ensembles of
standard PCTs, ensembles of random PCTs, and ensembles of PCTs learned on the
embeddings. Vertical lines show standard deviation over folds.

experimental pipeline required to reproduce our experiments is available online
at http://kt.ijs.si/dragikocev/ISMIS2020/ISMIS2020code.zip.

3.2 Results and Discussion

Figure 2 compares the results using different aggregation functions in the
first set of experiments. Both Euclidean and Poincaré distances seem to work
equally well for calculating the medoid embedding, in terms of the predictive
performance achieved. However, mean aggregation typically offered better per-
formance. Given that mean is also faster to calculate than medoid, especially
when examples have many labels, we decided to proceed using mean aggrega-
tion.

Figure 3 shows the results obtained with mean aggregation and different
embedding dimensionalities. Additionally, it shows the performance of ensembles
of standard PCTs and ensembles of random PCTs. First thing to note is that our
approach noticeably outperformed ensembles of random PCTs on all datasets.

http://kt.ijs.si/dragikocev/ISMIS2020/ISMIS2020code.zip
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Fig. 4. The relationship between the performance and time (seconds) needed to build
the ensemble. With the same time budget, our approach significantly outperforms
ensembles of standard PCTs.

This means that the label set embeddings contain useful information about the
label hierarchy. We can also see that with enough dimensions, our approach
achieves performance that is on par with or exceeds the performance of standard
PCTs. Increasing the dimensionality of the embeddings usually improves the
performance of the ensemble, but increases the time needed to learn the trees.
However, the performance seems to saturate rather quickly, and using more
than 25 dimensions rarely results in significant improvement. Most importantly,
our approach achieves the performance similar to that of ensembles of standard
PCTs in barely a fraction of the time needed to construct them.

Considering the results in Fig. 3, we decided to use the 25-dimensional embed-
dings for the time-budgeted experiments. The performance improvements with
higher dimensions were usually small, whereas the time complexity scales lin-
early. Figure 4 shows the results of the second set of experiments. On the struc
dataset, our approach learned 250 trees well before the hour expired, and on the
hom dataset, it learned 225 trees. With the standard approach, we managed
to learn only 50 and 20 trees on these datasets, respectively. As discussed in
Sect. 2.2, given a high enough time budget, the difference in the number of trees
would not make much difference as both ensembles would be saturated. However,
the results clearly show that our approach achieves significantly better results
much faster. This is especially important when working with large datasets.

4 Conclusions

In this paper, we propose a new approach for solving the HMC task that com-
bines Poincaré hyperbolic node embeddings and PCTs. We aggregate the embed-
dings of all the labels assigned to an example to obtain low dimensional label
set embeddings. We then exploit the property of PCTs that allows us to use the
label set embeddings to guide the tree construction, but still predict the original
labels directly. Due to the difference in dimensionality between the embeddings
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and standard vector representations of label sets, our approach constructs PCTs
much faster. Because we still predict the original labels directly, we do not need
a mapping from the embeddings back to the labels.

We empirically evaluate our approach on 9 benchmark datasets for gene func-
tion prediction. First, we compare the aggregation functions used to combine the
label-wise embeddings and show that aggregation with mean works better
than the medoid aggregation. Second, we show that the models learned with
our approach are much more efficient: the learning time is 5 or more folds
faster than learning in the original space. In some cases they even achieve better
predictive performance. Third, in time budgeted experiments we show that our
approach achieves premium predictive performance much sooner than stan-
dard ensembles of PCTs. In applications with limited computational resources,
it is clear that the models learned on the embeddings should be preferred.

We plan to extend the work along several dimensions. First, we will look into
other node embeddings to compare them to the Poincaré variant. Next, we plan
to investigate the effect of different optimization criteria on the performance.
For example, we could try optimizing embeddings so that the distance between
them is similar to the distance between the labels in the graph. Finally, we will
investigate the influence of the embeddings on a wider set of domains.
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Abstract. Bias in Word Embeddings has been a subject of recent inter-
est, along with efforts for its reduction. Current approaches show promis-
ing progress towards debiasing single bias dimensions such as gender or
race. In this paper, we present a joint multiclass debiasing approach that
is capable of debiasing multiple bias dimensions simultaneously. In that
direction, we present two approaches, HardWEAT and SoftWEAT, that
aim to reduce biases by minimizing the scores of the Word Embeddings
Association Test (WEAT). We demonstrate the viability of our meth-
ods by debiasing Word Embeddings on three classes of biases (religion,
gender and race) in three different publicly available word embeddings
and show that our concepts can both reduce or even completely elimi-
nate bias, while maintaining meaningful relationships between vectors in
word embeddings. Our work strengthens the foundation for more unbi-
ased neural representations of textual data.

Keywords: Word embedding · Bias reduction · Joint debiasing ·
WEAT

1 Introduction

Word Embeddings, i.e., the vector representation of natural language words, are
key components of many state-of-the art algorithms for a variety Natural Lan-
guage Processing tasks, such as Sentiment Analysis or Part of Speech Tagging.
Recent research established that popular embeddings are prone to substantial
biases, e.g., with respect to gender or race [2,6], which demonstrated in results
like “Man is to Computer Programmer as Woman is to Homemaker” [2] as
results of basic analogy tasks. Since such biases can potentially have an effect
on downstream tasks, several relevant approaches for debiasing existing word
embedding have been developed. A common deficit of existing techniques is
that debiasing is limited to a single bias dimension (such as gender). Thus, in
this paper, we propose two new post-processing methods for joint/simultaneous
multiclass debiasing, which differ in their trade-off between maintaining word
relationships and decreasing bias levels: HardWEAT completely eliminates con-
tained bias as measured by the established Word Embedding Association Test
c© Springer Nature Switzerland AG 2020
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[3]. SoftWEAT has a stronger and tunable emphasis on maintaining the original
relationships between words in addition to bias removal. We demonstrate the
effectiveness of our approach on the bias dimensions gender, race and religion on
three conventional Word Embedding models: FastText, GloVe and Word2Vec.

2 Background and Related Work

In this section, we introduce key concepts formally and discuss related work on
debiasing word embeddings.

We assume a Word Embedding with vocabulary size v that maps each word
w to a vector representation #„w ∈ Rd. Protected classes c ∈ C are entities on
which bias can exist, e.g., race, religion, gender, or age. Subclasses S or target
set of words refer to directions of a class, e.g., male, female for c = gender, and
are associated with a set of definitional words Sc. The set of neutral words N
contains all words that should not be associated with any Sc ∀ c ∈ C. Finally,
attribute sets of words A (A ⊂ N) denote word sets that a target set of words can
potentially be linked to, e.g., {pleasant, nice, enjoyable} or {science, research,
academic}.

The Word Embedding Association Test. The state-of-the art way of mea-
suring biases in embeddings is the Word Embedding Association Test (WEAT)
[3]: It considers two sets of attribute words (A, B), e.g., family and career
related words, and two target sets (X, Y ), e.g., black and white names. The
null hypothesis of this test states, that the relative association of target sets’
words to both attribute sets’ words are equally strong. Thus, rejecting the null
hypothesis asserts bias. To examine this, a test statistic s quantifies how strongly
X is associated to A in comparison to the association between Y and B. It
is computed as s(X,Y,A,B) =

∑
#„x ∈X h( #„x ,A,B) − ∑

#„y ∈Y h( #„y ,A,B), where
h( #„w,A,B) = mean #„a ∈A cos( #„w, #„a ) − mean #„

b ∈B cos( #„w,
#„

b ) describes the relative
association between a single target word x ∈ X compared to the two attribute
sets in a range [−2, 2]. Based on s, we assess the statistical significance via an
one-sided permutation test through which we acquire p value; Additionally, an
effect size d that quantifies the severity of the bias can be calculated as:

d(X,Y,A,B) =
mean #„x ∈Xh( #„x ,A,B) − mean #„y ∈Y h( #„y ,A,B)

stdw∈X∪Y h( #„w,A,B)

We will use this effect size in our novel debiasing approaches.

Existing Debiasing Techniques. To achieve reduction of bias, we will sub-
stantially extend the work of Bolukbasi et al. [2], which describes two ways of
debiasing Word Embeddings in a post-processing step: Hard and Soft Debiasing.
Both rely on identifying gender bias subspace B via Principal Component Analy-
sis computed on gender word pairs differences, such as he–she, and man–woman.
Hard debiasing employs a neutralize operation that removes, e.g., all non-gender
related words N from a gender subspace by deducting from vectors their bias
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subspace projection. Subsequently, an equalize operation positions opposing gen-
der pair words (e.g., king, queen) to share the same angle with neutral words. By
contrast, Soft Debiasing enables more gradual bias removal by utilizing a tuning
parameter λ: An embedding W ∈ R

d×|vocab| is being transformed by optimizing
a transformation matrix T ∈ R

d×d:

min
T

‖(TW )T (TW ) − WT W‖2F + λ‖(TN)T (TB)‖2F

Fig. 1. Visual interpretation of multiclass debiasing via HardWEAT.

Another recent approach by Manzini et al. [10] incorporates these ideas, but
expands and evaluates results not only on gender, but separately also on race and
religion. It suggests a bias subspace definition for non-binary class environment,
which is formulated via PCA of mean shifted k-tuples (k = number of subclasses)
of the definitional words. There are also other recently proposed gender bias
post-processing [4,5] and pre-processing techniques [16].

In terms of existing joint multiclass debiasing techniques, Conceptor Debi-
asing [7], is based on applying Boolean-like logic operators using soft transfor-
mation matrix on a linear subspace where Word Embedding has the highest
variance. We will use this technique for comparison in our experiments.

3 Approach

In this chapter, we present our novel debiasing techniques. Our methods sub-
stantially extend previous works of Bolukbasi et al. [2] and Caliskan et al. [3].

HardWEAT: To adapt the neutralize step from Bolubasi’s work [2] jointly in
a multiclass debiasing setting, we first define the concept of class definitional
vectors

#      „

defc of classes (e.g., race, gender, . . . ), which are computed as the top
component of a PCA on the vector representations of definitional words Di ∀i ∈
{1, ..., n} for n subclasses (e.g., male, black, . . . ), cf. [10]. Now, each particular
class can vary in terms of bias amount according to WEAT tests with chosen sets
of attribute and target words. Thus, we aggregate WEAT effect sizes d for each
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class c into bias levels δc by averaging twice: First, we compute the mean value
for all target/subclass pairs within a class. Second, we average those means for
all results for class c. Then, we compute a Centroid Ω, as the average of the class

definitional vectors weighted by their normalized bias levels:
−→
Ω =

∑
c∈C

(δc·−−→defc)∑
c∈C δc

.
We use this centroid to perform neutralization, i.e., we re-embed all neutral words
such that they perpendicular to it, cf. [2].

To adapt the equalize step of Bolubasi’s work, we move the definitional words
of all subclasses in a way such that there is no relative preference of any attribute
set towards a subclass. For that purpose, we generate equally spread out points
e1, . . . , en on some circle with radius r and center #„o as the new center points
of the subclasses. In three or more dimensions, this circle can be defined by two
vectors ( #„v1,

#„v2) perpendicular to #„o : −→ei = −→o + rcos( 2πi
n ) · −→v1 + rsin(2πi

n ) · −→v2.
Given this formula, we use equidistancing twice: First, we calculate new tem-

porary central points for each class (e.g., gender) by neutralization (see above),
then we determine new temporary central points

#         „

defSi
for each subclass (e.g.,

male) in a circle around that. Then, we compute new embeddings −→wi for all def-
initional words Di in a circle around this subclass vector. Note that rc, rSc

are
randomly generated with the condition rSc

� rc, whereas #„v1,
#„v2 are obtained

via SVD. Along with an illustration (see Fig. 1), we present the full procedure
in Algorithm 1.

For successful equidistancing, i.e., equal dispersion of words, we also require
that the length of all subclass/target words within a particular class must be

Algorithm 1: HardWEAT algorithm.
Input: Word Embedding matrix Wv×d , Words W , set of classes C, set of

subclasses S, Bias levels δc

1 for c ∈ C do // Generating class definitional vectors

2
#      „

defc := PCA

(
n⋃

i=1

⋃
#„w∈Di

#„w − μi

)

3
−→
Ω =

∑
c∈C

(δc · −−→
defc) // Computing centroid

4 N = W \ B // Defining neutral words

5 N := N − N · #„
Ω

||−→Ω ||
−→
Ω // Neutralizing

6 W = W
||W || // Normalizing vectors

7 for c ∈ C do // Equidistancing

8
#  „
Oc :=

#      „

defc −
#     „
defc· #„

Ω

||−→Ω ||
−→
Ω

9 for i ∈ {1, ..., |Sc|} do

10
#         „

defSi ′ =
#  „
Oc + rccos( 2πi

|Si| ) · −→v1 + rcsin( 2πi
|Si| ) · −→v2

11 for wj ∈ WS do

12
−→wj =

#       „

defS ′ + rSccos( 2πj
|WS | ) · −→v1 + rScsin( 2πj

|WS | ) · −→v2

13 W = W
||W || // Normalizing vectors
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equal. Violations of this requirement will result in inadequate WEAT scores.
Furthermore, HardWEAT could in theory result in some equidistanced words
becoming angle-close to random words: Thus, to counter this, we design this
process in an iterative manner, modifying rSc

until there are no neutral words
having an angle greater than certain threshold (e.g., we use 45◦ as a default).
We discuss factors of success and open issues in more detail in Sect. 4.4. Over-
all, the HardWEAT method ultimately aims at complete bias elimination, but
randomizes the topological structure of subclass words.

SoftWEAT is a more gradual debiasing alternative with a greater focus on
quality preservation. It provides the user with a choice on how to debias and to
what extent. Let us assume that a particular target set of words Sc is closely
related in terms of their angle to some attribute set of words Ai (e.g., A1 is
the set of pleasant words, A2 is the set of intellectual words). Hypothetically,
bias would be minimized if the subclass words Sc would be perpendicular to the
attribute sets Ai. Thus, moving Sc towards such a perpendicular space/vector
(null vector), noted as #„n , results in bias reduction. Since full convergence towards
a vector #„n may result in quality decrease we define a parameter λ ∈ [0, 1] as a
level of removal. Setting λ = 1 results in maximal angle decrease between Sc and
Ai (perpendicular vectors), while λ = 0 makes no transformation at all. Note,
however, that placing vectors from some subclass words Si to be perpendicular
with attribute words Ai may not necessarily result in overall bias level reductions
since WEAT tests are relative measures. E.g., they take the relationship between
male and intellectual words and the relationship between female and appearance-
related words into account at the same time. Additionally, higher λ also pose a
greater risk of producing new bias. Moving the representation of subclass words
away from attribute words A1 may result in moving them closer to some other
A2 without prior intent. For example, moving male away from science can get
them closer to aggressive, resulting in other WEAT test d increase. To address
these issues, we choose a nullspace via SVD that minimizes the average WEAT
effect size for all tests.

SoftWEAT executes the following steps: Given some Sc and its corresponding
related attribute set of words Ai, . . . , An, we generate a matrix An×d , where
the n rows consist of the first principal components for each Ai respectively. For
A, we then find the nullspace vector #„n that decreases WEAT test scores the
most. As a goal, we aim to translate our Sc to this space. Since initially, there
might be only few target set words Sc, we expand it by adding for all of them
the closest, frequently occurring neighbor words (e.g., the 20 closest neighbors
with minimum frequency of 200 in the English Wikipedia [1]).) Afterwards, we
calculate a transformation vector

#„

ψ for which it holds that:
#„

ψ = #„n − #„m, where
#„m is the mean of Sc words. This transformation vector is then multiplied with
a parameter λ ∈ [0, 1] followed by conversion into linear translation matrix Ψ .
By translating vectors from extended word sets, we preserve relationships of
subclass words Sc to these words. Note that we only modify positions of words
from the extended neighborhood of subclass words, but not all words from the
vocabulary. Finally, as a last optional step, we normalize all vectors.
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In SoftWEAT, the user can decide on the λ, but can also select target and
attribute sets used for debiasing. By default, we will only take those into account,
for which WEAT scores result in an aggregated effect size of |d| > 0.6. To
compute this, we accumulate attribute sets per each target set that form matrix
A per each Sc. In case of positive d, S1 gets removed from A1, and S2 from A2. In
case of negative d, removal is done other way around. The algebraic operations
are formalized as follows: Out of the new matrix W’ with |Sc| rows and d + 1
columns, all but the last row are taken as a new vector representation for the
given target set of words Sc.

A #„n = 0
#„

ψ = λ( #„n − #„m)

W ′
Sc

= Ψ

[
(WSc

)T

1

]

=

⎡

⎢
⎢
⎢
⎣

1 0 0 . . . ψ1

...
...

. . . . . .
...

0 0 . . . 1 ψd

0 0 0 . . . 1

⎤

⎥
⎥
⎥
⎦

⎡

⎢
⎢
⎢
⎣

w11 w21 . . . wn1

...
...

...
. . .

w1d w2d . . . wnd

1 1 . . . 1

⎤

⎥
⎥
⎥
⎦

4 Experimental Evaluation

This section presents example results of our methods in practical settings and
compares it with Conceptor Debiasing [7] as the current state-of-the-art app-
roach. We measure the bias decrease along with deterioration of embedding
quality and show the effects of biased/debiased embeddings in a Sentiment Anal-
ysis as a downstream task example. Due to limited space, we also provide an
extended set of results in an accompanying online appendix1.

4.1 Experimental Setup

Datasets: Extending the experimental design from [8], we apply debiasing
simultaneously on following target sets/subclasses: (male, female) - gender,
(islam, christianity, atheism) - religion and (black and white names) - race with
seven distinct attribute set pairs. We collected target, attribute sets, and class
definitional sets from literature [3,8,10,11,15,16], see our online appendix for a
complete list. As in previous studies [7], evaluation was done on three pretrained
Word Embedding models with vector dimension of 300: FastText2 (English
webcrawl and Wikipedia, 2 million words), GloVe3 (Common Crawl, Wikipedia
and Gigaword, 2.2 million words) and Word2Vec4 (Trained on Google News,
3 million words). For the Sentiment Analysis task, we additionally employed a
dataset of movie reviews [9].
1 https://git.io/JvL10.
2 https://fasttext.cc/docs/en/english-vectors.html.
3 https://nlp.stanford.edu/projects/glove/.
4 https://drive.google.com/uc?id=0B7XkCwpI5KDYNlNUTTlSS21pQmM.

https://git.io/JvL10
https://fasttext.cc/docs/en/english-vectors.html
https://nlp.stanford.edu/projects/glove/
https://drive.google.com/uc?id=0B7XkCwpI5KDYNlNUTTlSS21pQmM
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Quality Assessment: First, we compared ranked lists of word pairs in terms
of their vector similarity to human judgement via Spearman’s Rank correlation
coefficient [13], by using the collection taken from the Conceptor Debiasing eval-
uation [7], i.e., RG65, WS, RW, MEN, MTurk, SimLex, SimVerb. In addition,
we also utilize Mikolov Analogy Test [12].

Methods: Regarding HardWEAT, we specified neutral words through set dif-
ference between all words and ones from priorly defined target sets. In terms of
SoftWEAT we provide details such as target-attribute sets structure and number
of changed words in section F of online appendix. We applied the OR operator
in the Conceptor Debiasing, using the same word set of subclasses within the
three above defined classes (subspaces in Conceptor Debiasing).

Table 1. Bias levels for gender, race, and religion before debiasing (REG) and after
debiasing with Hard/SoftWEAT (HW/SW) or Conceptor (CPT)

REG HW
SW SW SW SW SW

CPT
λ = 0.2 λ = 0.4 λ = 0.6 λ = 0.8 λ = 1

gender 0.62 0.0** 0.47 0.3 0.28 0.15 0.09* 0.24

GloVe race 0.71 0.0** 0.6 0.51 0.39 0.3 0.19* 0.43

religion 0.77 0.0** 0.62 0.46 0.29 0.2 0.16* 0.28

gender 0.52 0.0** 0.14* 0.17 0.32 0.31 0.32 0.46

FastText race 0.36 0.0** 0.13* 0.16 0.25 0.3 0.31 0.31

religion 0.6 0.0** 0.27 0.21* 0.29 0.35 0.42 0.54

gender 0.63 0.0** 0.48 0.37 0.32 0.2 0.23 0.12*

Word2Vec race 0.56 0.0** 0.32 0.28 0.2 0.16 0.16* 0.38

religion 0.47 0.0** 0.31 0.19 0.11* 0.18 0.2 0.28

4.2 Bias Levels and Quality of Word Embeddings

First, we focus on overall bias levels, see Table 1, by measuring WEAT scores
before and after debiasing. We observe that HardWEAT removes the measured
bias completely as indicated by zero WEAT scores. SoftWEAT also substan-
tially reduces the bias measurements to different degrees for different datasets.
In comparison, for example with λ = 1, SoftWEAT still leads to a stronger
reduction in bias compared to the state-of-the-art Conceptor algorithm in all
but one measurement.

Regarding quality assessment, Table 2, shows the complete results for seven
rank similarity datasets as well as the Mikolov analogy score on the example
of the GloVe Word Embedding. As expected, a significant quality drop appears
with HardWEAT, most notably on the RG65 dataset. With SoftWEAT, greater
λ induce larger modifications of the original embeddings, which corresponds to
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a greater drop in embedding quality. However, in three out of eight test settings,
SoftWEAT with lower λ settings achieved a similar or higher score and also
leads to competitive results compared to Conceptor, see Sect. 4.4 for an in-depth
discussion. Extended results can be found in the online appendix.

Table 2. Measurements of quality tasks after debiasing for GloVe embeddings.

REG HW
SW SW SW SW SW

CPT
λ = 0.2 λ = 0.4 λ = 0.6 λ = 0.8 λ = 1

RG65 76.03* 63.42 75.68 75.39 74.34 73.25 71.42 68.73

WS 73.8 69.73 74.0* 73.96 73.15 71.95 70.34 73.48

RW 46.15 46.09 46.15 46.13 46.08 46.02 45.94 52.45*

MEN 80.13 77.52 80.34 80.34* 80.1 79.57 78.74 79.99

MTurk 71.51* 69.78 71.25 70.78 70.37 69.48 68.64 68.24

SimLex 40.88 40.44 41.46 42.0 42.07 42.21 42.18 47.36*

SimVerb 28.74 28.74 28.9 29.15 29.27 29.54 29.78 36.78*

Mikolov 0.65 0.64 0.65* 0.65 0.65 0.64 0.64 0.63

4.3 Sentiment Analysis

To analyze the effects of debiasing in downstream tasks, we study a sentiment
analysis task in the context of movie reviews, i.e., we investigate whether we
observe significant differences in predicted sentiments when using biased and
debiased Word Embeddings. Modifying setup from Packer et al. [14], we added
to the end of each test sentences randomized word from opposing set pairs (e.g.,
a typical black name or a typical white name), and calculated the difference
in the prediction, i.e., the polarity score according to a simple neural network
that takes the respective pretrained word embeddings as pretrained embedding,
which is followed by Flatten-operation and a sigmoid layer. The first two layers
were not trainable.

Fig. 2. Classifier Bias on (islam, christianity)

For training, we used a com-
bination of binary-cross entropy
loss and Ada-Delta optimizer. We
trained our model only on sen-
tences with a maximum length of
50 that did not contain any tar-
get sets of words. Shuffling test
and training set, we then calcu-
lated polarity score on 15 differ-
ent model instances using 6 dif-
ferent kinds of Embeddings: Regu-
lar (not debiased), SoftWEAT with
λ = 0.1, 0.5, 1, HardWEAT and
Conceptor Debiasing with α = 2.
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Results for [christianity, islam] are shown in Fig. 2. For the non debiased
embeddings, we observe that our classifier has no clear trend such that the
addition of a bias word in a sentence influences the polarity in a particular
direction. However, we can see that bias words have a strong influence on the
classifier, leading to a large variance of polarity scores in GloVe and Word2Vec-
based models. When we apply our debiasing methods, we see that the respective
variances are substantially decreased, e.g., around 5.45 times for SoftWEAT
already with a small λ of 0.1 in GloVe. This is only the case with Conceptor
Debiasing for the Word2Vec-based model, but not for the GloVe-based model.

4.4 Discussion

HardWEAT and SoftWEAT Success Factors: Based on our experiments,
see also our online appendix, we could identify a variety of success factors for our
methods. Regarding HardWEAT, higher embedding dimensionality and more
dispersed vectors are more likely to output more desirable outcome. This is due
to the possibility of random words appearing as close neighbors to a target words
during the equidistancing procedure, which we counter iteratively as described
above. Regarding centroid (

−→
Ω ) neutralization, relevant factors of importance

are number of classes, uniformity of bias levels and angles between all defc:
Having more classes with uniform bias levels and distant angles can output non-
desirable results, e.g., too large distances between

−→
Ω and

#      „

defc points. However,
the user could also manually define an alternative centroid

−→
Ω . We acknowledge

that equidistancing comes with a main drawback, which is the partial loss of
relationship between target and non-target words, which is also reflected in a
quality drop according to different metrics. Regarding SoftWEAT, decreased
angles between target and attribute sets after translation may not necessarily
result in lower bias levels, since WEAT is a relative measure. However, we take
one nullspace which minimizes these values. Furthermore, we note that in our
experiments we used all target and attribute set pairs within each of the WEAT
tests, which can be further optimized: We may not want to debias something,
which isn’t priorly biased. E.g., removing male from science may be necessary,
whereas doing the same for female from art may not, thus we could exclude
this latter pair. Also, we should bear in mind, that attribute sets of words are
often correlated (as also shown by our experiments in the online appendix). This
implies that by moving subclass words towards a specific set of attribute words,
we automatically change the associations also with other attribute sets. Thus,
the user plays a crucial role in deciding which sets should be used for debiasing.

Comparison with Conceptor Debiasing: Given the experimental results,
we conclude that neither Conceptor Debiasing nor SoftWEAT outperform each
other. Yet, SoftWEAT exhibits some distinctive advantages: (i) With Soft-
WEAT, relationships within the target set words remain completely the same,
whereas in Conceptor Debiasing, overall angle distribution gets more narrow (See
online appendix for more details). (ii) We argue that with SoftWEAT, user gets
more freedom with choosing on which target/attribute set combination and to
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which degree debiasing is applied. (iii) Given our method, there is no difference in
word representation if one uses small subset of neutral words or complete vocab-
ularies. Nevertheless, we acknowledge that Conceptor Debiasing does succeed in
reducing bias equally well by applying it in more global behavior.

5 Conclusion

In this paper, we presented two novel approaches for multi-class debiasing of
Word Embeddings. We demonstrated the general viability of these methods for
reducing and/or eliminating biases while preserving meaningful relationships
of the original vector representations. We also analyzed the effects of debiased
representations in Sentiment Analysis as an example downstream task and find
that debiasing leads to substantially decreased variance in the predicted polarity.
Overall, our work contributes to ongoing efforts towards providing more unbiased
neural representations of textual data.

Acknowledgements. We want to thank S. Karve, L. Ungar, L., and J. Sedoc for
providing the code for Conceptor Debiasing and their support.
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Abstract. This paper considers sentiment classification of movie
reviews and two argument mining tasks: verification of political state-
ments and categorization of quotes from an Internet forum corresponding
to argumentation (factual or emotional). In the case of the fact-checking
problem, justifications can be used additionally in one of its sub-tasks.
A strong model for solving these and similar problems still does not
exist. It requires the style-based approach to achieve the best results.
The proposed model effectively encodes parsed discourse trees due to
the recursive neural network. The novel siamese model based on it is
suggested to analyze discourse structures for the pairs of texts. In the
paper, the comparison with state-of-the-art methods is given. Experi-
ments illustrate that the proposed models are effective and reach the
best results in the assigned tasks. The evaluation also demonstrates that
discourse analysis improves quality for the classification of longer texts.

Keywords: Argument mining · Fact-checking · Sentiment analysis ·
Discourse tree structure · Recursive neural network · Siamese model

1 Introduction

Nowadays, social media users are inundated with factual texts about politics,
economics, history and so on. Triggered by the fact that some sources can utilize
fake statements for their purposes, it would be unwise to trust all of them. For
instance, in the United States over a million tweets contained fake information
by the end of the presidential election of 2016 (the “Pizzagate” scandal). Thus,
the factual text categorization task is significant for public goods.

The analysis of texts from the point of view of psychology and rhetoric is
also challenging. There are many papers devoted to analyzing messages from
Internet users regarding the existence of factual argumentation, sarcasm and
other factors. This area can be used in dialogue systems, sentiment classification
and so forth.
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The sentiment analysis consists in determining whether the emotional tone
(sentiment) of the social-media text is positive or negative. This task has become
more popular over the years. It can be applied in e-commerce, marketing and
advertising.

In this work, we review the three following tasks:

1. The fact-checking task. The main goal is to categorize given factual text into
several pre-defined classes corresponding to its veracity. Two sub-tasks are
considered:
(a) Classification of statements alone
(b) Classification of pairs of texts (statement and its justification)

2. The detection of emotional and factual argumentation. It is a binary classi-
fication task, the main goal of which is to categorize texts from an Internet
forum as either factually or emotionally justified.

3. The sentiment classification task. The main objective is to classify movie
reviews into positive and negative texts.

This paper aims to develop a universal model capable of effective solving
these and similar tasks.

Keyword features seem to be insufficient to this problem but accounting for
the writing style of text may be crucial. The idea of this research is to outper-
form existing methods due to using additional discourse features, which can be
constructively represented as trees employing Rhetorical Structure Theory [15].

The developed method encodes discourse trees with the recursive neural net-
work, specifically the binary TreeLSTM model. The analogous model was utilized
only for unlabeled syntax trees in the sentiment analysis and semantic related-
ness of two sentences task before and achieved top results. We also propose the
siamese recursive neural network based on it to categorize pairs of texts which
can be effectively used in the sub-task (b) of the fact-checking problem.

Our main contributions are the following:

– The TreeLSTM model was adopted to get the universal and effective model
based on the discourse tree structure.

– The siamese recursive model based on discourse trees was proposed to analyze
pairs of texts.

We demonstrate the quantitative benefits of these models applied to dis-
course trees for four popular datasets. Experiments confirmed that discourse
analysis suffices to improve quality for relatively long texts. The siamese model
was applied in the fact-checking problem where statements with justifications
are given. Additionally, we compared two variants of text embeddings in the
leaves of the discourse trees.

The remainder of the paper is organized as follows. Initially, related work is
observed. This is followed by a description of discourse features and text rep-
resentation associated with it. Afterwards, the main models are introduced and
described in detail. Finally, datasets, implementation details, obtained results
and directions for further research are discussed.
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2 Related Work

In this paper, we utilize the style-based approach. The main idea is that the writ-
ing style of texts in the aforementioned tasks is different. Rashkin and Choi [21]
showed that additional lexical features extracted by the LSTM model improve
the accuracy of simple models such as Naive Bayes and Logistic Regression. Fur-
ther, Galitsky et al. [6,7] suggested the usage of discourse trees that are encoded
by the Tree kernel SVM model to determine disinformation. Bhatia et al. [2], Ji
and Smith [10] considered the same idea and presented structures of the recur-
sive neural networks for these trees, where the latter suggested modification of
the former. These models were successfully applied in sentiment analysis and
similar tasks. Finally, Tai et al. [23] proposed the N-ry TreeLSTM structure
that obtained the best results in different text classification tasks using syntax
trees.

Besides recurrent and recursive neural networks, the usage of convolutional
neural networks is being researched [8,25]. Deligiannis et al. [4] suggested
the graph convolutional neural network which utilizes data about users and
publishers for the fake news detection. Huge number of current state-of-the-
art approaches consider BERT-based models for text categorization, question
answering and other tasks [5,13,14]. For instance, Trautmann et al. [24] showed
that BERT achieved top results in the argumentation mining task.

Petz et al. [20] investigated the influence of the quality of social media texts
on the performance of popular opinion mining algorithms.

We provide a method based on the discourse structure of texts which com-
bines discourse trees and the recursive neural network. We adopted the method
described in [23] for the labeled discourse structure.

3 Methods

3.1 Rhetorical Structure Theory

The main advantage of the proposed method is the usage of additional discourse
features. According to the Rhetorical Structure Theory [15] text can be repre-
sented as a labeled tree. Its leaves are spans of text named Elementary Discourse
Units (denote as EDUs) and connected by corresponding discourse relations. As
a result, inner nodes are formed and these nodes contain longer spans. Inner
nodes are also connected according to relations and so forth. The most popular
discourse relations are Elaboration, Condition, Joint and Attribution.

Spans are said to be Nucleus and Satellite, where Nucleus is more essential
for understanding the meaning of the text and Satellite involves some additional
information. Figure 1 demonstrates an example of a discourse tree. Arrows are
drawn from Nucleus vertices to Satellite vertices.

3.2 EDU Embeddings

We consider two variants of text embedding in EDUs.
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Elaboration

Elaboration

Elaboration

Contrast Condition

Would ... wings againor they don't.Either ... (evolve)

Wow, ... your mind.

if they ... again?

Text: "Wow, make up your mind. Either populations change over time (evolve) or they don't. Would your wingless beetles be
able to produce wings again if they were somehow beneficial again? You are starting to sound like Darwin and his finches."

Yoy are ... finches.

Fig. 1. Discourse tree for text from 4forums.com

1. Mean value of word embeddings
We utilized 300-dimensional pre-trained GloVe vectors [19] for word embed-
dings.

2. Sentence embedding
Universal Sentence Encoder [3] is the open-source model proposed by Google.
It achieves the best results in different transfer learning tasks. There are two
modifications of its architecture: Transformer network and Deep Averaging
Network (DAN), where the former is more qualitative, and the latter is more
memory- and time-efficient. One benefit of this model to EDU embeddings is
that it ensures that the semantics of the context will be considered, not just
the word meaning.

In addition to the aforementioned embeddings, we utilize part-of-speech tags.
We used the sum function to aggregate one-hot vectors based on the correspond-
ing POS-tags. The resulting vector representation of the EDU is a concatenation
of the text and POS-tag embeddings.

3.3 Recursive Neural Model

The recursive neural network encodes the discourse parse tree as a vector. It
calculates embeddings of sub-trees sequentially from the leaves to the root.

Let xi denote the text embedding corresponding to the node i.

xi =

{
EDU embedding if i is the leaf
Embedding of the empty text if i is the inner node

Text Encoder applies a fully-connected layer to this pre-trained vector:

Text Enc(i) = FC(xi) (1)

Let nodes denoted as j and k be children indices for the node i, and r be
the name of the discourse relation that characterizes the link between them. The
vector representation of the input associated with i concatenates four vectors as
follows:

ti = Concat[I[j is Nucleus], I[k is Nucleus],OneHot(r),Text Enc(i)] (2)

http://4forums.com
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In (2) I is the indicator function. The OneHot function performs a one-hot
encoding of the respective relation’s name.

An embedding of the tree which has root in the node i is computed based on
embeddings of its left and right sub-trees due to the binary TreeLSTM model
[23]. In fact, it is a hidden state of an associated TreeLSTM cell:

hi = TreeLSTM(ti, hj , hk) (3)

In the case of the leaf node, both hj and hk are considered to be equal to
zero.

We utilize the dropout regularization strategy proposed by Semeniuta et
al. [22]. Let c denote a memory cell and α denote a dropout factor. Formally,
TreeLSTM with the dropout is expressed with the following equations:⎛

⎜⎜⎜⎜⎝
ii
f i0

f i1

oi

ui

⎞
⎟⎟⎟⎟⎠ =

⎛
⎜⎜⎜⎜⎝

σ(Wi[ti, hj , hk] + bi)
σ(Wf0 [ti, hj , hk] + bf0)
σ(Wf1 [ti, hj , hk] + bf1)
σ(Wo[ti, hj , hk] + bo)

D(tanh(Wu[ti, hj , hk] + bu), α)

⎞
⎟⎟⎟⎟⎠ (4)

ci = cj ∗ f i0 + ck ∗ f i1 + ii ∗ ui (5)

hi = oi ∗ ci (6)

Here, σ is the sigmoid function, D is the Dropout function and ∗ is the
element-wise multiplication.

The embedding of the discourse tree obtained in its root is utilized in the
categorization task. Two fully-connected layers are applied to the output of the
recursive neural network. The softmax layer produces the probabilities of the
classes followed by the cross-entropy loss function.

We propose the siamese model to classify pairs of texts. Firstly, it applies the
recursive model to calculate the embeddings of the discourse trees constructed for
the given texts. At this step, the weights of the base model are shared between
two branches. Secondly, it concatenates the resulting embeddings and applies
two fully-connected layers to get the final predictions. The architecture of this
model is shown in Fig. 2.

The main strength of the resulting models is that they are capable of end-
to-end learning.

4 Results

4.1 Detection of Factual and Emotional Argumentation

Internet Argumentation Corpus. This dataset contains messages from the
Internet forum 4forums.com. These messages were divided into questions and
answers and each text was labeled as “factual” and “feeling”, depending on
whether its argumentation is based on facts or emotions. Oraby et al. [16]

http://4forums.com
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LSTMLSTM LSTM LSTM

LSTM LSTM

LSTM

LSTMLSTM

LSTM LSTM

LSTM

First text (statement) Second text (justification)

Concatenation

FC

FC

Predicition

Discourse
tree based
structure

Statement embedding Justification embedding

Discourse
tree based
structureLSTM

LSTM

LSTM

LSTM

LSTMLSTM
RST RST

Fig. 2. Siamese model. Here, “LSTM” applies the TreeLSTM cell. Cells with the same
color use the same weights. Each cell applied to EDUs receives zero vectors as embed-
dings of its children.

describe this dataset in detail and consider several simple models to solve the
problem. The Internet Argument Corpus (IAC) contains 5848 texts, and 3466
of them are labeled as “factual”. The data is split into train, validation and test
sets approximately in the ratio 4:2:1.

Implementation Details. In this research, we utilized ALT Document-level
Discourse Parser [11]. Output was transformed into the tree’s format described
in Sect. 3.1. We utilized the python Dynet library to implement the recursive
neural network. The size of the hidden layer in LSTM cells was established at
300, the dropout rate α at 0.1, the learning rate at 0.001 and the number of
units in the fully-connected layer in the Text Encoder at the dimension of xi.
For the model with GloVe embeddings, the best results are achieved when POS-
tag embeddings are not considered. We chose the Adagrad optimizer which is
less prone to overfitting for the needed task. The optimal number of epochs is
4–9. The model was trained by mini-batches of 60 texts.

Experiments. The parser identified 18 unique discourse relations. It selects
“Elaboration” by default. “Attribution”, “Joint” and “Same-Unit” are also pop-
ular. “Attribution” usually corresponds to the introductory phrases: “I think
that”, “I suppose that” and so forth. “Joint” is indicating the frequent use of
the unions. “Same-Unit” indicates that the main meaning of the text in both
sub-trees is the same.

We investigated the difference between the distributions of discourse relations
in the two classes. The most representative relative frequencies are presented
in Table 1. It shows that users employ Elaboration and Same-Unit relations
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more often for the argumentation based on facts and Attribution and Condition
relations to express their feelings.

Table 1. The most different relative frequencies of the relations in the IAC classes

Discourse relation For feeling For factual

Elaboration 0.449 0.483

Attribution 0.132 0.107

Same-Unit 0.078 0.087

Condition 0.031 0.023

Table 2. Model performance on the IAC test set

Model Features Fact. P Fact. R Feel. P Feel. R Macro avg. F1

Random baseline – 59.08 59.08 40.59 40.59 49.83

Oraby et al. (2015) patterns 79.9 40.1 63.0 19.2 41.4

Näıve Bayes unigrams, binary 73.0 67.0 57.0 65.0 65.0

SVM unigrams 76.14 74.86 64.31 65.81 70.24

CNN word2vec 82.58 84.72 76.96 74.06 79.56

dep. embed. 78.49 77.81 68.18 69.04 73.38

fact. embed. 76.24 74.93 64.49 66.12 70.43

all embed. 81.98 81.27 73.14 74.06 77.61

LSTM word2vec 80.60 77.81 69.32 72.80 75.10

dep. embed. 78.70 76.66 67.34 69.87 73.12

fact. embed. 78.77 81.27 71.49 68.20 74.90

all embed. 77.09 82.42 71.63 64.43 73.75

BERT – 84.64 80.98 74.02 76.27 79.51

Recursive model GloVe 81.61 81.84 73.53 73.22 77.55

DAN 83.47 85.88 78.60 75.31 80.79

We compared the proposed approach with the CNN-based and RNN-based
models that were described in [8] and with other models provided by the authors
of the dataset [16]. Despite it, we trained the BERT model. Precision (P), Recall
(R) and macro-averaged F1-score were used to compare the results.

Table 2 shows the results of the comparison. According to the F1-score metric,
the recursive model with DAN embeddings obtained the best results. The model
utilized the GloVe embeddings got lower quality. The fully-connected layer in
the Text Encoder is important since it suffers to improve F1-score by 1–2 points.
However, the performance is limited by the mistakes in the discourse trees.
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Numerous false predictions are observed for the short texts for which dis-
course trees have only a few nodes. In this case, discourse does not suffice to
categorize it. The quality for deeper trees is presented in Fig. 3. It illustrates
that for the big trees results will be much better. On average, the BERT model
has not such an improvement in quality.

4.2 Fact-Checking Task

LIAR and LIAR-PLUS Datasets. The LIAR dataset [25] contains short
statements collected from the website politifact.com. Each of them was rated
by experts on a 6-point scale depending on truthfulness. Binary classification
is also possible when all labels less than four indicate lie and the rest indicate
truth. The dataset contains 12,782 statements which were split into the train,
validation and test samples in the ratio of 10:1:1. This dataset is balanced and
the accuracy metric can be used to compare results. The LIAR-PLUS dataset [1]
additionally contains human-provided justification for each statement evidence.

Fig. 3. Performance for the long texts from IAC. Only discourse trees that have at
least n nodes are considered

Implementation Details. The implementation details are the same as
described in Sect. 4.1 except some hyperparameters. The learning rate was fixed
at 0.004 and the size of mini-batches at 150.

Experiments. The discourse parser distinguished 16 unique discourse relations
in the LIAR dataset. The most popular relations are “Elaboration”, “Same-Unit”
and “Attribution”. More than a quarter of trees (3,787) contain only one node.
We investigated the difference between distributions for the instances labeled as
“true” and instances labeled as “pants-fire”. The most representative relative
frequencies are shown in Table 3. It illustrates that speakers use “Elaboration”
and “Contrast” relations more often for the truthful statements whereas “Attri-
bution” and “Enablement” relations are more popular for persuasion in some
misleading information.

http://politifact.com
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Table 3. The most different relative frequencies of the relations in classes in the LIAR

Discourse relation “pants-fire” “true”

Elaboration 0.377 0.412

Attribution 0.158 0.121

Enablement 0.060 0.043

Contrast 0.015 0.031

The recursive model was compared with the methods discussed in [25] and
[17] for the LIAR dataset. Here, we consider models that consume only text
data. Table 4 demonstrates the results for the 6-class categorization task. The
recursive model with DAN embeddings in EDUs got the highest results. However,
the quality is limited by short claims that have trivial discourse structure.

Table 4. Model performance on the LIAR test set

Model Accuracy

Majority baseline 0.208

SVMs 0.255

Logistic Regression 0.247

LSTM + Attention 0.255

Bi-LSTMs 0.233

CNNs 0.270

MMFD [12] 0.291

BERT 0.288

Recursive model (GloVe) 0.276

Recursive model (DAN) 0.302

We also investigate the performance of the proposed model for pairs of texts
in the LIAR-PLUS dataset. We applied the siamese recursive model with DAN
embeddings in EDUs to predict results in this case. The comparison with meth-
ods from [1] with input SJ (statement + justification) is shown in Table 5. The
proposed model obtained the best macro-avg. F1-score for both tasks. It has a
significant boost in quality when compared to processing the claim alone.

The fully-connected layer in the Text Encoder is crucial since it adds up to
0.02 to accuracy. The usage of the POS-tags embeddings also improves the overall
quality approximately by 0.003-0.01.
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Table 5. Model performance (macro-avg. F1-score) on the LIAR-PLUS dataset

Model Binary Six-way

Valid Test Valid Test

LR 0.68 0.67 0.37 0.37

SVM 0.65 0.66 0.34 0.34

BiLSTM 0.70 0.68 0.34 0.31

P-BiLSTM 0.69 0.67 0.36 0.35

Siamese RecNN 0.71 0.69 0.40 0.40

4.3 Sentiment Classification

Movies Dataset. The main goal is to categorize positive and negative movie
reviews from the corpus constructed by Pang and Lee [18]. The dataset contains
1000 instances for each class. The quality is calculated based on the 10-fold
cross-validation.

Implementation Details. The implementation details are almost the same as
described in Sect. 4.1. The learning rate was fixed at 0.003. The number of units
in the FC layer in the Text Encoder was established at 350.

Experiments. The parser identified 18 unique discourse relations. The most
popular relations are “Elaboration”, “Same-Unit” and “Joint”. It indicates that
humans used mainly multi-nuclear relations to give their opinion about movies.
Distributions of the relations are not significantly different for the given classes.

The comparison of the suggested model with recent methods works on dis-
course is shown in Table 6. These methods got state-of-the-art results before. The
accuracy metric was used to compare results. The closest work to our research is
the paper by Ji and Smith [10]. In this paper, the recursive neural network based
on discourse is also proposed but has another structure. Our model outperformed
other methods, and DAN embeddings availed to obtain the best quality.

Table 6. Model performance on the Movies dataset

Model Accuracy

Hogenboom et al. [9] 71.9

Bhatia et al. [2] 82.9

Ji and Smith [10] 83.1

Our model (GloVe emb.) 84.5

Our model (DAN emb.) 85.2
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5 Conclusion and Future Work

This paper presented an efficient model for text categorization using the style-
based approach. The architecture of the proposed recursive neural network
is developed to encode parsed discourse trees. Additionally, we suggested the
siamese model to classify pairs of texts.

Experiments were performed for the sentiment analysis of movie reviews,
the analysis of argumentation from the IAC and the automatic verification of
political statements from the LIAR and LIAR-PLUS datasets. The proposed
model achieved the best quality in all tasks. It was experimentally confirmed
that the quality of the model increases greatly as the tree’s size increases for
the IAC. The siamese model obtained the highest results for the LIAR-PLUS
dataset which contains statements with justifications. The DAN embeddings in
EDUs suffered to get better results than GloVe embeddings in all cases.

There are possible directions for future work: modification of the architecture
of the siamese model, application of CNNs or BERT to obtain more complex text
embeddings in EDUs and investigation of the performance of the proposed mod-
els in other various tasks where discourse analysis may be helpful. For instance,
the siamese model can be used in question-answering systems.

Acknowledgments. The article was prepared within the framework of the HSE
University Basic Research Program and funded by the Russian Academic Excellence
Project ‘5-100’.
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Abstract. In the past years significant research efforts were invested
towards the usage of Named Entity recommendation for improving infor-
mation retrieval in large and heterogeneous data repositories. Such tech-
nology is employed nowadays to better understand user’s search inten-
tion, to improve search precision and to enhance user experience in web
portals. Within the current paper we present a case study on recommend-
ing Named Entities for enhancing multilingual retrieval in Europe’s dig-
ital platform for cultural heritage. The challenges of designing an entity
auto-suggestion service able to effectively support users searching for
information in Europeana.eu are described in the paper together with a
preliminary experimental evaluation and the outline indicating the direc-
tions for future development.

Keywords: Semantic query suggestion · Named Entities · Knowledge
graph

1 Introduction

Europeana.eu currently provides access to more than 50 million (digitized) cul-
tural heritage objects provided by 3700+ partner institutions across Europe.
Most often, each individual item is described in one of the European languages,
using data structures specific to the individual domains: galleries, libraries,
archives and museums. The rich degree of multilinguality within these items cre-
ate inherent issues for users seeking for particular cultural heritage objects within
Europeana.eu web portal. Therefore, it is difficult for visitors to find the most
relevant content items when using search terms in their preferred search language
(often their native language). While query recommendations are a popular way
of supporting users in web portals, the recommendation of Named Entities (e.g.,
people, places, subject categories) is more appropriate for semantic repositories,
in which the information is structured according to a well-defined ontology (i.e.,
c© Springer Nature Switzerland AG 2020
D. Helic et al. (Eds.): ISMIS 2020, LNAI 12117, pp. 102–112, 2020.
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Fig. 1. Auto-suggestion service on Europeana.eu

Europeana.eu is a semantic repository using the EDM as the underlying data
model1).

In this paper, we describe the implementation of the Europeana auto-
suggestion service. This feature utilizes a knowledge graph to aid users in for-
mulating their queries by recommending relevant Named Entities (see Fig. 1).
These entity recommendations are used to support end users in building search
queries and to improve multilingual retrieval. At the same time the service can
improve discovery within the web portal, as it may suggest entities that users
are unaware of.

The knowledge graph, further referred to as the Europeana Entity Collection
(EC), contains a set of entities related to the Cultural Heritage domain that were
extracted from a number of Linked Data repositories. We propose a novel ranking
algorithm for the auto-suggestion by combining an internal Europeana feature
(i.e., Europeana hit count) and an external feature (i.e., Wikidata Page-Rank).
By integrating the EC with external knowledge sources, this approach overcomes
the cold start problem that is common within recommendation algorithms [10].

The use of Entity Collection (EC) is intended to address the following issues
in Europeana.eu:

– the multilinguality problem when searching for information within the web
portal (i.e. closing the gap between the language used for writing search
queries and the language used for describing the cultural heritage objects).

1 See https://pro.europeana.eu/resources/standardization-tools/edm-documentation.

http://Europeana.eu
http://Europeana.eu
http://Europeana.eu
https://pro.europeana.eu/resources/standardization-tools/edm-documentation
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– the need for semantic enrichment of cultural heritage objects. Utilizing a
knowledge graph in the enrichment will link these objects to EC and, conse-
quently, it will enable semantic search to be employed in the future.

In this study, we aim to answer two research questions:

1. Can the knowledge graph (i.e., extracted from Geonames, DBpedia and Wiki-
data) be utilized to perform auto-suggestion within the cultural heritage
domain?

2. Can the auto-suggestion feature (i.e., utilizing Europeana relevance and Wiki-
data PageRank) effectively support users in building their search queries?

The challenges of designing an entity auto-suggestion functionality, which
is able to effectively support users searching for information in a multilingual
data repository, are described in this paper (Sect. 3) together with a prelimi-
nary experimental evaluation (Sect. 4), followed by a discussion (Sect. 5) and an
outline of future development (Sect. 6).

2 Related Work

An auto-suggestion feature supports users in formulating their queries by sug-
gesting relevant terms that match the prefix entered by users in the search box
[8]. In previous work, the suggested terms were computed globally by extract-
ing popular queries from query logs [15]. Others personalized the suggestions by
using user-specific information (e.g., recent queries submitted by the user) [1],
or demographic-based information [14]. In both approaches, a large amount of
data are needed to compute the popular queries, which is often not available. In
this work, we investigated the use of a knowledge graph to auto-suggest relevant
named entities.

The use of a knowledge graph has been investigated in various areas in Infor-
mation Retrieval. In previous work, it has been utilized to support users in
disambiguating and expanding their query terms [12,16]. It has also been used
to improve the indexing process and query representation [6,13], and to improve
the ranking and presentation of search results [5,6,13].

The auto-suggestion algorithm proposed in this study utilizes the PageRank
algorithm [2], which was originally created for the purpose of improving scala-
bility and precision of web search engines. In fact, the algorithm is an effective
measure for computing the popularity of web pages. The development of the
Wikipedia platform (i.e., including Wikimedia and Wikidata) as an open mul-
tilingual data repository, enabled the usage of PageRank algorithm to compute
popularity measures for Named Entities and to use them for retrieval, rank-
ing and disambiguation purposes [5]. Similar to our approach, Prasad et al.
[12] employed the PageRank algorithm for named entity recognition and link-
ing based on search click-log data. However, the proposed algorithm is language
agnostic and not context aware. The current work proposes a language-aware
entity suggestion algorithm, which takes into account also the context of its
usage (i.e., Europeana.eu as a semantic repository of cultural heritage objects).

http://Europeana.eu
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The usage of Europeana access logs for computing recommendations on
semantic search shortcuts was investigated by Cecarelli et al. [4]. The authors
analyzed the user search sessions recorded from August 2010 to January 2012
and suggested Named Entities from the English version of Wikipedia only. The
experimental evaluation was carried out against a subset of manually annotated
query logs, using relatedness and diversity as quality metrics. In contrast, the
current work uses a different recommendation algorithm based on overall pop-
ularity of entities and their relevancy for Europeana.eu. Moreover, the recom-
mendations are language-aware and based on the Europeana Entity Collection,
which includes only items relevant for the cultural heritage domain.

3 Entity Suggestions for Enhanced Search Experience

The entity auto-suggestion functionality provides recommendations for writ-
ing more precise search queries and therefore improves the user experience in
Europeana.eu platform. These suggestions are computed based on the Euro-
peana knowledge graph (i.e., Europeana Entity Collection). The following sub-
sections provide an overview of the Entity Collection and the algorithm used to
compute the entity recommendations.

3.1 Europeana Entity Collection

The Europeana Entity Collection was curated for three main purposes: i) to
support the semantic enrichment for the description of cultural heritage objects
available in Europeana, ii) to improve Europeana search effectiveness (i.e., by
using names entities in search queries and by enabling a semantic search in
the future), and iii) to enable browsing in Europeana.eu platform by offering
alternative entry points, through the entity pages (e.g. like the one of Leonardo
Da Vinci for example2).

The EC was curated using data extracted from GeoNames, DBpedia, and
Wikidata. To avoid redundancy and ambiguous data, only a subset of these
resources was selected based on the relevance of entities to Europeana and the
cultural heritage domain [9]. Each entity contains the skos:prefLabel property
which lists the entity names in different languages. This property is utilized by
the auto-suggestion feature, therefore, availability of the property values will
enable better suggestion and retrieval across languages. The statistics of the
EC are shown in Table 1 indicating the number of available entities by their
type and the average multilingual coverage of their labels (i.e., as present in the
skos:prefLabel property).

3.2 Europeana Auto-Suggestion Algorithm

Considering the utility of the suggested entities for end users, the entity recom-
mendations can be split in two stages: the search and the ranking of suggestions.
2 http://data.europeana.eu/agent/base/146741.

http://Europeana.eu
http://Europeana.eu
http://Europeana.eu
http://data.europeana.eu/agent/base/146741
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Table 1. Statistics of the Entity Collection

Entity
type

Total Number of average EU languages available for the
skos:prefLabel property

Agent 165,005 2.82 EU language (SD = 3.2, min = 1, max = 23, median = 2)

Concept 1,572 15.30 EU languages (SD = 7.11, min = 1, max = 24, median = 17)

Place* 215,802 0.59 EU languages (SD = 1.8, min = 0, max = 24, median = 0)

* All Place entities contain labels, but most were not associated to any EU languages,
hence the low average.

The search stage (i.e., the identification of a candidate set of named entities) is
implemented based on string matching over the labels available for Named Enti-
ties. Additional filtering by entity type, entity language or use in Europeana, are
provided in order to further enhance the precision of recommendations. However,
the effectiveness of filtering options was not evaluated in the experiments pre-
sented in Sect. 4. Given that the list of recommendations is limited to the top
10 entries, the ranking problem is more challenging. In order to ensure high
precision, the ranking function takes into account the overall popularity of the
Named Entities and their relevance to the Europeana. repository. The following
function is used to rank the list of recommendations:

score(i) = ln(relevanceER(i) ∗ popularity(i))|i ∈ EC

relevanceER(i) = hitsER(i) ∗ max(hitsER())/max(hitsER(ti))
popularity(i) = pageRank(i) ∗ max(pageRank())/max(pageRank(ti))),

where i represents an item from the Entity Collection EC and ti represents the
type of item i (see Table 1). The overall ranking function is computed as the nat-
ural logarithm of the product between Europeana relevance relevanceER and the
overall popularity popularity(), where these two metrics are computed based on
the europeana hit count hitser(i) and Wikidata page rank pageRank(i) (see [7]).
As the distribution of these metrics over different entity types is quite heteroge-
neous, both metrics are normalized to facilitate the inclusion of different types
of entities within the Top10 recommendations. This normalization is achieved
by multiplying the metrics of individual items (i.e. hitsER(i) and pageRank(i))
with the ratio between the maximum value of the metric (i.e. hitsER() and
max(pageRank()) respectively) and the maximum value of the metric for items
having the same type (i.e. max(hitsER(ti) and max(pageRank(ti)) respec-
tively). This normalization ensures that the most relevant item of each type
will have the same relevancy score and the most popular item of each type will
have the same popularity score.

4 Experiments

Two experiments were conducted to evaluate the performance of the auto-
suggestion service to indicate its relevancy and its effectiveness for building
enhanced search queries.
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4.1 Entity Coverage in Query Logs

Firstly, the auto-suggestion feature is only able to recommend correct entities if
the search terms are found in the EC. Therefore, we first evaluated the proportion
of Europeana queries that can be mapped to known Named Entities. A reference
dataset containing 500 randomly-chosen queries was created by analyzing query
logs and extracting the search terms submitted by end users between 1 March
and 1 August 2017. Manual annotation was performed on this dataset to indicate
if the search queries were involving entities (i.e., Agents, Places or Concepts) or
not. For example, the query “Obra compuesta por Lucio Marineo Siculo” (which
means “work composed by Lucio Marineo Siculo” in English) was annotated as
being related to the person “Lucio Marineo Siculo”. The computed coverage
indicates that 74.8% of dataset entries (374 queries) were identified as referring
to Named Entities. The contents of the EC were shown to be capable of matching
45.7% of these search queries, which represents 34.2% of the entire reference
dataset [11].

4.2 Effectiveness of Entity Auto-Suggestion

Whilst the first experiment focused on the feasibility of employing entity sugges-
tions for building search queries, the second experiment measured the effective-
ness of the auto-suggestion service. Provided that the relevant named entities
do exist in the EC, we evaluated whether or not the service was able to suggest
the relevant entities to end users (i.e., by using the top 10 recommendations).
To investigate this aspect, a multilingual test dataset was created by evaluating
the most frequent queries searched by Europeana users in 26 languages (i.e., 24
official EU languages3, Norwegian and Russian). The 10 most popular search
queries (as reported by Google Analytics for January-February 2018) were col-
lected for each language. Only the top two queries that matched Entity labels
for the given language were included in the evaluation dataset. These entries
were manually annotated with the IDs of the entity in the EC. The statistics of
the resulting dataset are shown in Table 2.

Table 2. Overview of the multilingual test dataset

Number of languages 26 languages

Number of queries 52 queries (2 queries per language)

Type of queries 19 Agents; 29 Places; 4 Concepts

Length of queries (in number of
characters)

Mean = 9.10 (SD = 3.92), Min = 4,
Max = 18

The performance of the auto-suggestion service (referred to as Europeana)
is compared to three other methods:
3 See https://europa.eu/european-union/topics/multilingualism en.

https://europa.eu/european-union/topics/multilingualism_en
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– Baseline: standard TF-IDF based ranking which is extensively used in infor-
mation retrieval (i.e. builtin Solr functionality4)

– Relevance: suggestion ranking based on Europeana relevance function (see
3.2)

– PageRank: suggestion ranking based on popularity function (see 3.2)

The auto-suggestion performance was recursively evaluated using the first
k characters of each query (entity). Effectiveness was measured using Mean
Reciprocal Rank (MRR) and the Success Rate at top-n (SR@10), which indicates
the average percentage of queries that retrieve the relevant entity in the top 10
results [3].

Evaluation Results. The experimental results, presented in Fig. 2, indicate
that the overall accuracy of the Europeana auto-suggestion algorithm outper-
forms the TF-IDF baseline. These results are statistically significant (p < 0.01).
Given the first 3 characters of users’ queries, the auto-suggestion was able to
recommend the correct entities for more than half of the cases (SR@10 = 0.48),
compared to 31% success rate achieved by the TF-IDF ranking (SR@10 = 0.31).
Over 95% cases were completed (i.e., the correct entities were recommended by
the auto-suggestion in the top 10) when users have typed the first 5 characters
(SR@10 = 0.95). On the given test data set, the Relevance and PageRank meth-
ods provide comparable results, which indicate that the evaluated Entities are
both popular in broader sense and relevant for Europeana.eu repository. How-
ever, there is a large number of items in the EC, which are not very well known by
the public users or they are not referenced by a large number of cultural heritage
object available in Europeana.eu. These are subject of investigation for future
work. The combination of these two scoring functions in the auto-suggestion
algorithm proves its effectiveness especially with regard to the MRR metrics,
indicating a better ranking of searched entities within the auto-suggestion list.

Overall, the auto-suggestion was able to recommend the correct entities for
all 52 queries with an input (on average) of 3.73 characters (SD = 1.33, min =
1, max = 7). The baseline method was able to suggest the correct entities for
34 queries with an average of 3.74 characters (SD = 1.44, min = 1, max = 7).
However, it was not able to suggest the correct entities in the Top 10 list for the
remaining 18 queries. TF-IDF algorithm appears to be sensitive to the hetero-
geneous distribution of item labels over different languages and language scripts
(see Table 1), term frequency being low for items with low language coverage
and document frequency being high in the case of common words, like person
first names for example. The drop in the precision encountered at 8th letter in
the query string is explained by the low ranking precision for the first 1 to 3
letters in the second word of the query.

The performance of the auto-suggestion features for the different entity
types were also evaluated, as shown in Table 3. The results show that the auto-
suggestion achieved a high SR@10 for Agents and Places for an input of 5 char-
acters or more (0.72 and 0.92, respectively). In all four cases, the Concepts in
4 https://lucene.apache.org/core/7 6 0/core/org/apache/lucene/search/similarities/

TFIDFSimilarity.html.

http://Europeana.eu
http://Europeana.eu
https://lucene.apache.org/core/7_6_0/core/org/apache/lucene/search/similarities/TFIDFSimilarity.html
https://lucene.apache.org/core/7_6_0/core/org/apache/lucene/search/similarities/TFIDFSimilarity.html
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the dataset were retrieved using the first 3 characters only, but this achievement
is also related to the relatively small number of concepts included in the EC. A
comparison of the MRR scores also show a better accuracy for Concept queries,
followed by Places, and Agents. However, in all cases, high MRR scores were
achieved by providing 7 characters or more for all entity types.

(a) MRR

(b) SR@10

Fig. 2. Auto-suggestion accuracy (n = 52)

The overall results show a much higher SR@10 compared to MRR, which
suggest that, although the correct entity was found in the top 10, it was not
suggested as the first ranked item. After further analysis, we found two reasons
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Table 3. Auto-suggestion accuracy by entity type

No of chars MRR SR@10

Agents Concepts Places Agents Concepts Places

3 0.26 0.71 0.17 0.47 1 0.41

5 0.68 1 0.69 0.72 1 0.92

7 0.87 1 0.94 1 1 1

9 1 1 1 1 1 1

that caused the lower MRR scores. The first is the strict one-to-one matching
between the queries and the entities. In some cases, more than one entities may
be relevant for each query. For example, a user searching for “Palermo” may
intend to search for the city or the province. We also found cases where duplicate
entries were found in the EC (often found in Place entities). For example, “Izola”
(a town in Slovenia) was described in two entities. Since the test dataset only
allows one entity to be linked for each user query, retrieving multiple entries in
the suggestion results may cause the rank of the correct entity to appear to be
lower.

Another issue identified is due to the auto-suggest support for multilingual
queries. To enable retrieval across languages, the auto-suggest function currently
retrieves candidate queries by matching user queries against entity labels in all
available languages in the EC. In some cases, however, this method also decreased
the precision due to finding items that are not relevant to user’s queries or pre-
ferred language. E.g., users using Dutch language for search, when typing “Maa”
with the intention to look for “Maastricht”, retrieved the following suggestion
“Maatalous” (a Finnish term for “Agriculture”) and “Maalikunst” (an Estonian
term for “Painting”) in higher ranks.

5 Discussion

In this section, we consider the research questions and highlight insights gained
through experimentation.

(RQ1) Can the knowledge graph (i.e., extracted from Geonames, DBpedia
and Wikidata) be utilized to perform auto-suggestion within the cultural heritage
domain? We found that the current coverage of the EC extracted from these
sources satisfied less than half of Europeana’s entity queries. The remaining out-
of-scope entity queries come from genealogy searches, and queries on infrequent
entities, e.g., fashion brands, modern artists, history photographs of politicians,
which are currently not available in the EC. Our findings also show that the
chosen linked data sources have low multilingual availability for the entity labels.
As a result, the language filter cannot be used effectively using the current EC,
as the recall drops dramatically due to the poor language coverage on entity
labels. However, the rapid development on Wikidata may address this data gap
in the near future.
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(RQ2) Does the auto-suggestion feature (i.e., utilizing Europeana relevance
and Wikidata PageRank) effectively support users in building their search
queries? Our results indicate that the combination of Europeana relevance and
Wikidata PageRank can support the auto-suggestion functionality to retrieve
entities that are relevant to users’ queries with high accuracy, regardless of the
entity type. However, a bigger dataset containing more queries for each entity
type and language is needed to further investigate these results. The use of
Wikidata rank also overcomes the cold-start problem, due to the lack of user
model in the Europeana site to populate the ranking of the items. In some cases,
the ranking of the relevant entities can be further improved. A learning-to-rank
approach will be investigated in the future work to enable the personalization of
auto-suggestion.

6 Conclusion and Future Work

In this study, we have reported on the auto-suggestion service implemented in
the Europeana.eu web portal, which uses an entity ranking algorithm combin-
ing Wikidata page rank and Europeana relevance scores. Initial results indicate
that the EC was able to match 45.7% Entity queries available in a sample of
Europeana.eu access logs. This suggests that more work is needed to improve
the coverage of the Entity Collection by integrating more knowledge sources, like
increasing the size of classification schemes or adding more entity types, like his-
torical events or popular works (e.g. named paintings, sculptures, books, etc.).
However, for cases where the entities do exist in the EC, the auto-suggestion
functionality was able to suggest entities with high success rate (SR@10) and
good ranking (MRR@10) after users typed 5 characters, regardless of the entity
types. Overall the experimental results indicate that the Europeana knowledge
graph provides effective support for building more precise search queries and
improving the multilingual retrieval on Europeana.eu.

Future research will focus on improving the accuracy of suggestions by
enabling filtering options (e.g., by Entity Type, or by usage in Europeana) and
prioritizing suggestions that match the user’s preferred language (e.g., the lan-
guage selected for the UI). Building a personalized recommendation based on
a user model will also be employed by evaluating the effective usage of the
auto-suggestion service (e.g., by recording original query, clicked entity and its
ranking).
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Abstract. The uncontrolled growth of fake news creation and dissemi-
nation we observed in recent years causes continuous threats to democ-
racy, justice, and public trust. This problem has significantly driven the
effort of both academia and industries for developing more accurate fake
news detection strategies. Early detection of fake news is crucial, how-
ever the availability of information about news propagation is limited.
Moreover, it has been shown that people tend to believe more fake news
due to their features [11]. In this paper, we present our framework for
fake news detection and we discuss in detail a solution based on deep
learning methodologies we implemented by leveraging Google Bert fea-
tures. Our experiments conducted on two well-known and widely used
real-world datasets suggest that our method can outperform the state-
of-the-art approaches and allows fake news accurate detection, even in
the case of limited content information.

1 Introduction

Social media are nowadays the main medium for large-scale information sharing
and communication and they can be considered the main drivers of the Big Data
revolution we observed in recent years [1]. Unfortunately, due to malicious user
having fraudulent goals fake news on social media are growing quickly both in
volume and their potential influence thus leading to very negative social effects.
In this respect, identifying and moderating fake news is a quite challenging
problem. Indeed, fighting fake news in order to stem their extremely negative
effects on individuals and society is crucial in many real life scenarios. Therefore,
fake news detection on social media has recently become an hot research topic
both for academia and industry.

Fake news detection dates back long time ago [12], for a very long time
journalist and scientists fought against misinformation, however, the pervasive
use of internet for communication allows for a quicker spread of false information.
Indeed, the term fake news has grown in popularity in recent years, especially
after the 2016 United States elections but there is still no standard definition of
fake news [9].

Aside the definition that can be found in literature, one of the most well
accepted definition of fake news is the following: Fake news is a news article that
c© Springer Nature Switzerland AG 2020
D. Helic et al. (Eds.): ISMIS 2020, LNAI 12117, pp. 113–122, 2020.
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is intentionally and verifiable false and could mislead readers [2]. There are two
key features of this definition: authenticity and intent. First, fake news includes
false information that can be verified as such. Second, fake news is created with
dishonest intention to mislead consumers [9].

The content of fake news exhibits heterogeneous topics, styles and media
platforms, it aims to mystify truth by diverse linguistic styles while insulting true
news. Fake news are generally related to newly emerging, time-critical events,
which may not have been properly verified by existing knowledge bases due to
the lack of confirmed evidence or claims. Thus, fake news detection on social
media poses peculiar challenges due to the inherent nature of social networks
that requires both the analysis of their content [6,8] and their social context
[3,10].

Indeed, as mentioned above fake news are written on purpose to deceive
readers to believe false information. For this reason, it is quite difficult to detect
a fake news analysing only the news content. Therefore, we should take into
account auxiliary information, such as user social engagement on social media
to improve the detection accuracy. Unfortunately, the usage of auxiliary infor-
mation is a non-trivial task as users social engagements with fake news produce
data that are big, noisy, unstructured and incomplete.

Moreover, the diffusion models for fake news changed deeply in recent years.
Indeed, as mentioned above, some decades ago, the only medium for information
spreading were newspapers and radio/television but recently, the phenomenon
of fakes news generation and diffusion take advantage of the internet pervasive
diffusion and in particular of social media quick pick approach to news spreading.
More in detail, user consumption behaviours have been affected by the inher-
ent nature of these social media platforms: 1) They are more pervasive and less
expensive when compared to traditional news media, such as television or news-
papers; 2) It is easier to share, comment on, and discuss the news with friends
and followers on social media by overcoming geographical and social barrier.

Despite the above mentioned advantages of social media news sharing, there
are many drawbacks. First of all, the quality of news on social media is lower than
traditional news organizations due to the lower control of information sources.
Moreover, since it is cheaper to provide news online and much faster and easier
to spread through social media, larger volumes of fake news are produced online
for a variety of purposes, such as political gain and unfair competition to cite a
few.

Our Approach in a Nutshell. Fake news detection problem can be formalized
as a classification task thus requiring features extraction and model construction.
The detection phase is a crucial task as it is devoted to guarantee users to receive
authentic information. We will focus on finding clues from news contents.

Our goal is to improve the existing approaches defined so far when fake news
is intentionally written to mislead users by mimicking true news. More in detail,
traditional approaches are based on verification by human editors and expert
journalists but do not scale to the volume of news content that is generated
in online social networks. As a matter of fact, the huge amount of data to be
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analyzed calls for the development of new computational techniques. It is worth
noticing that, such computational techniques, even if the news is detected as
fake, require some sort of expert verification before being blocked. In our frame-
work, we perform an accurate pre-processing of news data and then we apply
three different approaches. The first approach is based on classical classification
approaches. We also implemented a deep learning approach that leverages neural
network features for fake news detection. Finally, for the sake of completeness we
implemented some multimedia approaches in order to take into account mislead-
ing images. Due to space limitation, we discuss in this paper the deep learning
approach.

2 Our Fake News Detection Framework

Our framework is based on news flow processing and data management in a pre-
processing block which performs filtering and aggregation operation over the
news content. Moreover, filtered data are processed by two independent blocks:
the first one performs natural language processing over data while the second
one performs a multimedia analysis.

The overall process we execute for fake news detection is depicted in Fig. 1.

Fig. 1. The overall process at a glance

In the following, we describe each module in more detail.

Data Ingestion Module. This module take care of data collection tasks. Data
can be highly heterogeneous: social network data, multimedia data and news
data. We collect the news text and eventual related contents and images.

Pre-processing Module. This component is devoted to the acquisition of the
incoming data flow. It performs filtering, data aggregation, data cleaning and
enrichment operations.

NLP Processing Module. It performs the crucial task of generating a binary
classification of the news articles, i.e., whether they are fake or reliable news. It is
split in two submodules. The Machine Learning module performs classification
using an ad-hoc implemented Logistic Regression algorithm after an extensive
process of feature extraction and selection TF-IDF based in order to reduce the
number of extracted features. The Deep Learning module classify data using
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Google Bert algorithm after a tuning phase on the vocabulary. It also perform a
binary transformation and eventual text padding in order to better analyze the
input data.

Multimedia Processing Module. This module is tailored for Fake Image
Classification through Deep Learning algorithms, using ELA (Error Level Anal-
ysis) and CNN.

Due to space limitation, we discuss in the following only the details of the
deep learning module and the obtained results.

2.1 The Software Architecture

The software implementation of the framework described above is shown in
Fig. 2.

Fig. 2. Our fake news detection framework

Herein: the data ingestion block is implemented by using several tools. As
an example for Twitter data we leverage Tweepy, a Python library to access
the Twitter API. All tweets are downloaded through this library. Filtering and
aggregation is performed using Apache Kafka which is able to build real-time
data pipelines and streaming apps. It is scalable, fault-tolerant and fast thus
making our prototype well-suited for huge amount of data.

The data crawler uses the Newspaper Python library whose purpose is
extracting and curating articles. The analytical data archive stores pre-processed
data that are used for issuing queries by traditional analytical tools. We leverage
Apache Cassandra as datastore because it provides high scalability, high avail-
ability, fast writing, fault- tolerance on commodity hardware or cloud infrastruc-
ture. The data analytics block retrieves news contents and news images from Cas-
sandra DB that are pre-processed by the Machine Learning module using Scikit
Learn library and by Deep Learning module using Keras library. Image content
is processed by the Multimedia Deep Learning module using Keras library.

In the following, we will briefly describe how the overall process is executed.
Requests to the Cassandra DB are made through remote access. Each column
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in Cassandra refers to a specific topic and contains all news belonging to that
topic. Among all news, those having a valid external link value are selected. In
this way, the news content can be easily crawled. As the link for each news is
obtained, a check is performed in order to verify the current state of the website.
If the website is still running, we perform the article scraping. The algorithm
works by downloading and parsing the news article, then, for each article, title,
text, authors, top image link, news link data are extracted and saved as a JSON
file in Cassandra DB.

Finally, three independent analysis are then performed by three ad-hoc
Python modules we implemented. The first two perform text classification, and
the last one images classification. Concerning the text analysis, the problem
being solved is a binary classification one where class 0 refers to reliable news
and class 1 refers to fake ones.

2.2 The Deep Learning Module

The Deep Learning Module computes a binary classification on a text datasets
of news that will be labelled as 0 if a news is marked as Real, and as 1 if it
is marked as Fake. The Deep Learning Module classifies news content using
a new language model called B.E.R.T. (Bidirectional Encoder Representations
from Transformers) developed and released by Google. Prior to describing the
algorithm features in detail, we briefly describe the auxiliary tools being used,
while in Sect. 3 we describe the experimental evaluation that lead to our choice
on BERT.

Colaboratory. Colab1 is intended for machine learning education and research,
it requires no setup and runs entirely on the cloud. By using Colab it’s possible
to write and execute code, save and share analytics and it provides access to
expensive and powerful computing resources for free by a web interface.

More in detail, Colab’s hardware is powered by: Intel(R) Xeon(R) CPU @
2.00 GHz, nVidia T4 16 GB GDDR6 @ 300 GB/sec, 15 GB RAM and 350 GB
storage. This setting is able to speed-up the learning task execution up to 35X
and 16X faster in deep learning training compared to a CPU-only server.

Tensor Flow. It is devoted to train and run neural networks for image recog-
nition, word embeddings, recurrent neural networks, and natural language pro-
cessing. It is a cross-platform tool and runs on CPUs, GPUs, even on mobile and
embedded platforms. TensorFlow uses dataflow graphs to represent the compu-
tation flow, i.e., these structures describe the data flow through the processing
nodes. Each node in the graph represents a mathematical operation, and each
connection between nodes is a multidimensional data array called tensor. The
TensorFlow Distributed Execution Engine abstracts from the supported devices
and provides a high performance-core implemented in C++ for the TensorFlow
platform. On top there are Python and C++ frontends. The Layers API provides
a simple interface for most of the layers used in deep learning models. Finally,

1 https://research.google.com/colaboratory.

https://research.google.com/colaboratory
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higher-level APIs, including Keras, makes training and evaluating distributed
models easier.

Keras. It is a high-level neural network API, implemented in Python and capa-
ble of running on top of TensorFlow. It allows for easy and fast prototyping
through: 1) User Friendliness as it offers consistent and simple APIs that mini-
mizes the number of user actions required for common use cases; 2) Modularity
as neural layers, cost functions, optimizers, initialization schemes, activation
functions and regularization schemes are all standalone modules that can be
combined to create new models; 3) Extensibility as new modules are simple to
add as new classes and functions.

Google BERT. This tool has been developed in order to allow an easier imple-
mentation of two crucial tasks for Natural Language Processing (NLP): Transfer
Learning through unsupervised pre-training and Transformer architecture. The
idea behind Transfer Learning is to train a model in a given domain on a large
text corpus, and then leverage the gathered knowledge to improve the model’s
performance in a different domain. In this respect, BERT has been pre-trained on
Wikipedia and BooksCorpus. On the opposite side, the Transformer architecture
processes all elements simultaneously by linking individual elements through a
process known as attention. This mechanism allows a deep parallelization and
guarantee higher accuracy across a wide range of tasks. BERT outperforms pre-
vious proposed approaches as it is the first unsupervised, fully bidirectional sys-
tem for NLP pre-training. Pre-trained representations can be either context-free
or context based dependig on user needs. Due to space limitations we do not
describe in detail the BERT’s architecture and the encoder mechanism.

3 Our Benchmark

In this section we will describe the fake news detection process for the deep
learning module and the datasets we used as a benchmark for our algorithms.

3.1 Dataset Description

Liar Dataset. This dataset includes 12.8 K human labelled short statements
from fact-checking website Politifact.com. Each statement is evaluated by a
Politifact.com editor for its truthfulness. The dataset has six fine-grained labels:
pants-fire, false, barely-true, half-true, mostly-true, and true. The distribution
of labels is relatively well- balanced [12]. For our purposes the six fine-grained
labels of the dataset have been collapsed in a binary classification, i.e., label 1
for fake news and label 0 for reliable ones. This choice has been made due to
binary Fake News Dataset feature. The dataset is partitioned into three files: 1)
Training Set: 5770 real news and 4497 fake news; 2) Test Set: 1382 real news
and 1169 fake news; 3) Validation Set: 1382 real news and 1169 fake news. The
three subsets are well balanced so there is no need to perform oversampling or
undersampling.

http://www.Politifact.com
http://www.Politifact.com
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The processed dataset has been uploaded in Google Drive and, then, loaded
in Colab’s Jupyter as a Pandas Dataframe. It has been added a new column
with the number of words for each row article. Using the command df.describe()
on this column it is possible to print the following statistical information: count
15389.000000, mean 17.962311, std 8.569879, min 1.000000, 25% 12.000000, 50%
17.000000, 75% 22.000000, max 66.000000. These statistics show that there are
articles with only one word in the dataset, so it has been decided to remove all
rows with less than 10 words as they are considered poorly informative. The
resulting dataset contains 1657 less rows than the original one. The updated
statistics are reported in what follows: count 13732.000000, mean 19.228663, std
8.192268, min 10.000000, 25% 14.000000, 50% 18.000000, 75% 23.000000, max
66.000000. Finally, the average number of words per article is 19.

FakeNewsNet. This dataset has been built by gathering information from
two fact-checking websites to obtain news contents for fake news and real news
such as PolitiFact and GossipCop. In PolitiFact, journalists and domain experts
review the political news and provide fact-checking evaluation results to claim
news articles as fake or real. Instead, in GossipCop, entertainment stories, from
various media outlets, are evaluated by a rating score on the scale of 0 to 10 as
the degree from fake to real. The dataset contains about 900 political news and
20k gossip news and has only two labels: true and false [14].

This dataset is publicly available by the functions provided by the FakeNews-
Net team and the Twitter API. As mentioned above, FakeNewsNet can be split
in two subsets: GossipCop and Politifact.com. We decided to analyse only politi-
cal news as they produce worse consequences in real world than gossip ones. The
dataset is well balanced and contains 434 real news and 367 fake news. Most of
the news regards the US as it has already been noticed in LIAR. Fake news top-
ics concern Obama, police, Clinton and Trump while real news topics refer to
Trump, Republicans and Obama. Such as the LIAR dataset, it has been added
a new column and used the command df.describe() to print out the following
statistical information: count 801, mean 1459.217228, std 3141.157565, min 3,
25% 114, 50% 351, 75% 893, max 17377.

The average number of words per articles in Politifact dataset is 1459, which
is far longer than the average sentence length in Liar Dataset that is 19 words
per articles. Such a statistics suggested us to compare the model performances
on datasets with such different features.

3.2 Pre-elaboration Steps

The above mentioned datasets are available in CSV format and are composed
of two columns: text and label. The news text need to be pre-processed for
our analysis. In this respect, an ad-hoc Pythin function has been developed for
unnecessary IP and URL addresses removal, HTML tags checking and words
spell-check. Due to neural features, we decide to maintain some stop words in
order to allow a proper context analysis. Thus, to ameliorate the noise problem,
we created a custom list of stop words. We leverage Keras Tokenizer for preparing

http://www.Politifact.com
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text documents for subsequent deep learning steps. More in detail, we create a
vocabulary index based on word frequency, e.g., given the sentence The cat sat on
the mat we create the following dictionary word index[the] = 1, word index[cat]
= 2 so every word gets a unique integer value; the 0 value is reserved for padding.
Lower integer means more frequent word. After this encoding step, we obtain
for each text a sequence of integers. As BERT needs a more elaborated input
than other neural networks wed need to produce a tsv file, with four columns,
and no header. The columns to be added to dataset are: 1) guid, i.e., a row
ID; 2)label, i.e., the label for the row (it should be an int); 3) alpha, a dummy
column containing the same letter for all rows, it is not used for classification
but it is needed for proper running of the algorithm and 4) text, i.e., the news
content. The data needs to be converted in InputFeature object to be compatible
with Transformer Architecture. The conversion process includes tokenization and
converting all sentences to a given sequence length (truncating longer sequences,
and padding shorter sequences). Tokenization is performed using WordPiece
tokenization, where the vocabulary is initialized with all the individual characters
in the language, and then the most frequent/likely combinations of the existing
words in the vocabulary are iteratively added. Words that does not occur in
the vocabulary are broken down into sub-words in order to search for possible
matches in the collection.

4 Evaluation

In order to show that the Google BERT model we implemented outperforms
the results of the current performance state of art both on Liar dataset and
Polifact dataset, we report in Figs. 3 and 4 the best results obtained for the
other approaches commonly used in literature for those datasets.

Fig. 3. Comparison for Google BERT against state of the art approaches on LIAR
dataset

We compared the performances on well-established evaluation measure like:
Accuracy, Precision, Recall, F1 measure, Area Under Curve (AUC) [5] and the
values reported in the obtained confusion matrices for each algorithm, i.e., True
Positive (TP), False Positive (FP), True Negative (TN) and False Negative (FN).

We hypothesize that our results are quite better due to a fine hyper parameter
tuning we performed, a better pre-processing step and the proper transformation.

For the sake of completeness, we report in Figs. 5 and 6 the detailed confusion
matrices obtained for LIAR and Polifact datasets.
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Fig. 4. Comparison for Google BERT against state of the art approaches on Polifact
datataset

Fig. 5. Confusion Matrix for LIAR dataset

Fig. 6. Confusion matrix for polifact dataset

5 Conclusion and Future Work

In this paper, we investigated the problem of fake news detection by deep learning
algorithms. We developed a framework the leverage Google BERT for analyzing
real-life datasets and the results we obtained are quite encouraging. As for future
work, we would like to extend our analysis by considering also user profiles’
features and some kind of dynamic analysis of news diffusion mechanism in our
fake news detection model [7].
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Abstract. Satirical news detection is an important yet challenging task
to prevent spread of misinformation. Many feature based and end-to-end
neural nets based satirical news detection systems have been proposed
and delivered promising results. Existing approaches explore comprehen-
sive word features from satirical news articles, but lack semantic metrics
using word vectors for tweet form satirical news. Moreover, the vague-
ness of satire and news parody determines that a news tweet can hardly
be classified with a binary decision, that is, satirical or legitimate. To
address these issues, we collect satirical and legitimate news tweets, and
propose a semantic feature based approach. Features are extracted by
exploring inconsistencies in phrases, entities, and between main and rel-
ative clauses. We apply game-theoretic rough set model to detect satirical
news, in which probabilistic thresholds are derived by game equilibrium
and repetition learning mechanism. Experimental results on the collected
dataset show the robustness and improvement of the proposed approach
compared with Pawlak rough set model and SVM.

Keywords: Satirical news detection · Social media · Feature
extraction · Game-theoretic rough sets

1 Introduction

Satirical news, which uses parody characterized in a conventional news style, has
now become an entertainment on social media. While news satire is claimed to be
pure comedic and of amusement, it makes statements on real events often with
the aim of attaining social criticism and influencing change [15]. Satirical news
can also be misleading to readers, even though it is not designed for falsifications.
Given such sophistication, satirical news detection is a necessary yet challenging
natural language processing (NLP) task. Many feature based fake or satirical
news detection systems [3,11,14] extract features from word relations given by
statistics or lexical database, and other linguistic features. In addition, with
c© Springer Nature Switzerland AG 2020
D. Helic et al. (Eds.): ISMIS 2020, LNAI 12117, pp. 123–135, 2020.
https://doi.org/10.1007/978-3-030-59491-6_12
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the great success of deep learning in NLP in recent years, many end-to-end
neural nets based detection systems [6,12,16] have been proposed and delivered
promising results on satirical news article detection.

However, with the evolution of fast-paced social media, satirical news has
been condensed into a satirical-news-in-one-sentence form. For example, one
single tweet of “If earth continues to warm at current rate moon will be mostly
underwater by 2400” by The Onion is largely consumed and spread by social
media users than the corresponding full article posted on The Onion website.
Existing detection systems trained on full document data might not be appli-
cable to such form of satirical news. Therefore, we collect news tweets from
satirical news sources such as The Onion, The New Yorker (Borowitz Report)
and legitimate news sources such as Wall Street Journal and CNN Breaking
News. We explore the syntactic tree of the sentence and extract inconsistencies
between attributes and head noun in noun phrases. We also detect the exis-
tence of named entities and relations between named entities and noun phrases
as well as contradictions between the main clause and corresponding preposi-
tional phrase. For a satirical news, such inconsistencies often exist since satirical
news usually combines irrelevant components so as to attain surprise and humor.
The discrepancies are measured by cosine similarity between word components
where words are represented by Glove [9]. Sentence structures are derived by
Flair, a state-of-the-art NLP framework, which better captures part-of-speech
and named entity structures [1].

Due to the obscurity of satire genre and lacks of information given tweet
form satirical news, there exists ambiguity in satirical news, which causes great
difficulty to make a traditional binary decision. That is, it is difficult to classify
one news as satirical or legitimate with available information. Three-way deci-
sions, proposed by YY Yao, added an option - deferral decision in the traditional
yes-and-no binary decisions and can be used to classify satirical news [21,22].
That is, one news may be classified as satirical, legitimate, and deferral. We
apply rough sets model, particularly the game-theoretic rough sets to classify
news into three groups, i.e., satirical, legitimate, and deferral. Game-theoretic
rough set (GTRS) model, proposed by JT Yao and Herbert, is a recent promising
model for decision making in the rough set context [18]. GTRS determine three
decision regions from a tradeoff perspective when multiple criteria are involved to
evaluate the classification models [25]. Games are formulated to obtain a tradeoff
between involved criteria. The balanced thresholds of three decision regions can
be induced from the game equilibria. GTRS have been applied in recommen-
dation systems [2], medical decision making [19], uncertainty analysis [24], and
spam filtering [23].

We apply GTRS model on our preprocessed dataset and divide all news
into satirical, legitimate, or deferral regions. The probabilistic thresholds that
determine three decision regions are obtained by formulating competitive games
between accuracy and coverage and then finding Nash equilibrium of games.
We perform extensive experiments on the collected dataset, fine-tuning the
model by different discretization methods and variation of equivalent classes. The
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experimental result shows that the performance of the proposed model is supe-
rior compared with Pawlak rough sets model and SVM.

2 Related Work

Satirical news detection is an important yet challenging NLP task. Many feature
based models have been proposed. Burfoot et al. extracted features of headline,
profanity, and slang using word relations given by statistical metrics and lexical
database [3]. Rubin et al. proposed a SVM based model with five features (absur-
dity, humor, grammar, negative affect, and punctuation) for fake news document
detection [11]. Yang et al. presented linguistic features such as psycholinguistic
feature based on dictionary and writing stylistic feature from part-of-speech tags
distribution frequency [17]. Shu et al. gave a survey in which a set of feature
extraction methods is introduced for fake news on social media [14]. Conroy et
al. also uses social network behavior to detect fake news [4]. For satirical sentence
classification, Davidov et al. extract patterns using word frequency and punc-
tuation features for tweet sentences and amazon comments [5]. The detection
of a certain type of sarcasm which contracts positive sentiment with a negative
situation by analyzing the sentence pattern with a bootstrapped learning was
also discussed [10]. Although word level statistical features are widely used, with
advanced word representations and state-of-the-art part-of-speech tagging and
named entity recognition model, we observe that semantic features are more
important than word level statistical features to model performance. Thus, we
decompose the syntactic tree and use word vectors to more precisely capture the
semantic inconsistencies in different structural parts of a satirical news tweet.

Recently, with the success of deep learning in NLP, many researchers
attempted to detect fake news with end-to-end neural nets based approaches.
Ruchansky et al. proposed a hybrid deep neural model which processes both text
and user information [12], while Wang et al. proposed a neural network model
that takes both text and image data [16] for detection. Sarkar et al. presented
a neural network with attention to both capture sentence level and document
level satire [6]. Some research analyzed sarcasm from non-news text. Ghosh and
Veale [7] used both the linguistic context and the psychological context informa-
tion with a bi-directional LSTM to detect sarcasm in users’ tweets. They also
published a feedback-based dataset by collecting the responses from the tweets
authors for future analysis. While all these works detect fake news given full text
or image content, or target on non-news tweets, we attempt bridge the gap and
detect satirical news by analyzing news tweets which concisely summarize the
content of news.

3 Methodology

In this section, we will describe the composition and preprocessing of our dataset
and introduce our model in detail. We create our dataset by collecting legitimate
and satirical news tweets from different news source accounts. Our model aims
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to detect whether the content of a news tweet is satirical or legitimate. We first
extract the semantic features based on inconsistencies in different structural
parts of the tweet sentences, and then use these features to train game-theoretic
rough set decision model.

3.1 Dataset

We collected approximately 9,000 news tweets from satirical news sources such as
The Onion and Borowitz Report and about 11,000 news tweets from legitimate
new sources such as Wall Street Journal and CNN Breaking News over the past
three years. Each tweet is a concise summary of a news article. The duplicated
and extreme short tweets are removed. A news tweet is labeled as satirical if it
is written by satirical news sources and legitimate if it is from legitimate news
sources. Table 1 gives an example of tweet instances that comprise our dataset.

Table 1. Examples of instances comprising the news tweet dataset

Content Source Label

The White House confirms that
President Donald Trump sent a
letter to North Korean leader Kim
Jong Un

CNN 0

Illinois Senate plans vote on bills
that could become the state’s first
budget in more than two years

WSJ 0

Naked Andrew Yang emerges from
time vortex to warn debate audience
about looming threat of automation

TheOnion 1

New study shows majority of late
afternoon sleepiness at work caused
by undetected carbon monoxide leak

TheOnion 1

Devin Nunes accuses witnesses of
misleading American people with
facts

BorowitzReport 1

3.2 Semantic Feature Extraction

Satirical news is not based on or does not aim to state the fact. Rather, it uses
parody or humor to make statement, criticisms, or just amusements. In order to
achieve such effect, contradictions are greatly utilized. Therefore, inconsistencies
significantly exist in different parts of a satirical news tweet. In addition, there
is a lack of entity or inconsistency between entities in news satire. We extracted
these features at semantic level from different sub-structures of the news tweet.
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Different structural parts of the sentence are derived by part-of-speech tagging
and named entity recognition by Flair. The inconsistencies in different structures
are measured by cosine similarity of word phrases where words are represented
by Glove word vectors. We explored three different aspects of inconsistency and
designed metrics for their measurements. A word level feature using tf-idf [13] is
added for robustness.

Inconsistency in Noun Phrase Structures. One way for a news satire
to obtain surprise or humor effect is to combine irrelevant or less jointly used
attributes and the head noun which they modified. For example, noun phrase
such as “rampant accountability”, “posthumous apology”, “self-imposed mental
construct” and other rare combinations are widely used in satirical news, while
individual words themselves are common. To measure such inconsistency, we
first select all leaf noun phrases (NP) extracted from the trees to avoid repeated
calculation. Then for each noun phrase, each adjacent word pair is selected and
represented by 100-dim Glove word vector denoted as (vt, wt). We define the
averaged cosine similarity of noun phrase word pairs as:

SNP =
1
T

T∑

t=1

cos(vt, wt) (1)

where T is a total number of word pairs. We use SNP as a feature to capture
the overall inconsistency in noun phrase uses. SNP ranges from −1 to 1, where
a smaller value indicates more significant inconsistency.

Inconsistency Between Clauses. Another commonly used rhetoric approach
for news satire is to make contradiction between the main clause and its preposi-
tional phrase or relative clause. For instance, in the tweet “Trump boys counter
Chinese currency manipulation by adding extra zeros to $20 Bills”, contradiction
or surprise is gained by contrasting irrelevant statements provided by different
parts of the sentence. Let q and p denote two clauses separated by main/relative
relation or preposition, and (w1, w1, ...wq) and (v1, v1, ...vp) be the vectorized
words in q and p. Then we define inconsistency between q and p as:

SQP = cos(
Q∑

q=1

wq,

P∑

p=1

vp)) (2)

Similarly, the feature SQP is measured by cosine similarity of linear summations
of word vectors, where smaller value indicates more significant inconsistency.

Inconsistency Between Named Entities and Noun Phrases. Even though
many satirical news tweets are made based on real persons or events, most of
them lack specific entities. Rather, because the news is fabricated, news writers
use the words such as “man”, “woman”, “local man”, “area woman”, “local
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family” as subject. However, the inconsistency between named entities and noun
phrases often exists in a news satire if a named entity is included. For example,
the named entity “Andrew Yang” and the noun phrases “time vortex” show
great inconsistency than “President Trump”, “Senate Republicans”, and “White
House” do in the legitimate news “President Trump invites Senate Republicans
to the White House to talk about the funding bill.” We define such inconsistency
as a categorical feature that:

CNERN =

⎧
⎪⎨

⎪⎩

0 if SNERN < S̄NERN

1 if SNERN ≥ S̄NERN

−1 if there’s no named entity
(3)

SNERN is the cosine similarity of named entities and noun phrases of a certain
sentence and S̄NERN is the mean value of SNERN in corpus.

Word Level Feature Using TF-IDF. We calculated the difference of tf-idf
scores between legitimate news corpus and satirical news corpus for each single
word. Then, the set Svoc that includes most representative legitimate news words
is created by selecting top 100 words given the tf-idf difference. For a news tweet
and any word w in the tweet, we define the binary feature Bvoc as:

Bvoc =

{
1 if w ∈ Svoc

0 otherwise
(4)

3.3 GTRS Decision Model

We construct a Game-theoretic Rough Sets model for classification given the
extracted features. Suppose E ⊆ U × U is an equivalence relation on a finite
nonempty universe of objects U , where E is reflexive, symmetric, and transitive.
The equivalence class containing an object x is given by [x] = {y ∈ U |xEy}. The
objects in one equivalence class all have the same attribute values. In the satirical
news context, given an undefined concept satire, probabilistic rough sets divide
all news into three pairwise disjoint groups i.e., the satirical group POS(satire),
legitimate group NEG(satire), and deferral group BND(satire), by using the
conditional probability Pr(satire|[x]) = |satire∩[x]|

|[x]| as the evaluation function,
and (α, β) as the acceptance and rejection thresholds [20–22], that is,

POS(α,β)(satire) = {x ∈ U | Pr(satire|[x]) ≥ α},

NEG(α,β)(satire) = {x ∈ U | Pr(satire|[x]) ≤ β},

BND(α,β)(satire) = {x ∈ U | β < Pr(satire|[x]) < α}. (5)

Given an equivalence class [x], if the conditional probability Pr(satire|[x])
is greater than or equal to the specified acceptance threshold α, i.e.,
Pr(satire|[x]) ≥ α, we accept the news in [x] as satirical. If Pr(satire|[x]) is
less than or equal to the specified rejection threshold β, i.e., Pr(satire|[x]) ≤ β
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we reject the news in [x] as satirical, or we accept the news in [x] as legitimate.
If Pr(satire|[x]) is between α and β, i.e., β < Pr(satire|[x]) < α, we defer to
make decisions on the news in [x]. Pawlak rough sets can be viewed as a special
case of probabilistic rough sets with (α, β) = (1, 0).

Given a pair of probabilistic thresholds (α, β), we can obtain a news classifier
according to Eq. (5). The three regions are a partition of the universe U ,

π(α,β)(Satire) = {POS(α,β)(Satire), BND(α,β)(Satire), NEG(α,β)(Satire)}
(6)

Then, the accuracy and coverage rate to evaluate the performance of the derived
classifier are defined as follows [25],

Acc(α,β)(Satire) =
|Satire ∩ POS(α,β)(Satire)| + |Satirec ∩ NEG(α,β)(Satire)|

|POS(α,β)(Satire)| + |NEG(α,β)(Satire)|
(7)

Cov(α,β)(Satire) =
|POS(α,β)(Satire)| + |NEG(α,β)(Satire)|

|U | (8)

The criterion coverage indicates the proportions of news that can be confi-
dently classified. Next, we will obtain (α, β) by game formulation and repetition
learning.

Game Formulation. We construct a game G = {O,S, u} given the set of game
players O, the set of strategy profile S, and the payoff functions u, where the
accuracy and coverage are two players, respectively, i.e., O = {acc, cov}.

The set of strategy profiles S = Sacc × Scov, where Sacc and Scov are sets
of possible strategies or actions performed by players acc and cov. The initial
thresholds are set as (1, 0). All these strategies are the changes made on the
initial thresholds,

Sacc = {β no change, β increases cacc, β increases 2 × cacc},

Scov = {α no change, α decreases ccov, α decreases 2 × ccov}. (9)

cacc and ccov denote the change steps used by two players, and their values are
determined by the concrete experiment date set.

Payoff Functions. The payoffs of players are u = (uacc, ucov), and uacc and
ucov denote the payoff functions of players acc and cov, respectively. Given a
strategy profile p = (s, t) with player acc performing s and player cov performing
t, the payoffs of acc and cov are uacc(s, t) and ucov(s, t). We use uacc(α, β)
and ucov(α, β) to show this relationship. The payoff functions uacc(α, β) and
ucov(α, β) are defined as,

uacc(s, t) ⇒ uacc(α, β) = Acc(α,β)(Satire),
ucov(s, t) ⇒ ucov(α, β) = Cov(α,β)(Satire), (10)
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where Acc(α,β)(Satire) and Cov(α,β)(Satire) are the accuracy and coverage
defined in Eqs. (7) and (8).

Payoff Table. We use payoff tables to represent the formulated game. Table 2
shows a payoff table example in which both players have 3 strategies defined in
Eq. (9).

Table 2. An example of a payoff table

cov

α α ↓ ccov α ↓ 2ccov

acc β
〈uacc(α, β),

ucov(α, β)〉
〈uacc(α − ccov, β),

ucov(α − ccov, β)〉
〈uacc(α − 2ccov, β),

ucov(α − 2ccov, β)〉

β ↑ cacc
〈uacc(α, β + cacc),

ucov(α, β + cacc)〉
〈uacc(α − ccov, β + cacc),

ucov(α − ccov, β + cacc)〉
〈uacc(α − 2ccov, β + cacc),

ucov(α − 2ccov, β + cacc)〉

β ↑ 2cacc
〈uacc(α, β + 2cacc),

ucov(α, β + 2cacc)〉
〈uacc(α − ccov, β + 2cacc),

ucov(α − ccov, β + 2cacc)〉
〈uacc(α − 2ccov, β + 2cacc),

ucov(α − 2ccov, β + 2cacc)〉

The arrow ↓ denotes decreasing a value and ↑ denotes increasing a value. On
each cell, the threshold values are determined by two players.

Repetition Learning Mechanism. We repeat the game with the new thresh-
olds until a balanced solution is reached. We first analyzes the pure strategy
equilibrium of the game and then check if the stopping criteria are satisfied.

Game Equilibrium. The game solution of pure strategy Nash equilibrium is used
to determine possible game outcomes in GTRS. The strategy profile (si, tj) is a
pure strategy Nash equilibrium, if

∀s
′
i ∈ Sacc,uacc(si, tj) � uacc(s

′
i, tj),where si ∈ Sacc ∧ s

′
i �= si,

∀t
′
j ∈ Scov,ucov(si, tj) � ucov(si, t

′
j),where tj ∈ Scov ∧ t

′
j �= tj . (11)

This means that none of players would like to change his strategy or they would
loss benefit if deriving from this strategy profile, provided this player has the
knowledge of other player’s strategy.

Repetition of Games. Assuming that we formulate a game, in which the initial
thresholds are (α, β), and the equilibrium analysis shows that the thresholds
corresponding to the equilibrium are (α∗, β∗). If the thresholds (α∗, β∗) do not
satisfy the stopping criterion, we will update the initial thresholds in the subse-
quent games. The initial thresholds of the new game will be set as (α∗, β∗). If
the thresholds (α∗, β∗) satisfy the stopping criterion, we may stop the repetition
of games.

Stopping Criterion. We define the stopping criteria so that the iterations of
games can stop at a proper time. In this research, we set the stopping criterion
as the thresholds are inside the valid range or the increase of one player’s payoff
is less than the decrease of the other player’s payoff.
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4 Experiments

There are 8757 news records in our preprocessed data set. We use Jenks nat-
ural breaks [8] to discretize continuous variables SNP and SQP both into five
categories denoted by nominal values from 0 to 4, where larger values still fall
into bins with larger nominal value. Let DNP and DQP denote the discretized
variables SNP and SQP , respectively. We derived the information table that only
contains discrete features from our original dataset. A fraction of the information
table is shown in Table 3.

Table 3. The information table

Id DNP DQP CNERN Bvoc target

1 0 2 0 0 1

2 1 2 0 0 1

3 2 2 0 1 0

4 2 4 1 1 0

5 2 3 0 0 1

6 4 3 −1 1 0

7 2 3 0 0 0

8 3 2 −1 0 1

The news whose condition attributes have the same values are classified in
an equivalence class Xi. We derived 149 equivalence classes and calculated the
corresponding probability Pr(Xi) and condition probability Pr(Satire|Xi) for
each Xi. The probability Pr(Xi) denotes the ratio of the number of news con-
tained in the equivalence class Xi to the total number of news in the dataset,
while the conditional probability Pr(Satire|Xi) is the proportion of news in Xi

that are satirical. We combine the equivalence classes with the same conditional
probability and reduce the number of equivalence classes to 108. Table 4 shows
a part of the probabilistic data information about the concept satire.

Table 4. Summary of the partial experimental data

X1 X2 X3 X4 X5 X6 X7 X8 X9 ......

Pr(Xi) 0.0315 0.0054 0.0026 0.0071 0.0062 0.0018 0.0015 0.0098 0.0009 ......

Pr(Satire|Xi) 1 0.9787 0.9565 0.9516 0.9444 0.9375 0.9231 0.9186 0.875 ......

...... X100 X101 X102 X103 X104 X105 X106 X107 X108

Pr(Xi) ...... 0.0121 0.0138 0.0095 0.0065 0.0383 0.0078 0.0107 0.0163 0.048

Pr(Satire|Xi) ...... 0.0283 0.0248 0.0241 0.0175 0.0149 0.0147 0.0106 0.007 0
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4.1 Finding Thresholds with GTRS

We formulated a competitive game between the criteria accuracy and coverage to
obtain the balanced probabilistic thresholds with the initial thresholds (α, β) =
(1, 0) and learning rate 0.03. As shown in the payoff table Table 5, the cell at the
right bottom corner is the game equilibrium whose strategy profile is (β increases
0.06, α decreases 0.06). The payoffs of the players are (0.9784,0.3343). We set the
stopping criterion as the increase of one player’s payoff is less than the decrease
of the other player’s payoff when the thresholds are within the range. When the
thresholds change from (1,0) to (0.94, 0.06), the accuracy is decreased from 1 to
0.9784 but the coverage is increased from 0.0795 to 0.3343. We repeat the game
by setting (0.94, 0.06) as the next initial thresholds.

Table 5. The payoff table

cov

α α ↓ 0.03 α ↓ 0.06

acc β < 1, 0.0795 > < 0.9986, 0.0849 > < 0.9909, 0.1008 >

β ↑ 0.03 < 0.9868, 0.2337 > < 0.9866, 0.2391 > < 0.9843, 0.255 >

β ↑ 0.06 < 0.9799, 0.3130 > < 0.9799, 0.3184 > < 0.9784,0.3343 >

The competitive games are repeated eight times. The result is shown in
Table 6. After the eighth iteration, the repetition of game is stopped because
the further changes on thresholds may cause the thresholds lay outside of the
range 0 < β < α < 1, and the final result is the equilibrium of the seventh game
(α, β) = (0.52, 0.48).

Table 6. The repetition of game

Initial(α, β) Strategies Result(α, β) Payoffs

1 (1, 0) (β ↑ 0.03, α ↓ 0.03) (0.94, 0.06) < 0.9784, 0.3343 >

2 (0.94, 0.06) (β ↑ 0.03, α ↓ 0.03) (0.88, 0.12) < 0.9586, 0.4805 >

3 (0.88, 0.12) (β ↑ 0.03, α ↓ 0.03) (0.82, 0.18) < 0.9433, 0.554 >

4 (0.82, 0.18) (β ↑ 0.03, α ↓ 0.03) (0.76, 0.24) < 0.9218, 0.6409 >

5 (0.76, 0.24) (β ↑ 0.03, α ↓ 0.03) (0.7, 0.3) < 0.8960, 0.7467 >

6 (0.7, 0.3) (β ↑ 0.03, α ↓ 0.03) (0.64, 0.36) < 0.8791, 0.8059 >

7 (0.64, 0.36) (β ↑ 0.03, α ↓ 0.03) (0.58, 0.42) < 0.8524, 0.8946 >

8 (0.58, 0.42) (β ↑ 0.03, α ↓ 0.03) (0.52, 0.48) < 0.8271, 0.9749 >
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4.2 Results

We compare Pawlak rough sets, SVM, and our GTRS approach on the proposed
dataset. Table 7 shows the results on the experimental data. The SVM classifier
achieved an accuracy of 78% with a 100% coverage. The Pawlak rough set model
using (α, β) = (1, 0) achieves a 100% accuracy and a coverage ratio of 7.95%,
which means it can only classify 7.95% of the data. The classifier constructed
by GTRS with (α, β) = (0.52, 0.48) reached an accuracy 82.71% and a cover-
age 97.49%. which indicates that 97.49% of data are able to be classified with
accuracy of 82.71%. The remaining 2.51% of data can not be classified without
providing more information. To make our method comparable to other base-
lines such as SVM, we assume random guessing is made on the deferral region
and present the modified accuracy. The modified accuracy for our approach is
then 0.8271 × 0.9749 + 0.5 × 0.0251 = 81.89%. Our methods shows significant
improvement as compared to Pawlak model and SVM.

Table 7. The comparison results

(α, β) Accuracy Coverage Modified accuracy

SVM - 78% 100% 78%

Pawlak (1, 0) 100% 7.95% 53.98%

GTRS (0.52, 0.48) 82.71% 97.49% 81.89%

5 Conclusion

In this paper, we propose a satirical news detection approach based on extracted
semantic features and game-theoretic rough sets. In our model, the semantic
features extraction captures the inconsistency in the different structural parts of
the sentences and the GTRS classifier can process the incomplete information
based on repetitive learning and the acceptance and rejection thresholds. The
experimental results on our created satirical and legitimate news tweets dataset
show that our model significantly outperforms Pawlak rough set model and
SVM. In particular, we demonstrate our model’s ability to interpret satirical
news detection from a semantic and information trade-off perspective. Other
interesting extensions of our paper may be to use rough set models to extract
the linguistic features at document level.
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Abstract. For many reasons, including sports being one of the main
forms of entertainment in the world, online gambling is growing. And in
growing markets, opportunities to explore it arise. In this paper, neural
network ensemble approaches, such as bagging, random subspace sam-
pling, negative correlation learning and the simple averaging of predic-
tions, are compared. For each one of these methods, several combinations
of input parameters are evaluated. We used only the expected goals met-
ric as predictors since it is able to have good predictive power while
keeping the computational demands low. These models are compared
in the soccer (also known as association football) betting context where
we have access to metrics, such as rentability, to analyze the results in
multiple perspectives. The results show that the optimal solution is goal-
dependent, with the ensemble methods being able to increase the accu-
racy up to +3 % over the best single model. The biggest improvement
over the single model was obtained by averaging dropout networks.

Keywords: Sports betting · Neural networks · Ensemble learning

1 Introduction

Gambling was always an interesting concept to human beings. If we ask a person
if they want to trade 1e for 0.95e they will immediately reject the proposal.
Being guaranteed to lose money is something that is not usually accepted without
being rewarded. In betting, the reward comes from the existing probability of
winning money. Even though in the long term more money is lost than won, the
human brain is blinded by the prospect of a big win.

This paper is about soccer betting. Unlike other forms of gambling, in soccer
betting, the probabilities are not predefined or easily calculated.

Bookmakers have the advantage of having access to the wisdom of the crowd
that when combined with the ability for the market to self regulate, leaves them
making a consistent profit regardless of the outcome.
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The increase of available data on the soccer pitch along time and in terms of
information richness allow nowadays the use of more data demanding machine
learning algorithms to predict probabilities.

Academia has embraced the problem of predicting soccer matches very heav-
ily. We are going to focus on machine learning approaches. A great amount
of work uses Bayesian networks, such as [2] where they attempt to forecast
the 2011/2012 season of the English Premier League and evaluate their model
using the bookmaker odds. Also in the scope of Bayesian networks, [7] compares
Bayesian networks with other state of the art machine learning algorithms, such
as decision trees and k-nearest neighbors, concluding that machine learning algo-
rithms had a better performance in the seasons tested (95/96 and 96/97, using
Tottenham Hotspurs games on the English Premier League). Another algorithm
used was the fuzzy-based models with genetic and neural tuning [11], tested on
the Finnish Football League from 1991 to 1993, where the goal was to predict
the score difference between both teams. Predictions using neural networks are
also present in academia. [9] tested their hypothesis on several sports data, such
as rugby and soccer, achieving the significant result of consistently being in the
99th percentile of a tipsters competition, meaning that it was able to beat a
great part of human-made predictions. [3] attempts to predict price movements
on betting exchanges using Artificial Neural Networks, focusing mainly on horse
racing markets and yielding a significant ROI.

In 2017, the 2017 Soccer Prediction Challenge [14] purposed that researchers
approached a data set from 52 leagues and seasons from 2000/01 to 2016/17
with more than 200 000 games, known as Open International Soccer Database
[13]. Of the best work resulting from this issue, [15] uses Bradley—Terry model
and a hierarchical Poisson log-linear model, falling more on the statistical model
category. [16] used Bayesian networks that yields a very good results even with
constraints of the challenge, since it only allows the usage of the final scores
of the matches to build features for the models. It overtakes this obstacle by
building dynamic ratings system. The winner, [17], also uses a rating system to
generate features used in gradient boosted trees. This challenge has shown that,
despite data set restrictions, it was still possible to obtain great results in terms
of soccer predictions.

The machine learning algorithm that is of interest is the neural networks.
Neural networks are nowadays being used to solve a lot of problems, namely in
image data where they dominate over other techniques in terms of published
research papers. Neural networks are connection-based models that have a very
strong ability to assemble complex models. While neural networks having the
ability to generate complex models may look like a plus, it can lead to overfitting,
and with that, a bad generalization power, leading to sub-par performance when
testing the models in previously unseen instances.

Ensemble models can help to solve this problem. Like the gathering of opin-
ions in the betting markets improves the estimate over a single opinion, ensemble
models gather the predictions of several models and by combining them allows
the ensemble prediction to be better than any of the individual predictions alone.
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Neural network have been used to solve several problems. Neural network
ensembles have been extensively explored in the last couple of years. From 2017
to 2019 the number of published papers doubled (Science Direct search engine
returns on the query “neural network ensemble”). 2019 has seen 3195 research
papers while 2017 had only 1560. Due to its ability to work with image data, the
majority comes from the health sector, such as [6] where they attempt to classify
skin lesions in order to detect the cancerigenous ones, where they have been able
to improve the score of a single network in 8%. Health anomaly detection seems
to be the area of most success when using neural networks on image data. Even
though image data seems to dominate the research in the area there is some
research on quantitative data such the energy sector where [12] attempts to
predict the load on the grid to improve systems planning.

What is missing from the academic perspective is a review of the available
ensemble methods for neural networks. Neural networks have an extensive prob-
lem of overfitting. However, ensemble models have the ability to solve this prob-
lem. It is necessary to study what algorithms fit better with this technique, along
with the development of ensemble techniques that enhance the advantages of the
neural networks while hiding their flaws.

The reason for soccer data to be the ideal environment to test ensemble
methods is that there is available a baseline in the bookmakers odds that is also
calculated using an ensemble, the wisdom of the crowd.

The paper is organized as following. Section 2 describes the data used in the
experiments. Section 3 talks about our experimental setup, focusing on the met-
rics, feature generation and models used. In Sect. 4 we describe the experiments
made and discuss the results. Finally, in Sect. 5, we make our final conclusions
and discuss possible future work in the area.

2 Describing the Data

The experiments described in this paper uses data from two sources:
fivethirtyeight.com soccer-spi data set [4] and football-data.co.uk [5]. From the
first, we retrieve the expected goals metric for every match from the season
2016/2017 to 2018/2019. On the second, we acquire the odds from the matches
that we retrieved from the soccer-spi data set. The resulting data set is described
in Table 1.

The data set has games from 6 leagues: English Premier League, French
Ligue 1, Spanish La Liga, Italian Serie A, German Bundesliga, and Portuguese
Primeira Liga. On this last, the 2016/2017 season data is not available.

The training set will be composed of the 2016/2017 and 2017/2018 season
data, in a total of 3178 games. For the test set, the full 2018/2019 season is used,
amounting to 1656 games.

http://www.fivethirtyeight.com
http://www.football-data.co.uk
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Table 1. Variables present in the assembled data set.

Variable Data type Description

game id Symbolic Internal unique id for integrating the databases

season Symbolic Season in which the game occurred

season day Numeric Day of the season (season start set to July 1st)

home team Symbolic Home team identifier

away team Symbolic Away team identifier

ftr Symbolic Full time winner (H, D, A)

h expected goals Numeric Performance of the home team measured in expected
goals

a expected goals Numeric Performance of the away team measured in expected
goals

h odd Numeric Average odd from the bookmakers for the home
team to win

d odd Numeric Average odd from the bookmakers for the draw

a odd Numeric Average odd from the bookmakers for the away team
to win

2.1 Expected Goals

The expected goals metric [10] is a measure of shot quality. It is calculated from
the likelihood of a shot ending in a goal, taking into account factors such as
distance to the goal, angle of the shot, body part used to make the shot and
whether it was a first touch shot or not. The mathematical formulation can be
seen in Eq. 1.

team X expected goals =
∑

for all team X shots

P (shot leading to a goal) (1)

This metric allows us to abstract from the binary goal metric. By incorpo-
rating probabilities we can obtain a better representation of how the game was
played between both teams, reducing the randomness associated with soccer.
This is the reason why this metric is gathering the attention of fans and the
media.

3 Experimental Setup

3.1 Performance Metrics

The goal of the experiments is to obtain results that allow us to compare the
performance of different ensemble algorithms. We are going to define a set of
metrics that will be used, each one focusing on a part of the problem.
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The first metric that will be used is the accuracy (Eq. 2). This is a metric
that is of standard use in classification problems.

accuracy =
correct predictions

number of predictions
(2)

The probabilities generated by the classification algorithms can be evaluated
from two points of view: the betting and the regression point of view.

On the betting point of view, the defined metric was the rentability (Eq. 3),
that tells us how much money the model made in relation to the stake. For this
calculation, the algorithms will be always betting in the predicted favourite and
the stake of each bet will be one unit.

rentability =
∑

correct predictions

(odd − 1) − number of incorrect predictions

(3)
From the regression point of view, two metrics were used: bias and estimated

standard deviation (referred simply as estimated stdev in the rest of the paper).
Both bias and estimated stdev are defined in Eqs. 4 and 5, where M is the number
of predictions made, γ is the predicted value and y is the real value. The bias
is the error caused by the model’s simplified assumptions that cause a constant
error across different choices of training data. Estimated stdev means that for
the same instance, the same model trained in slightly different data will yield
different results.

bias2 =
1
M

M∑

i

yi − γi (4)

estimated stdev =
1
M

M∑

i

stdev(γi) (5)

The last metric measured is the average training time of the models. No
optimization was made in any of the algorithms.

3.2 Feature Set

The feature set will be generated on top of the expected goals metric. For that,
we will assemble the expected goals scored and conceded in each of the last 7
games for both teams facing up. This will leave us with 14 features for each team
and a total of 28 features for our model.

3.3 Base Learners

There is a wide spectrum of choices when tuning a neural network, and these
choices have a high impact in the final results of the neural network. Therefore
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it is necessary to establish what will be the base learners used in the ensemble
models in order to keep them comparable.

We are going to use the Keras API on top of the TensorFlow 1.13 to run
these experiments. We have chosen Python 3.6 as the programming language.
The parameters where no reference is made in this section revert to the default
values that can be found in the Keras documentation.

Through an iteration process we found the base learners described next to
yield good results as singular models.

The base learners are sequential models with dense layers. Two architectures
were tested. The first uses a single hidden layer with 15 nodes (15,), the second
uses two hidden layers of 10 and 5 nodes (10,5). In both cases, the layers use the
softmax activation function, in order to have predictions in the form of proba-
bilities. These two architectures were the ones that had the better performance
when considering also time consumed.

A parameter that will be tested is the early stop. Since it naturally increases
the variability of the models it might lead to better performance than the no
early stop variant when ensembled.

The other non-default parameters are constant through the models. The
learning rate is 0.025 and the batch size is 200. The loss function used is the
categorical cross-entropy and the optimizer used is Adam. Dropout is used or
not depending on the ensemble.

Table 2 summarizes the base learners used in the experiences.

Table 2. Presentation of the base learners.

Model Architecture Epochs Early Stop Patience

1 (15,) 100 No

2 (15,) 500 Yes 10

3 (10,5) 100 No

4 (10,5) 500 Yes 10

3.4 Proposed Algorithms

Bagging. Bagging [1] is perhaps the most common ensemble approach used.
The idea is to generate new training data sets from a single data set by sampling,
which can be performed with or without replacement.

In our implementation, similarly to what is done in random forest with the
random subspace sampling, there is a parameter that allows us to modify the
feature subset in which the models are trained. This parameter will be called
feature ratio, and it indicates a percentage of the features that will be used
at each split. The number of samples from the base data that will be used is
indicated by the parameter sample ratio, which is a percentage of the samples
that will be used. Samples are drawn without replacement.
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Simple Average Dropout Networks (SADN). The SADN is an ensemble
in which the goal of each model is to have low estimated stdev. The dropout
parameter acts as regularization for the networks, not allowing them to become
too complex and overfit. The predicted probabilities from the ensembles’ models
are then averaged and re-normalized in order to produce the ensemble predic-
tions. On the experiments, the hidden layers will have a 0.3 dropout rate.

Negative Correlation Learning (NCL). In negative correlation learning
[8], the approach is to train individual networks in an ensemble and combining
them in the same process. All the neural networks in the ensemble are trained
simultaneously and interactively through a correlation penalty term in their error
function.

The difference from regular neural network training is in the loss function.
Subtracted to the regular loss function (a function of the predicted value and the
real value) is a percentage (λ parameter) of the loss function calculated between
the value predicted by the model and the ensemble predicted value. This can be
seen in Eq. 6, where γ is a neural network prediction, ε the ensemble prediction
and y is the real value. This incentives models to go in a different direction
from the average value of the ensemble when training, creating diversity in the
model’s opinions and improving the model classification performance.

new loss function = loss function(γ, y) − λ ∗ loss function(γ, ε) (6)

4 Experiments

4.1 Ensemble Hyperparameter Tuning

Before the comparison could be made, the ensemble model parameters need to
be tuned. The first parameter defined is that each ensemble will have 50 base
learners. While SADN does not need any additional parameter, both bagging and
NCL have parameters that need to be tuned. To tune the parameters for the
bagging method we do a grid search in order to find the optimal hyperparameters.
This can be seen in Table 3.

Table 3. Hyperparameters grid search for bagging in model 1, with results in the
format Accuracy (estimated stdev). The results are averages of 10 runs.

Sample ratio

0.25 0.5 0.75 1

Feature ratio 0.25 51.17 (0.0379) 51.07 (0.0455) 51.08 (0.0491) 50.98 (0.0517)

0.5 51.15 (0.0387) 51.12 (0.0446) 51.04 (0.0484) 50.95 (0.0515)

0.75 50.97 (0.0536) 50.99 (0.0515) 50.97 (0.0506) 50.92 (0.0513)

1 50.95 (0.0526) 50.96 (0.0515) 50.95 (0.0509) 50.93 (0.0514)
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Table 4. Hyperparameters grid search for NCL. The tests were done on the model 1.
The results are averages of 10 runs.

Lambda parameter 0.05 0.10 0.20 0.30 0.40

Accuracy 50.1 50.16 49.6 49.71 47.2

Estimated stdev 0.0252 0.0291 0.0362 0.0494 0.0757

Table 5. Results from the tests with optimal parameters. Note that the expected
rentability (calculated by betting in every outcome of every game) is −77.22. The
negative number demonstrates the earlier mentioned fact that bookmakers are making
consistent profit.

Evaluation metric Single model Bagging SADN NCL

Early Stop Yes No Yes No Yes No No

Architecture (15,)

Accuracy 48.95 50.18 50.83 51.22 51.70 51.24 50.01

Rentability −96.23 −77.92 −73.46 −65.85 −43.24 −60.83 −71.39

Bias 0.6284 0.6287 0.6288 0.6287 0.6297 0.6293 0.6293

Estimated stdev 0.2199 0.1049 0.0766 0.0397 0.0104 0.0112 0.0229

Average execution time 4.18 1.65 89.65 24.72 82.19 140.47 102.9

Architecture (10,5)

Accuracy 50.21 50.61 51.08 51.35 50.91 51.00 51.31

Rentability −62.75 −70.44 −52.16 −61.29 −49.66 −52.40 −53.27

Bias 0.6291 0.6286 0.6334 0.6294 0.6326 0.6311 0.6302

Estimated stdev 0.1710 0.0881 0.0528 0.0304 0.0133 0.0095 0.0136

Average execution time 2.56 1.71 43.00 25.51 107.39 170.22 126.46

From Table 3 we can conclude that both feature ratio and sample ratio
improve the performance when lowered. This can be verified from both accu-
racy and estimated stdev perspective. The best performing hyperparameters
(both parameters equal to 0.25) will be used.

For the NCL we need to set the parameter λ. In the tuning phase, low λ
values seemed to perform better, as seen in Table 4. The chosen λ is 0.1.

4.2 Ensemble Methods Comparison

Table 5 shows the results of the experiments. These results are the average of 50
runs of each algorithm.

Accuracy wise, the best performing model was the SADN (15,) with early
stop with 51,7%. This is also the only instance where early stopping leads to bet-
ter accuracy results since neither bagging or single models were able to improve
when using early stop. In the (10,5) architecture the SADN with early stopping
did not replicate this success. The accuracy performance of the SADN (15,)
enabled the rentability to also be the best overall with -43.24, a value nearly 34
units above the expected value.
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Table 6. A sample of the odds generated by the best model of each type in comparison
with the bookmaker’s odd.

Home Draw Away

Season Res. Home Away Bookie NN BagNN SADN NCL Bookie NN BagNN SADN NCL Bookie NN BagNN SADN NCL

18/19 H Napoli Cagliari 1.26 1.83 1.58 1.48 1.72 6 4.45 4.94 5.92 3.99 11.14 4.39 6.12 6.4 5.9

18/19 H Liverpool Huddersfield 1.07 1.25 1.24 1.28 1.37 13.61 7.49 7.3 6.22 5.39 36.37 14.73 17.38 17.69 12.02

18/19 A Nacional Porto 13.51 10.48 9.18 12 7.02 6.65 8.17 6.92 6.86 5.48 1.19 1.28 1.34 1.3 1.48

18/19 H Atalanta Genoa 1.51 1.11 1.18 1.15 1.22 4.33 12.03 8.42 9.03 6.9 6.5 50.25 28.52 62.12 30.93

18/19 H Paris SG Monaco 1.51 1.48 1.4 1.53 1.38 4.74 4.11 5.78 5.02 5.44 5.69 12.19 8.86 6.81 11.02

18/19 A Tondela Santa Clara 1.76 3.78 6.49 4.4 5.5 3.63 2.55 3.62 3.89 4.93 4.57 2.92 1.76 1.94 1.63

18/19 D Leipzig Bayern M 4.61 5.02 2.82 2.42 2.18 4.22 2.99 3.19 3.66 3.66 1.69 2.15 3.01 3.19 3.74

18/19 H Roma Juventus 2.52 3.58 4.62 3.86 4.8 3.43 4.95 2.85 3.44 4.6 2.79 1.93 2.31 2.22 1.74

18/19 D Leicester Chelsea 2.4 4.02 2.58 2.67 2.36 3.57 3.83 3.59 3.43 3.7 2.89 2.04 3 3 3.27

Since these models were focused on estimated stdev reduction, it was
expected that the bias did not change considerably. While improvements in bias
are scarce, the cost of using ensembles was low, with none of the biases increasing
by over 1% over the single model.

On the other side, the estimated stdev was immensely reduced, with some
models achieving approximately 95% reduction. The most notable performance
here was also obtained by the SADN algorithm, with the NCL being a close
contender.

The more complex architecture (10,5) found it harder to improve results.
While the performance jumped almost 3% in the best scenario for the (15,)
architecture, the (10,5) failed to improve even 1%. However, with the excep-
tion of the SADN, all the algorithms managed to perform better on the (10,5)
architecture.

Since the (15,) is a less complex model, ensembling with methods that do
not induce more variability in predictions (SADN) yielded better results. On the
other side, a more complex model, (10,5), needed algorithms that introduced
variability in the models (bagging/NCL) to improve the predictions. We know
that the most important factor when ensembling is to find the right balance
of variability in the ensemble’s models. Either too much or too little variance
will worsen the results. For this, the combination of simpler models trained with
dropout and early stopping seem to be the best solution.

In terms of quickness, bagging is the better option. Without early stopping,
bagging is able to only take approximately 15x more time to train than the
simple network, while training 50x more models, due to the reduced number of
instances and features used.

From the business point of view, all the ensemble methods were able to have
a better performance than the single neural network. While the results are still
far away from being profitable, we have to take into account the fact that these
models are already able to beat the expected rentability of −77.22 units.

In Table 6 we are able to see that the models’ predictions are, in some
instances, very similar to the bookmakers. This values could potentially be
improved since the models do not take into account a lot of information about the
games: player availability, how many rest days since last games, among others.
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5 Conclusions

Ensembling neural networks improves the results of single models in terms of
accuracy up to 3 %. This accuracy improvement can have a massive impact
from the business perspective, as it can be seen in the rentability, with the best
performing ensemble cutting the losses in half over the single model variant.

In general, ensemble proves itself to be a reliable way to reduce variance in the
neural network context. However, in problems that are already very demanding
in terms of computation time, this might not be optimal. An increase of 3% in
accuracy lead to at least a 600% percent increase in computational time. There-
fore, we conclude that the usage of ensemble techniques with neural networks is
situational.

5.1 Future Work

While the results look promising, especially for SADN, the tests are only done
in one data set. The algorithms need to be tested across multiple data sets to
verify if these conclusions are consistent or if they only hold true in the soccer
prediction scenario. Even in the same data set, tests with different parameters
can be done.
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Abstract. The article presents experiments using recurrent neural net-
works for emotion detection for musical segments using Russell’s cir-
cumplex model. A process of feature extraction and creating sequential
data for learning networks with long short-term memory (LSTM) units
is presented. Models were implemented using the WekaDeeplearning4j
package and a number of experiments were carried out with data with
different sets of features and varying segmentation. The usefulness of
dividing data into sequences as well as the sense of using recurrent net-
works to recognize emotions in music, whose results have even exceeded
the SVM algorithm for regression, were demonstrated. The author ana-
lyzed the effect of the network structure and the set of used features on
the results of regressors recognizing values on two axes of the emotion
model: arousal and valence.

Keywords: Emotion detection · Audio features · Sequential data ·
Recurrent Neural Networks

1 Introduction

Music is an organization of sounds over time, and one of its more important
functions is the transmission of emotions. The music created by a composer is
ultimately listened to by a listener. The carriers of emotions are sounds dis-
tributed over time, their quantity, pitch, loudness, and their mutual relations.
These sounds in music terminology are described by melody, timbre, dynamics,
rhythm, and harmony. Before a person notices the emotions in music, he/she
must have some time to analyze the listened to fragment [2]; depending on the
changes in melody, timbre, dynamics, rhythm, or harmony, we can notice differ-
ent emotions, such as happy, angry, sad, or relaxed.

The aim of this paper was to imitate the time-related perception of emotions
in music by humans through the construction of an automatic emotion detec-
tion system using recurrent neural networks (RNN). Just as the human brain
is “fed” with subsequent sound information over time, on the basis of which it
perceives the emotions in music, similarly, the neural network downloads subse-
quent information vectors in subsequent time steps to predict the emotion value
of the analyzed musical fragment.
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Division into categorical and dimensional approach can be found in papers
devoted to music emotion recognition (MER). In the categorical approach, a
number of emotional categories (adjectives) are used for labeling music excerpts
[8,12]. In the dimensional approach, emotion is described using dimensional
space, like the 2D model proposed by Russell [13], where the dimensions are
represented by arousal and valence [5,6,9,15].

MER task can also be divided into static or dynamic, where static MER
detects emotions in a relatively long section of music of 15–20 s [4,6,8], and
dynamic MER examines changes in emotions over the course of a composition,
for example, every 0.5 or 1 s. Dynamic MER task was conducted by MediaEval
Benchmarking Initiative for Multimedia Evaluation, the results of which were
presented by Aljanaki et al. [1].

Long-short term memory recurrent neural networks were used in dynamic
MER task by Coutinho et al. [5]. Low-level acoustic descriptors extracted using
openSMILE and psychoacoustic features extracted with the MIR Toolbox were
used as input data. A multi-variate regression using by deep recurrent neural
networks was used to model the time-varying emotions (arousal, valence) of a
musical piece [15]. In this work, a set of acoustic features extracted from seg-
ments of 1 s length were used. Delbouy et al., in [6], used mel-spectrogram from
audio and embedded lyrics as input vectors to the convolutional and LSTM net-
works. Chowdhury et al., in [4], used VGG-style convolutional neural networks
to detect 8 emotional characteristics (happy, sad, tender, fearful, angry, valence,
energy, tension). For network training perceptual mid-level features (melodi-
ousness, articulation, rhythmic stability, rhythmic complexity, dissonance, tonal
stability, modality) were used, and spectograms from audio signals were used as
input vector for neural networks.

What distinguishes this work from others is that it uses a different segment
length (6 s) than the standard static MER, as well as proposes a method of
preparing data for recurrent neural networks, which it tests with various low and
mid-level features. Due to the fact that the studied segment is relatively short,
a solution of using a sliding window also allows to study changes in emotions
throughout the entire composition, i.e. similar to dynamic MER. This paper
presents results in relation to previously conducted experiments [9].

The rest of this paper is organized as follows. Section 2 describes the music
data set and the emotion model used in the conducted experiments. Section 3
presents the tools used for feature extraction and preparation of data before
building the models. Section 4 describes the details of the built recurrent neural
networks. Section 5 presents the results obtained while building the models.
Finally, Sect. 6 summarizes the main findings.

2 Music Data

A well-prepared database of learning examples affects the results and the correct-
ness of the created models predicting emotions. The advantages of the obtained
database are well-distributed examples on the emotion plane as well as congruity
between the music experts’ annotations.
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The data set consisted of 324 six-second fragments of different genres of
music: classical, jazz, blues, country, disco, hip-hop, metal, pop, reggae, and
rock. The tracks were all 22050 Hz mono 16-bit audio files in .wav format. The
training data were taken from the generally accessible data collection project
Marsyas1. After the selection of samples, the author shortened them to the first
6 seconds, which is the shortest possible length at which experts could detect
emotions for a given segment. Bachorik et al. [2] investigated the length of time
required for participants to initiate emotional responses to musical samples.

Fig. 1. Russell’s circumplex model [13]

Data annotation was done by five music experts with a university musical
education. The musical education of the experts, people who deal with the cre-
ation and analysis of emotions in music on a daily basis, enables to trust the
quality of their annotations. Each annotator annotated all records in the data
set - 324 six-second fragments. Each music expert had heard all the examples in
the database. As a result during the annotation each annotator was able to see
all the shades of emotions in music, which is not always the case in databases
with the emotions determined. This had a positive effect on the quality of the
received data, which was emphasized by Aljanaki et al. in [1].

During annotation of music samples, we used the two-dimensional arousal-
valence Russell’s model (Fig. 1) to measure emotions in music, which consists
of two independent dimensions of arousal (vertical axis) and valence (horizontal
axis). Each music expert making annotations after listening to a music sample
had to specify values on the arousal and valence axes in a range from −10 to 10.

Value determination on the arousal-valence axes (A-V) was clear with a des-
ignation of a point on the A-V plane corresponding to the musical fragment. The
data collected from the five music experts was averaged. After annotation, the
amount of examples obtained in the quarters on the A-V emotion plane were: Q1
1 http://marsyas.info/downloads/datasets.html.

http://marsyas.info/downloads/datasets.html
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(A:high, V:high): 93; Q2 (A:high, V:low): 70; Q3 (A:low, V:low): 80; Q4 (A:low,
V:high): 81.

A well-prepared database, i.e. one suitable for independent regressors pre-
dicting valence and arousal, should contain examples where the values of valence
and arousal are not correlated. To check if valence and arousal dimensions are
correlated in our music data, the Pearson correlation coefficient was used. The
obtained value of r = −0.03 (i.e. close to zero) indicates that arousal and valence
values are not correlated and the music data are a well spread in the quarters
on the A-V emotion plane.

All examples in the database were marked by 5 music experts and their
annotations had good agreement levels. A good level of mutual consistency was
achieved, represented by Cronbach’s α calculated for the annotations of arousal
(α = 0.98) and valence (α = 0.90). We can see that the experts’ annotations
for the arousal value show slightly greater agreement than for the valence value,
which is in line with the natural perception of emotions by humans [1]. Details
on creating the music data were presented in a previous paper [10].

3 Feature Extraction

3.1 Tools for Feature Extraction

For feature extraction, tools for audio analysis and audio-based music infor-
mation retrieval, Essentia [3] and Marsyas [14], were used. Marsyas software,
written by George Tzanetakis, has the ability to analyze music files and to
output the extracted features. The tool enables the extraction of the follow-
ing features: Zero Crossings, Spectral Centroid, Spectral Flux, Spectral Rolloff,
Mel-Frequency Cepstral Coefficients (mfcc), and chroma features - 31 features
in total. For each of these basic features, Marsyas calculates four statistic fea-
tures. The feature vector length obtained from Marsyas was 124.

Essentia is an open-source library, created at the Music Technology Group,
Universitat Pompeu Fabra, Barcelona. In the Essentia package, we can find a
number of executable extractors computing music descriptors for an audio track:
spectral, time-domain, rhythmic, and tonal descriptors. Extracted features by
Essentia are divided into three groups: low-level, rhythm, and tonal features. A
full list of features is available on the web site2. Essentia also calculates many
statistic features: the mean, geometric mean, power mean, median of an array,
and all its moments up to the 5th-order, its energy, and the root mean square
(RMS). The feature vector length obtained from Essentia was 529.

3.2 Preparing Data for RNN

Recurrent neural networks process sequential data and find relationships between
the input data sequences and the expected output value. To be able to train the
recurrent neural network, it is necessary to enter sequences of the feature vectors.
2 http://essentia.upf.edu/documentation/algorithms reference.html.

http://essentia.upf.edu/documentation/algorithms_reference.html
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In this paper, to extract correlations with time in the studied music fragments,
they were segmented into smaller successive sections. The process of dividing a
fragment of music (6 s) into smaller segments of a certain length t (1, 2 or 3 s)
and overlap (0 or 50%) is shown in Fig. 2. To split the wav file, the sfplay.exe
tool from Marsyas toolkit was used. From the created smaller segments of music,
feature vectors were extracted, which were used to build a sequence of learning
vectors for the neural network. A program was written that allows to select
the segmentation option for a music fragment, performs feature extraction, and
prepares data to be loaded to a neural network.

Fig. 2. Creating training data sequences for RNN

4 Recurrent Neural Networks

Long short-term memory (LSTM) units, which were defined in [7], were used to
build recurrent networks. LSTM units are special kinds of memory blocks that
solve the vanishing gradient problem occurring with simple RNN units. Each
LSTM unit consists of a self-connected memory cell and three multiplicative
regulators - input, output, and forget gates. Gates provide LSTM cells with
write, read, and reset operations, which allows the LSTM unit to store and access
information contained in a data sequence that corresponds to data distributed
over time. The weights of connections in LSTM units need to be learned during
training.
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4.1 Implementation of RNN

The WekaDeeplearning4j package [11], which was included with the Weka pro-
gram [16], was used to conduct the experiments with recurrent neural networks.
This package makes deep learning accessible through a graphical user interface.
The WekaDeeplearning4j module is based on Deeplearning4j3, which is a widely
used open-source machine learning workbench implemented in Java. Weka with
WekaDeeplearning4j package enables users to perform experiments by loading
data in the Attribute-Relation File Format (ARFF), configuring a neural net-
work, and running the experiment. To predict emotions in music files, a neural
network was proposed with the structure shown in Fig. 3. Input data were given
to the network in the form of a sequence set of features, and then processed
by a layer consisting of LSTM units (LSTM1–LSTMn). The next layer built of
densely connected neurons (1–n) converted the signals received from the LSTM
layer and created an output signal.

Fig. 3. Recurrent neural network architecture

4.2 Parameters of the RNN

The structure of the neural network was built once with one LSTM layer, once
with two layers, and with different amounts of LSTM units (124, 248). A tanh
activation function was used for LSTM units. For our regression task (prediction
of continuous values of arousal and valence), the identity activation function for
a dense layer was used, in conjunction with the mean squared error loss func-
tion. For weight initialization, the Xavier method was used. Stochastic gradient
descent was used as a learning algorithm with Nesterov updater, which helped
to optimize the learning rate. The network was trained with 100 epochs and to
avoid overfitting an early stopping strategy was used. The training process was
stopped as soon as the loss did not improve anymore for 10 epochs. The loss was
evaluated on a validation set (20% of the training data).
3 https://deeplearning4j.org.

https://deeplearning4j.org
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5 Experiments and Results

During the conducted experiments, regressors for predicting arousal and valence
were built. As baseline for comparing the results of the obtained regressors a
simple linear regression model (lr) was chosen. The data were also tested with
a fairly good SMOreg algorithm with polynomial kernel, which is an implemen-
tation of the support vector machine for regression. The author also tested the
usefulness of SMOreg in a previous paper [9]. Both algorithms (SMOreg, lr) were
tested on the same music fragments as the neural networks but on non-segmented
fragments.

The performance of regression algorithms were evaluated using the 10-fold
cross validation technique (CV-10). The coefficient of determination (R2) and
mean absolute error (MAE) were used to assess model efficiency. Before con-
structing regressors arousal and valence annotations were scaled between [−0.5,
0.5], thus the MAE value also corresponds to the average error percentage.
Before providing input data to the neural network, the data was standardized
to zero mean and unit variance.

Regressors were built using recurrent neural network RNN (RnnSequence-
Classifier [11]) and were tested in 4 variants: RNN1 - 1 layer× 124 LSTM units;
RNN2 - 1 layer× 248 LSTM units; RNN3 - 2 layers× 124 LSTM units each;
RNN4 - 2 layers× 248 LSTM units each.

5.1 RNN with Marsyas Features

During the testing of RNN efficiency, features obtained from Marsyas tool were
divided into 3 sets: (1) all Marsyas features - 124; (2) mfcc features - 13 Mel
Frequency Cepstral Coefficients× 4 statistic - 52; (3) chroma features - 54.

Table 1 presents the coefficient of determination (R2) and mean absolute
error (MAE) obtained during building regressors using mfcc and chroma fea-
tures. The best results for each regressor type (arousal, valence) are marked in
bold. From the obtained results, we can see that the usefulness of the chroma
features is small compared with the mfcc features. The results for mfcc features
far outweigh those for chroma features.

Table 2 presents the results for all Marsyas features. The simple linear regres-
sion model and support vector machine for regression (SMOreg) was outper-
formed by the RNN models, in two cases RNN3, RNN4 for arousal and valence.
The best results were obtained with RNN4 (2 layers× 248 LSTM): R2 = 0.67
and MAE = 0.12 for arousal, R2 = 0.17 and MAE = 0.15 for valence. We see
that RNN with two LSTM layers gives better results for both arousal as well as
valence. As expected, the results show that the sequential modeling capabilities
of the RNN are useful for this task.

The use of all features gives the best results; however, in the case of arousal,
the set of mfcc features gives quite comparable results, similar to the whole set of
features (R2 = 0.66 and MAE = 0.12, Table 1). The best results were obtained
at a segment length of 2 s and without overlap, and those are presented here.
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Table 1. Results obtained for mfcc and chroma features

Mfcc features Chroma features

Arousal Valence Arousal Valence

R2 MEA R2 MEA R2 MEA R2 MEA

Linear regression 0.61 0.13 0.07 0.17 0.40 0.17 0.02 0.18

SMOreg 0.60 0.13 0.10 0.17 0.43 0.16 0.04 0.17

RNN1 0.58 0.14 0.14 0.17 0.43 0.17 0.02 0.18

RNN2 0.61 0.13 0.13 0.16 0.41 0.17 0.02 0.18

RNN3 0.66 0.12 0.11 0.16 0.48 0.15 0.03 0.17

RNN4 0.64 0.12 0.14 0.15 0.46 0.16 0.02 0.18

Table 2. Results obtained for all Marsyas features

Arousal Valence

R2 MAE R2 MAE

Linear regression 0.56 0.14 0.13 0.17

SMOreg 0.62 0.13 0.15 0.16

RNN1 0.58 0.14 0.12 0.17

RNN2 0.62 0.13 0.12 0.17

RNN3 0.66 0.12 0.16 0.15

RNN4 0.67 0.12 0.17 0.15

5.2 RNN with Essentia Features

Experiments with the features obtained from the Essentia package were also
conducted. These features include the mfcc and chroma features, which are also
in the Marsyas tool, but also contain many higher-level features such as rhythm
or harmony. Table 3 shows the results of the experiments. The experiments were
expanded by two networks with an increased number of LSTM units, similar
to the number of features in the sequence: RNN5 - 1 layer× 529 LSTM units,
RNN6 - 2 layers× 529 LSTM units each.

From the obtained results (Table 3) for the Essentia features set, we can
see a significant improvement of the results compared with the database algo-
rithms (RNN1-RNN6 for arousal, RNN2-RNN6 for valence). Better features from
the Essentia toolkit give better neural network results. The best results were
obtained with RNN4: R2 = 0.69 and MAE = 0.11 for arousal, R2 = 0.40 and
MAE = 0.13 for valence. The improvement is also significant for regressors for
valence, compared with the results from Marsyas features (Table 2), where the
best result was: R2 = 0.17 and MAE = 0.15.

In regard to the different numbers of layers and LSTM units, the best results
were obtained using the RNN4 network (2 layers× 248 LSTM) for both arousal
and valence. Two-layer networks recognized emotions better than one-layer
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Table 3. Results obtained for Essentia features

Arousal Valence

R2 MAE R2 MAE

Linear regression 0.07 0.25 0.06 0.19

SMOreg 0.48 0.18 0.27 0.17

RNN1 0.54 0.14 0.21 0.16

RNN2 0.58 0.14 0.32 0.14

RNN3 0.67 0.12 0.32 0.13

RNN4 0.69 0.11 0.40 0.13

RNN5 0.61 0.13 0.29 0.15

RNN6 0.68 0.12 0.36 0.14

networks. What is quite interesting in the case of arousal (R2 = 0.69, MAE
= 0.11), the results are comparable with the results obtained from the Marsyas
package (R2 = 0.67, MAE = 0.12, Table 2). Mfcc features are quite good for
detecting arousal, and adding new features improved the results only slightly. A
significant result of these experiments is that features from the Essentia package,
like rhythm and tonal features, significantly improved the detection of valence.
In the case of arousal, it is not necessary to use such a rich set of features, which
is why the model for arousal is not so complex.

6 Conclusions

This article presents experiments using recurrent neural networks for emotion
detection for musical segments. The sequential possibilities of the models turned
out to be very useful for this type of task as the obtained results exceeded such
algorithms as support vector machine for regression, not to mention the weaker
linear regression. In all the built models, the accuracy of arousal prediction
exceeded the accuracy of valence prediction. There was more difficulty detecting
emotions on the valence axis than arousal. Similar difficulties were noted when
music experts were annotating files, which was confirmed during annotation
compliance testing.

It is significant that the use of higher-level features (features from Essentia
tool) had a very positive effect on the models, especially the accuracy of valence
regressors. Interestingly, to predict arousal, even a small set of features (mfcc
from Marsyas tool) provided quite good results, similar to those of the large
features set from Essentia. Low-level features, like mfcc, are generally sufficient
for predicting arousal. In the future, feature selection for the Essentia set could be
made and the most useful features chosen, despite that testing them on recurrent
neural networks can be very time-consuming.
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Abstract. Saliency detection extracts objects attractive to a human
vision system from an image. Although saliency detection methodolo-
gies were originally investigated on RGB color images, recent devel-
opments in imaging technologies have aroused the interest in saliency
detection methodologies for data captured with high spectral resolution
using multispectral and hyperspectral imaging (MSI/HSI) sensors. In
this paper, we propose a saliency detection methodology that elaborates
HSI data reconstructed through an autoencoder architecture. It resorts
to (spectral-spatial) distance measures to quantify the salience degree
in the data represented through the autoencoder. Finally, it performs
a clustering stage in order to separate the salient information from the
background. The effectiveness of the proposed methodology is evaluated
with benchmark HSI and MSI data.

1 Introduction

Saliency detection has been inspired by the natural visual attention mechanism
that identifies an object to be salient when it attracts visual attention more than
anything else, i.e., the background. It has been demonstrated that the human
vision system is prone to pay more attention to objects having higher contrast
with their surroundings [9]. This consideration has paved the way for one of the
earliest methodology, the Itti’s method [10], that is based on the construction of
center-surround contrast models on color images. These models are constructed
by computing the Euclidean distance between the considered pixels and their
surrounding ones in the color space. While simple, Itti’s method has inspired sev-
eral approaches investigated in the saliency investigation field for RGB images
(see [3] for a recent survey). Recent models have also combined Itti’s model
c© Springer Nature Switzerland AG 2020
D. Helic et al. (Eds.): ISMIS 2020, LNAI 12117, pp. 161–170, 2020.
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with a clustering stage [11] proving that clustering may help in the extraction of
salient information. On the other side, in recent years, it has definitely emerged
that many applications in various fields (e.g. weather forecasting, military intel-
ligence) may take advantage of the elaboration of MultiSpectral Imaging (MSI)
and HyperSpectral Imaging (HSI) data. Using multispectral/hyperspectral sen-
sors, imagery data can be captured with a wide spectrum of light instead of
just assigning primary colors (red, green, blue) to each pixel.1 In general, abun-
dant spectral information, going above and beyond human vision, captures more
Earth’s features than standard RGB images [2].

Following the growing amount of HSI data collections, increasing attention
has been recently devoted to saliency detection in HSI [8,9,13,19]. However, due
to the high dimensionality of HSI data, traditional computer vision methods
based on gray-scale or color image analysis cannot be directly applied to HSI
problems. On the other hand, witnessing the great success of salience estimation
models that, similarly to the Itti’s method, work in a low dimensional space,
a natural research direction consists of combining a saliency detection method-
ology with a dimensionality reduction technique, in order to handle the abun-
dant spectral information of HSI data [9]. Following this direction, we propose
a HSI methodology—AISA (Autoencoding of Hyperspectral Imagery data for
Saliency Analysys)—that cascades an autoencoder stage and a clustering stage.
The autoencoder stage learns a non-linear encoding and decoding of HSI data.
The clustering stage elaborates the autoencoder information, also engineered on
surrounding pixels, to separate the salient object from the background, working
in a lower dimensional space.

The remainder of this paper is organized as follows. The motivation and
contributions are discussed in Sect. 2. The proposed methodology is illustrated
in Sect. 3. Section 4 describes the results of the experimental evaluation. Finally,
Sect. 5 draws the conclusions and future developments.

2 Motivation and Contributions

The autoencoder is an unsupervised deep neural network that can learn a codi-
fication of high dimensional input data so that the decodification resembles the
input data as closely as possible [5]. As the codification is commonly used to
obtain reduced dimensionality, the encoder representation of HSI data allows us
to tackle “the curse of dimensionality” of a high spectrum and to perform data
denoising. Recent studies have already proved that autoencoders can learn very
interesting HSI data representations compared to other dimensionality reduc-
tion techniques [17]. Based on these promising results, autoencoders have been

1 The main difference between multispectral and hyperspectral is the number of bands
and how narrow the bands are. MSI technology commonly refers to a small amount
of bands, i.e., from 3 to 10, sensed by a radiometer. HSI technology could have
hundreds or thousands bands from a spectrometer. In this paper, we generally refer
to HSI data defining a methodology that is then evaluated in both HSI and MSI
scenario.
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recently considered for the dimensionality reduction in HSI, for tasks of both
change detection [1] and classification [20]. In this paper, we explore the use of
autoencoders in HSI saliency detection tasks.

The rationale of our proposal is that clustering can be used to separate
salient pixels, grouped in one cluster, from background pixels, grouped in another
cluster. Clustering is performed on the encoder representation of the HSI data.
In fact, the encoder should reduce the dimensionality of the spectrum keeping
the hidden interactions and dependencies of the input, without loosing relevant
information and rejecting noise, as well as unnecessary redundancies [6]. On the
other hand, we consider that the classification ability of the cluster algorithm
may be improved by making the encoder “aware” on the reconstruction data.
To this purpose, we compute the distance between the input HSI data and
the data reconstructed in the same input space through the encoding-decoding
architecture learned via the autoencoder. The use of the distance is a reasonable
choice as the encoding and decoding process should behave similarly on pixels
belonging to the same cluster. Consequently, a clustering stage, performed by
also accounting for the distance between HSI data and reconstructed data, should
contribute to correctly group the salient pixels in the same cluster. We integrate
the spatial information into the autoencoder framework by computing a spectral-
spatial distance feature that, following the main Itti’s idea, aids the identification
of salient objects by contrast.

In short, the contributions of our paper are: (1) the use of autoencoder infor-
mation, derived with both the encoder and the decoder level, in a HSI saliency
detection task; (2) the analysis of spectral and spectral-spatial distances, cou-
pled with autoencoder and clustering, for feature engineering; (3) an empirical
evaluation of the effectiveness of the proposed methodology using both HSI and
MSI data.

3 Methodology

AISA takes an hyperspectral image Z as input. This image is a scene acquired
at a specific time, represented as a tensor of size m × n × K . In particular,
the scene is described by m × n pixels and K spectral bands. A pixel denotes
an area of about a few square meters of the Earth’s surface—it is a function of
the sensor’s spatial resolution—which is unequivocally referenced with spatial
coordinates (x, y) with 1 ≤ x ≤ m and 1 ≤ y ≤ n, according to the usual
matrix representation. Every spectral band is a numeric feature proportional
to the surface reflectance. The salience map, given as output by our algorithm,
is a binary m × n matrix, which assigns a binary label (“salient”—1— and
“no-salient”—0) to each pixel (x, y) of the scene. Based on these premises, the
learning process performed by AISA is, in principle, divided into three stages,
(1) training an autoencoder architecture with Z; (2) engineering a new feature
space from the autoencoder; (3) performing clustering in the engineered feature
space, in order to separate pixels in two clusters (salient cluster vs background
cluster).
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Stage 1 – Autoencoder. The autoencoder is computed by resorting to an encoder-
decoder architecture that is used to map each input z onto the encoding h via an
encoder network, so that h = σ(Wz+b), where σ is an element-wise activation
function, W is a weight matrix and b is a bias vector. Weights and biases
are initialized randomly and then updated iteratively during training through
backpropagation. The encoding is in turn mapped to the reconstruction z′ by
means of a decoder network, so that z′ = σ′(W′h+b′). In particular, the auto-
encoder is trained to minimize the loss through a feedforward neural network
that reproduces the input data on the output layer. Both z and z′ have the
same dimension, while the autoencoder has as many layers as needed, placed
symmetrically in the encoder and decoder. Every unit located at any of the
hidden layers receives several inputs from the preceding layer. The unit computes
the weighted sum of these inputs and applies the activation function to produce
the output.

In this study, the input of the autoencoder comprises the m×n pixels spanned
on the K spectral bands. We adopt ADAM, an adaptive learning rate optimiza-
tion algorithm, in order to produce optimal weights and biases by minimizing
the mean square error [12]. The encoder consists of six layers with K, K/2, K/3,
K/4, K/5 and 1 neuron(s), respectively. The decoder starts in the bottleneck
layer (the output layer of the encoder) and maps the bottleneck signals back
to the input space through five layers with K/5, K/4, K/3, K/2 and K neu-
rons, respectively. In addition, we use the sigmoid activation function that is
commonly used in binary classification problems. Finally, we set the maximum
number of epochs equal to 150 and the learning rate equal to 0.002.

Stage 2 – Feature Engineering. Let us consider the autoencoder trained in stage
1. For each pixel (x, y), let zxy denote the spectral data acquired on pixel (x, y),
hxy be the representation of zxy on the bottleneck layer of the autoencoder and
z′
xy denote the reconstruction of zxy computed through the encoder and the

decoder. Then we use this information to build a bi-variate representation of the
image. In particular, we span every imagery pixel on two features, that is:

1. the encoder feature H that expresses the input data as they are represented
at the bottleneck layer of the autoencoder;

2. the decoder feature D that is the distance computed between zxy and z′
xy.

We evaluate the performance of four distance algorithms to build D, that
is, Spectral Angle Mapper (SAM), Z-score (ZID), Z-score correction of Spectral
Angle Mapper (SAMZID) and Spectral-Spatial Cross Correlation based Distance
(SSCCD). SAM, ZID and SAMZID are spectral distance algorithms often used
for material identification. They are simple and fast to compute [7]. SAM is
independent of the number of spectral bands and insensitive to sunlight [15].
SAMZID minimizes the effect of noise and atmospheric corrections [7]. SSCCD
couples the spectral information to the spatial arrangement of the pixels. As dis-
cussed in [18], SSCCD is helpful to overcome possible radiometric and dynamic
range differences by accounting for the spatial information.
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Formally, SAM(x, y) measures the angle between zxy and z′
xy, that is:

SAM(x, y) = arccos
(

zxy · z′
xy

‖zxy‖‖z′
xy‖

)
, (1)

where the “·” denotes the scalar product.
ZID(x, y) is computed as follows:

ZID(x, y) =
K∑

k=1

(
(zxy[k] − z′

xy[k]) − μk

σk

)2

, (2)

where k represents the k-th spectral band so that zxy[k] − z′
xy[k] denotes the

spectral divergence computed by applying the difference operator to the k-th
band of both zxy and z′

xy. The symbols μk and σk represent the mean and
standard deviation of the spectral information divergence computed on the k-th
spectral band.

The distance SAMZID is computed by combining SAM and ZID through
element-wise multiplication and a trigonometric operator. Formally,

SAMZID(Z) = [scale (sin SAM(Z))] × [scale ( ZID(Z))], (3)

where scale() is the scale function. In Eq. 3, the combined distance components
are scaled to the interval [0, 1].

Finally, the distance algorithm SSCCD is the distance formulation of the
spectral-spatial cross correlation measure (SSCC) illustrated in [18]. This corre-
lation metric compares spectral bands of both z and z′ pairwise by accounting for
the spatial arrangement of the spectrum in windows centered at the considered
pixel (x, y). Formally, SSCC(x, y) is computed as follows:

SSCC(x, y) =

∑

(x′,y′)∈W (x,y)

[zx′y′ − zW (x,y)]
T [z′

x′,y′ − z′
W (x,y)]

√ ∑

(x′y′)∈W (x,y)

‖zx′,y′ − zW (x,y)‖2
√ ∑

(x′,y′)∈W (x,y)

‖z′
x′y′ − z′

W (x,y)‖2
,

(4)
where zW (x,y) and z′

W (x,y) denote the mean vectors of the spectral vectors deter-
mined band-by-band on all the pixels of W (x, y) in Z and Z′, respectively. In
this study, W (x, y) = {(x + I, y + J)|I = ±2, J = ±2}. The distance measure
SSCCD(x, y) can be derived from SSCC(x, y) as:

SSCCD(x, y) = 1 − scale(SSCC(x, y)), (5)

where scale() scales SSCC values in the range [0, 1].

Stage 3 – Clustering. As a clustering algorithm, we consider the popular Gaus-
sian Mixture Model (GMM) algorithm in the version described in [21]. Specifi-
cally, we train the estimation network, described in [21], on the bi-variate input
constructed at stage 2 (i.e. the input that comprises the imagery data spanned on
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both the encoder feature H and the distance feature D). This network estimates
a probability density function under the GMM framework and predicts to which
Gaussian distribution each pixel belongs to. In particular, the estimation net-
work estimates the parameters of the GMM (mixture-component distribution,
mixture means and mixture covariance) and evaluates the likelihood/energy of
samples by utilizing a multi-layer neural network, in order to predict the mixture
membership for each sample. We consider the estimation network as it has been
implemented at https://github.com/danieltan07/dagmm. Similarly to [21], we
use a threshold to label the samples of high energy as salient pixels (we con-
sider the salient pixels as anomalies with respect to the background). However,
differently from [21], where a pre-chosen threshold is considered, we use the
Otsu’s method [14], in order to automatically determine this threshold. The
Otsu’s method is a simple algorithm that returns a single intensity threshold
to separate pixels into two classes—foreground and background. In particular,
this threshold is determined by minimizing the intra-class intensity variance or,
equivalently, by maximizing the inter-class variance. In this paper, we use the
implementation of threshold otsu from skimage.filters.

Final considerations concern the fact that the brute application of the
described clustering stage may occasionally yield spurious, isolated assignments
of pixels to clusters. To avoid this issue, we apply the principle of local auto-
correlation congruence of objects [16]—detected clusters are generally expanding
over contiguous areas. Based on this principle, we change the assignment of pix-
els that strongly disagree with the surrounding assignments. This corresponds
to perform a spatial-aware correction of the original cluster assignments. Based
upon this correction, each pixel may be re-assigned to the cluster (and to its
label) that originally groups the most part of its neighboring pixels.

4 Experimental Study

AISA is written in Python 3.7 with Pytorch to build autoencoders. To evaluate
AISA, we consider HS-SOD dataset [9]—a collection of 60 hyperspectral images
with their respective ground-truth binary saliency images.2 Several competitors
have been already evaluated using these data. We also consider two multispectral
images of Madrid collected with Sentinel-2A satellite.

4.1 HS-SOD Data

The images have been collected by accounting for several aspects during the
data collection (e.g. variation in object size, number of objects, foreground-
background contrast, object position on the image). Data have been acquired
with a NH-AIK model hyperspectral camera from fifty scenes at the public parks
of Tokyo Waterfront City in Japan in several days between August and Septem-
ber 2017. Spectral bands are collected in the visible spectrum (380–780 nm)

2 The dataset is available at https://github.com/gistairc/HS-SOD.

https://github.com/danieltan07/dagmm
https://github.com/gistairc/HS-SOD
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Table 1. AISA: mean ± standard deviation of AUC-Borji computed on 60 images of
HS-SOD by varying the distance among SAM, ZID, SAMZID and SSCCD (column 1);
number of images of HS-SOD where AUC-Borji is the highest per distance (column 2).

Distance AUC-Borji (mean ± stdev) Count

SAM 0.7152 ±0.1258 9

ZID 0.7057 ±0.1267 12

SAMZID 0.6781 ± 0.1377 6

SSCCD 0.7540 ±0.1244 33

Best distance 0.7727 ±0.1083 –

(a) GT (b) SAM (c) ZID (d) SAMZID (e) SSCCD

Fig. 1. AISA output on image id = 26 of HS-SOD dataset: the binary ground
truth–GT (Fig. 1(a)), the salience maps computed by AISA with SAM (AUC-
Borji= 0.8414, Fig. 1(b)), ZID (AUC-Borji= 0.8399, Fig. 1(c)), SAMZID (AUC-
Borji= 0.7716, Fig. 1(d)), SSCCD (, AUC-Borji= 0.8509, Fig. 1(e)).

leaving 81 spectral bands. Each image consists of 1024×768 pixels. The saliency
ground truth is available for these images. For the quantitative evaluation of
the saliency detection performances, we compute the Area Under Curve (AUC)
metric. We consider the AUC implementation described in [4] (AUC-Borji) that
is commonly used in saliency detection method evaluations [9].

We start this analysis by evaluating the performance of AISA with respect to
the distance measure computed in the feature engineering stage. For each dis-
tance, the mean and standard deviation of AUC-Borji computed on 60 images
is reported in column 1 of Table 1, while the number of times each distance
achieves the highest AUC-Borji is reported in column 2 of Table 1. Figure 1
reports an example of saliency maps built by varying the distance. These results
highlight that the highest overall performance is achieved by using the SSCCD
distance that accounts for the spatial arrangement of the data besides the spec-
tral information. In any case, the accuracy analysis, performed image per image,
also shows that although SSCCD achieves the highest AUC-Borji in 33 out of 60
images, SAM, ZID or SAMZID outperform SSCCD in the remaining images. This
result suggests that a future development of this research consists in exploring if
any dependence exists between the best distance and the image characteristics
(e.g. camera settings such as exposure time and gain values, weather condition
or salient object material, which may change in the considered images).

We complete the analysis by comparing AISA to competitors reported in
[9]. Competitors include: Itti’s method computed on spectral data and its vari-
ants checking the spectral distances between each spatial region for saliency
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Table 2. Competitor analysis. Results of competitors are collected in [9]

Method AUC-Borji

AISA 0.7760

Itti et al. 0.7694

SED 0.6415

SAD 0.7521

GS 0.7597

SED-OCM-GS 0.7863

SED-OCM-SAD 0.8008

SGC 0.8205

computation by using spectral Euclidean distance (SED) and spectral Angle dis-
tances (SAD); the method computing the saliency on the spectral bands divided
in groups and calculating the Euclidean distance as color opponency between
groups (GS); the methods using the orientation based salient features (OCM)
in the combinations SED-OCM-GS and SED-OCM-SAD; the method using the
spectral gradient contrast (SGC) in combination with super-pixels extracted
by considering both spatial and spectral gradients. Results, reported in Table
2, show that AISA outperforms Itti et al. method, SED, SAD and GS, while
it is outperformed by methods including orientation features (SED-OCM-GS
and SED-OCM-SAM) and/or super-pixels (SGC). This result suggests that new
accuracy can be gained in AISA by augmenting the feature space of the clustering
stage with orientation features and/or adding super-pixel in the learning stage.
In particular, super-pixels, automatically determined based on spatial-spectral
arrangement of data, may aid in revealing higher-level saliency patterns that
may significantly help in denoising the data and neglecting details.

4.2 Madrid Data

The Sentinels are a fleet of satellites designed to deliver the wealth of data and
imagery that are central to the European Commission’s Copernicus programme.
Sentinel-2 carries an innovative wide swath high-resolution multispectral images
with a swath width of 290 km and 13 spectral bands. We have considered two
images 1000 × 1000 in the area of Madrid (Spain). No ground truth is available
for these data. RGB rendering of these images has been reported in Figs. 2(a)
and 2(c), while the saliency maps computed by AISA with SSCC have been
plotted in Figs. 2(b) and 2(d). The algorithm is able to delineate salient areas
in the landscape, which roughly correspond to the river, roads and buildings in
Madrid 1. The algorithm is also able to track the river path in Madrid 2.
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(a) RGB Madrid 1 (b) AISA Madrid 1 (c) RGB Madrid 2 (d) AISA Madrid 2

Fig. 2. RGB rendering and saliency map computed by AISA on Madrid 1 and Madrid2.

5 Conclusion

This paper illustrates AISA—an unsupervised machine learning methodology
that addresses saliency detection problems in HSI by resorting to salient infor-
mation extracted through autoencoders. Spatial data arrangement is also taken
into account to improve the accuracy. The experimental study, performed using
60 hyperspectral images and 2 multispectral images, reveal that AISA achieves
competitive accuracy compared to recent state-of-the-art techniques disclosing
relevant salient regions. Based on the validation results, some directions for fur-
ther work are still to be explored. Orientation features may be integrated in
the elaboration, in order to better delineate the shape of the salient objects
detected. On the other hand, super-pixel segmentation may be performed, in
order to introduce spectral information aggregated at spatial level and perform
salient object detection possibly abstracting on details within the objects.
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Abstract. Predictive spatio-temporal analytics aims to analyze and
model the data with both spatial and temporal attributes for future fore-
casting. Among various models proposed for predictive spatio-temporal
analytics, the recurrent neural network (RNN) has been widely adopted.
However, the training of RNN models becomes slow when the number
of spatial locations is large. Moreover, the structure of RNN is unable to
dynamically adapt to incorporate new covariates or to predict the tar-
get variables with varying spatial dimensions. In this paper, we propose
a novel method, named Mesoscale Anisotropically-Connected Learning
(MACL), to address the aforementioned limitations in RNN. For effi-
cient training, we group the dataset into clusters (which refers to the
mesoscale) along the spatial dimension according to the spatial adja-
cency and develop individual prediction module for each cluster. Then we
design an anisotropic information exchange mechanism (i.e., the informa-
tion exchange is not symmetric), to allow the prediction modules leverag-
ing state information from nearby clusters for enhancing the prediction
accuracy. Furthermore, for timely adaptation, we develop a local updat-
ing strategy for adapting the learning model to incorporate new covari-
ates and the target variables with varying spatial dimensions. Exper-
imental results on a real-world prediction task demonstrate that our
method can be trained faster and more accurate than existing methods.
Moreover, our method is flexible to incorporate new covariates and target
variables of varying spatial dimensions, without sacrificing the prediction
accuracy.

1 Introduction

Predictive spatio-temporal analytics, which aims to model and forecast the
data collected across space and time, has attracted increasing research interests
recently [14,16]. In predictive spatio-temporal analytics, datasets are generally
collected from various spatial locations over a historical period and then fed into
the learning model for predicting the target variables in these locations [12]. For
example, citywide traffic flow data are collected during the past weeks or months
for traffic condition prediction in different district or streets [16]. The nation-
wide or even global climatic data of the past years or decades are collected for
c© Springer Nature Switzerland AG 2020
D. Helic et al. (Eds.): ISMIS 2020, LNAI 12117, pp. 171–180, 2020.
https://doi.org/10.1007/978-3-030-59491-6_16
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climate forecast [9]. Moreover, in a dynamic environment, new covariates and
new target variables in varying spatial locations arrives sequentially [13]. Given
such a large volume of spatio-temporal data in a dynamic environment, on the
one hand, it is desired to efficiently train reliable spatio-temporal models. On
the other hand, the structure of the designed spatio-temporal models should be
flexible to incorporate new covariates and to adapt for making predictions on
new dimensions of the target variables (i.e., the new spatial locations), because
retraining the entire model for new covariates or the target variables on new
spatial locations is computationally expensive or even infeasible.

The recurrent neural network (RNN) based spatio-temporal models achieve
the state-of-the-art performance in various predictive spatio-temporal analytics
tasks [8,14]. For capturing the temporal correlation among data, the RNN incor-
porates the covariates in the previous time steps and then generate a final hidden
representation for future forecast. For capturing the dependency among different
sequences, e.g., the traffic conditions in the nearby districts, conventionally, the
RNN concatenates the multiple sequences as multivariate input.

However, there are two limitations in the current RNN-based models. First,
when learning with a large-scale dataset, as the network size of a RNN is quadrat-
ically related to the hidden size, it is difficult to train an RNN with large hid-
den size for incorporating all necessary information when the number of spatial
locations is large [2,7]. Second, when learning in a dynamic environment, the
structure of RNN is unable to dynamically adapt to incorporate new covariates
or to predict the target variables with varying spatial dimensions. Therefore, in
this paper, we aim to develop a novel RNN-based model for efficient training
and flexible adaptation.

1.1 Related Work

Many RNN-based spatio-temporal models are proposed in various applications.
Yao et al. [14] employed an RNN for the temporal view, which takes the represen-
tations from the spatial view and context features as input. Li et al. [8] developed
a novel RNN by integrating the spatial graph in the transition matrix. However,
these models cannot be easily adapted to the scenarios with varying covariates
and new locations.

Some studies investigated learning with varying feature spaces, such as evolv-
able features [5] and trapezoidal data [17]. However, they were based on the
shallow neural networks, which may limit the learning power of the developed
models. In this paper, we investigate the problem of online update under the
deep model.

For efficient online updating, Doyen et al. [10] proposed a Hedge Back-
Propagation method for refining the parameters of DNN effectively. They mod-
ified the DNN structure for fast error back-propagation. On the other hand,
factorized LSTMs are studied for reducing the number of parameters to be esti-
mated [1,6], but their input layers are not factorized, which leads to limited
computational cost reduction and cannot incorporate new covariate.
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1.2 Motivation

As the existing methods cannot address the limitations of RNN in large-scale
dynamic predictive spatio-temporal analytics, we attempt to tackle these chal-
lenges by exploring the intrinsic property of spatio-temporal data. We observe
the fact that the state of one location (i.e., one dimension of the target variable),
generally, is closely related to the states of geographically nearby locations, but
is less relevant to the states of the faraway locations [11]. Therefore, it may not
be necessary to require the temporal sequences at all spatial locations to be used
as inputs for predicting the target variables in one location. Similarly, when one
new covariate in some locations is collected, it could be the nearby locations that
need the new data for the predictive tasks.

In summary, the core question to be answered in this paper is: How to
design an RNN-based learning model for efficient training and timely
adaptation in large-scale predictive spatio-temporal analytics, such
that new covariates and target variables of varying spatial dimen-
sions in a dynamic environment can be flexibly incorporated into the
model, without sacrificing its prediction accuracy?

1.3 Our Contributions

In this work, we propose a novel method, named Mesoscale Anisotropically-
Connected Learning (MACL), to address the above-mentioned question by uti-
lizing the spatial locality and mesoscale connectivity. We first group the dataset
into clusters (which refers to the mesoscale) along the spatial dimension accord-
ing to the spatial adjacency, so that the target variables of the spatial locations
in the same cluster are closely related to each other. We develop individual RNN-
based prediction module for each cluster. The features extracted from multiple
covariates in one cluster are fused as that cluster’s state information. Moreover,
the state information in nearby clusters may also benefit the prediction, but the
influence of different nearby clusters may not be homogeneous. Therefore, we
design an information exchange mechanism, which is anisotropic (i.e., the infor-
mation exchange is neither symmetric nor homogeneous) to allow the prediction
modules leveraging information from nearby clusters to enhance the prediction
accuracy. We use different weights to combine information from different nearby
clusters. Furthermore, we develop a local updating strategy to adapt the learning
model so that new covariates can be incorporated and the target variables with
varying spatial dimensions can be predicted. Figure 1 illustrates the procedure
of our method. The contributions of this paper are summarized as follows.

1. We investigate an important problem in predictive spatio-temporal analytics,
i.e., how to design a deep spatio-temporal recurrent model for efficient training
and timely adaptation in a large-scale dynamic environment.

2. We propose a novel learning method MACL to solve the above challenging
problem.

3. We perform extensive experiments on a real-world traffic flow dataset, show-
ing the effectiveness and efficiency of the proposed method.
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spatial location new covariate dataset

mesoscale cluster new cluster

information flow local update cluster

(a) Spatial Clustering (b) Mesoscale Connectivity

(c) Incremental Learning
-- Existing Cluster 

(d) Incremental Learning
-- New Cluster 

Fig. 1. Illustration of the proposed MACL. (a) First, the locations are grouped into sev-
eral clusters based on the spatial adjacency. Then the mesoscale connectivity among the
clusters is constructed by linking the clusters with their K closest clusters. Section 2.2
shows the details of spatial clustering and connecting procedure. (b) During the learn-
ing, the features of the data in the same cluster and the state information from the
neighborhood clusters are utilized to update the state representation for prediction. The
scenario that the state information is forwarded L = 2 times is illustrated. Section 2.3
shows the details of the formulations. (c) In a dynamic environment, when incorporat-
ing new covariates in the existing cluster, only prediction modules of the clusters within
the distance of 2 need to be updated, i.e., training the modules in the pink box with
new covariates via error back-propagation, avoiding the retraining of the entire model.
(d) In a dynamic environment, when the new covariates are collected in a new cluster,
the mesoscale connections are added and the local update is applied. Section 2.4 shows
the details of incremental learning procedure.
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2 Approach

In this section, we present the proposed MACL. First, we provide the necessary
notations and formally define the problem. Then we introduce the structure of
the proposed model and the update strategy for learning with new covariates
and new target variables in varying spatial dimension.

2.1 Problem Formulation

In this subsection, we formally define the problem of predictive spatio-temporal
analytics with large-scale datasets in a dynamic environment, which requires
efficient training and timely adaptation. Let Y ∈ �N×T be the target data
collected in N locations during T time steps, yt ∈ �N be the target data at
time step t, t = 1, · · · , T . Let X be the set of covariate data and X[t−tl:t] be the
covariate data from time step t − tl to t. Predictive spatio-temporal analytics
task could be regarded as learning the mapping function parameterized by θ,
fθ : X[t−tl:t] → yt, where tl is the time length of the features. For simplicity, we
denote X[t−tl:t] as xt and x(d)

t as the dth dataset, d = 1, . . . , D. The predictive
spatio-temporal analytics problem becomes more challenging when predicting
with large-scale datasets, i.e. N and |X | are large. Moreover, in a dynamic envi-
ronment, new data, X n and Yn, arrive sequentially. We need to timely adapt the
model, f

′
θ : [xt,xn

t ] → [yt,yn
t ], to incorporate the new covariates and to predict

the new target variables.

2.2 Spatial Clustering

In order to achieve efficient training, as illustrated in Fig. 1(a), we first group
the locations into several clusters and then build a recurrent prediction module
for each cluster: we can group the locations based on the spatial adjacency or
mutual information correlation. Assume we group N locations into g clusters
and construct the adjacency graph, G =< V,E >, |V | = g, for these g clusters.
There might be multiple covariate datasets collected in one cluster. Thus we use
the LSTM [4] to extract the feature for each covariate dataset d:

s(d)t = LSTM(x(d)
t ). (1)

where s(d)t is the extracted feature from one data set x(d)
t for predicting yt.

In doing so, we can model the complex interactive among locations within one
cluster, as often they are spatially close or semantically similar. We use the
hidden state at the last time step as the feature extracted from one dataset.
Then we can aggregate the information from the input data for each location:

h0
n,t =

∑

d∈Sn

s(d)t , (2)

where Sn is the set of datasets inputted into the n-th cluster.
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2.3 Anisotropically-Connected Learning

In order to improve the prediction accuracy of predictive model for each cluster,
we further consider the mesoscale correlation between the clusters, i.e., the data
in the nearby clusters is also informative for predicting the target variable. As
illustrated in Fig. 1(b), we build up a mechanism for exchanging the information
among clusters by passing the message to the neighborhoods:

ml
n,t =

∑

i∈Nn

Gn,i(hl−1
i,t ), (3)

where N n is the neighborhoods of cluster n and Gn,i(·) is the specific information
mapping from cluster i to cluster n. Then we update the state of one cluster as:

hl
n,t = Fn([ml

n,t,h
l−1
n,t ]), (4)

where Fn(·) is the update function of cluster n. Note that if such message
exchange could be operated for L times, one cluster could receive the infor-
mation from other clusters within the distance of L . Finally, the output for
target variable estimation is calculated as:

ŷn,t = On(hL
n,t), (5)

where On(·) is the output function for cluster n.

2.4 Incremental Learning

For timely adaptation, we develop an incremental learning strategy based on
the mesocale connected structure developed above. The incremental learning
strategy consists of the following two steps.

Model Extension. We will introduce the extension strategies in the following
two scenarios:

New Covariate From Existing Cluster. In the covariate adaptation, i.e, a new
covariate dataset from the existing cluster is collected to facilitate the prediction,
we learn a new RNN for the new covariate as shown in Eq. (1). Then we could
treat it in the way as other covariates in this cluster and fuse all covariates for
prediction, as shown in Eq. (2). Figure1(c) illustrates the procedure of adding
new covariate from the existing cluster.

New Covariate and Target Variable From New Cluster. In this case, as illustrated
in Fig. 1(d), we first add this cluster into G and link this new cluster to other
existing clusters. Then we add and learn new LSTM model, message exchanging
function, update function, and output function for the new cluster.

Local Update. In both scenarios, only the nearest L step neighbourhoods need
to be updated, i.e., we fix the parameters in other modules while just train the
modules of these neighbourhood, which avoids the retraining of the entire model.
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Fig. 2. Running time of LSTM in 1,000 back-propagation iterations with varying num-
bers of hidden units (left) and parameters (right). The number of parameters in 1-layer
LSTM is 4h2 + 4hd, where h is the number of hidden units and d is the input size.

Traditional RNN needs to learn h2 + hN + hI parameters while our model just
needs to learn (2h2+hN+hI)/g parameters, where g is the number of clusters. In
the online update module, we just need to learn (h2 + hN + hI)/g2 parameters
for each influenced module. Thus our approach achieves much faster training
speed for new covariate and target variable, compared with traditional RNN.

3 Experiments

In this section, we evaluate the proposed method in efficient training with large-
scale datasets and timely adaptation with new covariates and target variables.

We use the traffic crowd flows data1 in Beijing from Jul. - Oct. 2013 [16]
in 1, 024 locations. We use the inflow and outflow in the previous time steps to
predict the inflow of each location at the current time step. We use the data at
the first 70% time steps for training and the remaining 30% for testing.

We group the locations into 20 clusters and construct the connections
between clusters based on spatial coordinates. We link each cluster to K = 2 clos-
est clusters. We measure the prediction accuracy using the rooted mean square
error (RMSE): RMSE = 1

TN

∑T
t=1

∑N
n=1 ||yn

t − ŷn
t ||. We implement the models

in Pytorch and conduct the experiments on the cluster with CPU Core i7-4771
3.50 GHz, GPU RTX 2070 and 32 GB Memory.

3.1 Evaluation on Efficient Training

We first show the importance of reducing the number of parameters on the
fast learning. Figure 2 shows the training time of LSTM model with varying
number of hidden units and parameters. We can see that the training time is

1 Available at https://github.com/lucktroy/DeepST/tree/master/data.

https://github.com/lucktroy/DeepST/tree/master/data
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Fig. 3. (Left) Comparison of training time between LSTM and the proposed framework
in 1,000 back-propagation iterations with varying number of hidden units. (Right)
Comparison of test performance among the proposed framework, MPNN, and LSTM.
In our methods, MACL-L1 exchanges the information among the clusters 1 time and
MACL-L2 exchanges the information 2 times.

quadratically related to the number of hidden units and linearly correlated with
the number of parameters. Thus, reducing the number of parameters and number
of hidden units can significantly reduce the computation time of training LSTM.

Then we evaluate the efficiency of the proposed method. Figure 3 shows the
training time of our proposed model and LSTM (left) and the testing RMSE of
different methods (right). Without loss of generality, all the models are trained
with SGD optimizer with the same learning rate. Orthogonal to our work, there
are some studies working on using graph convolution neural networks to model
spatial correlation [15], among which the message passing network (MPNN) [3] is
most similar to our model. In our method, we set the information to be exchanged
among clusters for 1 time (MACL-L1) and 2 times (MACL-L2). The results show
that our method is trained faster and converges quicker to a better result than
the baseline LSTM and the state-of-the-art MPNN. Comparing with LSTM,
our method decomposes the large-scale predictive task into several interactive
sub-tasks and trains a smaller model for each sub-task, which makes the models
can be trained easier. Comparing with MPNN, our method provides more flex-
ibility in modeling the heterogeneous connections by learning an unique weight
parameter for each connection.

3.2 Evaluation on Timely Adaptation

In this subsection, we evaluate the adaptation in two scenarios: sequentially
arriving new covariates and target variables in new location.

First we test the effectiveness of incorporating new sequentially arriving
covariates. We partition the data of each region into 5 groups and input one
group of data for each location in certain epoch to simulate the sequentially
arriving covariate data. Figure 4 (left) shows the performance of our method
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Fig. 4. (Left) The black vertical bars indicate the epochs in which one new covariate
dataset is inputted. The performance of the sequential update version, after it con-
verges, is comparable to that of the batch update version. (Right) New locations are
added for a trained model. In the entire update version, the entire network is updated
after the new location is added; while in the local update version, the partial network
is updated. The local update version achieves lower RMSE with shorter training time.

with the sequentially updating way and that with the batch updating. It can
be observed from the experimental results that even in the sequentially updat-
ing scheme, our model could achieve similar performance as the batch updating
version, in which all datasets arrive before the training.

Then we test the efficiency of timely updating when a new target location
is explored. We first train the entire network with all clusters except one. Then
we adapt the model to incorporate this new cluster and we measure the perfor-
mance of our method in predicting on this new cluster. Figure 4 (right) shows the
performance using the locally updating strategy vs. the entirely updating strat-
egy. The experimental result shows that the locally updating strategy produces
better results in a shorter time than the entirely updating strategy.

The above results shows that the spatial mesoscale anisotropically-connected
structure is able to achieve fast local adaptation and effective local update,
without loss of performance.

4 Conclusion and Future Work

In this paper, we introduced a novel method for efficient training and timely
adaptation of RNN model. The results of experimental in the large-scale dynamic
environment demonstrated that our model can be trained faster than existing
methods while achieving lower prediction error. Moreover, with the local updat-
ing and adaptation strategy, our method is flexible to incorporate new covariates
and target variables of varying spatial dimensions.

In the future work, we plan to evaluate our framework on larger-scale
datasets. Increasing the number of clusters can take the advantage of parallel
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computation, while this requires more between-cluster connections to improve
accuracy, which increases the computational cost. We will further explore how
to determine the number of clusters to achieve good efficiency.
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Abstract. In this work, we study the utility of graph embeddings to
generate latent user representations for trust-based collaborative filter-
ing. In a cold-start setting, on three publicly available datasets, we eval-
uate approaches from four method families: (i) factorization-based, (ii)
random walk-based, (iii) deep learning-based, and (iv) the Large-scale
Information Network Embedding (LINE) approach. We find that across
the four families, random-walk-based approaches consistently achieve the
best accuracy. Besides, they result in highly novel and diverse recommen-
dations. Furthermore, our results show that the use of graph embeddings
in trust-based collaborative filtering significantly improves user coverage.

Keywords: Recommender systems · Empirical study · Graph
embeddings · Cold-start · Trust networks

1 Introduction

Recommender systems suffer from the well-known cold-start problem [1] that
arises when users have rated no or only few items. The cold-start problem is par-
ticularly problematic in neighborhood-based recommendation approaches such
as collaborative filtering (CF) [2] since the ratings of these users cannot be
exploited to find similar users. Trust-based recommender systems (e.g., [3–6])
have been proposed as a potential remedy for the cold-start problem. They alle-
viate this problem by generating a trust network, i.e., a type of a social network
in which nodes usually represent users and edges represent trust connections
between users based on their explicitly expressed or implicitly derived trust
relationships. Although trust is a complex and ambiguous concept from social
sciences, in the context of recommender systems, we use a simple interpretation
in which users trust other users in the system if they trust their opinions and rat-
ings on different items [5]. Resulting trust network can be used to find the k-most
similar users, whose items are recommended to a target user. Trust networks
c© Springer Nature Switzerland AG 2020
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are, however, typically sparse [7] since only a fraction of users have trust connec-
tions, which makes finding the k-similar users challenging. In the present work,
we explore the utility of graph embeddings to extract the k-similar users from
trust networks. To that end, we conduct experiments on three publicly available
benchmark datasets often used in studies on trust-based recommender systems:
Epinions [5], Ciao [8], and Filmtrust [9]. We empirically evaluate a range of state-
of-the-art graph embedding approaches [10] from four distinct method families,
i.e., (i) factorization-based methods, (ii) random-walk-based approaches, (iii)
methods based on deep learning, and (iv) the LINE approach [11] that falls in
neither of these families, with respect to their ability to deliver accurate, novel,
and diverse recommendations [12] for cold-start users.

In our experimental setup, we split each dataset into a validation set (warm-
start users) and a test set (cold-start users). For each graph embedding app-
roach, we perform a hyperparameter optimization on each validation set. We
then select the hyperparameters which result in highest recommendation accu-
racy. We generate recommendations for each target user in a CF manner by find-
ing k-similar neighbors using the learned embeddings and ranking their items by
similarity scores. Finally, we evaluate the resulting graph embeddings against a
corresponding test set with respect to accuracy and beyond accuracy metrics. We
compare the graph embedding approaches against five baselines from trust-based
recommender systems, commonly used in cold-start settings: (i) Most Popular
(MP) recommends the most frequently rated items, (ii) Trustdir extracts trusted
users directly from a trust network, (iii) Trustundir ignores edge directions and
extracts neighbors from the resulting undirected network, (iv) Trustjac applies
the Jaccard coefficient on the explicit trust network, and (v) TrustKatz [13] com-
putes the Katz similarity to infer transitive trust relationships between users.
To quantify the algorithmic performance, we evaluate recommendation quality
in terms of nDCG, novelty, diversity and user coverage.

We find that as a result of their ability to create a representation of each user
in a network, graph embeddings are able to improve user coverage when com-
pared to the baseline approaches. Our experiments also show that random-walk-
based approaches, i.e., Node2vec and DeepWalk, consistently outperform other
graph embedding methods on all three datasets in terms of recommendation
accuracy. Finally, we find a positive correlation between novelty and accuracy in
all three datasets suggesting that users in the respective platforms tend to prefer
novel content. Summing up, our contributions are three-fold. Firstly, we provide
a large-scale empirical study on the efficacy of graph embedding approaches in
trust-based recommender systems. Secondly, unlike many previous studies, which
evaluated only recommendation accuracy, we compare different approaches with
respect to beyond accuracy metrics such as novelty, diversity and user coverage.
Lastly, our results provide new insights into user preferences based on correla-
tions between different recommendation quality metrics.
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2 Graph Embeddings

In this study, we compare the recommendation performance of graph embed-
ding approaches from four distinct method families [10], i.e., factorization-based
methods, random-walk-based approaches, deep-learning-based approaches, and
the LINE approach [11] which falls in neither of the first three families.

Factorization-based Approaches. Factorization-based approaches produce
node embeddings using matrix factorization. The inner product between the
resulting node embedding vectors approximates a deterministic graph proximity
measure [14]. In total, we investigate five different factorization approaches:

- Graph Factorization (GF) [15] factorizes the adjacency matrix and deter-
mines proximity between nodes directly on the adjacency matrix.1

- Laplacian Eigenmaps (LE) [16] factorizes the normalized Laplacian matrix
and preserves the 1st-order proximity.1

- Locally Linear Embedding (LLE) [17] minimizes the squared difference
between the embedding of a node and a linear combination of its neighbors’
embeddings, weighted by the edges connecting to them. The solution of this
minimization problem reduces to a factorization problem. (see footnote 1)
- High-Order Proximity preserved Embedding (HOPE) is able to preserve
higher-order proximities and capture the asymmetric transitivity. [18]. (see
footnote 1)
- Graph Representations with Global Structural Information (GraRep) [19]
can handle higher-order similarity as it considers powers of the adjacency
matrix.2

Random Walk-Based Approaches. RW-based approaches first identify the
context of a node with a random walk and then learn the embeddings typically
using a skip-gram model [10]. In total, we evaluated three different approaches:

- DeepWalk [20] extracts node sequences with truncated random walks and
applies a skip-gram model [21] with hierarchical softmax on the node pairs.3

- Node2vec [22] extends DeepWalk with hyperparameters to configure the
depth and breadth of the random walks. In contrast to DeepWalk, Node2vec
enables to define flexible random walks, while DeepWalk only allows unbiased
random walks over the graph [14].4

- Role2vec [23] uses attributed random walks to learn embeddings. As
Role2vec enables to define functions that map feature vectors to types, it
can learn embeddings of types of nodes.5

1 Implementation used: https://github.com/palash1992/GEM-Benchmark.
2 Implementation used: https://github.com/benedekrozemberczki/role2vec.
3 Implementation used: https://github.com/phanein/deepwalk.
4 Implementation used https://github.com/aditya-grover/node2vec.
5 Implementation used: https://github.com/benedekrozemberczki/role2vec.

https://github.com/palash1992/GEM-Benchmark
https://github.com/benedekrozemberczki/role2vec
https://github.com/phanein/deepwalk
https://github.com/aditya-grover/node2vec
https://github.com/benedekrozemberczki/role2vec
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Deep Learning-Based Approaches. Such approaches use deep neural net-
work models to generate node embeddings. In this research paper, we studied
three deep learning-based models in total:

- Deep Neural Networks for Graph Representations (DNGR) [24] uses ran-
dom surfing to build a normalized node co-occurrence matrix and employs a
stacked denoising autoencoder to learn node embeddings.6

- Structural Deep Network Embedding (SDNE) [25] finds neighbors by means
of 1st and 2nd order proximity and learns node embeddings via autoencoders.7

- Graph sample and aggregate GraphSAGE [26] is a multi-layered graph con-
volutional neural network, which represents nodes internally by aggregating
their sampled neighborhoods and utilizes a random-walk-based cost function
for unsupervised learning. GraphSAGE performs the convolution in the graph
space. It uses either mean-based, GCN-based, LSTM-based, mean pooling or
max pooling models for aggregation.8

Large-Scale Information Network Embedding. LINE [11] creates embed-
dings that preserve 1st-order and 2nd-order proximity which are represented as
joint and conditional probability distributions respectively.9

3 Preliminaries

3.1 Datasets

We employ three open datasets commonly used when evaluating trust-based
recommender systems, i.e., Epinions [5], Ciao [8], and FilmTrust [9]. For all three
datasets, we create an unweighted trust network, in which each node represents a
user, and each directed edge denotes a trust relationship between two users. The
trust network is then an adjacency matrix A where Au,v is 1 in case of a trust
link between u and v, and 0 otherwise. As a result of preliminary experiments,
we found that most of the approaches achieved better accuracy results with an
undirected network. One possible explanation is that removing the edge direction
increases the average number of edges for each node and reduces the sparsity of
the adjacency matrix. Moreover, some approaches are not able to consider link
direction by design. Therefore, we convert the trust network to an undirected
network in all of our experiments by removing edge direction, thus making A
symmetric. Furthermore, we create a ratings matrix R, where each non-zero
entry Ru,i represents a rating given by a user u to an item i. Table 1 shows basic
statistics for all three datasets.

Dataset Splits. We split each dataset into two sets: warm-start users, i.e., users
with >10 ratings and cold-start users, i.e., users with ≤10 item ratings. While
6 Implementation used: https://github.com/ShelsonCao/DNGR.
7 Implementation used: https://github.com/suanrong/SDNE.
8 Implementation used: https://github.com/williamleif/GraphSAGE.
9 Implementation used: https://github.com/tangjianpku/LINE.

https://github.com/ShelsonCao/DNGR
https://github.com/suanrong/SDNE
https://github.com/williamleif/GraphSAGE
https://github.com/tangjianpku/LINE
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Table 1. Dataset statistics.

Dataset #Users #Items #Edges #Ratings Graph density

Epinions 49,288 139,738 487,183 664,824 2 × 10−4

Ciao 19,533 16,121 40,133 72,665 1.85 × 10−3

Filmtrust 1,642 2,071 1,853 35,497 2.43 × 10−3

we use the subset of warm-start users as a validation set for hyperparameter
optimization concerning recommendation accuracy, the subset of cold-start users
is used as a test set for measuring algorithm performance. Table 2 reports the
number of cold-start and warm-start users in our datasets.

Table 2. Number of users per dataset split.

Users with ratings Users with ratings & trust

Dataset Warm-start Cold-start Warm-start
(Validation set)

Cold-start
(Test set)

Epinions 14,769 25,393 14,769 25,393

Ciao 1,020 16,591 571 2,124

Filmtrust 963 545 499 241

3.2 Experimental Setup

The initial directed trust network is converted to an undirected network by
removing edge directions. The resulting undirected symmetric A is then used
as an input for the graph embedding methods, which, as a result, create a d-
dimensional embedding for each node (i.e., user) in the graph.

Recommendation Strategy. After generating the embedding for each node in
the graph, a similarity matrix S is created based on the pairwise cosine similarity
between nodes’ embeddings. Recommendations are generated in a kNN manner
where we find the k-nearest neighbors Nk (i.e., k most similar users) for the
target user ut using the similarity matrix S. We use k = 40 across all of our
experiments as in [13]. Then, we assign a score for all items the users in Nk have
interacted with:

score(i, ut) =
∑

v∈Nk

Sut,v · Rv(i), (1)

where Rv(i) corresponds to the rating assigned by the user v to the item i
and Sut,v corresponds to the similarity score in S between target user ut and
the neighbor user v from Nk. For each target user ut with n rated items, we
recommend 10 items ranked according to Eq. 1 and compare them with the
actual rated items.
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Evaluation Metrics. Previous research has shown [27] that accuracy may not
always be the only or the best criteria for measuring recommendation quality.
Typically, there is a trade-off between accuracy, novelty, and diversity since users
also like to explore novel and diverse content depending on the context. There-
fore, in our work, we examine both novelty and diversity as well as accuracy.
In particular, in our experimental setup, we use the following four accuracy and
beyond-accuracy metrics for evaluation.
Normalized Discounted Cumulative Gain (nDCG@n) – a ranking-dependent
metric measuring recommendation accuracy based on the Discounted Cumu-
lative Gain (DCG) measure [28].
Novelty@n – corresponds to a recommender’s ability to recommend long-tail
items that the target user has probably not yet seen. We compute novelty using
the Expected Popularity Complement (EPC) metric [29].
Diversity@n – describes how dissimilar items are in the recommendation list.
We calculate it as the average dissimilarity of all pairs of items in the recom-
mendation list [30]. More specifically, we use cosine similarity to measure the
dissimilarity of two items based on doc2vec embeddings [31] learned using the
item vector from R where each rating is replaced with the user id.
User Coverage – defined as the number of users for whom at least one item rec-
ommendation could have been generated divided by the total number of users
in the target set [5].

Baseline Approaches. We evaluate the graph embeddings approaches against
five different baselines:
- Explicit directed trust (Trustdir) is a naive trust-based approach that uses the
unweighted, directed trust network’s adjacency matrix for finding user’s nearest
neighbors, i.e. S = A.
- Explicit undirected trust (Trustundir) is similar to Trustdir but converts the
network to an undirected one by ignoring the edge direction, thus making A
symmetric, i.e. S = Aundir.
- Explicit trust with Jaccard (Trustjac) uses the Jaccard index on the undirected
trust network Aundir. S is a result of calculating the pairwise Jaccard index
on Aundir. The intuition behind this algorithm is that two users are treated as
similar if they have adjacent users in common, i.e., trustors and trustees.
- Explicit trust with Katz similarity (TrustKatz) [13] exploits regular equiva-
lence, a concept from network science by using Katz similarity in order to model
transitive trust relationships between users.
- Most Popular (MP) is a non-personalized approach in recommender systems,
which recommends the most frequently rated items.

4 Results

Table 3 shows our results in terms of nDCG, novelty, diversity and user cover-
age for n = 10 recommendations on cold-start users (test set). The reported
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results depict those hyperparameter configurations10, which achieve the highest
recommendation accuracy on warm users (validation set).

4.1 Accuracy Results

To ease the interpretation of the evaluation results across all three datasets, we
rank the results by nDCG and compute the average of these ranks. Correspond-
ingly, in the RanknDCG column, we show the resulting average rank for the three
datasets for recommendation accuracy.

We can observe that RW-based approaches, especially Node2vec and Deep-
Walk, are the best performing approaches on all three datasets. In most cases,
approaches based on graph embeddings outperform the baselines, except for
Trustjac on Epinions. Contrary to a study conducted in [13], Trustjac achieves
higher accuracy in comparison with TrustKatz. The reason is that in the present
work, we convert the trust network to an undirected network, i.e., do not con-
sider the direction of the trust edge. HOPE and Laplacian Eigenmaps perform
best among the factorization-based approaches; LINE shows a good performance
on all three datasets concerning all three metrics, and GraphSAGE is the best
deep learning approach. SDNE does not perform well in our experiments, which
we attribute to not exploring a sufficiently broad range of hyperparameters.

4.2 Beyond-Accuracy Results

Novelty, Diversity, and User Coverage. Being superior in the case of
RanknDCG, Node2vec also achieves high novelty and diversity scores. Plus, it per-
forms similarly or better than other RW-based methods across all three datasets.
Factorization-based approaches show average performance concerning both nov-
elty and diversity, except for GF, which scores very low on novelty and above
average on diversity. DL approaches show average to below-average performance
on novelty and average performance on diversity. Trust-based baselines achieve
high novelty scores in general and, not surprisingly, MP has a high diversity
score and the worst novelty score out of all approaches. Since all graph embed-
ding approaches create a latent representation of each user in a trust network
using it to generate a set of item recommendations, there are no differences
among them in user coverage. Except for MP, all baselines result in lower user
coverage than the graph embedding approaches. Since MP provides the same
list of recommendations to all users, it always has a maximum user coverage.

Evaluation Metrics and User Preferences. Table 3 reports only mean val-
ues for each of the approaches. However, we store individual nDCG, novelty, and
diversity values for each target user and each approach and dataset. By com-
puting the Kendall rank correlation coefficient (Bonferroni corrected, p < 0.01)
on non-zero metrics values for all approaches, we can get an insight into user

10 Details on the hyperparameter optimization can be found at: https://github.com/
tduricic/trust-recommender/blob/master/docs/hyperparameter-optimization.md.

https://github.com/tduricic/trust-recommender/blob/master/docs/hyperparameter-optimization.md
https://github.com/tduricic/trust-recommender/blob/master/docs/hyperparameter-optimization.md
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Table 3. Evaluation results on cold-start users for different trust-based CF approaches
for n = 10 recommendations concerning nDCG, novelty, diversity, and user cover-
age comparing approaches from five different algorithm families across three differ-
ent datasets. Values marked with ∗ denote that the corresponding approach was sig-
nificantly better than every other approach with respect to the appropriate metric
according to a Wilcoxon signed-rank test (Bonferroni corrected, p < 0.01). RanknDCG

is calculated by summing nDCG-based ranks across the datasets and re-ranking the
sums.

preferences for each dataset. In this manner, we observe a statistically significant
positive mean correlation across all three datasets between nDCG and novelty,
ranging from 0.43 on Epinions to 0.36 on Filmtrust. This suggests that users
on all three platforms prefer recommendations with higher novelty, especially on
Epinions. We also observe a statistically significant mean negative correlation
between diversity and novelty on Epinions (−0.15), which suggests that on this
platform, more novel content seems to be less diverse.

5 Conclusions and Future Work

In this work, we explored the utility of graph embedding approaches from four
method families to generate latent user representations for trust-based rec-
ommender systems in a cold-start setting. We found that random-walk-based
approaches, (i.e., Node2vec and DeepWalk), consistently achieve the best accu-
racy. We additionally compared the methods concerning novelty, diversity, and
user coverage. Our results showed that again, Node2vec and DeepWalk scored
high on novelty and diversity. Thus, they can provide a balanced trade-off
between the three evaluation metrics. Moreover, our experiments showed that we
can increase the user coverage of recommendations when we utilize graph embed-
dings in a k-nearest neighbor manner. Finally, a correlation analysis between the
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nDCG, novelty, diversity scores revealed that in all three datasets, users tend
to prefer novel recommendations. Hence, on these datasets, recommender sys-
tems should offer a good tradeoff between accuracy and novelty. This could also
explain the superior performance of the random-walk based approaches and we
plan to investigate this in more detail in follow-up work.

Limitations and Future Work. One limitation of this study is that we treated
the trust networks as undirected while, in reality, they are directed. This may
have resulted in loss of information, and as such, we aim to further explore how
to preserve different properties of trust networks (e.g., asymmetry). Moreover,
it is possible that we did not examine an ample enough space of hyperparam-
eters, which might have resulted in a more reduced performance of some of
the approaches, e.g., SDNE. Furthermore, we aim to explore node properties of
k-nearest neighbors for all methods to find and interpret the critical node prop-
erties preserved by the graph embeddings, which impact the recommendation
accuracy, thus providing a better understanding of the complex notion of trust.
Finally, we aim to incorporate user features obtained from the rating matrix into
graph embeddings learned on the trust network.
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Abstract. During the analysis of neurobiological signals acquired dur-
ing neurosurgical procedures such as Deep Brain Stimulation, one focuses
mainly on the signal’s background and spiking activity. Spikes, the elec-
trical impulses generated by neuron cells, are events lasting about 1.5 ms
with voltage typically well below 200 µV. As the shape of spike derives
from the physical construction of the neuron’s cell membrane and its
distance from the recording point, one can infer that spikes of different
shapes were generated by different neuron cells. This information can
be beneficial during the analysis of the acquired signals, and the proce-
dure of grouping spikes according to their shapes, is called spike sorting.
Typically in this procedure, there are defined various attributes charac-
terizing spike shape, and subsequently, the standard clustering method
is used to produce groups of spikes of different shapes. This may cause
some difficulties that arise both from the definition of good discriminat-
ing attributes as well as from the fact that one does not know beforehand
how many clusters of shapes to expect. The approach presented in this
paper is different, using the fully unsupervised and explainable AI, it
generates groups of spike shapes in a fully automatic way. No attributes
have to be defined nor the expected number of shape clusters provided.
Spike waveforms are fed into the autoencoder that has defined additional
constraints on its latent layers. After training, data obtained from those
layers can be used for the purpose of spike shape clustering. Beside shape
class, one also receives information on how much given spike shape differs
from the mean shape of its class.

Keywords: Spike sorting · Explainable AI · Autoencoder ·
Unsupervised adversarial learning · Distribution enforcement ·
Weighted MSE loss

Introduction

In the process of many Deep Brain Stimulation (DBS) surgeries, the brain activ-
ity is recorded using thin microelectrodes [1]. Signals acquired by those electrodes
help neurosurgeons in precise localization of the target of the surgery. Such sig-
nals are mainly analyzed in two ways: first focusing on signal’s background and
second dealing with neural spikes detected in the signal [2]. As the recording
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microelectrode can register electrical activity in a radius of about 50 µ m from
its lead [1], the activity of nearest neurons is registered as distinct spikes while
a summary of the activity of farther neurons is registered as background noise.

For each neuron cell, the shape of spikes it generates is generally constant
as it comes from the concentration and distribution of ion channels in its cell
membrane [3]. Spikes registered from neurons being farther from the record-
ing lead have also amplitude lower than those being near [1]. From this comes
the assumption that spikes of different shapes do originate in different neuron
cells [1]. Information about the number of active cells in the vicinity of the
electrode might be beneficial in the identification of the area in which the elec-
trode is located. To provide such information i.e., to cluster spike shapes into
classes, the spike sorting is used. There are many papers regarding spike sorting
approaches [4,5]. The main difficulty in the classical spike sorting is the defini-
tion of attributes that discriminate spike shapes in a good manner without the
prior knowledge about the number of spike shape clusters expected in a given
recording.

One of the approaches to classification or clustering of data for which there
are no known attributes is an autoencoder neural network [6] with an adequately
small latent layer. In the purest form, such a network consists of two neural
networks. First network – encoder – transforms input data into latent space
that has dimension much lower than the dimension of the original data. The
second network reconstructs the input data from the latent space. Network in
which the output of the encoder is the input for the decoder forms autoencoder.
During the training of such networks, the goal is to minimize the difference
between input and output. In most cases, this difference, the loss, is calculated
as MSE [6]. The latent layer acts as a bottleneck for the information that passes
through the network. After training, one might attempt to use data from the
latent layer as a set of attributes characterizing data fed into the encoding part
of the autoencoder. The difficulty lies in the fact that there are no constraints
put on the latent layer. Latent data is self-organized, and only for specific input
data, one can find here any naturally occurring clusters.

To improve this situation the variational autoencoders (VAE) were defined
[7]. In those autoencoders, the loss is augmented in such way as to reflect how
much distribution of the latent layer differs from the normal distribution. During
the training process, as the loss is minimized, the distribution of the latent layer
shifts towards the normal distribution. This is feasible for data of one kind, where
one attempts to represent it by normally distributed latent layer. It shows which
data is typical and which one lies on tails of the distribution curve, i.e., which is
typical and which one is not. Another limitation of VAE is that it enforces only
the normal distribution.

The ability to enforce any chosen distribution upon the latent layer has come
with the concept of adversarial autoencoders [8]. Here beside the encoder and
decoder, there is another network. This network is trained to discriminate data
having specified distribution. The discriminating network takes as input, data
of size identical to this given by encoder’s output. Discriminator’s output pro-
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duces, as a result, one if its input data has desired distribution, 0 otherwise.
For simplicity disregarding the minibatch [6] dimension, the adversarial training
works in the following way. a) data with desired distribution is fed into discrim-
inating network which is trained to give one as an output b) input data is fed
into encoder; subsequently the encoder’s output is fed into discriminator, which
is trained to give 0 as an output c) encoder is trained in such way to provide
output for which discriminator gives one as output. Summarizing, in step a) dis-
criminator learns to produce 1 for data with desired distribution and in step b)
discriminator learns to treat encoder’s output as not having desired distribution.
In crucial step c), encoder learns to produce output than can fool discriminator,
i.e., output that is so close to desired distribution that discriminator outputs
1. Of course, besides described adversarial training, autoencoder consisting of
encoder paired with a decoder is still trained to minimize the difference between
encoder’s input and decoder’s output.

Using adversarial autoencoder, one can approach the problem of spike sorting
in an unsupervised way. Let us assume that encoder for single input produces
output composed of two parts. First part has dimension dimc while dimension of
second part is dimg. For each of those parts, there is a defined separate discrim-
inator network. The first discriminator enforces the first part of the encoder’s
output to have categorical distribution [9]. The second discriminator enforces the
remaining part of the encoder’s output to have the normal distribution. In such
a way, it forces the adversarial autoencoder to represent input data in the latent
layer in no more than dimc classes where variability in each class is defined as a
normally distributed vector of size dimg.

1 Construction of the Autoencoder

1.1 Input Data

Waveforms of spikes were obtained from recordings done during DBS surgeries
for Parkinson’s Disease and Dystonia [1]. Sampling frequency during data acqui-
sition was 24 kHz; each spike waveform was recorded in the form of 48 samples,
i.e., as 2 ms of data. The full dataset consists of 330963 spikes. Spikes were
divided into training, validation, and test sets in proportions 80:10:10, resulting
in training data having 264770 spikes, validation data having 33096 spikes, and
finally test data with 33097 spikes. All detected spikes were aligned to have their
maximal value at sample 12 so relatively to spike maximal point the registered
time span ranges from −0.5 µs to 1.5 µs. Originally the recorded data is in
micro-volts and fits in the range [−500 µV, 500 µV]. Before being fed into the
network, the data is normalized to fit in the range [−1, 1].

1.2 Architecture

In the construction of the autoencoder, it has been assumed that spikes are to
be separated into no more than ten classes, and that content of each class is to
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be described as a normally distributed vector from R
3. Assuming that minibatch

size is N , the full autoencoder consists of the following parts.
The encoder is a neural network taking as input tensor of dimensions (N,

48) and producing as an output pair of tensors with dimensions (N, 10) and (N,
3). Let us define first output tensor as categorical head and second as Gaussian
head of the encoder.

enc(input) = (categorical head, gaussian head)

where input ∈ R
(N,48), categorical head ∈ R

(N,10), gaussian head ∈ R
(N,3)

The encoder takes input tensor of shape (N, 48) and puts it through two
dense layers [6]. Each of the two dense layers, has 100 output neurons and uses
ELU [6] activation function. After the second dense layer, there are two dense
layers connected to it. Those two layers use the linear activation function. The
first layer has ten output neurons and produces tensor of shape (N, 10), which
is the categorical head of the encoder. The second one has only three output
neurons and produces tensor of shape (N, 3), which is the Gaussian head of the
encoder. The architecture of the encoder is shown in Fig. 1.

(N,48)

(N,100) (N,100) (N,3)

(N,10)

categorical head

gaussian head

ELU ELU

LIN

LIN

Fig. 1. Architecture of the encoder network

The decoder acts in a way reverse to the encoder. It takes the encoder
output in the form of two tensors of shapes (N, 10) and (N, 3) to produce the
output of shape identical to encoders input, i.e. (N, 48).

dec(categorical input, gaussian input) = output

where categorical input ∈ R
(N,10), gaussian input ∈ R

(N,3), output ∈ R
(N,48)

The architecture of the decoder (see Fig. 2) is slightly more complicated.
There are two dense input networks, one for each of the inputs. The first network
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takes tensor of shape (N, 10) as an input and outputs tensor of shape (N, 100).
The second input network takes tensor of shape (N, 3) as an input and also
outputs tensor of shape (N, 100). In the subsequent step, two resulting tensors
are added to form a single tensor of shape (N, 100). This tensor is fed into a
dense network with 100 output neurons and ELU activation function. Finally,
the last layer is also the dense layer but with 48 output neurons and TANH [6]
activation function. The choice of the TANH activation function instead of often
used Sigmoid [6] function is caused by the fact that original normalized data is
in the range [−1, 1] which is identical to the output range of the Tanh function.

(N,3)

(N,10)

categorical input

gaussian input

+

(N,100) (N,100)

(N,48)

(N,100)

LIN

LIN

ELU TANH

Fig. 2. Layer composition of the decoder

The categorical and Gaussian discriminators are very similar; the only
difference between them is the shape of the input tensor. In the case of the cate-
gorical discriminator, the shape of the input tensor is identical as the categorical
head of the encoder, i.e. (N, 10). Analogously the shape of the input tensor for
Gaussian discriminator matches the Gaussian head and is (N, 3). The discrimi-
nator consists of three dense layers. The first two layers have 100 output neurons
and use ELU activation function. The last layer has two output neurons and is
used for one-hot encoding of the discriminator output.

dscc(categorical input) = output

dscg(gaussian input) = output

where categorical input ∈ R
(N,10), gaussian input ∈ R

(N,3), output ∈ R
(N,2)
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The architecture of the categorical discriminator is shown in Fig. 3.

(N,10)

categorical input

(N,100) (N,100)

(N,2)

ELU ELU LIN

Fig. 3. Layer composition of the categorical discriminator

2 Training

2.1 Training Phases for Single Epoch

For each minibatch, the training consists of three distinct steps.

The Reconstruction Phase. In this phase, autoencoder is trained in a way
that is similar to classical autoencoder. For the given input, the loss function
is defined as MSEw(input, dec(enc(input)). The MSEw being a custom loss
function is based upon the standard MSE function. Each spike waveform is 48
samples long, the sampling frequency is 24 kHz, and so the spike waveform span
is 2 ms. Not all parts of the spike are equally important for the sorting process
[5] let us so define MSEw for minibatch as follows:

in = [xi,j ], i = 0 . . . N − 1, j = 0 . . . 47; out = dec(enc(in))

SEp(in, out, b, e) =
N−1∑

i=0

e∑

j=b

(ini,j − outi,j)2

SEw(in, out) = SEp(in, out, 0, 5) + 50 SEp(in, out, 6, 17) + SEp(in, out, 18, 47)

MSEw(in, out) =
SEw(in, out)

48 N

The coefficient of 50 used in the definition of SEw(in, out) has been found
experimentally. The MSEw focuses on time span between −250 µs and +250
µs as shown in Fig. 4a. The result that is achieved by using such weighted loss
function can be seen in Fig. 4b where the main spike shape is recreated very
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(a) Spike waveform with focus area (b) Spike original waveform and its recre-
ation by the autoencoder

Fig. 4. Role of spike focus area

closely while the distortions present after time 0.5 ms are replaced by general
waveform learned from spikes during the training process.

The Adversarial Phase. In this phase, the discriminators are trained. Firstly
for the given input of size (N, 48) the categorical head and gaussian head
are calculated. In the next four steps, the total discriminatory loss is calcu-
lated. The lossHC is calculated as cross-entropy loss between the output of the
dscc(categorical head) and zero filled vector of size N. The lossHG is calculated
as cross-entropy loss between the output of the dscg(gaussian head) and zero
filled vector of size N. At this step, two tensors are generated, first tensor tc
is of size identical to categorical head and is filled with randomly generated
numbers sampled with categorical distribution along horizontal the axis. The
second tensor tg is of size identical to gaussian head and is filled with ran-
dom numbers sampled with the normal distribution. The lossSC is calculated
as cross-entropy loss between the output of the dscc(tc) and one filled vector
of size N. The lossSG is calculated as cross-entropy loss between the output of
the dscg(tg) and one filled vector of size N. Finally the total discriminatory loss
lossHC + lossHG + lossSC + lossSG is used for training of the categorical and
Gaussian discriminators. It is expected that discriminators will return class 0 for
data produced by the encoder while returning class 1 for the data sampled with
desired distributions. cross-entropy loss was calculated using CrossEntropyLoss
implementation provided by PyTorch [10].

The Generation Phase. The purpose of this phase is to train encoder to
enforce categorical distribution on categorical head and normal distribution on
gaussian head. This step is similar to the previous one in this that in each epoch,
it uses the same calculated categorical head and gaussian head tensors. The
lossHC and lossHG are however calculated differently. The lossHC is calculated
as cross-entropy loss between the output of the dscc(categorical head) and one
filled vector of size N. The lossHG is calculated as cross-entropy loss between
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the output of the dscg(gaussian head) and one filled vector of size N. Finally,
the total generative loss lossHC + lossHG is used for the training of the encoder.
The encoder is trained to produce heads that discriminators would recognize as
having proper distributions.

2.2 Training of the Autoencoder

For all four networks i.e., encoder, decoder, and both discriminators, for the
weight optimization, the Adam [11] algorithm has been chosen. The initial learn-
ing rate for encoder and decoder was set to 1e−4, while for discriminators, the
1e−2 value was set. Additionally, for generalization, for the encoder and decoder,
the weight decay was set to 0.0005. The stop condition in case of training of
adversarial autoencoders is not as clearly defined as in many other applications
where the lowest loss for the validation data is the golden standard [6]. Here one
of the goals is, of course, the low validation loss on reconstruction phase but the
main goal is the achievement of a stable equilibrium between adversarial and
generative loss. All those conditions have been achieved during training as can
be seen in Fig. 5a and especially in Fig. 5c and d. At epoch 3000, the recre-
ation loss was 0.0020818 validation data (V) and 0.0020843 for test data (T).
The respective adversarial losses were 2.3282955 (V) and 2.3300469 (T). Finally,
the generative losses were 1.5815901 (V) and 1.5819962 (T). Important informa-
tion can also be found in Fig. 5b where one can find how many of the classes
represented by the categorical head, were actually used by the autoencoder.

(a) Reconstruction loss (b) Used classes

(c) Adversarial loss (d) Generative loss

Fig. 5. Losses and used class count for validation data
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3 Evaluation and Summary

During training, only nine out of 10 possible classes were used (see Fig. 5b).
Spikes of all those classes were also found in validation and test data. Below,
shown are three out of nine found classes. For each class shape, its center is shown
with a thick black line; this is the shape for a particular class when all values in
the Gaussian input of the decoder are set to 0. Gray shapes were generated by
putting random numbers from N (0, 0.75) into the Gaussian input of the decoder.
In fact, the decoder alone has become a GAN network [12] generating various
spike shapes.

(a) Shape class 0 (b) Shape class 3 (c) Shape class 4

Fig. 6. Selected shape classes found in test data

The question that now has to be answered is if the Gaussian head for the test
data has a normal distribution. Table 1 shows the p-values for the D’Agostino
and Pearson’s test [13].

Table 1. p-values for data in Gaussian head for classes found in test data. Gausian
head is represented here as gh ∈ R

3

Class ID Count p-value for gh[0] p-value for gh[1] p-value for gh[2]

0 6133 2.042e−07 2.296e−08 3.290e−25

1 4648 9.557e−25 2.173e−09 9.937e−31

2 2965 1.223e−05 5.464e−13 2.833e−22

3 1895 9.965e−07 3.931e−01 2.052e−03

4 5198 1.624e−12 7.758e−11 5.241e−02

5 3581 7.687e−46 5.608e−07 2.595e−05

6 2 – – –

7 4221 2.646e−41 3.097e−04 4.114e−32

8 4454 3.731e−55 9.075e−03 8.396e−20

Clearly, for all classes where the calculation of p-vale was feasible, in all but
two underlined cases, the p-value is well below 0.005, i.e., the data is normally
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distributed. Additionally, one case where the p-value is above 0.05 is a narrow
miss being 0.052.

It has been shown that adversarial autoencoder can be used for spike shape
classification. Additionally, when analyzing spikes detected in a single recording,
where their variety is much smaller than in the training set, obtained results
might be used as a basis for further research. For example, one might try to find
smaller, more specific clusters of spike shapes within classes found by autoen-
coder.

It must be remarked here that in the architecture of the adversarial autoen-
coder, setting the sizes of heads sets only the upper limits for the network. As
the learning is in this particular case unsupervised, there is no guarantee that
the number of classes found will be equal to the size of the categorical head. For
example, in this paper, the categorical head has size 10, and only 9 classes were
found.

Similarly, setting a certain size of the Gaussian head does not guarantee that
all its dimensions will be used. During tests, when the size of the Gaussian head
was set to 5, two of those dimensions were found to be very close to zero for
all training, validation, and test data. They were left unused by the encoder
and what is remarkable, further tests showed that their values had almost no
influence on the decoder output.
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Abstract. Sponges and corals are ecologically important members of the marine
community. Climate change, while harmful to corals, has historically been favor-
able to sponges. Sponge population dynamics are studied by analyzing core sam-
ples of marine sediment. To date this analysis has been performed by microscopic
visual inspection of core cross sections to distinguish spicules (the rigid silica
components of sponge skeletons) from the residue of other silica-using organisms.
Since this analysis is both slow and error prone, complete analysis ofmultiple cross
sections is impossible.

FlowCam® technology can produce tens of thousands ofmicrophotographs of
individual core sample particles in a few minutes. Individual photos must then be
classified in silico. We have developed a Deep Learning classifier, called Poriferal
Vision, that distinguishes sponge spicules from non-spicule particles. Small train-
ing sets were enhanced using image augmentation to achieve accuracy of at least
95%. A Support Vector Machine trained on the same data achieved accuracy of at
most 86%. Our results demonstrate the efficacy of Deep Learning for analyzing
core samples, and show that our classifier will be an effective tool for large-scale
analysis.

Keywords: Deep Learning · Sponges · Porifera · Climate

1 Introduction

Sponges (Phylum Porifera) are prolific reef builders [1] and benthic grazers [2, 3]. Many
sponges (Phylum Porifera, especially Classes Demospongiae and Hexactinellida) form
spicules – the rigid components of their skeletons – composed of silica. Since silica
can resist breakdown for millions of years, spicules are part of the geological record,
providing insight into the presence and ecological significance of sponges under a variety
of climatic conditions. Sponge populations have increased significantly during planetary
warm periods, including the Upper Carboniferous period (300 mya) [4], some stages of
the Paleozoic (540–250 mya) andMesozoic (250–65 mya) eras [5], the Triassic/Jurassic
transition (200 mya) [6], and the Pliocene warm period (3 mya) [7].
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Shallow water reefs are hotspots of marine biodiversity, fringing 1/6 of the world’s
coastlines [8] and supporting hundreds of thousands of species [9]. Reefs are predom-
inantly coral rather than sponge; the hard carbonate exoskeletons of dead coral polyps
accrete to form non-living support structures for living reef components. However, coral
reefs are particularly vulnerable to current climate change conditions. Rising tempera-
tures cause bleaching by forcing expulsion of heat-intolerant symbionts [10, 11]. Ocean
acidification, driven by increased CO2 in the atmosphere, slows production of calcium
carbonate and accelerates removal of calcium carbonate by dissolution and bioerosion
[12–14] in shallow and deep waters; moreover there is mounting evidence that increas-
ing acidity disrupts the life cycle of corals at multiple stages [15]. Goreau et al. have
estimated that climate change had destroyed or degraded 25% of all reefs by the year
2000 [16]. The loss of coral reefs can be expected to continue through the century, since
atmospheric CO2 levels are expected to rise to 750 ppm by 2100 [17].

The ongoing degradation of coral reefs, together with the historical success of
sponges during warm periods, suggest that sponges may be due for a resurgence in
ecological importance, and may replace corals as major reef builders [18]. The eco-
logical and economic importance of reefs motivate research into the mechanics of the
historical success of sponges during past warm periods. Although glass sponges do not
build significant shallow water reefs, they are similar to reef-building corals in that they
form the foundation for unique communities [19], provide three-dimensional habitat
[20], are a nursery habitat for many species [21], and enhance local biodiversity [19,
22]. Their historical response to climate change can therefore elucidate present-day
coral and sponge population dynamics. Much information can be gained by counting
and classifying spicules from smear slides of spicule-bearing core samples (Fig. 1).

Unfortunately, while particle size distribution can be computedmechanically, identi-
fication of particles is labor intensive. Core sections must be inspected microscopically,
and spicules must be distinguished from the organic and inorganic constituents of the
cores, plus refractory detritus of other silica-using organisms such as diatoms and radi-
olarians (Phylum Retaria). Comprehensive analysis of large numbers of sections is not
practical. FlowCam® technology (Fluid Imaging Technologies, Inc.) offers a partial
solution to this problem of scale. In a FlowCam device, particles in suspension pass one
by one in front of a camera; this approach can generate tens of thousands of photographs
from a sample in a matter of minutes. To our knowledge this technology has not yet been
systematically applied to core samples, although recent success with cyanobacterial
blooms [23] suggests that the approach is promising. However, a FlowCam approach to
large-scale spicule analysis requires software classification of large numbers of individ-
ual photographs. To facilitate development of a classifier, Fluid Imaging Technologies
generously performed a small-scale run on a core sample from the Bering Sea from
the Pliocene warm period. 110 photographs of sponge spicules and 113 photographs of
non-spicule particles (diatoms and radiolarians) were generated (Fig. 1).

Our experience with computer vision technology suggested that an accurate pho-
tograph classifier could be achieved using Artificial Neural Networks (ANNs), which
have been shown to be effective in handling large scale image classification problems
and are the de-facto standard in image recognition problems [24, 25]. In particular we
hypothesized that a deep convolutional neural network (ConvNet) [26] could achieve
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Fig. 1. (A) Smear slide microphotograph showing a diatom (in red dashed circle) and a glass
sponge spicule (along dashed red line). (B) FlowCam series 8000 flow imaging microscope.
Reprinted with permission from Fluid Imaging Technologies, Inc. (C) Glass sponge spicule. (D)
Diatom. (E) Radiolarian. The similarity between (C) and (E) necessitates a sophisticated software
classifier. (Color figure online)

acceptable accuracy despite the obvious similarity between glass sponge spicules and
radiolarians. However, ConvNets require extensive positive training data, and the avail-
able training data consisted of just 110 positive examples and 113 negative examples
from the few FlowCam images provided by Fluid Imaging Technologies. Fortunately,
training data can be enhanced in silico, and we further hypothesized that ConvNet accu-
racy could benefit from data augmentation [27] via image manipulation of the original
photographs. We have trained a deep ConvNet, called “Poriferal Vision”, that achieves
95% accuracy with available data. A Support Vector Machine (SVM) classifier [28, 29]
was trained using the same data to provide a basis for comparison; the Poriferal Vision
model consistently achieved higher accuracy.

2 Methods

To enable rapid in silico identification of FlowCam images from marine core samples,
a deep convolutional neural network (ConvNet) called “Poriferal Vision” was trained
on data from the Bering Sea. Data augmentation was applied to training instances. 20%
of the augmented data was withheld from training and used for testing. Withheld data
was tested on the Poriferal Vision ConvNet and, for comparison, on a Support Vector
Machine.

2.1 Data Collection

Sediments from a section of a Bering Sea core sample (Fig. 3) were provided by the
Aiello research group at Moss Landing Marine Laboratories. The Integrated Ocean
Drilling Program Expedition 323 to the Bering Sea (IODP Exp 323) discovered that, in
the central part of this marginal sea at Bowers Ridge (Site U1340, ~600 m; water depth
1295 m; Fig. 3), sponge spicules comprise a very important component of hemipelagic
sedimentation, together with diatom frustules and ice-rafted debris (Fig. 2) [7, 30].



208 S. Saxena et al.

Fig. 2. Bering Sea and adjacent landmasses. The red dot marks sampling site U1340. (Color
figure online)

To create positive training and testing sets, 110 sponge spicule photographs were
manually selected. Negative example photographs of 80 diatoms and 33 radiolarians
were collected. All photographs were randomly split into training and testing sets. To
compensate for the small number of training examples, the positive and negative training
sets were enhanced by transforming images using the OpenCV software package [31].
Individual images were read into OpenCV in grayscale. In order to preserve the structure
of the single objects in the photos and to getmore realistic transformations, the polygonal
chain approximationmethod [32]was used to trace highly accurate contours around each
object. A rectangular bounding box was drawn around the contours, isolating the object
and preserving its local background context. The bounding box was flipped horizontally,
vertically, and horizontally + vertically to generate 3 new images from each original.
All images were rotated in increments of 15°. Lastly, in order to reduce the probability of
misidentification of poorly centered images, 6 perspective transformations were applied
to each original image by translating the object by a small distance. To ensure that
perspective transformation did not create any blank images, a blurring Gaussian filter
[33] was applied to the transformed images; any image with a majority of black pixels or
a majority of white pixels was removed from the data set. All image backgrounds were
cleaned by removing noise and deleting line artifacts of rotation. Images were saved in
.jpg format and, as a quality control check, visually inspected. Accepted images were
resized to 138 × 78 pixels (the mean resolution among accepted images).

2.2 ConvNet and Support Vector Machine Design and Training

The Poriferal Vision ConvNet was implemented in TensorFlow [34]; The architecture
of the model was conservatively inspired by AlexNet [26], which seems suitable as a
pioneering large scale image classification architecture for our specific problem. The
motivation behind designing a lean ConvNet was to accommodate for the limited size of
the dataset despite data augmentation and learn a generalizable distribution of features
from it. It consists of two 2D convolutional layers with a filter size of 64 and kernel size
of (3, 3) to convolve over. Considering the relatively small dimension of the transformed
images a smaller kernel size would allow learning localized features and differentiate
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between spicules and radiolarians, due to the high degree of similarity between them.
Both layers use relu [35] activation function and max pooling to down sample the input
representation.

These are followed by a flatten and dense layer with relu activation to reduce the
spatial dimension of the input, finally followed by an output layerwith sigmoid activation
[36] (Fig. 3). Training proceeded for 14 epochs.

Fig. 3. Poriferal Vision Convolutional Neural Network (CNN) design

To provide a basis for assessing the Poriferal Vision model, a Support Vector
Machine classifier was created using the Support Vector Classifier module of SciKit-
Learn [37], with a linear kernel. Following the method of R. Sahak et al. [38], training
time was reduced by using Principal Component Analysis (PCA) to limit feature dimen-
sionality. The kernel’s c and gamma parameters were optimized using SciKit-Learn’s
GridSearchCV module.

2.3 Evaluation

The Poriferal Vision ConvNet was trained first with the original training data and then
with the enhanced data. In each category (sponge spicules, diatoms, and radiolarians),
20% of data was withheld from training and later used for testing (Table 1). All training
and experiments performed on Poriferal Vision were also performed on the Support
VectorMachine. For all 4 experiments (Poriferal Vision and SVM, original and enhanced
data), the classifiers were evaluated by computing test accuracy, f-score, precision, and
recall.

Table 1. Training and testing sets.

Data Set Organism Original
photos

Original
testing
photos

Original
training
photos

Flipped
images

Rotated
images

Perspective
transformations

Total
selected
training
images

Positive Sponges 110 30 80 240 5120 376 5816

Negative Diatoms 90 22 68 204 4352 408 5032

Radiolarians 33 8 25 75 1600 150 1850
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3 Results

Test accuracy, f-score, precision, and recall for the 4 experiments are given in Table 2.
Accuracy and loss over 14 training epochs, for both the original and enhanced data sets,
are shown in Fig. 4.

Table 2. Results for SVM and Poriferal Vision, for original and enhanced (i.e. original and
transformed) images.

Model Images Test accuracy F-score Precision Recall

SVM Original 0.83 0.83 0.83 0.83

Enhanced 0.80 0.79 0.86 0.80

Poriferal Vision Original 0.92 0.92 0.93 0.92

Enhanced 0.95 0.95 0.95 0.95

Fig. 4. Poriferal Vision CNN training regimes, showing accuracy (left) and loss (right) with the
original (top) and enhanced (bottom) data sets over 14 training epochs. The test set (brown lines)
was composed of 20% of each photograph set (spicules, diatoms, radiolarians), selected randomly
and withheld from model training. (Color figure online)

4 Discussion

The Poriferal Vision ConvNet, trained with the enhanced data set, achieved 95% accu-
racy according to all 4 computed statistics (test accuracy, f-score, precision, and recall).
Enhancing the positive and negative training data added 2–3% to the statistics. Our
hypotheses are therefore confirmed: a ConvNet has been shown to achieve reason-
able accuracy, and image enhancement improves accuracy. Significantly, the enhanced-
data version of Poriferal Vision is accurate enough to be applied to large-scale sets of
FlowCam images when those become available.
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The Support Vector Machine classifiers, trained on the same data as the Poriferal
Vision models, was less accurate than Poriferal Vision by 5 to 11% points. This may be
due to the PCA-based dimension reduction which was applied in order to make model
computation time tractable. The time complexity of a linear kernel SVM is O(n), where n
is the number of dimensions. Since SVMs are not practical without dimension reduction,
they are not appropriate for the kind of classification undertaken here.

The next stage of Poriferal Vision’s development will involve taxonomic classifica-
tion of spicules (and perhaps diatoms and radiolarians). We hope and expect that the
insights gained from consequent analysis of the historical record will help the scien-
tific and ocean policy communities to understand the future role of sponges in marine
environments.

5 Conclusions

The Poriferal Vision ConvNet, trained with the enhanced data set, achieved at least 95%
accuracy according to all 4 computed statistics (test accuracy, f-score, precision, and
recall). This result justifies future efforts to expand the training set.

A larger training set, with spicules identified by species or by higher taxonomic
level, will enable a more sophisticated classifier that can identify samples by species
or by higher taxonomic level. Such a classifier, if deployed on shipboard and receiving
FlowCam images in real time, would enable real-time analysis of the local marine envi-
ronment, thus greatly enhancing the efficiency of sponge analysis at a moment in human
history when such analysis is urgent.
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Abstract. In this paper, we test two anomaly detection methods
based on Generative Adversarial Networks (GAN) on office monitoring
including humans. GAN-based methods, especially those equipped with
encoders and decoders, have shown impressive results in detecting new
anomalies from images. We have been working on human monitoring in
office environments with autonomous mobile robots and are motivated
to incorporate the impressive, recent progress of GAN-based methods.
Lawson et al.’s work tackled a similar problem of anomalous detection
in an indoor, patrol trajectory environment with their patrolbot with a
GAN-based method, though crucial differences such as the absence of
humans exist for our purpose. We test a variant of their method, which
we call FA-GAN here, as well as the cutting-edge method of GANomaly
on our own robotic dataset. Motivated to employ such a method for a
turnable Video Camera Recorder (VCR) placed at a fixed point, we also
test the two methods for another dataset. Our experimental evaluation
and subsequent analyses revealed interesting tendencies of the two meth-
ods including the effect of a missing normal image for GANomaly and
their dependencies on the anomaly threshold.

Keywords: One-class anomaly detection · Generative Adversarial
Networks · Human monitoring

1 Introduction

Monitoring an office environment, especially the humans inside, represents an
interesting problem for intelligent systems from both scientific and industrial
viewpoints. Detecting anomalies is one of the most fundamental and yet impor-
tant subproblems, though collecting and even knowing such anomalies before-
hand are at the same time laborious and difficult. One-class anomaly detection,
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which takes only normal data in the training stage to detect anomalies in the
test stage, solves these shortcomings. Recently Generative Adversarial Networks
(GAN) [1], which are deep neural networks capable of learning the probabilistic
distribution of the given, originally unlabeled, examples, have shown impres-
sive results in detecting new anomalies from images. For instance, Lawson et al.
report that the false positive rate of 4.72% achieved with their previous method
[2] dropped to 0.42% with their GAN-based method in an anomaly detection
problem by their patrolbot [3].

We have been working on office monitoring including humans inside with
autonomous mobile robots, e.g., skeleton clustering [4], facial expression cluster-
ing [5], and fatigue detection [6]. Recently our interests are focused on one-class
anomaly detection [7,8], though these works adopt non-GAN-based approaches.
Motivated to incorporate the impressive, recent progress of GAN-based methods,
we test two most relevant methods, which we explain in Sect. 2, on our robotic
and VCR datasets.

2 Related Work

Recently GAN-based one-class anomaly detection has attracted considerable
attention of the machine learning community. Schlegl et al. [9] proposed
AnoGAN to detect anomalies on Optical Coherence Tomography (OCT) data.
They assumed that the trained latent space represents the true distribution of the
training data. However, their method is time-consuming in finding a latent vector
that corresponds to an image that is visually most similar to a given query image
[10] in the test stage. To cope with the shortcoming that the parameters need
to be updated in the test stage of AnoGAN, Zenati et al. proposed an anomaly
detection method [11] which is efficient at test time by leveraging BiGAN [12],
which simultaneously learns an encoder with a decoder and a discriminator dur-
ing training. It can avoid the computationally expensive process during the test
stage. Sabokrou et al. proposed a framework for one-class novelty detection which
consists of a reconstructor and a discriminator [13]. They added noise to the orig-
inal normal examples to train the reconstructor network to make it more robust
and employed the discriminator as a detector to classify whether the input is
abnormal. A deep generative model trained on a single class cannot generate
examples belonging to other classes. Perera et al. focused on this problem and
proposed OCGAN for novelty detection [14]. They restricted the boundary of
the latent space and used a latent discriminator and a visual discriminator to
ensure the images generated from any latent vector belong to the same class.
Different from the traditional GAN-based encoder-decoder approaches, Akcay
et al. [10] employed an encoder-decoder-encoder structure to capture the two
latent vectors which show significant differences with an abnormal example. The
added encoder aids learning the data distribution for the normal examples. We
adopt their GANomaly [10] for evaluation in our experiments as we consider it
a relevant cutting-edge method.

We have witnessed a number of developments and applications of autonomous
mobile robots in anomaly detection. Chakravarty et al. [15] used modified sparse
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and dense stereo algorithms to detect anomalies which were never shown during
the training stage for a patrolbot. However, light intensity has a great impact
on their detection accuracy. Lawson et al. [2] proposed a method with clustering
normal features from CNNs in a fixed path with a patrolbot. Abnormal fea-
tures would produce large distances to these clusters. Later, they extended their
work in [3] to find anomalies with an autoencoder-decoder GAN, which achieved
much better performance as we stated in the previous section. We extend their
method by replacing their autoencoder with a more sophisticated encoder [16],
and call the extended method FA-GAN in this paper. We also use FA-GAN in
our experiments.

The robotic data and the VCR data we use in our experiments have been
introduced in our previous work on detecting anomalous image regions with
deep captioning [8]. In the work, our anomaly detector represents each salient
region with its image, caption, and position features and uses an incremental
clustering method [17] to detect anomalies with these features. The point is to
exploit another dataset used in training a combination of Convolutional Neural
Network (CNN) [18] and Long Short-Term Memory (LSTM) [19,20] through
deep captioning [21]. We will explain the details of our datasets in Sect. 4.1. Since
the method [8] uses deep captioning and conducts evaluation on image region
level, we leave its comparison with GANomaly and FA-GAN for our future work.

3 Tested Methods

3.1 FA-GAN

Lawson et al. use the DCGAN approach [22], adopting an architecture which
is similar to what was proposed in Context Encoders [16]. Unlike DCGAN,
they use an autoencoder-style with a bottleneck size of 4096. Considering the
more complex nature of our office monitoring problem, we replace their autoen-
coder with a more sophisticated encoder in [16], as we explained in the previ-
ous Section. The resulting FA-GAN has an encoder-decoder architecture, which
is shown in Fig. 1(a). The encoder GE is composed of convolution layers and
batch-normalization layers with LeakyReLU activation function. The decoder
GD adopts the structure of DCGAN [22] with deconvolutional layers to gener-
ate images from a latent vector. The discriminator D has a similar structure to
GE and uses Sigmoid function to output whether the input is real or generated.

Given a training set X, which consists of N normal images, X =
{x1, . . . , xN}, the generator G first reads an input image x as the input to its
encoder GE to downscale x by compressing it to a latent vector z = GE(x).
Then the decoder GD tries to reconstruct z to an image x̂. To enhance the capa-
bility of reconstructing an image, FA-GAN uses the adversarial loss [1] shown in
Eq. 1.

Loss FA = Ex∼px
[log D(x))] + Ex∼px

[log(1 − D(x̂))] (1)

In the test stage, the generator G produces the latent vectors z and ẑ from the
original input image and its corresponding generated image through the encoders
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(a) Architecture of FA-GAN (b) Architecture of GANomaly [10]

Fig. 1. Architectures of FA-GAN (the left one) and GANomaly (the right one)

in the network, respectively. Note that the encoder in the dashed rectangle is not
used during the training stage. It is just a copy of the former one after training.
Finally, a test example can be determined as normal or abnormal by comparing
its abnormal degree A with a user-given threshold φ, where A = ‖z − ẑ‖2 is
computed as the distance between the two latent vectors z and ẑ. If A > φ then
the image is predicted as anomalous, otherwise normal. Since the network is
only trained with normal data, the generator cannot reconstruct an anomalous
image well, which means there will be a large difference between the two latent
vectors.

3.2 GANomaly

GANomaly [10] has a similar architecture to FA-GAN. It also uses an encoder-
decoder generator in which the latent vector z of the original input is obtained by
GE(x) = z. The difference is that there is one more encoder E to produce ẑ after
the generated image as shown in Fig. 1 (b). The parameters of the additional
encoder E are also optimized during the training stage, in which the distance
between z and ẑ is considered as a loss. After the second encoder E, the gener-
ated image is downscaled to a latent vector ẑ = E(x̂), which has the same size
with z.

The loss function Loss GANomaly of GANomaly consists of an adversarial
loss Ladv, a contextual loss Lcon, and an encoder loss Lenc as in Eq. 2, where
wadv, wcon, and wenc represent hyper-parameters. In Eq. 3, f(x) represents the
value of the activation function on the last CNN layer in the discriminator given
image x [10]. To predict whether a test example is abnormal, GANomaly uses
the same flow as FA-GAN, which is to compute the distance between z and ẑ,
except ẑ is produced by the additional encoder E, and not GE .
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Loss GANomaly = wadvLadv + wconLcon + wencLenc (2)
Ladv = Ex∼px

‖f(x) − Ex∼px
f(G(x))‖2 (3)

Lcon = Ex∼px
‖x − G(x)‖1 (4)

Lenc = Ex∼px
‖z − ẑ‖2 (5)

Fig. 2. Examples in the robotic dataset (the left two) and the VCR dataset (the right
two). From the left, the classes are normal, abnormal, normal, and abnormal.

Table 1. Distributions of the two datasets

Robotic dataset VCR dataset

Training Test Training Test

Normal 4768 343 16800 684

Abnormal 0 15 0 31

4 Experimental Evaluation

4.1 Experimental Setup

To evaluate the two GAN-based methods on anomaly detection, we conduct
experiments with our robotic and VCR datasets, which we introduced in [8].
Figure 2 shows several examples. The robotic dataset is taken in a room by our
TurtleBot2 with Kobuki, which is equipped with a Kinect v2. It contains frequent
scene changes as the robot moved in an office. The VCR dataset is taken with
a VCR placed on a spandrel wall. It has only a few scene changes as the VCR
was put on a fixed point and a human occasionally changed its angle. Table 1
shows the distributions of the datasets.

We install GANomaly [10] and implement FA-GAN [3] in PyTorch (v1.3.1
with Python 3.6.9). The networks are optimized by Adam [23] with an initial
learning rate of 0.0001, β1 = 0.5, and β2 = 0.999. We set the batch size to 32 and
each network is trained for 70 epochs. The hyper-parameters are set as wadv = 1,
wcon = 50, and wenc = 1. The size of a latent vector is set to 4096 throughout
the experiments. We normalize all the anomaly scores obtained in the test set
to the range of [0, 1].
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4.2 Results

In this section, we first analyze the dependency of the performance in F1 score
on φ and then investigate the reasons behind the mistakes by the two methods.
The left two plots in Fig. 3 show the results of the dependency. We see that FA-
GAN outperforms GANomaly in the robotic dataset but loses to it in the VCR
dataset. From Fig. 4 we can see the reasons. In (a), there is a clear boundary
to distinguish the normal and abnormal examples with FA-GAN on the robotic
dataset. GANomaly succeeds in concentrating the anomaly scores of all normal
examples in a small interval on the VCR dataset in (d). The right two plots in
Fig. 3 show the results in ROC curve and AUC.

(a) Robotic dataset (b) VCR dataset (c) Robotic dataset (d) VCR dataset

Fig. 3. F1 scores in terms of threshold φ (left two plots) and the ROC curve and AUC
(right two plots)

(a) FA-GAN (b) GANomaly (c) FA-GAN (d) GANomaly

Fig. 4. Histogram of the anomaly scores for the test data on the robotic dataset (the
left two plots) and the VCR dataset (the right two plots)

We assume that setting φ to its best value is possible as long as the office
environment does not change drastically. Based on this assumption we conduct
our investigation on the best cases in terms of the value of φ. We focus on
mistakes committed by the two methods, which are summarized in Table 2. In
the Table, FN and FP represent the number of false negatives and the number of
false positives, respectively. “Same examples” is the number of images wrongly
detected by both methods.

On the robotic dataset, we see from Table 2 that FA-GAN made no mistake
while GANomaly 18 false positives. Since the 18 examples look all similar, we
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Table 2. Statistics of the wrongly detected examples

Robotic dataset VCR dataset

FN FP FN FP

FA-GAN 0 0 19 21

GANomaly 0 18 4 0

Same examples 0 0 2 0

(a) (b) (c) (d) (e)

Fig. 5. One of the FP examples with GANomaly in the robotic dataset. (a) Original
input. (b) Generated image with z by FA-GAN. (c) Generated image with ẑ by FA-
GAN. (d) Generated image with z by GANomaly. (e) Generated image with ẑ by
GANomaly.

(a) (b) (c) (d) (e)

Fig. 6. One of the correctly detected examples by the two methods. See the captions
of Fig. 5 for (a)–(e).

pick one of them and show it in Fig. 5(a). The anomaly scores A are 0.968 in
GANomamly and 0.506 in FA-GAN. We also show the generated images by z
and ẑ with both methods in Fig. 5(b)–(e) and see that the red rectangle region
in Fig. 5(e) accounts for the large A in GANomaly.

We also pick an example which is similar to Fig. 5(a) but correctly classified
by both methods and show it in Fig. 6(a). The anomaly scores are 0.266 and
0.106 for FA-GAN and GANomaly, respectively. We see from Fig. 6(b), (c) and
(d), (e) that z and ẑ are similar in both methods.

Further inspection revealed that no similar image to Fig. 5(a) exists in the
training set while all other images in the test set have similar images in the
training set. These analyses show the higher generalization capability of FA-
GAN to GANomaly for this dataset. To justify our claim, we added random
noise to the 18 FP examples to generate 72 additional examples and added
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them in the training set. We trained GANomaly on this dataset and obtained a
perfect result, i.e., no mistake committed and hence AUC = 1.0.

On the VCR dataset, we see from Table 2 that there are only 4 FN examples
with GANomaly but 19 FN examples and 21 FP examples with FA-GAN. This
dataset was recorded in one corner by the VCR, so the intuitive complexity of
the dataset is relatively reduced compared with the first dataset. Moreover, the
training set, which consists of 16800 examples, is large, so the second encoder of
GANomaly can well learn the distributions of the normal features in this dataset.
Figure 7(a) shows an FN example with FA-GAN, which is correctly detected by
GANomaly. Hiding under a table1 is considered as an anomaly because nobody
does it in the training set. The subsequent images in (b)–(e) are generated images
with z and ẑ by the two methods. Unlike in Fig. 5, the anomaly scores A in both
methods are small, which is justified by the small differences between (b) and (c)
as well as (d) and (e). The different results can be explained by the best values of
φ. Figure 4 shows the histograms on the anomaly scores A in the both methods.
It can be seen from Fig. 4(b) that GANomaly concentrates the anomaly scores
of all normal examples between 0 and 0.12. Note that FA-GAN and GANomaly
adopted a relatively large and small values for φ, which results in a false negative
and a true positive, respectively.

(a) (b) (c) (d) (e)

Fig. 7. One of the FN examples with FA-GAN. See the captions of Fig. 5 for (a)–(e).

(a) (b) (c) (d) (e)

Fig. 8. One of the FN examples with the two methods. See the captions of Fig. 5 for
(a)–(e).

1 Schools in Japan teach students to take this action under strong shakes during an
earthquake.
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We also show in Fig. 8 one of the FN examples which were wrongly classified
by the two methods. Taking a selfie is considered as an anomaly because nobody
does it in the training set. Note that the difference between the images generated
by z and ẑ is small. Figure 9 shows an FP example with FA-GAN. We see
that there is a large difference between (b) and (c), especially on the middle
part. However, the last two generated images by GANomaly, which achieved an
anomaly score of 0.051, are similar.

(a) (b) (c) (d) (e)

Fig. 9. One of the FP examples with FA-GAN. See the captions of Fig. 5 for (a)–(e).

From the experiments above, we see that in overall the two methods show
good performance on the two datasets. We conclude that the two GAN-based
methods show their ability to solve the problem of anomaly detection on human
monitoring. However, the drawback of the methods is also obvious. For some
minor anomalies, e.g., the selfie in Fig. 8(a), the latent vector z after the first
encoder does not reflect them, which makes z and ẑ be quite similar. It results
in a small anomaly score for such examples and thus these abnormal examples
will be predicted as normal. We can see these results in Fig. 8.

5 Conclusion

We applied two kinds of GAN-based methods, which are FA-GAN and
GANomaly, to the datasets collected by our autonomous robot and with a VCR,
so that the anomalies can be detected without any supervision. The results show
that FA-GAN performs better on the robotic dataset while GANomaly performs
better on the VCR dataset, possibly due to the different frequencies of the scene
changes. We analyzed the reason behind the dependency of the performance in
F1 score on φ through the histograms on the anomaly scores. Also, the methods
occasionally make wrong detection with minor anomalies in images due to the
scarcity of the scene in the training set or the loss of information in the latent
vectors. In general, the two GAN-based methods with encoder-decoder archi-
tectures should perform well on our autonomous robot and VCR for human
monitoring.

Our future work will take image captions into account to improve the per-
formance of anomaly detection. We think that the captions as weak labels can
provide additional useful information on anomaly detection, since we already
made some progress with a non-GAN-based approach [8].
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Abstract. This paper aims to retrieve speech descriptors that may be useful for
the classification of emotions in singing. For this purpose,Mel Frequency Cepstral
Coefficients (MFCC) and selected Low-Level MPEG 7 descriptors were calcu-
lated based on the RAVDESS dataset. The database contains recordings of emo-
tional speech and singing of professional actors presenting six different emotions.
Employing the algorithmof Feature Selection based on the Forest of Treesmethod,
descriptorswith the best ranking resultswere determined. Then, the emotionswere
classified using the Support Vector Machine (SVM). The training was performed
several times, and the results were averaged. It was found that descriptors used
for emotion detection in speech are not as useful for singing. Also, an approach
using Convolutional Neural Network (CNN) employing spectrogram representa-
tion of audio signals was tested. Several parameters for singing were determined,
which, according to the obtained results, allow for a significant reduction in the
dimensionality of feature vectors while increasing the classification efficiency of
emotion detection.

Keywords: Mel Frequency Cepstral Coefficients (MFCC) ·MPEG 7 low-level
audio descriptors · Feature selection · Singing expression classification

1 Introduction

Speech analysis and processing, parametrization as well as automatic classification are
the areas being thoroughly researched and developed for the last few decades as their
application is of utmost importance in many domains. To name a few [1–4]: telecommu-
nications (VoIP, enhanced IP communication services), automatic speech transcription,
automated speech-to-text technologies in video-over IP communications, medical appli-
cations such as hearing aids, cochlear implants and speech pathology recognition, lan-
guage processing for communication services, and more recently human-(intelligent)
computer communication based on big data [5, 6]. The last-mentioned application is
within the interest of researches as well as commercial usage.
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Parametrization is usually the first and often the most crucial block of automatic
speech recognition (ASR) in combination with machine learning algorithms. It is only
in the last few years that deep learning methodology has forced a different approach
to the speech signal processing, in which speech parameters are not retrieved, but the
signal in the form of 2D images (i.e., spectrograms, cepstrograms, mel-cepstrograms,
chromagrams, wavenet-like, etc.) [7–9] is fed at the net input. On the other hand, auto-
matic evaluation of singing quality in the context of its production (e.g., evaluation of the
intonation and timbre of the singing voice) is a relatively poorly studied issue comparing
to the ‘pure’ speech area [3, 10]. It should, however, be remembered that singing - like
speech - is also a tool for expressing feelings and emotions, thus speech descriptors
applied to the singing evaluation should be useful. Also, it is interesting whether deep
learning-based methodology may be – in a straightforward way - applied to the singing
expression evaluation.

The area of emotion detection in speech is quite well studied, in contrast to the
detection of emotion in singing. The article presents issues related to the search for speech
signal parameters that may work in the context of automatic evaluation of the quality
of expression in singing. For this purpose, a dataset containing recordings of emotional
speech and emotionally-singing singing was used, followed by the parametrization of
these signals. Some speech descriptors were evaluated for their usage in the feature
vector (FV) for singing emotion recognition.

In the next step, the determined parameters were evaluated and reduced using the
feature significance algorithm using a Forest of Trees method. Then classification was
carried out using the Support Vector Machine (SVM) based on the prepared reduced
feature vectors. The final part of the article presents conclusions regarding the develop-
ment of the proposed methodology to use machine learning methods, including a deep
learning approach, to assess the quality of singing expression automatically.

2 Related Work

2.1 Emotion Detection in Speech

The detection of emotions in speech is now very much present in the literature, espe-
cially when the possibility of using deep learning for this purpose appeared. Most of the
studies describe approaches that use artificial neural networks as classifiers (i.e., convolu-
tional networks, recursive networks, autoencoders), presenting processed spectrograms
as input [7, 8, 11]. The use of classical speech signal descriptors (e.g., Mel-Frequency-
Cepstral-Coefficients, MFCC) is currently less prevalent in speech research due to the
lower accuracy of emotion recognition (approx. 60%) [12, 13]. When 2D image spaces
are used as parameters, the classification efficiency can reach over 80% [7, 9]. Such
efficiency can also be achieved for some chosen emotions using SVM [8].

2.2 Emotion in Singing

There exist systems that allow automatic assessment of singing and singing quality.
The focus of such systems is on assessing the quality of singing individual sounds or a
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specific singing technique [14, 15]. Classification accuracy can be up to 80% for these
types of systems. Another approach researched is to use the fundamental frequency as
a parameter to test whether the person singing a given sound or repeating it after the
system prompt is able to sing it correctly [16].

3 Parameter Selection

3.1 Dataset

The RAVDESS database of recordings was used to conduct the experiments presented
in this paper. This dataset is often used in research studies, thus it may be treated as a
benchmark in the area of speech emotion recognition. The database contains recordings
of 24 professional actors (12women, 12men) speaking and singing twomatched English
statements with a neutral North American accent. Speech includes expressions of calm,
joy, sadness, anger, fear, surprise and disgust, and singing contains the emotions of calm,
joy, sadness, anger, and fear. Each expression is sung and pronounced at two levels of
emotional intensity (normal, enhanced). Additionally, an emotionally neutral expression
was recorded for each phrase. An example of actors’ images presenting a set of emotions
available in the database is shown in Fig. 1.

Fig. 1. Example of the RAVDESS emotion expression [17]

All emotion recordings are available in three modalities: audio signal (16-bit reso-
lution, 48 kHz sampling frequency, wave format files), audio-video (720 p resolution,
H.264 video coding, AAC audio coding, 48 kHz sampling frequency), mp4 file format)
and video signal. The database contains 7356 files (24.8 GB), of which 1440 recordings
are of speech alone, and 1012 recordings are of singing. The database is available under
a Creative Commons license. Only audio files were used in this study.



228 S. Zaporowski and B. Kostek

3.2 Parameter Selection

Two approaches were utilized to parameterize data from the RAVDESS database. The
FV in the first scenario consists of 40 consecutive normalized MFCCs. In the second
approach, which uses MPEG 7 descriptors and parameters available in the Librosa
library [18], FV contains parameters in both time- and frequency-domains. Time-domain
parameters include zero crossings (Zero-Crossing, ZC), and signal energy (Root Mean
Square Energy, RMS). The following spectral descriptors were used [18]: the spectral
center of gravity (Audio Spectrum Centroid, ASC) and the spectral flatness measure
(Audio Spectrum Flatness, ASF). Besides, the spectral roll-off parameter built into the
Librosa library was employed [18]. This set of parameters is calculated according to the
internal settings of the Librosa library. All the above-mentioned descriptors are present
in the literature [19, 20]; thus their definitions will not be recalled here.

For the approach based on Convolutional Neural Networks (CNN), spectrograms
were calculated for each of the utterances and songs from the RAVDESS corpora. The
audio is sampled at 48000 Hz. Each audio frame is windowed using the Kaiser window
of the length of 2048. Fast Fourier Transform (FFT) windows of the length of 2048 are
then applied on the windowed audio samples with the STFT hop-length as 512 points.
As a result of the aforementioned transformations, the bandwidth of the audio signal
was reduced to 8 kHz. In total, there were more than 24200 samples for six classes. That
means there were more than 4050 examples for each class.

4 Experiments

4.1 Significance Ranking

To reduce the number of parameters used in the classification and, at the same time,
increase the accuracy of the classification by leaving only significant descriptors, the
Feature Importance algorithm was employed. The authors have successfully utilized
this algorithm in earlier publications related to speech classification [21]. The Feature
Importance algorithm is based on another algorithm called ExtremelyRandomized Trees
(ERT) [22]. The concept is derived from Random Forest (RT), which provides a com-
bination of tree predictors so that each tree depends on the value of a random vector
sampled independently and has the same distribution for all trees in the forest. The error
related to generalization for forests is approaching the limit as the number of trees in the
forest increases. ERTs generalization error depends on the correlation between trees in
the forest and the strength of individual trees in the entire set [21–23].

The conducted experiments used the implementation of the ERT algorithm contained
in the scikit-learn library in Python [25]. The ERT algorithm settings were as follows:
n_estimators= ‘40’, criterion= ‘entropy’,min_ samples_split= 2,min_samples_leaf=
1, min_weight_ fraction _leaf= 0.1, max_features= ‘auto’, min_impurity_ decrease=
0.01, min_impurity_split = None, bootstrap = True, random_state = True, warm_start
= True, class_weight = balanced.
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4.2 SVM-Based Classifier

The SVM algorithm, using the scikit-learn package in Python, was employed for the
classification. The classifier settings were selected experimentally, ultimately the highest
accuracy in the classification for all types of emotions studiedwas obtainedusing a degree
3polynomial kernelwith the parameterC=0.1 and ‘balanced’modeof adjustingweights
of individual classes. For comparing classes with each other, one vs. all approach was
used.

4.3 CNN Classifier

TheCNNclassifier used for this experimentwas created using theTensorflow library. The
architecture used for this experiment is shown in Fig. 2. The architecture was created
in an empirical approach, adding individual layers, and then examining their impact
on classification results. Inspiration for this architecture was research presented in the
literature [24, 25]. The created neural network was trained for 200 epochs using a batch
size of 32 and data split 60/40 for training and validation set, respectively. Titan RTX
graphic processor was employed for training.

Fig. 2. Architecture of CNN used in the presented experiment

5 Results and Discussions

Below ranking results of the significance of individual parameters and results of emotion
classification are shown. Figure 3a) shows the importance of the MFCCs depending on
emotions. According to Fig. 3a) coefficient no. 40 is the most versatile. It is the most
important feature for several emotions, e.g., joy, calm, sadness, and neutral state. Also,
feature no. 1 seems to bemost important for anger and fear emotions. Figure 3b) presents
the ranking of the parameter importance of speech and singing for all emotions using
the MFCC coefficients. As can be seen in Fig. 3b) the most essential parameters for
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speech and singing are different. The common one is the coefficient no. 1, but the rest
differs. For speech, more important are coefficients with the lower numbers of order, in
the case of singing, features with the number higher than 30 were indicated. Tables 1, 2
and 3 show several MFCC parameters, the accuracy of classification as well as the mean
square error (MSE) for individual emotions using SVM. The MFCCs shown are derived
from the Feature Importance algorithm, which indicated the most important features
respectively to values presented in Tables 1, 2 and 3. In most cases, the use of four best
coefficients provides the best accuracy results. It is worth noticing that reducing FV to
only 10 best features in most cases results in a significant increase in the accuracy score.
The emotion of anger is an exception here; accuracy values are oscillating all the time
around 70%. Table 4 contains the classification results for the second parameterization
scenario employingMPEG-7 low-level descriptors. Table 5 presents results for theCNN-
based classification approach. The measure of accuracy is understood as the ratio of the
number of correct predictions to the total number of input samples [26].

Based on the presented results, it is possible to distinguish a group of MFCC coeffi-
cients that are most important in the process of classifying speech and singing within a
given emotion. Classifying emotions in speech and singing using these factors is charac-
terized by high accuracy for most emotions (over 88%). In most cases, the feature vector
reduced to two descriptors consisted of MFCCs nos. 29 and 40. For anger, these were
coefficients nos. 1 and 39. Among the tested coefficients from the second FV variant,
the highest result was obtained using spectral centroid (ASC). The low efficiency of the
zero-crossing (ZC) parameter and RMS energy is puzzling. Based on the experiments
conducted, it can be observed that MFCC coefficients achieve much better classification
results. They seem to be a natural direction in furtherwork on the system for assessing the
quality of expression in singing. There was also a decrease in the classification accuracy
for anger emotions in all the feature vectors used. This is an interesting phenomenon
that should be studied based on another database of recordings. Such a difference may
result from a significant change in the volume of speech and possible changes in formant
frequencies in the case of this emotion. Articulation associated with emotion can also
affect the accuracy of classification. The accuracy of the classification of other emotions
is similar. Results for the CNN approach are slightly worse than the results for MFCC
parameterization. It could be due to the fact that spectrograms bandwidth were limited
to only 8 kHz. It is worth noticing that the categorical cross-entropy values indicate that
there is room for improvement, however, presented values and architecture were the best
from all tested architectures.
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Fig. 3. Classification results for a) The importance of MFCCs in terms of the researched emotion
b) for speech and singing for the normalized ranking of MFCCs

Table 1. Classification (speech and singing) results for anger

Quantity of the MFCCs retained Accuracy [%] MSE

40 67.7 0.323

20 66.81 0.3319

15 68.58 0.3141

10 68.59 0.3142

5 69.47 0.3053

4 70.35 0.2964

2 68.58 0.3142

Table 2. Classification (speech and singing) results for fear

Quantity of the MFCCs retained Accuracy [%] MSE

40 50.66 0.493

20 50.66 0.4933

15 51.33 0.4867

10 82 0.18

5 90 0.1

4 90.67 0.093

2 69 0.31
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Table 3. Classification (speech and singing) results for neutral emotion

Quantity of the MFCCs retained Accuracy [%] MSE

40 52.7 0.473

20 53.38 0.4662

15 54.05 0.4595

10 70.95 0.29

5 89.19 0.108

4 91.21 0.0878

2 97.973 0.02

Table 4. Emotion classification results for speech and singing based on MPEG 7 descriptors

Emotion [%] ASC ASF Roll-off ZC RMS

Neutral 98.52 48.26 34.93 34.53 68.23

Joy 97.87 52.13 38.66 31.81 67.24

Sadness 95.69 47.42 37.84 30.15 62.51

Anger 70.47 27.53 30.92 18.32 47.83

Surprised 93.36 53.77 33.36 24.36 53.27

Fear 96.55 43.29 32.67 21.84 56.68

All 79.39 41.23 35.73 27.27 62.26

Average 90.26 44.80 34.87 26.90 59.72

Table 5. Emotion classification results for speech and singing based on the CNN approach

Emotion Accuracy [%] Categorical cross-entropy

Neutral 75.85 0.8693

Joy 51.33 7.8441

Sadness 57.83 2.9245

Anger 76.33 0.9483

Surprised 77.33 1.9979

Fear 77.00 1.3644

All 65.96 1.4873
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6 Conclusions

In this paper, an approach to rank speech features based on RAVDESS emotional speech
and singing dataset with different approaches to parameterization and classification is
presented. Significance of particular MFCC parameters for speech and singing derived
from the Feature Importance algorithm is shown. Three different approaches to param-
eterization using MFCCs, MPEG-7 low-level descriptors, and spectrograms are also
demonstrated. The results for each approach are presented and discussed.

In the future, the authors intend to focus on creating parameterization based on all
MPEG-7 low-level descriptors and checking their effectiveness in the classification of
emotions, both in speech and singing. The next step will also be testing parameterization
on sets containing opera singing. The basis of such a system could be the detection of
emotions in singing, expanded by a ranking system, using the approach described in the
article. However, it seems natural to extend research towards the use of deep learning
and 2D representation of signals such as cochleagrams or CQT (Constant-Q) transform.
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Abstract. The advances in Internet-of-things (IoT) have fostered the
development of new technologies to sense and monitor the urban sce-
narios. Specifically, Mobile Crowd Sensing (MCS) represents one of the
suitable solutions because it easily enables the integration of smartphones
collecting massive ubiquitous data at relatively low cost. However, MCS
can be affected by wrong data-collection procedures by non-expert prac-
titioners, which can be make useless (or even counter-productive), if con-
tributed data are not trustworthy. Contextualizing monitored data with
those coming from phone-embedded sensors and from time/space prox-
imity can improve data trustworthiness. This work focuses on the devel-
opment of a machine learning method that exploits context awareness
to improve the reliability of MCS collected data. It has been validated
on a case study concerning urban noise pollution data and promises to
improve the trustworthiness of data generated by end users.

1 Introduction

In the recent years, the Mobile Crowd Sensing paradigm (MCS) [1] has become
a widely-exploited solution to observe large-scale events and phenomena thanks
to the worldwide diffusion of mobiles. MCS applications constantly grow and
diversify but they target mainly environmental monitoring in smart cities where
non-professionals can be involved to: 1) improve citizenship’s environmental
awareness and 2) foster the collaboration with scientists to overcome typical
limitations to traditional data collection (expensiveness, equipment scarcity).

MCS initiatives very often refer to environmental monitoring as several ben-
efits from wide citizenship participation can be targeted and, at the same time,
numerous advantages can be offered to involved users. Thanks to smartphone
sensors (embedded or pluggable), the MCS paradigm allows collecting time-
/spatial-referenced quantitative observations about multiple parameters (e.g.,
c© Springer Nature Switzerland AG 2020
D. Helic et al. (Eds.): ISMIS 2020, LNAI 12117, pp. 235–244, 2020.
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noise, atmospheric pressure, light intensity, etc.). However, some challenges do
exist, especially in terms of data quality. Mobile sensors can exhibit limited sens-
ing capabilities, different accuracy and precision, improper usage patterns by
their owner, time and space sparsity. These elements determine heterogeneous
levels of adequacy to a specific sensing context and produces biased readings
that generate outliers in measurement campaigns. Systematic sensing errors can
be coped with effectively in advance, by properly training users and calibrating
mobile devices by means of professional metering equipment, but data prediction
approaches allow to not rely on user and sensor behaviour solely. More specif-
ically, a machine learning approach can rely on pre-categorized mobile crowd-
sensed data in terms of their trustworthiness.

This paper proposes an approach that leverages on the contemporary pres-
ence of reliable sensor data (about which everything or quite everything is known,
labelled data) and of unknown (or partially unknown) sensor readings whose
trustworthiness is not known a-priori, (unlabelled data). Spatial and temporal
auto-correlation of these two data typologies can help to assess the trustworthi-
ness of unlabelled data that are spatially and temporally closed to labelled data.
To that purpose, a transductive learning approach has been devised to train a
classifier able of inferring categories of trustworthiness for the unlabelled data
starting from the labelled ones.

The method has been validated for mobile crowd-sensed noise levels col-
lected via smartphone-embedded microphones in the framework of the APOL-
LON Project1: a research effort granted by Apulia Region (Italy), focused on
urban environmental analyses in terms of noise, air pollution and UV-levels,
which offers semantic-based and geo-localized near-/real-time monitoring ser-
vices to citizens and city decision makers.

The paper is so organized. Section 2 summarizes core features as well as data
trustworthiness challenges in MCS. Section 3 details the proposed method, whose
empirical evidence is described in Sect. 4. Section 5 provides conclusions.

2 Related Works

The MCS paradigm has proven its effectiveness for individuals, communities
of interest and city managers in several scenarios, where mobile sensor read-
ings and user-provided data can be profitably gathered to provide context-based
innovative services exhibiting both personal (e.g., improved awareness fostering
responsible behaviours) and public applicability (increased fine-grained knowl-
edge of city status in local authorities). By exploiting participatory (i.e., user-
supervised data collection) or opportunistic (i.e., once authorized, the device
collects data autonomously) usage patterns, MCS can be relied on to address
such typical urban issues as traffic monitoring, first-response management and
pollution assessment (air, noise, EM fields, etc.) [7,13], provided that a large
number of mobiles with suitable applications is used. In this way, traditional

1 http://web.apollon-project.it/.

http://web.apollon-project.it/
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monitoring campaign can be addressed solely where they are needed, thus reduc-
ing costs. Mobile apps for MCS require specific architectural capabilities (e.g.,
local sensing, storage and pre-processing; cloud-based back-ends to process and
aggregate data, etc.) and must offer specific data features (e.g., situated data cre-
ation, time continuity, high-spatial resolution, etc.) in order to achieve a realistic
representation of the scenario where data collection is performed [8]. When par-
ticipatory MCS solutions are adopted, user-training elements should be added to
mobile apps [14] in order to improve the awareness on the correct data collection
procedure as well as to motivate users and improve their involvement rate.

When opportunistic MCS strategies are adopted, instead, intelligent data lay-
ers targeting a local enhancement of sensor reading quality are needed, featuring
either calibration via regression analysis [3,10] or prediction-based contextual-
ization. Wu et al. [11] investigate a forecasting problem of the trustworthiness by
exploiting collaborative filtering. Huang et al. [2] focuses on the device quality
and propose a Gompertz function-based classifier to calculate device reputation
scores as a reflection of the trustworthiness of data.

However, most part of the methods proposed in the literature can suffer
from limited applicability by two main reasons. First, they disregard an intrinsic
property of the MCS data, that is, auto-correlation [6], which violates the inde-
pendence assumption (i.i.d.) on which many machine learning approaches rely
on. Second, those methods need user effort in the preparing pre-categorized sens-
ing readings, which requires large collections of labelled data obtained through
the manual intervention of authoritative annotators, hence the paradigm super-
vised learning. An approach which inspires the current work, has been studied
under the paradigm of transductive learning [4] and focuses on the exploitation
of unlabelled data in combination with few labelled data, which asks for much
less human intervention. This makes unfair any comparison between supervised
method and those transductive. In this paper, MCS data refer to a three-level
representation [12]. Raw data from physical sensors, virtual sensors (i.e., soft-
ware applications) or logical sensors (e.g., logs) form the low-level context. The
high-level context is inferred through meta-data classified into 1) device context
(e.g., connectivity); 2) user context (e.g., user profile); 3) physical context (e.g.,
temperature); 4) temporal context (i.e., the specific time when the situation
occurs). The topmost-level context is the estimation of the user state that can
be achieved by combining the two underlying levels.

3 The Method

This section is devoted to the description of the method we design to predict the
level (label) of trustworthiness of the MCS data. We first provide basic notions
and then explain how the method works.

Let D be the set of sparsely labelled data which comprises the set L of
labelled data (pre-categorized MCS data) and set of U of the instances with
unknown trustworthiness (D = L ∪ U). The set D is spanned on a vector X
of (numeric and discrete) attributes and a discrete attribute Y , which denotes
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the trustworthiness level. The attributes X denote the three-level representation
introduced in Sect. 2. For the instances of D included into the set L, the labels
are known, while for U , the values of Y are determined by the method.

Following the transductive paradigm, the method inputs both the full infor-
mation represented by L and the partially given information represented by U ,
it learns a classification model and predicts the trustworthiness for the instances
of the unlabelled part. This is done through an iterative convergence approach
[9] aiming at improving the accuracy of the classification model through a pro-
cedure that converges to a configuration of the predictions on U as accurate as
possible. Before the iteration starts, the method performs a feature augmenta-
tion step, which generates an extended set of descriptive properties for every
instance. It has the aim to make every instance “aware” about the distribution
of the values (for each attribute) over the instances which are more correlated
to it. These new attributes are updated during the iterative process, in order to
“propagate” accurate predictions over correlated instances. To properly do that,
we take only the predictions that could truly improve the classification model,
so we do consider only the predictions with high confidence, generated for the
current iteration, and feed them the learning process of the next iteration.

To identify data correlating to an instance the most, we introduce the notion
of “neighborhoods” of instances. So, for every instance m, we build the spatio-
temporal neighborhood N(m, δs, δt) composed of the instances whose spatial
distance from m does not exceed δs and which have been recorded within a time
δt from m, formally N(m, δs, δt) = {p|p ∈ D, distance(m.c, p.c) ≤ δs, m.t − p.t ≤
δt, if m.t ≥ p.t, p.t − m.t ≤ δt, otherwise}. The terms m.c and p.c denote the spatial
coordinates of the instances m and p respectively, while the terms m.t and p.t denote
the recording times. This allows us to account for presence of the spatial autocorrelation
and temporal auto-correlation [5] by nicely capturing the typical scenario in which the
data recorded by the same device in a short time tend to have the same trustworthiness,
as well as, the data, spatially close to each other, which have been recorded in a short
time tend to have the same trustworthiness level.

Feature Augmentation . The new attributes are defined to compute variation sum-
marization statistics of two classes. Type 1: given the base numeric attribute A, we
build two new attributes, AN(mean) and AN(stDev), based on A. Both attributes are
computed by aggregating A over the neighborhoods N(m, δs, δt) constructed with max-
imum spatial distance δs and maximum temporal contiguity δt. Let m be an instance,
AN(u, mean) and AN(u, stDev) are computed as the mean and standard deviation
of the values of A falling in the neighborhood N(m, δs, δt). Both the new attributes
allow us to summarize average and variance, local to the neighborhoods, of the numeric
attributes. Type 2: given the base discrete attribute A that takes d distinct values, we
build d new attributes. These attributes represent the frequency histogram of A, as it
is computed on the neighborhoods N(m, δs, δt). In practice, we build one attribute for
every distinct value of A. Let m be an instance, val be a distinct value of A, AN(m, val)
is computed as the frequency of val over the neighborhood N(m, δs, δt).

Prediction Reliability . We measure the confidence of the labels predicted at each
iteration, in order to select those more confident that are then fed back into the learning
process for the next iteration. Intuitively, confident predictions should manifest the
property of auto-correlation, so that similar labels can be plausibly propagated to



Leveraging Machine Learning in IoT to Predict the Trustworthiness 239

the neighbours. The higher the autocorrelation of the label with neighbour labels,
the more confident its prediction. To define the measure, we estimate the presence of
the predicted label associated to the instance m over the neighborhood N(m, δs, δt)
by quantifying the times in which the prediction on m is identical to the labels of
its neighbours included in the set L (labelled neighbours). The choice of comparing
the predicted labels against those original of the set L is done to provide validity to
confidence estimation.

However, the temporal component should have a weight larger, compared to that
spatial, because onsets and effects of the urban processes often depend on the timing
of human lifestyles and daily periods more than phenomena related to the spatial
dislocation. To encode this, we inject the temporal distances between the instance m
and its neighbours into the confidence measure and assign weights to the distances
dependently on their values. In practice, we build two sorted sets with the neighbours,
one set with the instances recorded before the instance m and one set with the instances
recorded after m. So, the weights are determined by the number of instances that
separate m from the neighbours. The confidence measure for the predicted label done
on the instance m is so formulated:

R(m) =

∑
p∈{N(m,δs,δt)∩L} (σ(m.t, p.t) × (equal(y, p.y)))

∑
p∈{N(m,δs,δt)∩L} (σ(m.t, p.t))

, (1)

where σ(m.t, p.t) determines the weight associated to every comparison (that is, tem-
poral distance between m and p), equal(y, p.y)) is 1 when the prediction y equals p.y,
0 otherwise. It has values in the range [0, 1], where 1 denotes the highest number of
occurrences of the label y in the neighborhood and therefore corresponds to the largest
confidence, while 0 indicates poor confidence.

Transductive Classification Process. The transductive classification process essen-
tially carries on learning and prediction along two stages, that is, initialization and
iteration, as described in the following.

In the initialization stage, it performs three main operations.
(1 ) For every instance of D = L ∪ U , it constructs the respective neighborhood

with the instances which have spatial distance less than δs and temporal distance less
than δt. This is done by considering the spatial coordinates and recording time of
m, as illustrated in the formulation of N(m, δs, δt). The values of δs and δt are set
by the user. Then, for each attribute X of the attribute vector X, it generates new
attributes of Type 1 and Type 2, dependently on whether X is numeric or discrete.
The computation considers both the labelled instances and unlabelled instances of each
neighborhood Nm ∈ Nst previously determined. Finally, it generates new attributes
of Type 2 for the label-attribute Y with the procedure used for the attributes X. In
this case, the computation considers only the labelled instances of each neighborhood
Nm ∈ Nst because the unlabelled instances have no prediction for the attribute Y at the
initialization stage. Clearly, all the instances will have the same set of new attributes,
while the values are specific per instance m and depend on the data distribution over
the respective neighbors Nm.

(2 ) The algorithm learns a classification model F from the training set L, which
is now represented with an augmented feature space X × XN × Y × YN . This allows
us inject the auto-correlation into the learning process since the beginning, without
making the subsequent computation burden because the new attributes are built once
only.
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(3 ) The model F is finally used to initialize the unknown labels of the instances
U , which are stored as Û . This way, the predictor F is able to estimate the data
trustworthiness by considering additionally the contextual information provided by
the nearby MCS data (spatial auto-correlation) and by the readings done by the same
devices in the past (temporal auto-correlation), besides of information the devices
record in themselves.

In the iteration stage, we aim at improving the predictive accuracy of F and, to
this end, we exploit the auto-correlation property from the most confident predictions
inferred along the iterations. Basically, the method carries out the following operations.

(1 ) For every instance m previously labelled and stored in the set Û , it computes
the confidence values by comparing the prediction of m against the originally known
labels of the instances of L included in the neighborhood Nm, as illustrated in the
formula 1.

(2 ) The confidence values RU are sorted and then we pick only the first sizer

instances with higher rank, being considered as mostly reputable. The assigned labels
(stored in B) will be maintained as such because they will contribute to the subsequent
operations, since the instances are now “stabilized”. However, these instances will have
a role different from the originally labelled instances L, in accordance with the philos-
ophy of the transductive learning and, in fact, they are removed from the target set
(unlabelled instances) U and moved in the set Û , which is different from L.

(3 ) The new configuration of labels, caused by the reduction of U and extension
of Û , is propagated over all the instances (L, U , Û) through the update of the new
attributes. It should be noted that only the attributes YN are influenced by the update,
since those of the set XN remain unchanged, being derived by the attributes X.

(4 ) In accordance with the transductive learning, the classification model F is (re-
)trained on the originally labelled instances L, which are now “aware” about the new
labeling scenario. So, the predictor F can leverage the i) confidence of the predictions
(Û) and ii) reinforced configuration of the descriptive attributes, in order to improve
the accuracy of the instances left in U .

This iterative procedure stops when one of the two stopping criteria is satisfied,
specifically, either the set U is empty or the number of iterations completed reaches a
user-defined threshold. The depletion of U is guaranteed as every iteration removes a
portion of instances equal to the threshold sizer (user-defined).

4 Empirical Evidence

In order to provide empirical evidence to the proposed solution for trustworthiness
assessment, we performed experiments on a MCS-originated dataset of noise level
readings recorded by a set of 5 smartphone devices, moving in a 8 km2 area in Lecce
(Apulia, Italy), during the period 2019/05/27–2019/07/01. Each measurement point is
time- and geo-referenced and enriched with contextual data provided from additional
smartphone-embedded sensors (e.g., accelerometer, proximity sensor, etc.) and device’s
metadata as well.

Specifically, we have 4335 readings uniformly distributed over the categories (991
instances for not reliable, 1782 instances for poorly reliable and 1562 for reliable), so
we have no imbalanced concern for the classification task. For instance, noise readings
outside sensor’s range are classified as unreliable. Similarly, noise readings with low
amplitude (i.e., ]+20;+50] dB(A)), are considered poorly reliable when the proximity
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sensor indicates low values (i.e., less than 5 cm), as an obstructed microphone affecting
noise readings can be inferred.

We arrange experiments aiming at training and testing the classification models. In
particular, we performed a quantitative evaluation on the predictive capabilities of the
transductive approach in performing accurate inferences on the trustworthiness level of
the unknown noise pollution readings. The accuracy was measured in terms of the F-
score and averaged over 5 trials executed according to the inverse 5-fold cross validation.
More precisely, for each trial, the learner is trained on one fold (which represents
L) and tested on the set U composed of the remaining four folds. We guaranteed
that the training set L was balanced. By following the transductive setting, the set L
contains a smaller part of the whole dataset, and, more precisely, it has a percentage
of 10% balanced over the three classes. The accuracy was estimated on three variants
of the method, which were built by using three base learners to train the predictor F .
Specifically, we integrated the classification algorithms of Decision Tree (DT), Random
Forest (RF) and Logistic Regression (RF).

The three variants of the method were tested in two main experimental setups,
i) size of the set of confident predictions (sizer), and ii) size of the neighborhoods
in terms of the values of the thresholds δs and δt. In particular, we considered three
different values of sizer, that is, 5%, 10%, 15% of U and three different neighborhood
configurations, that is, δs = 250m and δt = 10 min (thereafter, n 10 250), δs = 500 m and
δt = 5min (thereafter, n 5 500), and δs = 500 m and δt = 10 min (thereafter, n 10 500),
which let us build neighborhoods with different sizes (number of instances contained),
that is, 4, 5 and 7, on average, respectively. Neighborhoods which, initially had no
labelled instance, were extended with the instance of U which is closest to the samples
already present. For a fair comparison, we fix the maximum number of iterations to
10, which allows the experimental trials terminate under different conditions.

The F-score values computed along the iterations with n 10 250 are reported in
the Fig. 1, while those computed with n 5 500 are reported in the Fig. 2, finally, the
F-score values computed with n 10 500 are reported in Fig. 3.
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Fig. 1. The values of F-score computed on the unlabelled instances along the iterations
when δs = 250 m, δ5 = 10 min.

The first consideration we can do is on the number of the iterations. Regardless of
the neighborhood configuration, the predictive accuracy in most cases increases as new
iterations are performed. The highest gain accuracy is obtained at the initial iterations,
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Fig. 2. The values of F-score computed on the unlabelled instances along the iterations
when δs = 500 m, δ5 = 5 min.
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Fig. 3. The values of F-score computed on the unlabelled instances along the iterations
when δs = 500 m, δ5 = 10 min.

which indicates the classifier benefits from the best confident predictions since at the
early. This confirms the effectiveness of the iterative learning approach. We should also
note that acceptable F-score values can be reached even before the execution of 10
iterations. Clearly, this leads benefits from the viewpoint of the running times.

Another consideration deserves the behaviour of the accuracy with respect to the
number of confident predictions selected during the iterative process. We see that the
lowest value of sizer (5%) guarantees the more stable (less variable) F-score response
over the three base learners, meaning that the refinement process of the predictor F
allows effectively us to improve the predictions of the instances, which are selected
later, instead of removing them from U at the early. This is confirmed by the higher
variance of the F-score when sizer is 15%.

As to the neighborhoods, the indication we can draw is the higher accuracy is
obtained with the larger number of neighbours. In fact, we see F-score values greater
than 0.95 only for the configuration n 10 500, on the contrary, for n 5 500 and n 10 250,
the accuracy is under the threshold of 0.95. This is why the use of greater neighbor-
hoods generally leads to increase the “awareness” of the predictor F about the sur-
rounding instances of a target instance and, consequently, improve the prediction of
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the trustworthiness levels. This confirms the advantages of the feature augmentation
for “contextual” noise readings.

5 Conclusions

Enriching Mobile Crowd Sensing data with contextual details is essential to maximize
the effectiveness of contributed data without explicitly requesting additional informa-
tion to the end-user. This paper proposes to leverage on machine learning to contextual-
ize the gathered observations in a way that accounts for the properties of the crowdsen-
sors, spanning the device characteristics, the end-user’s behavior and the environment.
We have developed a transductive learning method able to learn on both fully known
devices and partially labelled data. A validation session on the recurrent scenarios of
urban noise pollution has been conducted to refine the accuracy of the trustworthiness
prediction and quantitatively measure the influence of the working conditions on the
accuracy.
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Abstract. In this work, we present an open-source web-platform for
crowdsourcing a unique kind of image labels. This is done by introducing
image segments that we refer to by the term “distinguishable patches”;
as the name implies, a distinguishable patch is a small segment of an
image that identifies a particular object. Although these distinguishable
patches will naturally be part of the object; more often than not, these
distinguishable patches combined will not cover the entire body of the
object, which makes the nature of the data collected distinct and rather
different than what would be obtained from a traditional image segmen-
tation system. To minimize human labeling efforts while maximizing the
amount of labeled data collected, we introduce a novel top-bottom hier-
archical approach to automatically determine the size and the location
of the patches our system will present to individuals (referred to by
“workers”) for labeling, based on previously labeled patches. The three
processes of: determining the size and location of the patch, assigning
a particular patch to the right worker, and the actual cropping of these
patches, all happen in real-time and as the workers are actively using
our web-platform. As far as the authors are aware, this unique form of
image data has not been collected in the past, and its impact has not
been explored, which makes this work highly valuable and important
to the research community. One of the many ways that the authors are
interested in using these distinguishable patches would be to improve the
accuracy of a machine learning image classification system, by providing
an enriched dataset of images that not only contain a single label for
each image, but rather a spatial distribution of the distinguishability of
an object in each image.

Keywords: Crowdsourcing · Labeling · Human computation · Image
classification · Machine learning · Web application

1 Introduction and Background

The use of large volumes of labeled data has a direct impact on the accuracy
of many machine learning classification algorithms; therefore, researchers and
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data science practitioners have been seeking new ways to collect labeled data
effectively and accurately. One of the most practical ways of collecting labeled
data is through the use of crowdsourcing; one form of crowdsourcing can be
defined as the act of engaging many (often low-stake) individuals to collectively
collect ground truths for a particular type of data instances (e.g. images, audio
segments, video snippets), for the purpose of using these labeled data points to
improve the accuracy of a machine learning classifier. It is worth noting here that
other forms of crowdsourcing, such as ranking or proposing ideas or solutions,
exist; however, crowdsourcing for machine learning purposes is what we are
concerned about in this work.

There have been many proposed crowdsourcing systems for labeling images.
“Visual Madlibs” [5] is a fill-in-the-blank system that collects labels about people
and objects, their appearances, activities, and interactions. “Peekaboom” [4]
on the other hand is a game-based image crowdsourcing platform for locating
objects in images. Other more specific domains such as medical image analysis
have also been interested in creating crowdsourcing platforms to gather ground
truth data; one such system is a smartphone app that crowdsources the analysis
of bladder cancer TMA core samples [3]. From the domain of audio analysis,
Hajja et al. introduced a system to label short audio segments to help improve
stutter detection classifiers [2]. Amazon Mechanical Turk (MTurk) [1] is perhaps
one of the most known public platforms for crowdsourcing ground truths; it
allows “requesters” to create a crowdsourcing study consisting of performing
mini-tasks, which need to be undertaken by “workers”. With the exception of
MTurk, most of these existing platforms were designed to crowdsource labels of
a specific dataset and are not publicly available for other researchers to utilize.

Objects in images are generally identified by either assigning a single label
to the entire image, or by segmenting the object within the image and assigning
that object a label. Crowdsourcing labeled images using the first image-based
approach can be extremely effective due to its simple nature; and for that reason,
many existing platforms such as MTurk can be utilized to collect such data. The
second more specific segment-based approach requires manual segmentation of
the object in the image, which tends to be substantially more tedious and time
consuming; hence not easily feasible for collecting large sums of labeled data.

In this research paper, we present an open-source web-platform for crowd-
sourcing a unique kind of image labels that strikes a delicate balance between
the effectiveness benefit of the first approach, and the specificity benefit of the
second approach. This is done through the introduction of image segments that
we refer to by the term ‘distinguishable patches’; as the name implies, a distin-
guishable patch is a small segment of an image that identifies a particular object.
Although these distinguishable patches will naturally be part of the object; more
often than not, these distinguishable patches combined will not cover the entire
object, which makes the nature of the data collected distinct and rather different
than what would be obtained by a traditional image segmentation system. As
will be shown below, our web-platform provides a high level of customization
for individuals and teams to create their own unique data collection studies or
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campaigns. Some of the parameters that campaign administrators can set include
the sizes of image patches, the desired level of specificity and depth of patch gen-
eration hierarchy, and the ‘stop threshold’ which will be used to determine the
optimal patch-worker assignment.

Instead of using the concept of crowdsourcing to collect a single label for
each image, our system is designed to collect a distribution of labels for a set of
dynamically-generated segments in each image. This is done through an image
segmentation process that takes place in real-time using a cloud-based back-end
logic implemented as part of our system. The criteria for which the segmentation
process takes place can be set and customized by the campaign administrator.
We will provide a detailed description of our system and show screenshots of our
web-platform in the following section.

It is worth noting here however, that the system we are presenting here serves
an entirely different purpose than a system that segments images. Our system
identifies patches that can distinguish an object, as opposed to identifying the
object itself. We believe that from a machine learning training perspective, that
seemingly subtle difference will have a drastic effect on the effectiveness of the
classifier training process. We have conducted a simple experiment to demon-
strate that distinguishable patches do not always overlap with the entire object
in the image. Figure 1 shows a heatmap displaying the object “distinguishabil-
ity” in two images. Red regions show patches that workers were able to identify
the object (i.e. cat) in; these are the patches that our system is interested in
crowdsourcing.

(a) (b)

Fig. 1. Two sample outputs of our crowdsourcing platform showing a spatial distribu-
tion of object “distinguishability” (Color figure online)

2 Our System

We define patch labeling as the process of segmenting an image into different
parts, which we refer to as “patches”, and labeling each patch individually. The
segmentation process, which determines the number (and location) of patches
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in an image, is established dynamically by our system. The basis behind the
dynamic nature of the platform will be guided by the other previously labeled
patches for the same image. In this section, we will delve into the logistics of how
our system crops and distributes these patches, and we will provide a detailed
summary of the parameters and settings that users can specify and tune to create
their own unique data collection campaigns.

One of our primary goals for building this platform, is to give researchers the
ability to design and administer image crowdsourcing projects according to their
needs. Thus, we needed to build a highly-customizable platform that will adapt
to the different needs of campaign administrators. In this paper, we will use the
term “administrator” or “admin” to refer to an individual (or team) responsible
for administering an image labeling project or campaign; although there are no
restrictions on who can use the system, we anticipate most of our administrators
to be academic researchers and data scientists. The term “worker” on the other
hand, will refer to an individual who labels these image segments (referred to
by “patches”); again, although anyone can label a public study, we anticipate a
good portion of these workers to be research lab members or students.

2.1 The Grid System

Our system starts by dividing the images into an administrator-defined m × n
grid, such that m is the number of rows and n is the number of columns. Each
rectangle in the generated grid is referred to by the term “unit”. The administra-
tor also needs to define the size of the largest patch set (referred to by “initial”,
or “L1” patches) that will be labeled by workers. As will be shown below, the
concept of patch levels (L1, L2, L3, ...) will be one of the primary key concepts
in this research work.

Figure 2(a) shows an example of an 8 × 8 image grid with a 2 × 2 initial
patch size, resulting in 16 initial patches. Figure 2(b) on the other hand shows a
4×4 grid with a 2×2 initial patch size, which yields 4 different non-overlapping
initial patches. These grid lines shown in Fig. 2 are displayed in real-time while
the admin is experiment with different values, allowing them to visualize the
generated patches and determine the most appropriate grid dimension.

In the next subsection, we will elaborate on the different uses for our grid
system and show examples of the multi-level patch system.

2.2 Variable Patch Sizes

As mentioned above, one of the primary reasons for the introduction of our sys-
tem was to generate an enriched image dataset to enhance the performance of a
machine learning image classifier. To accomplish that, we needed to identify as
many distinguishable patches as possible in each image, which implies that we
are particularly interested in finding the set of smallest distinguishable patches.
There are two reasons for that, the first being is that extracting smaller patches
will yield a higher number of unique patches, which as a result will provide more
training data instances for our classifier to utilize. The second reason for our
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(a) (b)

Fig. 2. (a) 8 × 8 image grid with a 2 × 2 initial patch size (b) 4 × 4 image grid with a
2 × 2 initial patch size.

interest in small patches is due to the information/size ratio; small distinguish-
able patches occur only when there is a highly distinguishable feature observed in
that patch, such as cat whiskers, which can be highly valuable when training an
image classification model. Having said that, the size of the smallest distinguish-
able patches depends on the object in the image, and it cannot be predetermined
accurately by campaign administrators. For that reason, we have introduced a
new way in which our system can extract these distinguishable patches from
workers thorough a top-down hierarchical labeling approach.

Recall that campaign administrators need to specify at least the dimension
of the image grid, and the dimension of the initial patch (L1). Each one of the
initial patches is displayed to a group of workers (independently), for which they
must assign a label. These labels are defined by the campaign administrator for
the particular campaign. Figure 3 shows a screenshot of the worker’s interface
showing one of the four patches from the image shown in Fig. 2(b), along with
three labels defined by the campaign administrator.

Campaign administrators also have the option of choosing to divide the set
of initial (or L1) patches further. The resulting set of dividing an L1 patch is
a set of L2 patches; L2 patches can be further divided into L3, so on and so
forth. For example, assuming that the dimension of the image grid is 8 × 8, the
dimension of L1 patches is 4 × 4, L2 patches is 2 × 2, and L3 patches is 1 × 1.
Figure 4 shows the set all patches that could potentially get generated from our
image. Note here that although Fig. 4(a) shows a 2× 2 grid, the size of each cell
in that grid is 4 × 4 (L1 dimension) provided that the image grid dimension is
defined as 8 × 8.

As you may have guessed, there are multiple sets of dimensions that will
result in the same patches; for example, an L1 division of 9 × 9 and an L2
division of 3 × 3 is identical to an L1 division of 3 × 3 and an L2 division of
1 × 1 (assuming L2 is the highest level generated patches). Our system allows
the administrator to specify any valid set of dimensions; in addition to that, our
system will display the number of potentially generated patches for each level.
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Fig. 3. A screenshot from the worker’s interface showing one of the four patches from
the image shown in Fig. 2(b), along with three labels defined by the campaign admin-
istrator

Figure 5 shows a screenshot of the page on which the administrators specify the
grid size of each level. Note here that these patches are only potentially generated
since this will be determined based on the labels provided by previous workers,
as will be explained in the next subsection.

2.3 Hierarchical Patch Generation

To minimize human labeling efforts, we have decided to adopt a top-down app-
roach for generating the patches. Our system will start by asking workers to
label all the L1 patches first, and based on the obtained labels for each patch,
our system will either mark these patches with “unknown” or “distinguishable”
label. Next, our system will divide all distinguishable L1 patches into their L2
sub-patches, and present them to workers, so on and so forth. This process will
continue until we go through all levels (defined by campaign admin), or until all
patches have been labeled with “unknown”, and hence no further division will
be required. To provide few examples to demonstrate the idea of hierarchical
patch generation, we would have to define three key terms:

1. Stop threshold: The stop threshold can be defined as the minimum per-
centage of agreeability that campaign administrators require for any patch
to be marked “distinguishable”. As soon as a particular patch satisfies this
agreeability threshold, and as long as the number of responses for that patch
is within the minimum and maximum range (defined below), our system will
not present this patch for additional labeling.

2. Minimum number of responses for a patch: As the name implies, this
value is used to define a lower bound for the number of responses obtained
from workers for a particular patch. For example, if this value is set to 3,
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(a) (b) (c)

Fig. 4. (a) L1 patches (b) L2 patches (c) L3 patches

Fig. 5. Screenshot of what the admins see when setting the dimensions of the patch
levels.

that simply means that every patch needs to be presented to at least three
different workers.

3. Maximum number of responses for a patch: This value is used to define
an upper bound for the number of responses obtained from workers for a
particular patch. As we will demonstrate in the next few examples, this value
will often not be reached, since the stop threshold and minimum number
constraints may be satisfied prior to reaching this value.

Next, we will show an example for demonstrating the hierarchical patch gen-
eration in action. In this example, we will use the levels defined in Fig. 4. Let us
assume the following:

1. the stop threshold is 70%,
2. the minimum responses is 3 and the maximum responses is 7, and
3. the labels provided to workers are “Cat”, “Dog”, and “I don’t know”.
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Let us also agree on a patch numbering system that we will use in this
example. If the patch is an L1 patch, then its ID will be Lm such that m is
the number of the patch, counting from top left to bottom right; for example,
L1 would be the top left patch in Fig. 3(a), L2 would be the top right patch
in Fig. 3(a), L3 would refer to the bottom left patch, and L4 would be the
bottom right patch in Fig. 3(a). If the patch is an L2 patch, then we will use two
subscripts, the first one referring to the L1 patch that it was generated from, and
the second subscript will be used to indicate the number of the patch counting
from top left to bottom right; for example, the top right patch in Fig. 3(b) is
referred to by L2,2 since it is part of patch L2 and it is the second patch; the
bottom right patch in Fig. 3(b) would be identified by L4,4 since it is part of
patch L4, and it is the fourth and last patch (within that sub-patch).

Table 1 below shows a valid patch-worker assignment, with potential labels
provided by workers; we will use this table to demonstrate this example. In
Table 2, we provide a description of how our system will behave based on the
labels provided in Table 1.

Table 1. A hypothetical example of possible labels provided by workers

Time Patch ID Worker ID Label provided

0 L1 15 Cat

1 L1 9 Cat

2 L2 9 I don’t know

3 L1 12 Cat

4 L2 15 I don’t know

5 L2 5 I don’t know

6 L3 5 Cat

7 L4 12 I don’t know

8 L4 5 I don’t know

9 L3 9 I don’t know

10 L4 9 I don’t know

11 L3 12 Cat

12 L1,2 26 I don’t know

13 L3 29 Dog

14 . . . . . . . . .
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Table 2. A detailed description of how our system behaves based on the labels provided
by workers shown in Table 1

Time System behavior

3 L1 satisfies the three criteria (3 is more than or equal to minimum
responses, 3 is less than or equal to maximum responses, and 3 workers
provided the label “Cat” out of the 3 labels provided, which means that
the agreeability is 100% which is higher than or equal to the stop
threshold 70%). Since L1 satisfied the three conditions, we will crop it
into its L2 level patches and repeat

5 L2 now has been labeled “I don’t know” by three workers. Here, we would
stop asking workers to label L2 and we do not divide it into its Level 2
(L2) patches. The reason for this decision is because even if the rest of
workers (4, since the maximum responses is 7) agree on a label (say
“Cat”), the agreeability will be 4/7 which is less than the stop threshold

10 Similar to L2, L4 has been labeled with “I don’t know” by three workers,
so we stop asking users to label L4, and we do not divide that patch any
further

11 Here, L3 has been labeled “Cat” by two workers and “I don’t know” by
one worker. The three criteria have not been satisfied yet since the stop
threshold (70%) has not been met. That being said, there is still a
possibility that if we ask more workers, we will satisfy all three conditions

12 We can observe two things here: 1. Our system is now asking workers to
label patches from the second level (since for patch L1, it has been agreed
that it exhibits the label “Cat”), and 2. We notice that the worker ID is
now different, and that is because the four workers with ID’s 5, 9, 12, and
15 have seen L1 patch (which contains L1,2) and therefore may bias their
response

13 After the label provided at Time 13, we have 2 “Cat” labels for L3, 1 “I
don’t know” label, and 1 “Dog” label. Our system will automatically stop
asking workers to label this patch since there is no way that we will reach
agreeability higher than or equal to the stop threshold

3 Conclusion and Future Work

In this paper, we described an open-source web-platform designed to provide
researchers and data scientists with the ability to efficiently and effectively
crowdsource labeled patches from images. The nature of the crowdsourced dis-
tinguishable patches presented in this paper is unique, and as far as the authors
are aware has not been explored in the past.

The system that we have designed adopts a top-bottom hierarchical-based
approach to automatically determine the size and the location of the patches pre-
sented to workers; therefore minimizing human labeling efforts while maximizing
the amount of labeled data collected, without adding human bias.

One of the areas in which future work can be conducted involves exploring
ways to improve the training of image classification models by utilizing these
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collected distinguishable patches; either by treating each distinguishable patch as
a unique labeled instance, or by augmenting the spatial distribution of workers’
responses to existing single-label image datasets.

Another area of future work involves extending our platform to crowdsource
labels from sets of many isolated patches within an image. This idea of multi-
patch labeling is particularly interesting since it may reveal interesting findings
about how combining independent (and indistinguishable) patches could result
in meaningful groups of image patches.
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Abstract. In this paper a neural network is trained to perform sim-
ple arithmetic using images of concatenated handwritten digit pairs. A
convolutional neural network was trained with images consisting of two
side-by-side handwritten digits, where the image’s label is the summa-
tion of the two digits contained in the combined image. Crucially, the
network was tested on permutation pairs that were not present during
training in an effort to see if the network could learn the task of addition,
as opposed to simply mapping images to labels. A dataset was generated
for all possible permutation pairs of length 2 for the digits 0–9 using
MNIST as a basis for the images, with one thousand samples gener-
ated for each permutation pair. For testing the network, samples gener-
ated from previously unseen permutation pairs were fed into the trained
network, and its predictions measured. Results were encouraging, with
the network achieving an accuracy of over 90% on some permutation
train/test splits. This suggests that the network learned at first digit
recognition, and subsequently the further task of addition based on the
two recognised digits. As far as the authors are aware, no previous work
has concentrated on learning a mathematical operation in this way.

1 Introduction

The aim of this study is to attempt to find experimental evidence that would
suggest that a network can be trained to perform the task of addition, when
supplied with image data containing two digits that should be summed. To
ensure that the network has indeed learned this, and is not simply mapping
images to labels, a constraint was applied whereby the network is tested with
a held back test set of previously unseen permutation pairs. This forces the
network to learn more than simply a mapping between individual images and
labels as it is tested using digit combination pairs that it has not seen, meaning
a direct mapping from an image or shape to a label would not function.
c© Springer Nature Switzerland AG 2020
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Table 1. Example input images and their corresponding labels. Each image consists
of two side-by-side MNIST digits merged into one single image where each image’s
label is the summation of the two digits. The label contains no information as to the
individual digits contained within the image, nor is there any indication given to the
network prior to training that each image consists of two digits or otherwise.

Image Interpretation Label

5 + 0 5

8 + 5 13

9 + 9 18

To test this hypothesis, a network was trained with data generated using 90 of
the possible 100 combinations of the digits 0–9 up to length 2. Once trained, the
network was tested by inputting images based on the remaining 10 permutation
pairs, and was required to predict the summations for them. Some examples of
the generated samples can be seen in Table 1. 1,000 samples were generated for
each permutation pair. This was repeated 10 times for 10 different permutation
pair train/test splits.

2 Background Work

There has been previous work relating to this experiment. As opposed to most
work, however, the goal of this study was not to recognise digits, extract their
numerical values from the images, and then perform (after the network’s charac-
ter recognition procedure) some mathematical function on the numerical values.
The task of this experiment was to learn if the network could learn the log-
ical task of the mathematical operation itself using an end-to-end approach.
For example, [3] experimented with computer generated image data, however
as output the network was trained to produce images containing the summa-
tions. Their work concentrated on the visual learning of arithmetic operations
from images of numbers. In contrast, the work presented here outputs its predic-
tions as a real number. Their approach used numbers of longer lengths and were
therefore also able to generate many thousands of training samples, despite not
using hand written digits. The input consisted of two images, each showing a
7-digit number and the output, also an image, displayed a number showing the
result of an arithmetic operation (e.g., addition or subtraction) on the two input
numbers. The concepts of a number, or of an operator, are not explicitly intro-
duced. Their work, however, was more akin to the learning of a transformation
function, rather than the task of learning a mathematical operation. Other oper-
ations, such as multiplication, were not learnable using this architecture. Some
tasks were not learnable in an end-to-end manner, for example the addition of
Roman numerals, but were learnable once broken into separate sub-tasks: first
perceptual character recognition and then the cognitive arithmetic sub-task.



Performing Arithmetic Using a Model Trained on Digit Permutation Pairs 257

Similarly, a convolutional neural network was used by [6] to recognise arith-
metic operators, and to segment images into digits and operators before per-
forming the calculations on the recognised digits. This again is different to the
approach described here, as it is not an attempt to learn the operation itself,
but to learn to recognise the operator symbols and equations (and perform the
mathematics on the recognised symbols).

In [8], the authors addressed the task of object counting in images where
they applied a learning approach in which a density map was estimated directly
from the input image. They employed convolutional neural networks with layered
boosting and selective sampling. It would be possible to create an experiment
based on their work, that would perform arithmetic by counting the values of
domino tiles, for example.

Until now, as far as the authors are aware, no work has concentrated on
learning the actual mathematical operation itself. Previous work tends to con-
centrate on first recognising digits and operators within images, and then to
perform the mathematical operations separately, after this extraction has been
carried out. In the case of this work, an end-to-end algorithm has been developed
that performs the digit recognition, representation learning of the values of the
digits, and performs the arithmetic operation.

3 Experiment

A convolutional neural network was trained to perform arithmetic on images
consisting of two side-by-side hand-written digits. Each image’s corresponding
label is the sum of the two digits, and the network was trained as a regression
problem. For the digits 0–9, up to length 2, there are 100 possible permutation
pairs. For each permutation pair, 1,000 unique images were generated using the
MNIST hand written digit database [4]. MNIST was chosen due to its familiar-
ity in machine learning, and because LeNet5 (used as the basis for the network
trained in this work) clearly functions well on this dataset. Also, MNIST con-
tinues to be a focus of research and is used as a benchmarking dataset to this
day [2,7].

Training was performed on images generated from a random 90-long subset
of the possible permutations, and testing was performed on images based on the
remaining 10 permutations. A number of example input images and their labels
are shown in Table 1 where it can be seen that a single input image consists of
two MNIST digits side-by-side, and the image’s label is the summation of the
two digits. For each permutation, 1,000 combined images are generated resulting
in 100,000 samples that are separated into a training and test set based on the
permutation pairs.

The task of the experiment was to train a neural network with data generated
from a subset of the possible 100 permutations, that when presented with a new
samples, generated from the unseen permutation pairs, the network would be
required to predict the correct summation. This was done in order to ascertain
whether a network could learn a simple arithmetic operation such as addition,
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given only samples of images and their summations and no indication as to
the value of each individual digit contained within the image, while only being
trained on a subset of all possible permutation pairs and tested on the remaining
pairs.

In summary, the experimental setting is as follows:

– By permutations, it is meant all possible combinations of the digits 0–9 of
length 2. Formally, if the set of digits D = {0, 1, 2, 3, 4, 5, 6, 7, 8, 9}, all possible
permutations is the Cartesian product of D × D, which we define as P , so
that P = {(0, 0), (0, 1), (0, 2), . . . , (9, 8), (9, 9)}.

– Of the 100 possible permutations pairs P , a random 90 are used as a basis to
train the network and the remaining 10 pairs are used as a basis to test the
network. These are the training permutations, Pt, and the test permutations,
Pv. This permutation train/test split was repeated 10 times as a 10-fold cross
validation.

– For each permutation, 1,000 samples are generated. So, for each of the permu-
tations in P , 1,000 concatenated images are generated using random MNIST
digits M (appropriate for that permutation).

– By appropriate this means that, for example, generating an image for the
permutation pair (3, 1) a random MNIST digit labelled 3 is chosen and a
random MNIST digit labelled 1 is chosen and these images are concatenated
to create a single sample for this permutation pair. This means each sample
is likely unique (likely, as each image is chosen at random with replacement,
see Table 2). The generated images are contained in a matrix X, where Xt

are the training samples and Xv are the test samples.
– For the generation of the training set images, Xt, only images from the

MNIST training set, Mt, are used.
– For the test permutation images, Xv, only images from the MNIST test set,
Mv, are used.

– The network is not given any label information regarding each individual digit
within the concatenated images, only the summation is given as label data.

– The permutations pairs in the test set are not seen during training. This
means the training set and test set are distinct in two ways: they contain
different permutations pairs that do not overlap, and the individual MNIST
images used to generate each permutation sample do not overlap between the
training set and test set.

The decision to train the network as a regression problem is done for the
following reasons. First, the number of output neurons would change depend-
ing on the train/test split. For example, the sum of (9, 9) is 18 and cannot be
made by any other permutation, meaning a possible discrepancy between the
number of possible output neurons of the training set and test set. Second, when
training on permutations of longer length, an ever increasing number of output
neurons would be required. Last, for measuring how well the network performs,
classification poses problems which are mitigated by using regression and mean
squared error loss.
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Table 2. For each permutation pair, random MNIST digits are used for generating each
sample. For example, for the permutation pair (0, 2), each sample that is generated
uses a random digit 0 combined with a random digit 2 obtained from MNIST.

Sample 1 Sample 2 . . . Sample 1000

. . .

The following sections describe the experiment itself, beginning with a
description of the dataset and how it was created. Then, the neural network’s
architecture is described as well as the training strategy. Last, the results of the
experiment are discussed, and the paper is concluded with a discussion.

4 Dataset

The dataset used for the creation of the concatenated image data was MNIST,
a 70,000 strong collection of labelled hand written digits. As per the original
dataset, 60,000 digits belong to the training set and 10,000 belong to the test
set. Images in the MNIST dataset are 8-bit greyscale, 28× 28 pixels in size. The
generated images are therefore 28 × 56 pixels in size as they are the concatena-
tion of two MNIST digits placed side-by-side and stored as a single image (see
Table 3, for example). Each generated image’s label is the summation of the two
individual digits’ labels (see Table 1 for several examples). For each permuta-
tion, one thousand samples are generated, and the MNIST digits are chosen at
random in order to create distinct samples.

4.1 Train/Test Split

As mentioned previously, for the digits 0–9, with a maximum of length of l = 2,
there are nl or 102 = 100 possible permutation pairs. To generate the training
and testing data, the permutations pairs are split into a permutation training set
and a permutation test set at random, so that: P = Pt∪Pv and Pt∩Pv = ∅. For
training, 90% of the permutations were used to generate the training samples,
Xt and the remaining 10% were used for generating the test set samples Xv,
meaning |Pt| = 90 and |Pv| = 10 while |Xt| = 90, 000 and |Xv| = 10, 000 for any
particular run. The experiment was performed using a 10-fold cross validation,
based on the permutations pairs, and the loss was averaged across the 10 runs.

In terms of the generated samples, the generated training set images and
generated test set images honoured the MNIST training set and test set split.
This means that the generated training set samples are distinct from the gen-
erated test set samples both in terms of the permutation pairs and the images
used to create each sample. It should be noted that the images were chosen from
MNIST randomly with replacement, meaning images could appear twice in differ-
ent permutation pairs within the training set or test set, but not between both.
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Therefore, the generated data set matrix X contains 100,000 samples, 10,000
for each permutation pair. This also means that Xt contains the corresponding
samples for the permutations Pt, and Xv contains the samples for Pv. A label
vector y contains the labels, which are the summations of the two digits in the
sample. Similarly, y = yt ∪ yv.

4.2 Network Architecture and Training Strategy

The neural network used was a multilayer convolutional neural network similar
to the original LeNet5, which was first reported by [5]. However, rather than
treating the problem as a classification problem, the network is trained as a
regression problem. The network was evaluated using mean squared error loss
and optimised with ADADELTA [10]. All experimentation was performed with
Keras using TensorFlow [1] as its back-end, running under Ubuntu Linux 14.04.

A LeNet5-type network was chosen due to its association with MNIST, having
been optimised and developed for this dataset, and has repeatedly been shown
to work well at the general task of character recognition. As the inputs to this
network are similar to the original MNIST images, having twice the width in
pixels but having the same height in pixels, the only other modification that
was made was with the output of the network. Instead of a 10 neuron, fully
connected output layer with Softmax, the final layer was replaced with a single
output neuron and trained as a regression problem, optimising mean squared
error loss.

4.3 Data Generation

The data generation procedure algorithm is shown in Algorithm 1. During
data generation, the permutations, P , are iterated over and m = 1000 samples
are generated for each permutation. A sample consists of two random MNIST
images, corresponding to the labels in the current permutation, concatenated
together as one image (this is represented by the function ConcatenateImages).
As well as this, the label vector y is generated, which contains the sum of the
two digit labels that make up each individual MNIST image used to create the
sample. Note that in Algorithm 1 the symbol ⇐ represents append, as is the
case for the matrix X and its corresponding label vector y.

The procedure shown in Algorithm 1 is repeated for the train set permutation
pairs, Pt, and the test set permutation pairs, Pv. It is important to note that
when generating the data for the training set permutation images, the MNIST
training set is used, and conversely when generating the test set permutation
images, the MNIST test set is used. This ensures no overlap between the training
set or test set in terms of the permutation pairs or the data used to generate the
samples.



Performing Arithmetic Using a Model Trained on Digit Permutation Pairs 261

Algorithm 1. Data Generation
Input: permutation pairs P , MNIST images M , labels y′, size m ← 1000.
Initialise X ← [ ].
Initialise y ← [ ].
for all (p1, p2) in P do

for 1 to m do
r1 ← random index from M with label p1
r2 ← random index from M with label p2
X ⇐ ConcatenateImages(Mr1 , Mr2)
y ⇐ y′

r1 + y′
r2

end for
end for

5 Results

Averaged across the different training/test splits of a 10-fold cross validation of
the permutation pairs, mean squared error was generally under 1.0 and averaged
0.85332, as shown in Table 7. Tables 3, 4, and 5 show a number of examples of
a trained network’s predictions on permutations from a test set. Table 3 shows
a number of sample inputs from the test set and their predictions, as well as
their true labels. It is interesting to note that the network learned to deal with
permutations with images in reverse order, as is the case for (6, 4) and (4, 6) or
(1, 3) and (3, 1) in Table 4. In some cases, three different permutation pairs exist
in the test set which sum to the same number, and these were also predicted
correctly, as seen in Table 5.

Table 3. Example results for permutation samples from the test set passed through
the trained network. As can be seen, all samples use distinct MNIST digits.

Input Image Prediction Actual

11.1652 11

10.3215 10

5.01775 5

8.99357 9

5.99666 6

8.6814 9

Although the network was trained as a regression problem, accuracy can
also be measured by rounding the predicted real number output to the nearest
integer and comparing it to the integer label. When rounding to the nearest digit,
accuracy was as high as 92%, depending on the train/test split and averaged
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Table 4. Example results of correct predictions for test set permutations that have
the same label but consist of different pairs of digits such as (6, 6) and (4, 8) or (9,
2) and (3, 8). Note also that the model was also able to deal with digits in swapped
order, as is the case for (1, 3) and (3, 1). Table 5 shows a further example of this.

Input Image Prediction Actual

11.8673 12

11.8703 12

10.8862 11

10.8827 11

3.7308 4

4.23593 4

Table 5. Example of correct predictions for three permutations from the same test set
that sum to the same value.

Input Image Prediction Actual

9.84883 10

9.9731 10

10.0746 10

70.9%. Accuracy increases, if the predicted value is used with a floor or ceiling
function, and both values compared to the true value, achieving an accuracy of
approximately 88% across a 10 fold cross validation. When allowing for an error
of ±1, the accuracy, of course, increases further. Table 6 shows the accuracy of
the trained network over a 10 fold cross validation. The accuracies are measured
across all samples of all test set permutations—a total of 10,000 images. The
accuracies are provided here merely as a guide, for regression problems it is of
course more useful to observe the average loss of the predictions versus the labels.
Errors presented here are likely the result of misclassifications of the images
themselves rather than the logic of the operator learned, as the network was
trained to optimise the loss and not the accuracy. Also, even for folds with low
accuracy there are always correct predictions for all permutation pairs, again
a further reason why it is not entirely useful to report accuracies. The mean
squared error loss is provided as a truer measure of the network’s performance,
and in order to provide as accurate a loss as possible a 10-fold cross validation
was performed. The results of a 10-fold cross validation of the permutation pairs
can be seen in Table 7. The average mean squared error loss over the 10-fold
cross validation was 0.853322.
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Table 6. Accuracy of each run of a 10-fold cross validation. For each permutation there
are always correct predictions, even for poorly performing folds, such as folds 2 and
4. By using floor and ceiling functions on the predicted values for each of the images,
the accuracy increases significantly. Note that for the results here 2,000 samples per
permutation were generated.

Fold Rounding Floor/ceiling ±1

1 81.19% 85.51% 94.93%

2 43.00% 90.89% 96.23%

3 80.95% 86.95% 95.12%

4 55.08% 71.21% 86.56%

5 82.35% 93.56% 95.28%

6 92.23% 95.49% 96.76%

7 54.32% 86.94% 95.38%

8 74.86% 94.71% 96.67%

9 87.59% 94.33% 95.91%

10 57.48% 85.53% 96.23%

Avg. 70.91% 88.51% 94.90%

Table 7. Results of each run of a 10-fold cross validation. The average mean squared
error (MSE) across 10 runs was ≈ 0.85 on the test set.

Fold Test set MSE Train set MSE

1 1.1072 0.0632

2 0.6936 0.0623

3 0.7734 0.0661

4 0.7845 0.0607

5 0.9561 0.0694

6 0.7732 0.0553

7 1.2150 0.0803

8 0.7278 0.0674

9 0.9464 0.0602

10 0.5556 0.0709

Avg. 0.8533 0.0656

6 Conclusion

In this work, we have presented a neural network that achieves good results at
the task of addition when trained with images of side-by-side digits labelled with
their summations, and tested with digit combination pairs it has never seen. The
network was able to predict the summation with an average mean squared error
of 0.85 for permutation pairs it was not trained with. By testing the network on
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a distinct set of digit combinations that were unseen during training, it suggests
the network learned the task of addition, rather than a mapping of individual
images to labels. A number of further experiments would be feasible using a
similar experimental setup. Most obviously, the use of three digits per image
could be performed using permutations up to length 3, or higher. Furthermore,
other arithmetic operations could also be tested, such as subtraction or multi-
plication. More generally, the applicability of this method to other datasets in
other domains needs to be investigated more thoroughly, for example whether
there is an analogous experiment which could be performed on a dataset that
does not involve arithmetic but involves the combination and interpretation of
unseen combinations of objects in order to make a classification, such as through
the use of the Fashion-MNIST [9] or ImageNet datasets.
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Abstract. Diagnosing cyber-physical systems is often a challenge due
to the complex interactions between its individual cyber and physi-
cal components. With CatIO (From ‘Causarum Cognitio’, Latin for
“(seek) knowledge of causes”), we propose a framework that supports
a designer in developing corresponding diagnostic solutions that utilize
either abductive or consistency-based diagnosis for detecting and local-
izing faults at runtime. Employing an interface to tools of the modeling
language Modelica, a designer is able to simulate a cyber-physical sys-
tem’s detailed behavior, and based on the observed data she can then
assesses the diagnostic solution(s) under development and explore the
trade-offs of individual solutions. For the abductive reasoning variant,
CatIO supports also in coming up with the required abductive diagno-
sis model via an automated concept based on fault injection and the
simulation of corresonding Modelica models.

Keywords: Model-based diagnosis · Modelica · Cyber-physical
system · Co-simulation.

1 Introduction

For an intelligent cyber-physical system (CPS), it is crucial to be aware of its
current status and also that of its environment. This allows the CPS to respond
intelligently to environmental inputs and changes, and also to make the right
choices when having to deal with issues like faults. Model-based diagnosis [4,10,
18] (MBD) is a powerful means to assess an observed situation, and furthermore
supports an engineer in isolating the root cause(s) of some encountered issue(s).
Deploying MBD in practice is, however, usually not a trivial task, and this
is especially true for CPSs [20]. That is, providing an appropriate model for
diagnostic reasoning concerning a CPS—where a computation core monitors and
controls an aggregation of physical and cyber components—is a quite complex
and cumbersome task.
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For consistency-based MBD [10,13], we need a specific type of system model
that describes a CPS’s expected behavior, and when considering fault modes [5]
we need to cover also faulty behavior. Choosing the right abstraction level and
description format for this model in order to arrive at an attractive trade-off
between scalability and diagnostic preciseness is not an easy task.

For abductive diagnostic reasoning [4,7], we need to come up with a
knowledge-base (KB) describing dependencies between faults and their effects
considering the system’s observable behavior. Such a KB then allows us to abduc-
tively reason backwards from experienced symptoms to possible root causes.
While such a KB is usually more abstract than a detailed model of a system’s
behavior, we still have to consider details like multiple faults occurring simul-
taneously [16]. For more information on modeling for consistency-based and
abductive diagnosis we refer the interested reader to [22].

While a variety of MBD algorithms, e.g., [9,10,13,18,21], corresponding
libraries [17], and also solutions for automatically generating abductive diag-
nosis models [15,16] have been proposed, we are in need of frameworks that
assist a designer in exploring the options available for some application scenario.
In addition, several tools and languages for supporting designers in coming up
with diagnostic systems have been proposed, including DiKe [6] and Rodelica [3].

With CatIO, we are proposing a framework that connects Modelica [8] with
diagnostic reasoning in order to allow an engineer to simulate a system’s behavior
and directly assess the diagnostic solutions she is developing in the context of
such a simulation. Modelica is a flexible and intuitive programming language
for modeling a system, and there is commercial as well as free tool support1

available. One can draw furthermore on a variety of libraries, e.g., for digital
circuits, fluids, or mechanics, so that Modelica is a flexible tool for modeling
a CPS. Implementing the concept proposed in [15], via this Modelica interface,
CatIO can support an engineer also in the development of an abductive diagnosis
model based on fault injection and simulation (see Sect. 2.1).

As we will show in Sect. 2, CatIO offers a special interface for connecting
an external component to a simulation. All data computed in the framework is
available via this interface, and the external component is allowed to dynamically
change the input values of the simulation. The motivation for this controller
interface was to enable connecting a system’s control logic to a simulation, so
that a designer can assess and verify a system’s reactions in fault scenarios.

Summing up CatIO’s features, an engineer can (i) simulate a CPS in Modelica
to create data for testing a diagnostic solution under development, (ii) compare
and assess MBD solutions in the context of different abstraction levels and draw-
ing on either MBD concept, (iii) automatically generate an abductive diagnosis
model, (iv) connect an external controller that uses the diagnostic information.

The remainder of our manuscript is organized as follows: After proposing the
details of our framework in Sect. 2, we will show how CatIO supports designers
in the context of a simple example in Sect. 3. In Sect. 4 we will draw a brief
summary and will depict future work.

1 https://www.modelica.org/modelicalanguage.

https://www.modelica.org/modelicalanguage
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Fig. 1. CatIO’s high level architecture.

2 The CatIO Framework and Its Architecture

In Fig. 1, we illustrate CatIO’s architecture. The front end aggregates all the
parts a user interacts with. This includes (i) the driver module for configuring
the diagnostic features, (ii) the interface module that connects to Modelica and
where we specify the encoder for matching the signals and translating between
the simulation and the diagnostic models, the controller which is an external
component we can connect to the simulation as described in the introduction, diff
which we use to detect deviations between the observed and expected behavior
(for the abductive variant, as will be explained later), and (iii) the model module
which encapsulates the diagnostic model in either variant. As back end, we use
a set of diagnosis algorithms complemented by a set of sub-modules.

2.1 The Back-End: Diagnosis Algorithms and Related Sub-modules

For consistency-based MBD (CMBD), we use RC-Tree [13]. RC-Tree is a variant
of HS-DAG [9] and Reiter’s original algorithm [18] that avoids all the redundancy
in its search for diagnoses. The computation in this MBD variant is based on
isolating and resolving the conflicts between observed and expected behavior via
computing the minimal hitting sets of those conflicts [18]. RC-Tree allows for
an on-the-fly computation of the conflicts which is of advantage if we are just
interested in diagnoses up to a certain size. While the architecture allows the
integration of any solver, for our ongoing Java implementation we rely on SAT
models as system description and use picomus [1] to isolate the conflicts. We
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could connect also, e.g., constraint solvers though—or any other solver that can
generate conflicts (ideally minimal conflicts). There is also another algorithmic
concept for implementing CMBD where we compute the diagnoses directly in
the solver as outlined in [11]. Our performance comparison of [12] did not show a
substantial advantage in one or the other direction, so that we currently focus on
RC-Tree. Depending on the diagnosis engine configuration, RC-Tree can com-
pute both persistent faults and intermittent faults, and we can combine results
from multiple simulation scenarios as was proposed in [14].

Abductive diagnosis in CatIO relies on an Assumption Based Truth Main-
tenance System (ATMS) [19], were we use a specific knowledge-base encoding
our knowledge about a system’s fault-and-effect dependencies and then reason
backwards from observed symptoms to probable causes as explanations for the
symptoms [15]. Coming up with such a knowledge-base is a complex task, where
CatIO helps a designer in its creation via an automation option proposed in [16].
The underlying principle there is that we test the system and faulty system ver-
sions (that we can create via fault injection) for collecting possible symptoms
caused by faults and also the corresponding fault-and-effect dependency rules
for aggregating the knowledge base (in CatIO, these rules use a Prolog-like syn-
tax). In this approach, combinatorial testing (CT) allows us to explore the input
space in a controlled way such that we adequately cover all possible fault/input
scenario combinations. As CT engine, we use the ACTS [23] library for gener-
ating mixed level covering arrays (MCAs) from a simulation’s input variables
and their domains. These MCAs then define the set of simulations conducted
for generating the abductive diagnosis model [15,16].

Fig. 2. Inputs and outputs of CatIO.

2.2 Front-End: Modelica Models and Simulations

In Fig. 2, we can see a user’s view of the in- and outputs of our framework.
A central part is the Modelica model that allows the simulation of a system’s
behavior. As usual, we can consider a simulation as a function that computes a
system’s outputs based on the inputs as defined in a simulation scenario. There
are three categories of such inputs, namely parameters, inputs and mode assign-
ment variables. System parameters describe values that are usually constant
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during a simulation, but which depend on a concrete scenario—like resistor val-
ues for an electrical circuit or the distance between a robot’s differential drive’s
wheels in our example in Sect. 3. Inputs, on the other hand, are the dynamic
inputs that connect a system to its environment—like the signals a robot’s dif-
ferential drive needs for controlling its left and right wheel. Mode assignment
variables are special in that they concern the behavior of a system component,
so that we can, e.g., describe whether a resistor is OK, broken, or shorted.

Modelica models can be converted to Functional Mock-up Interfaces
(FMIs) [2], which an external program—like our CatIO framework—can then
use to conduct and control a corresponding simulation. Unless we configure vari-
ables as input variables in Modelica, we can’t change them during the simulation
though. Thus, at least the inputs and mode-assignment variables have to be con-
figured as inputs for an FMI. This allows us to support the dynamic control of
a simulation (like for the robot control logic example mentioned in the intro-
duction), and to simulate a CPS’s behavior for test cases/simulations defined in
a test bench. As we will see in Sect. 3, CatIO offers a graphical user interface
(see Fig. 4) for (i) an easier extraction of the necessary data from FMIs and (ii)
supporting a designer in the manual creation of simulation scenarios.

When we would like to use observations from a Modelica simulation in our
diagnostic reasoning, we have to employ abstraction. In particular, since we have
that the simulated signal values in a simulation are expressed in Modelica data
types (like Boolean, integer or float), we have to map them to Boolean variables
or propositional variables as used in the CMBD diagnosis model or the abductive
KB respectively. For this purpose, CatIO uses the encoder function that has to
be provided by an engineer. For each time step, this function reads the desired
signal values of a simulation and performs the checks and comparisons defined
in the function in order to derive observations in the correct format.

A central part in the concept for automating the generation of an abductive
diagnosis model via Modelica simulations [15,16] (see also Sect. 2.1) is the diff
function. This function (also to be provided by the engineer) takes observations
encoded with respect to the model, and identifies as well as encodes discrepancies
between correct and faulty behavior. It so to say acts as deviation detector and
encoder. Alternatively, diff can interpret values also directly from a simulation,
i.e., without encoder mapping them to the desired format beforehand.

2.3 Front End: Further Inputs and Interfaces

CatIO’s controller interface allows an engineer to connect an external function
to a simulation by specifying a class encapsulating the external component to be
interfaced. Such a component might describe a system’s control logic that takes
diagnostic information into account for coming up with repair and compensation
actions, or might implement more general concepts for affecting/controlling a
simulation. An example scenario for the case of a robot would be to connect its
control logic, so that a designer can assess and verify the correct exploitation of
diagnostic information.
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For either diagnosis variant the user has to come up with the required diag-
nosis model/KB and the artifacts described before. Then he or she has to specify
the length of a simulation and the time-step size, as well as the desired diagnosis
parameters (persistent vs. intermittent faults, single or multiple scenarios, ...).

3 Example

Let us consider a robot’s differential drive as depicted in Fig. 3. For this example,
we have the distance d between the wheels as parameter, the voltages uR, uL for
the left and right wheel as system inputs, and we have mode assignment variables
mL,mR for the wheels whose domain is {ok, faster, slower, stuck}. Let us assume
that, as suggested in Sect. 2.2, all changing variables in the Modelica model are
considered as inputs for the FMI (Fig. 4).

Fig. 3. Mobile robot with differential drive.

The first step now is to select those Modelica signals/variables which we’re
going to consider in the diagnostic process (i.e. those relevant for the diff and
encoder functions). For our example, these are the inputs and outputs for the
two wheels. For our current Java implementation of CatIO, we can see the cor-
responding graphical user interface for this step in Fig. 4. At the same time, the
user can also define an input scenario for a simulation (in the bottom half of the
figure) either manually, or via defining possible variable domains (defined in the
column labeled “values” in the top table in the Fig. 4) to be considered for an
automated generation of scenarios via computing mixed-level-covering arrays—
a concept that is used also when generating an abductive knowledge base as
described in Sect. 2.1.

In the following listing, we show a part of the abductive KB that we might
generate for our example and which would contain also background knowledge
like the mutual exclusiveness of some propositions. In particular, it is physically
impossible for a robot to move straight forward and to move along a curve to
the left at the same time. Note that nominal, slower and faster are propositions
relating to a wheel’s spinning speed with respect to the other wheel, while the
robot’s motion direction is denoted by straight, left curve, right curve.
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Fig. 4. Graphical user interface depicting FMI data extraction and scenario creation.

...

wheel(left).

wheel(right ).

wheel(left), Expected(left) -> nominal(left).

wheel(left), Reduced(left) -> slower(left).

wheel(left), Increased(left) -> faster(left).

nominal(left), nominal(right) -> straight.

nominal(left), faster(right) -> left_curve.

faster(left), nominal(right) -> right_curve.

...
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The model for CMBD would look similar, where for a manual model a
designer likely will derive a component-centered model. That is, describe the
components individually via arbitrary Boolean formulae first and then add the
appropriate connections between the components. Please note that this Boolean
description is then automatically converted to conjunctive normal form (CNF)
which is the usual input format for SAT solvers.

In Fig. 4, we can see that we selected the in- and output voltages for both
wheels (leftWheel.i, rightWheel.i, leftWheel.o, leftWheel.o) in the column labeled
“Read” for being interfaced to the diagnostic process. For each time step, the
corresponding evalues are passed to the encoder in order to map the observations
to desired propositions, and in the diff function, we check whether the wheels
are behaving as expected (such that the input signal equals the output signal).

Obviously we could now also connect the robot’s control logic via our special
controller interface as described in Sect. 2.3. This could be a Java class that
alters the input voltages for the wheels if the robot drives a curve to the left
instead of going straight ahead, or where we decide to turn 270 degrees to the left
instead of turning 90 degrees to the right if the latter is not possible due to some
diagnosed fault. Let us assume though, that we just aim to run our diagnostic
reasoning for a simulation scenario, so that we run the diagnostic process with
the desired parameters—like diagnosing persistent faults for a single simulation
with CMBD.

As we discussed in Sect. 2.1, CatIO offers an implementation of an approach
for automatically generating abductive KBs that was proposed in [15,16]. The
basic idea there is to inject faults, simulate and compare faulty behavior against
the correct one, and identify deviations in the system behavior in order to encode
them in fault-and-effect dependency rules that we then aggregate in the KB.
Via the diff function mentioned in Sect. 2.2, CatIO detects and encodes such
deviations, which are then added to simple rules of the form fault → deviation.
The model automatically generated for our example contains the following rules
concerning these fault-and-effect dependencies:

...

faster(leftWheel) -> right_curve.

faster(rightWheel) -> left_curve.

slower(leftWheel) -> left_curve.

slower(rightWheel) -> right_curve.

faster(rightWheel), slower(leftWheel) -> left_curve.

...

4 Summary and Future Work

In this manuscript, we propose an architecture for a framework supporting
designers in the implementation of model-based diagnosis for cyber-physical sys-
tem applications. CatIO’s architecture was designed with a direct interface to
Modelica simulation models that allow an engineer to cover a multitude of sys-
tem domains via Modelica’s versatile modeling options. The framework allows
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her to explore both abductive and consistency-based MBD for offering enhanced
flexibility, she can conduct corresponding experiments for assessing and compar-
ing developed solutions, and she is supported in the creation of an abductive
knowledge base via an automated generation approach. An intrinsic feature is
the option to connect an external controller (e.g., a robot’s control logic) that
can consider all available data and can react to them via dynamically defining
the future inputs to the simulation.

Currently we are in the process of implementing and testing our CatIO archi-
tecture as described in this manuscript. In future work we will add more of the
mentioned MBD algorithm variants, e.g., by interfacing the PyMBD library [17]
and we will add more system description formats for CMBD like constraint
representations and the corresponding solvers. Also interfaces allowing CatIO
to run multiple simulations simultaneously (possibly on multiple machines) for
exploiting today’s PC’s multi-core designs would be an interesting feature for
a practical application. While the architecture has already been designed with
flexibility on our minds, tuning the (graphical) interfaces for the specific tasks
will also be subject to future work such as to foster an intuitive deployment and
efficient use in practice.
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Université de Lyon, Université Lyon 1, CNRS UMR 5205, Villeurbanne, France
{juba.agoun,mohand-said.hacid}@univ-lyon1.fr

Abstract. In this paper, we study the problem of data publishing under
policy queries. We consider the privacy-aware in the context of data
publishing where given a database instance, a published view, and a
policy query that specifies what information is sensitive and should be
protected. Our approach exploits necessary and sufficient conditions for
a view to comply with a policy query. We formulate a preliminary work
that consists on a data-independent method to revise the non-privacy-
preserving views. With this revising process, we strike a balance between
data privacy and data availability.

Keywords: Privacy-preserving · Data publishing · Data availability

1 Introduction

With the rapid growth of stored information, governments and companies are
often motivated to derive valuable information. Enterprises and organizations
have begun to employ advanced techniques to analyze the data and extract “use-
ful” information. Data publishing has fueled significant interest in the database
community [3]. It is a widespread solution to make the data available publicly
and enable data sharing. It consists on exporting or publishing information of
an underlying database through views to be used by peers. At the same time,
the publisher tries to ensure that sensitive information will not leak.

There are great opportunities associated with data publishing, but also asso-
ciated risks [16]. Indeed, it is complex to find a trade-off between preventing the
inappropriate disclosure of sensitive information and guarantee the availability
of non-sensitive data: Removing of all the data exported by a violating view
achieves perfect privacy, but it is a total uselessness, while publishing the entire
data, is at the other extreme.

In this paper, we focus on a variant problem of data availability referred also
as utility of the data [13], and we specifically consider data privacy in database
publishing. The owner of a given database D wishes to publish a set of views V
This research is performed within the scope of the DataCert (Coq deep specification
of privacy aware data integration) project that is funded by ANR (Agence Nationale
de la Recherche) grant ANR-15-CE39-0009 - http://datacert.lri.fr/.
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under a set of restrictions S. We assume that the restrictions on the views are
expressed as a set of queries, called policy queries [11,12]. Inspired by prior work
on privacy-preservation [18], we define a view to be safe w.r.t. a policy query
if they don’t return tuples in common, in other words, the view and the policy
query are disjoint. We provide a revision algorithm for the privacy-preservation
protocol to ensure data availability. Indeed, instead of neutralizing the unsafe
view, we propose a rewriting technique that exploits the interaction between a
view and a policy query to enrich the view with relevant information for ensuring
the availability of data. Our approach exploits the concept of residue introduced
in [2].

We illustrate our data publishing setting by the following running example.
Let D be a database schema of a company consisting of two relations:

Employee(id emp, name, dept)
PayrollService(id emp ps, accountNum, salary)

The relation Employee stores, for each employee her/his identifier, her/his
name and her/his department. The relation PayrollService stores information
related to employees, in particular, their identifier, their account number, and
their salary.

Consider the following set S of policy queries. The policy queries define the
information that is sensitive to make secret to public.

S1(i, n) : −Employee(i, n, d)
S2(n, s) : −Employee(i, n, d), PayrollService(i, a, s), s > 3000

Query S1 projects the identifier and the name of an employee. It states that
both attributes are sensitive when they are returned simultaneously. S2 states
that the name and the salary of employees with a salary over $3 000 are sensitive
if returned together.

Now, consider the following set of published views V. The view V1 projects
the name and the salary of the employees in department "info501" whereas V2

projects the name and the salary of the employees with a salary under $10 000.

V1(n, s) : −Employee(i, n, d), PayrollService(i, a, s), d =′ info501′

V2(n, s) : −Employee(i, n, d), PayrollService(i, a, s), s < 10000

The policy query S1 is not violated by any of the views in V since none of
them returns the identifier and the name of the employees. The view V1 dis-
closes some sensitive information since S2(I) and V1(I) overlap for some database
instances, such as I = {Employee{〈′p552′,′ Jhon′,′ info501′〉}, PayrollService {
〈′p552′,′ FRB1015′, 4500 〉}}. Regarding the view V2 and the query S2, one can
notice that there could be some overlapping tuples since the selection conditions
in the two queries are both satisfiable for some values of s.

The questions addressed in our paper are the following: Are the published
views V safe w.r.t. the policy queries S? If the views are not safe w.r.t.
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the policy queries, how could we revise them to make available the
subset of tuples which are not in the set of tuples identified by S?

The paper is organized as follows. Section 2 discusses related work. Section 3
discusses the basic concepts and notions relevant to our approach. Section 4
presents the privacy preservation protocol. Section 5 describes a mechanism for
revising the non-privacy-preserving views, while Sect. 6 concludes our paper.

2 Related Works

Access control [1] is considered as traditional database security. It prevents unau-
thorized access to the database, therefore it usually offers a control at the phys-
ical level. However, access controls are the most common solution in several
systems. View-based access control is a mechanism for implementing database
security [15]. It is mostly based on defining the rights of authorized subjects
(e.g., users) to read or modify data. Some rewritten techniques (e.g., [7]) are
used to preform access control [14] by answering queries using only information
contained in authorized views. Some research works enforce the security in data
publishing over XML documents through an access control using cryptography
[10]. However, our approach does not deal with authorization methods, it differs
since the secret data is specified at the logical level rather than at the physical
level.

Perfect-Security is the main method to determine leakage of private data that
could occur in a publishing database. The authors of [11] presented a query-view
security model based on a probabilistic formal analysis [4]. In this approach,
the authors assume that they know the probability distribution of an instance
and they model it as the knowledge of an adversary. Then, it compares a prior
knowledge of an adversary with the knowledge of the adversary after data has
been published. Although involving probability distribution, the main results of
[11] shows that it can be converted to a logical test. Our approach differs from the
setting considered in [11]. Indeed, the perfect-security is based on a probabilistic
distribution on the instances whereas our approach is data-independent.

Determining when two given queries are disjoint was firstly introduced in
[5]. The topic of disjoint queries has found application mostly in the irrelevant
updates domain [6].

The issue of detecting privacy violations in data publishing has been inves-
tigated in [19]. The goal of this work is to prevent inferring sensitive informa-
tion in XML documents. The authors developed algorithms for finding partial
documents of a published document that do not leak sensitive information. In
addition to the problem of detecting privacy violation. There are other tech-
niques to avoid privacy violations such k-anonymity [17], t-closeness [8], and
l-diversity [9]. They rely on the generalization of data which aims at transform-
ing the published data. Thus, specific attribute values are transformed into less
specific attribute. Depending on the nature of the attribute, different gener-
alization methods could be considered. For example, category value could be
generalized using a hierarchy, and this could replace the category value by its
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ancestor according to the hierarchy. Our approach does not prevent violation by
transforming the published data. Nevertheless, the views are revised to return
only non-sensitive information, thus, ensure availability of data.

3 Preliminaries

In this section, we introduce the relevant concepts to our framework. We consider
a relational setting. A database schema D consists of a finite set of relation
schemas R1, ..., Rn, where each relational schema (or just relation) consists of a
unique name and a finite set of attributes. The set of attributes in a relational
schema Ri is denoted by att(Ri). A tuple for a relational schema Ri, where
att(Ri) = {X1, ...,Xk} is an element consisting of a set of k constants. A relation
r defined over a relational schema Ri, denoted by r(Ri) (or simply by ri if Ri

is understood) consists of a finite set of tuples defined over Ri. A database
instance defined over a schema D = R1, ..., Rn, denoted by I(D) (or simply by I
if D is understood) is a finite set of relations {r1(R1), ..., rn(Rn)}. We consider
nonrecursive DATALOG queries with inequalities defined as follows. For the
simplicity of the presentation, we assume that Boolean queries are not allowed1.
Hence, the head of the query contains only variables and at least one variable.
Despite the fact that constants do not appear in the head of the query, the
essentials of our results could be extended for this case.

Definition 1. We assume a set of variable names N , and the function
typ: N → att(R1) ∪ ... ∪ att(Rn), where D = {R1, ..., Rn}. A conjunctive query
Q is defined by:

Q(X̄) : −t1, ..., tn, Cn+1, ..., Cn+m

where t1, ..., tn are terms, Cn+1, ..., Cn+m are inequalities, and X̄ ∈ N . A
term is of the form R(X1, ...,Xn), where R is a relational schema in D and
{X1, ...,Xn} ⊆ N . An inequality has one of the following form:

1. X � c, where X ∈ N , c is a constant (i.e., numeric or string), � ∈ {=,≤
,≥, <,>, 
=}.

2. X � Y , where {X,Y } ⊆ N , � ∈ {=,≤,≥, <,>, 
=}.
Q(X̄) is called the head of the query Q, and t1, ..., tn, Cn+1, ..., Cn+m is called

the body of Q. X̄ is called the schema of Q and is also denoted by att(Q). The
queries have the following restrictions:

a. We assume that a variable can appear at most once in the head of a query.
b. If a variable Xi appears as the ith variable in a term R(, ...,Xi, ...) then

typ(Xi) = Ai, where Ai is the ith attribute of R;
c. X̄ 
= ∅.
1 Policy queries specify tuples to keep private. Thus, a policy query with a set of

variables empty in the head is useless.
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We recall that the views are considered to be conjunctive queries in our
framework. Condition (a) above does not prevent join and self-join queries from
being defined in our framework. Condition (c) mentions clearly that Boolean
queries are not allowed. We also assume that the queries are range restricted
(safety of a DATALOG query), i.e., every variable X in X̄ also appears in some
term in the body of Q, or there exists a variable Y such that Cn+1, ..., Cn+m

imply that X = Y and Y appears in some term in the body of Q.
Next we will introduce some notations needed to compare the schema of

queries based on the types of the variables.

Definition 2. Given queries S(X1, ...,Xn) and V (X ′
1, ...,X

′
m), att(S) is con-

tained in att(V ), denoted by att(S) � att(V ), if n ≤ m and typ(Xi) = typ(X ′
i)

for all i ∈ {1, ..., n}. The schemas att(S) and att(V ) are equivalent, denoted by
att(S) ≡ att(V ), if att(S) � att(V ) and att(V ) � att(S). The difference between
att(V ) and att(S), denoted by �

typ
is defined as:

att(V )�
typ

att(S) = {X ′
i|�Xj(typ(X ′

i) = typ(Xj))}.

4 Privacy Preservation

Our notion of privacy preservation is build upon the protocol introduced in [18].
Below, we formalize the notion of privacy preservation as defined in [18] and in
the next section we extend it for the query revision. First, we summarize the
notion of disjoint queries.

Definition 3. If I is an instance of a database schema D and S and V are
queries that have the same schema, then S and V are defined to be disjoint if
for every I in D, Q(I) ∩ V (I) = ∅.

The adopted approach for defining privacy consists in specifying the infor-
mation that is private by a query S, and then the notion of a user query being
legal translates to the requirement of our approach that the user query must be
disjoint from S for all possible database states. The privacy violation occurs only
when the same tuple is returned by both the policy query and the user query,
for some database instance. The basic semantic unit of information is a tuple,
not an attribute value therefore the intersection is at the tuple level and not the
attribute level.

The privacy preservation we want to achieve in this paper can be determined
using only the structure of S and V , and so can be checked at compile time. We
define privacy preservation as follows.

Definition 4. Query V is privacy-preserving with respect to a policy query S if
either:

a. att(S)�
typ

att(V ) 
= ∅;or
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b. att(S) � att(V ) and S and V ′ are disjoint, where V ′ is the query defined by:
V ′(att(S)) : −V

Essentially, the case (a) is the situation where there are some attributes of
S that are not in V , for which we do not consider to be a violation. It could be
illustrated by V1 and S1 from our running example. As it is previously discussed,
we do not consider V1 to be a privacy violation for S1. In the situation of case
(b) every variable in att(S) has a matching variable in att(V ), in which case we
require that the projection of V on att(S) be disjoint from S.

The main result established in [18] characterizes when a published query V
preserves the privacy of a secret query S. So, given S and V two DATALOG
queries over a database scheme D such that C̄S and C̄V are separately satisfiable,
then V preserves the privacy of S if either:

1. att(S) �
typ

att(V ) 
= ∅; or

2. the set of inequalities πatt(S)(C̄S) ∪ πatt(S)(C̄V ) is unsatisfiable.

Next, we illustrate by an example the detection of privacy violations of a
published view w.r.t. a policy query.

Example 1. We demonstrate over a simplified version of the running example,
where the set of policy queries S = {S2} and the set of published views V = {V3}.

V3(n, a, s) : −Employee(i, n, d), PayrollService(i, a, s), s ≤ 5000, d =′ info501′

We note that C̄V3 = {s ≤ 5000, d =′ info501′} and C̄S2 = {s > 3000}. Then
πatt(S2)(C̄S2) = s > 3000 and πatt(S2)(C̄V3) = {s ≤ 5000}. We say that V3 is
not privacy-preserving w.r.t. policy query S2 since att(S2) �

typ
att(V3) = ∅ and

πatt(S2)(C̄S2) ∪ πatt(S)(C̄V ) = {s > 3000, s ≤ 5000} which is satisfiable.

5 Revising Privacy Violating Views

In the previous section we introduced the privacy preservation and described
how to detect the violating views. In this Section, we present a technique for
revising the views w.r.t. policy queries, over all database instances.

Our approach to revise the views is based on the explorations of residues
resulting after the unification process. This technique is used for semantic query
optimization [2]. The unification process allows to capture residues from policy
queries and will be associated with published views.

Revising the views can be described informally as the process of transforming
the non-privacy-preserving view to comply with the requirements of the policy
query. When the schema of the view and the query is the same (see Definition 4),
this means that bodies are unsatisfiable. In this case, we propose using the partial
subsumption technique, to extract the residue of a policy query and associate it
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with the view. A policy query S partially subsumes a view V if a subclause2 of
S subsumes the body of V .

In the following, the process is going to be illustrated by an example. Consider
a policy query S and a view to be published V over a database with two relations
R1(a, b, c) and R2(a, c). The policy query S states that the attribute association
{a, b} is sensitive for tuples in R1 that could be join with R2 on the attribute
a and where c is greater than 5. The view V project the attribute a′ and b′ for
tuples in R1 join R2 on a’ and where a’ is under 4.

S(a, b) : −R1(a, b, c), R2(a, c), c > 5
V (a′, b′) : −R1(a′, b′, c′), R2(a′, c′), a′ < 4

Since V is not privacy-preserving to S we proceed to the revision the view. It
consists on generating the residue from the policy query S using the V using the
partial subsumption technique. First, the body of V is negated and, thereby, the
set {¬R1(a′, b′, c′),¬R2(a′, c′), a′ ≥ 4} is obtained.

Then, we construct a linear refutation tree (see Fig. 1) by considering the
body of S as the root. At each step, an element of the negated body of V is
unified using an element in the root: The first step of the refutation tree, unify
¬R1(a′, b′, c′) and R1(a, b, c) with the following substitutions {a′/a, b′/b, c′/c}.
In the next step, ¬R2(a′, c′) of the negated body V is unified with R2(a′, c′) in
S according to the substitutions of the previous step.

Finally, we obtain at the bottom of the tree the residue: c′ > 5, which could
interpreted as "c′ cannot be over 5". The residue is then associated to the view
V :

V r(a′, b′) : −R1(a′, b′, c′), R2(a′, c′), a′ < 4, {c′ > 5}
According to the interpretation before, the meaning of the previous view is as
follows:

V r(a′, b′) : −R1(a′, b′, c′), R2(a′, c′), a′ < 4, c′ ≤ 5

Revising views depends on the type of resulting residue. For instance, if an
empty set is obtained at the bottom of the refutation tree called null residue,
we would associate to the view an empty residue { } which is then replaced by a
false term. A false term in a query leads to directly exclude the view from the
set of published views V. We recall that we omit the case of unsatisfied residue
since we consider only the non-privacy-preserving views for revision.

Above we assumed V and S having the same schema. Now, we consider the
case where some elements of the schema att(S) appears in att(V )(i.e., att(S)
�
typ

att(V ) = ∅ and att(S) � att(V )). Same as previously, the residue would be

computed using the body of the view V and S and added to the given view.
In case the result of the refutation tree is empty, instead of incorporating the
2 C is a subclause of D if every literal in C is also in D. A literal could be either a

term or an inequality.
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Fig. 1. Refutation tree

term false, which implies removing the entire view as seen before, we propose
to keep the view and put the sensitive attributes as secret. Indeed, the attributes
of att(S) in the view V are replaced by NULL. Putting the sensitive attributes
to NULL prevents the disclosure and helps to redesign the views for a better
utility.

Example 2. Consider the view V1 from our running example and the following
policy query S3:

S3(n) : −Employee(i, n, d), PayrollService(i, a, s)

The result of the refutation tree would be a null residue and we note that att(S3)
�
typ

att(V1) = ∅ and att(S3) � att(V1). In this case, we propose to rewrite V1 into

V r having the following form:

V r
1(NULL, s) : −Employee(i, n, d), PayrollService(i, a, s), d =′ info501′.

6 Conclusion

We addressed the problem of privacy-preserving and data availability in data
publishing under policy queries. We proposed a preliminary method to revise
views. The method is based on the concept of residue usually adopted in seman-
tic query optimization. Our work aims to strike the balance between data pri-
vacy and data availability. Indeed, instead of only neutralizing the non-privacy-
preserving views, we proposed a data-independent process for revising the views
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w.r.t. policy queries that sanitize the views from sensitive information. Our revis-
ing model returns changed views that do not guarantee the correctness since
some information could be hidden. However, it provides safe access to the pub-
lished data and considerable availability.

Future work will address more complex data-publishing scenarios. Firstly,
we have presented the revising of one view w.r.t. to a policy query. We are
extending our approach to accommodate data dependencies and complex inter-
actions between views. When there are multiple published views, a violation
could potentially occur from a combination of views which, individually, are
privacy-preserving w.r.t. a set of policy queries. We could pursue our revising
process by considering the interplay between multiple views. Finally, we could
envision an application in other contexts (e.g., data integration ...).
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Abstract. In configuration systems, and especially in Constraint Sat-
isfaction Problems (CSP), heuristics are widely used and commonly
referred to as variable and value ordering heuristics. The main chal-
lenges of those systems are: producing high quality configuration results
and performing real-time recommendations. This paper addresses both
challenges in the context of CSP based configuration tasks. We propose
a novel learning approach to determine transaction-specific variable and
value ordering heuristics to solve configuration tasks with high quality
configuration results in real-time. Our approach employs matrix factor-
ization techniques and historical transactions (past purchases) to learn
accurate variable and value ordering heuristics. Using all historical trans-
actions, we build a sparse matrix and then apply matrix factorization to
find transaction-specific variable and value ordering heuristics. There-
after, these heuristics are used to solve the configuration task with a
high prediction quality in a short runtime. A series of experiments on
real-world datasets has shown that our approach outperforms existing
heuristics in terms of runtime efficiency and prediction quality.

1 Introduction

Configuration systems [5] can find solutions for problems which have many vari-
ables and constraints. For example, a configuration problem can be the cus-
tomization of cars where many hardware and software components exist and all
should work together without any conflicts. Therefore, a conflict-free solution
should be found. Many scheduling and configuration problems can be defined as
constraint satisfaction problems (CSPs) [12], in which there are a set of variables,
domains (a set of possible values of each variable), and a set of constraints. A
solution of a CSP is a complete set of variable assignments where all constraints
are satisfied [4].

Various search techniques can be applied in order to improve the performance
of CSP solvers. Variable and value ordering heuristics are common intelligent
search techniques which are used for solving many kinds of problems such as
configuration, job shop scheduling, and integrated circuit design [10].
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Selecting the most appropriate (the best performing) heuristics within con-
straint solvers is challenging due to the following reasons:

– Runtime. Solving a configuration task on a finite domain is an NP-complete
problem with respect to the domain size and the complexity of the given
constraints. The runtime performance of the configurator becomes crucial for
real-time configuration tasks.

– Accuracy. When there are too many solutions for a given CSP, it would be very
hard for a user to select a preferred solution out of a very long solutions list.
A successful configuration system should be able to provide a configuration
result with high probability to be accepted/preferred by the user as the first
solution.

In this paper, we propose a novel learning approach to find variable and
value ordering search heuristics for configuration systems to overcome the afore-
mentioned two challenges. Our approach uses historical transactions which are
composed of past user interactions and stored on the configuration system. Using
all historical transactions, our approach builds a sparse matrix and then applies
matrix factorization to learn transaction-specific variable and value ordering
heuristics. Thereafter, these heuristics are used to solve the configuration task
with a high prediction accuracy in a short runtime.

2 The Example Domain: An Online Bike Shop

To demonstrate our approach on a small example, we use an online personalized
bike shop example on the basis of a real world knowledge base1. This online
bike shop offers a variety of bikes which are personalized according to the user
requirements and product constraints of the available bike modules.

In configuration systems, a user may specify own preferences. In addition to
that, the products themselves have constraints. Given these user requirements
and product constraints, the configuration system is then used to determine a
configuration which satisfies both the user requirements and the product con-
straints.

We classify user transactions into three as follows.
Complete Transaction (CT): CT represents a complete and historical

transaction (i.e., a complete past purchase). A transaction of this type can later
serve as valuable input for configurations in the future.

Incomplete Transaction (IT): Another possible scenario refers to the
situation where a user may leave the online shop without having purchased a
configuration result. Such transactions are incomplete and denoted as IT. These
transactions represent stored incomplete transactions which only contain user
requirements but not a complete specification of a product. Another scenario
refers to situations where new product features/services are introduced to exist-
ing products for which some complete and incomplete transactions already exist.

1 https://www.itu.dk/research/cla/externals/clib/bike2.cp.

https://www.itu.dk/research/cla/externals/clib/bike2.cp


Matrix Factorization Based Heuristics Learning 289

With the introduction of new product features/services, all existing CTs are con-
verted into ITs.

Active Transaction (AT): Whenever a new user starts a new configuration
session, he or she will receive instant configurations while he or she is defining
requirements in the online bike shop. This scenario is referred to as an active
transaction. In sharp contrast to IT, the transaction is active (i.e., ongoing) and
the user can receive instant configurations based on the requirements provided
by him or her.

In our online bike shop example, there are five users: Alice, Bob, Tom, Ray,
and Joe as shown in the historical transactions table (see Table 1). These users
interacted with the online personalized bike shop in the past.

Table 1. Historical transactions of the online bike shop

User name: Alice Bob Tom Ray Joe

frame biketype 3 4 0 2

frame internal 1 0 1

extra propstand 1 1 1

gear internal 1 0 1 1 1

Type: CT CT IT IT IT

In the same bike shop example, Lisa is an active user who has not left the
online shop yet and has defined own preferences (REQLisa) as shown in Table 2.

Table 2. A configuration satisfaction problem: CSPLisa

Vbike frame biketype = {0, .., 4},

frame internal = {0, .., 1},

extra propstand = {0, .., 2},

gear internal = {0, .., 1}
Cbike c1 : (frame biketype = (1 ∨ 2)) =⇒ (frame internal = 1)

c2 : (frame biketype = 4) =⇒ (gear internal = 0)

c3 : (frame internal = gear internal)

REQLisa c4 : (frame biketype = 2)

c5 : (gear internal = 1)

3 The Proposed Method

State-of-the-art variable and value ordering heuristics lack of possibilities to
consider both runtime performance and prediction accuracy for configuration
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systems. The motivation of our approach is to decrease the runtime in accordance
with the increase of prediction quality for configuration systems.

Our approach calculates transaction-specific variable and value ordering
heuristics to solve two kind of configuration tasks which are based on: incomplete
historical transactions (IT) and active transactions (AT).

In order to find configurations for IT based configuration tasks, we generate
a sparse matrix using the historical transactions and decompose it into user and
value factors. Then, we obtain a dense matrix which holds similar values of the
sparse matrix. In addition, it has the estimated values for the missing values
in the sparse matrix. Therefore, in this dense matrix, we have predictions for
the missing values of ITs. These predictions represent the probabilities of the
corresponding values of ITs. Therefore, we start the configuration search with
the highest probability values to find a configuration for an IT.

However, ATs are not included in these matrices since the online computation
of such matrix factorization can be time taking. Thus, to find configurations for
AT based configuration tasks, we use the calculated heuristics of the most similar
historical transaction of AT and use them to solve the configuration task of an
AT.

In our working example, M TRXbike is a sparse bitmap matrix (see Table 3-
(a)) which is composed of transactions in Table 1. The bitmap matrix contains
only 0s and 1s (i.e., bits). In a row (transaction), 1s mean that the variables hold
as values the corresponding values of these columns. In return, all of the other
domain values of these variables are set to 0. The blank values represent the
undefined variables in the user requirements. For example, Alice has specified
frame biketype=3 which is the fourth value in its domain, so in the Alice’s row
in the bitmap matrix (M TRXbike), the fourth bit (b4) is set to 1, and all the
rest domain values of frame biketype (bits: b1, b2, b3, b5) are set to 0.

3.1 Configurations for ITs

When a user revisits the online shop, the corresponding pre-calculated config-
uration result is offered to him/her according to his/her incomplete historical
transaction (IT). This configuration is calculated using the estimated historical
transaction in the dense matrix as variable and value ordering heuristics to guide
the search of configuration.

Matrix Factorization. Matrix factorization based collaborative filtering algo-
rithms [1,6–8] introduce a rating matrix R (a.k.a., user-item matrix) which
describes preferences of users for the individual items the users have rated.

We use a bitmap matrix [3,9] to hold the transactions as shown in Table 3-
(a). Each row of the matrix represents a transaction. Each column of the matrix
represents a domain value of a variable. In terms of matrix factorization, the
sparse matrix M TRXbike is decomposed into a m × k user-feature matrix and
a k × n value-feature matrix which both contain the relevant information of the
sparse matrix. Thereby, k is a variable parameter which needs to be adapted
accordingly depending on the internal structure of the given data.
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As shown in Table 3, the dense matrix, and user-feature and value-feature
matrices are calculated by applying matrix factorization based on singular-value
decomposition (SVD) [2]2.

Table 3. The factorization result of the sparse matrix M TRXbike. Columns represent
frame biketype, frame internal, extra propstand, and gear internal.

(a) Sparse matrix M T RXbi k e (b) Dense matrix M T RX ′
b i k e

0 1 2 3 4 0 1 0 1 2 0 1 0 1 2 3 4 0 1 0 1 2 0 1

b1 b2 b3 b4 b5 b6 b7 b8 b9 b10 b11 b12 b1 b2 b3 b4 b5 b6 b7 b8 b9 b10 b11 b12

Alice 0 0 0 1 0 0 1 0 1 0 0 1 0.5 –0.3 0.3 0.4 0.1 0.3 1.3 –0.2 2 –0.2 –0.3 2

Bob 0 0 0 0 1 1 0 0 1 0 1 0 0.4 –0.3 0.3 0 0.6 0.9 0.6 –0.2 1.9 –0.2 –0.3 2

Tom 1 0 0 0 0 0 1 0 0 1 0.5 –0.3 0.2 0.3 0.3 0.5 1.1 –0.3 2.1 –0.3 –0.4 2.1

Ray 0 1 0 1 0.6 –0.5 0.5 0.5 0.1 0.5 1.7 –0.4 2.7 –0.4 –0.5 2.9

Joe 0 0 1 0 0 0 1 0.3 –0.4 0.6 0.2 0.2 0.6 1.1 –0.3 2.1 –0.3 - -0.4 2.3

Calculating the Heuristics. Using the matrix factorization outputs (user
factors and value factors), we find variable and value ordering for searching
configurations for an IT. To find heuristics for CT and ITs, we use the dense
matrix (see Table 3-(b)) whereas to find heuristics for ATs, we use the value
factors matrix.

For example, for Ray we sort the probabilities of the dense matrix
M TRX ′

Ray. We take the first bit in the sorted dense matrix which is b12. It
represents the assignment gear internal= 1. Therefore, we set gear internal as
the first variable to assign in the variable ordering and the value ordering of
gear internal starts with 1 as shown in Table 4-(b). Then, we take the next bit in
the dense matrix which is b9. It represents the assignment extra propstand=1.
Thus, we set extra propstand as the second variable in the variable ordering and
its value ordering starts with the value 1. Then, we complete the variable and
value ordering heuristics for all CTs and ITs as shown in Table 5.

Table 4. Learning heuristics for CSPRay from the dense matrix. Columns represent
frame biketype, frame internal, extra propstand, and gear internal.

(a) Dense matrix of M TRX’Ray (b) Variable and Value Ordering for CSPRay

0 1 2 3 4 0 1 0 1 2 0 1 1 0 1 0 2 1 0 0 2 3 4 1

b1 b2 b3 b4 b5 b6 b7 b8 b9 b10 b11 b12 b12 b11 b9 b8 b10 b7 b6 b1 b3 b4 b5 b2

0.6 –0.5 0.5 0.5 0.1 0.5 1.7 –0.4 2.7 –0.4 –0.5 2.9

2 We set the parameters in SVD as latentfactors = 6 and iterations = 1000.
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Searching for a Configuration. After calculating the variable and value
ordering heuristics by sorting the values in the dense matrix, we solve the con-
figuration tasks of ITs using these heuristics. We provide the variable and value
ordering heuristics to the CSP solver as an input. Then the solver searches for
a consistent configuration based on the orders in the given heuristics.

We store the calculated heuristics and configuration results for historical
transactions as shown in Table 5. We use these configuration results directly. For
example, when Ray revisits the online bike shop, the pre-calculated personal-
ized bike configuration (see the column CONF in Table 5) is directly provided
without any online calculations. The heuristics are used to guide the search for
configurations for similar ATs. That’s why, we also calculate the heuristics for
CT even though they do not need heuristics since they already consist a complete
personalized bike settings.

Table 5. Calculated heuristics and configurations

Type User Variable Ordering Value Ordering CONF

CT Alice 1. extra propstand 1 0

2. gear internal 1 0 2

3. frame internal 1 0

4. frame biketype 0 3 2 4 1

CT Bob 1. gear internal 1 0

2. extra propstand 1 0 2

3. frame internal 0 1

4. frame biketype 4 0 2 3 1

IT Tom 1. extra propstand 1 0 2 1

2. gear internal 1 0 1

3. frame internal 1 0 1

4. frame biketype 0 3 4 2 1 0

IT Ray 1. gear internal 1 0 1

2. extra propstand 1 0 2 1

3. frame internal 1 0 1

4. frame biketype 0 2 3 4 1 0

IT Joe 1. gear internal 1 0 1

2. extra propstand 1 0 2 1

3. frame internal 1 0 1

4. frame biketype 2 0 3 4 1 2

3.2 Configurations for ATs

In order to calculate a variable and value ordering heuristics for ATs, we cannot
use the dense matrix since ATs do not yet exist in the transaction matrix. If we



Matrix Factorization Based Heuristics Learning 293

would include an AT in the dense matrix and again decompose it, the runtime
would not be feasible for a real-time configuration task. Therefore, for an AT,
we use the information of k most similar ITs and CTs from the dense matrix of
transactions to calculate heuristics for ATs.

Calculating the Heuristics. We use Euclidean Distance [13] based similarity
to find the most similar historical transactions to an AT as shown in Formula
1. M TRX ′

HT is a historical transaction (CT or IT) from the dense matrix
and M TRXAT is the bit-mapped requirements of the active user. bi represents
the ith bit of the bitmap matrix. The bits of M TRXAT and M TRX ′

HT are
compared on the basis of the instantiated bits in the M TRXAT . Therefore, i
stands for the index of the instantiated bits in M TRXAT .

√
√
√
√

∑

bi∈AT.REQ

‖M TRXAT .bi − M TRX′
HT .bi‖2 (1)

For the working example, to find the most similar transactions, first we need
to convert REQLisa (see Table 2) into a bitmap form (M TRXAT ) as shown in
Fig. 1.

Fig. 1. The active transaction of Lisa (M TRXLisa).

In order to find the most similar ITs and CTs to M TRXLisa, we find
euclidean distance between M TRXLisa and each row of the dense matrix
M TRX ′

bike based on the instantiated bits (the first five and the last two) in
M TRXLisa. According to the calculated distances, k most similar transactions
to M TRXLisa are selected as M TRXAlice and M TRXBob, since k is set to 2
for this working example and they have the shortest distances to M TRXLisa.

Thus, during the search for a consistent configuration for Lisa, we use the
variable and value ordering heuristics of M TRX ′

Lisa which is calculated by mul-
tiplying the aggregated user features matrix of the most similar transaction with
the item features matrix. The predicted user-feature matrix of Lisa M UF ′

Lisa

is multiplied with the value-feature matrix M V Fbike in order to find the esti-
mated transaction matrix for Lisa as shown in Table 6. Using the sorted values
of the estimated transaction matrix, we obtain the variable and value ordering
heuristics to solve CSPLisa.

Table 6. The estimated transaction for CSPLisa

b1 b2 b3 b4 b5 b6 b7 b8 b9 b10 b11 b12

0.4 –0.2 0.7 0.3 0 0.8 0.7 –0.1 1.7 –0.1 –0.2 1.9
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4 Experiments

In this section, we first describe the experimental settings, the knowledge bases,
evaluation criteria and comparative approaches. Then, we demonstrate the run-
time and accuracy performance of our approach compared to the combinations
of existing variable and value ordering heuristics.

Our experiments are executed on a computer with an Intel Core i5-5200U,
2.20 GHz processor, 8 GB RAM and 64 bit Windows 7 Operating System and
Java Run-time Environment 1.8.0. For constraint satisfaction, we used a Java
based CSP solver choco-solver3. For decomposing the bitmap matrix, we have
used the SVDRecommender of Apache Mahout library [11] with a latent factor
k=100, number of iterations =1000. We present all other parameters and test
cases in Table 7. We have used real-world constraint-based knowledge bases from
a Configuration/Diagnosis Benchmark in Choco (CDBC)4. The test parameters
based on knowledge bases and corresponding transactions are in Table 7.

Table 7. Parameters of experimental tests

Experimental knowledge bases and datasets

Bike KB PC KB Camera KB

# of CT 80* 50* 150**

# of IT 20* 50* 50**

# of AT 50* 50* 64**

# of variables 31 45 10

# of constraints 32 42 20

# of variable ordering heuristics 10 10 10

# of value ordering heuristics 7 7 7

# of test cases for each configuration task 70 70 70

# of configuration tasks based on ATs 50 50 50

# of configuration tasks based on ITs 20 50 50
*synthetic transactions dataset,
**real world transactions dataset

We evaluate the performance of our approach based on the following two
performance criteria: time (τ) and accuracy (π) which are calculated as explained
in the following paragraphs.

Runtime (τ). Runtime, as one of our performance indicators, represents the
time spent in calculating the configuration result (n represents the number of
configuration tasks, see Formula 2).

τ =
1

n
×

n∑

i=1

runtime(CSPi.solve()) (2)

3 http://www.choco-solver.org/.
4 https://github.com/CSPHeuristix/CDBC.

http://www.choco-solver.org/
https://github.com/CSPHeuristix/CDBC
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Table 8. Performance results of variable ordering (on the left column) and value
ordering (on the top row) combinations. Our proposed method is the combination
of MF var (MF based learned variable ordering heuristics) and MF val (MF based
learned value ordering heuristics).

(a) Runtime to solve AT based configuration tasks (given in ms)

Int-

Domain-

Max

Int-

Domain-

Min

Int-

Domain-

Median

Int-

Domain-

Middle

Int-

Domain-

Random

Int-

Domain-

Random-

Bound

MF val

Smallest 14.96 5.46 5.49 7.05 5.48 4.78 6.37

Largest 5.57 4.91 7.47 4.19 5.23 4.37 5.20

FirstFail 6.89 6.71 8.25 7.67 6.60 7.47 3.99

Anti- FirstFail 6.81 7.06 6.94 5.88 6.78 7.93 4.67

Occurance 4.37 4.62 3.28 3.01 3.72 3.38 3.76

Input Order 4.88 4.32 4.77 6.51 7.42 6.16 3.91

DomOver

Dweg

25.50 3.83 3.99 3.91 4.17 5.16 4.01

Generalized

MinDomain

4.23 3.15 4.21 3.88 4.02 3.97 4.05

Random 3.90 4.14 3.77 4.27 4.15 4.50 4.34

MF var 3.45 3.77 3.55 3.24 3.26 3.35 2.36

(b) Prediction Accuracies for AT based configuration tasks

Int-

Domain-

Max

Int-

Domain-

Min

Int-

Domain-

Median

Int-

Domain-

Middle

Int-

Domain-

Random

Int-

Domain-

Random-

Bound

MF val

Smallest 0.69 0.67 0.69 0.67 0.67 0.64 0.67

Largest 0.69 0.64 0.72 0.72 0.72 0.64 0.72

FirstFail 0.72 0.64 0.69 0.61 0.67 0.64 0.67

Anti- FirstFail 0.69 0.67 0.67 0.69 0.67 0.67 0.69

Occurance 0.72 0.64 0.67 0.69 0.69 0.75 0.69

Input Order 0.72 0.64 0.67 0.69 0.67 0.67 0.69

DomOver-

Dweg

0.69 0.64 0.67 0.64 0.64 0.61 0.58

Generalized-

MinDomain

0.72 0.64 0.69 0.61 0.75 0.69 0.67

Random 0.67 0.61 0.67 0.72 0.72 0.75 0.69

MF var 0.61 0.64 0.64 0.61 0.58 0.61

(c) Prediction Accuracies for IT based configuration tasks

Int-

Domain-

Max

Int-

Domain-

Min

Int-

Domain-

Median

Int-

Domain-

Middle

Int-

Domain-

Random

Int-

Domain-

Random-

Bound

MF val

Smallest 0.69 0.67 0.69 0.67 0.67 0.64 0.69

Largest 0.69 0.64 0.72 0.72 0.72 0.64 0.74

FirstFail 0.72 0.64 0.69 0.61 0.67 0.64 0.69

Anti- FirstFail 0.69 0.67 0.67 0.69 0.67 0.67 0.72

Occurance 0.72 0.64 0.67 0.69 0.69 0.75 0.75

Input Order 0.72 0.64 0.67 0.69 0.67 0.67 0.72

DomOver-

Dweg

0.69 0.64 0.67 0.64 0.64 0.61 0.61

Generalized-

MinDomain

0.72 0.64 0.69 0.61 0.75 0.69 0.69

Random 0.67 0.61 0.67 0.72 0.72 0.75 0.72

MF var 0.64 0.64 0.67 0.67 0.67 0.66 0.88
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Accuracy (π). The configuration result (CONF ) can be purchased by the
user or not. If the purchased product is the same as CONF , then CONF is con-
sidered as an accurate configuration Accurate CONF , otherwise an inaccurate
configuration. The prediction quality of a configuration approach is calculated by
dividing the number of Accurate CONF s by the total number of solved CSP s
(see Formula 3).

π =
#(Accurate CONF)

#(CSP)
(3)

Runtime performance is not critical for IT based configuration tasks since
their calculations are executed when the corresponding user is offline. Therefore,
we have not included its runtime performance into evaluations. For the real-
time (AT-based) configuration tasks, we have not used matrix factorization to
decrease the runtime. Instead of that we have selected the most similar transac-
tions from the dense matrix of historical transactions. By this way, our approach
outperforms the compared heuristics combinations in terms of runtime perfor-
mance as shown in Table 8-(a). On the other hand, our approach outperforms
the compared variable and value ordering heuristics for both IT and AT based
configuration tasks in terms of prediction accuracy as shown in Table 8-(b) and
Table 8-(c). IT based configuration tasks are solved with better prediction accu-
racy results rather than AT based configuration tasks. This is because, we have
used matrix factorization based heuristics estimation for IT-based configuration
tasks since the trade-off factor runtime is not critical in these offline calculations.

5 Conclusion

The quick generation of configurations within a reasonable time frame (i.e.,
before users leave the web page) can be very challenging especially for configu-
ration results in a high prediction accuracy.

In this paper, we have proposed a novel learning approach for variable and
value-ordering to guide the configuration search to address the runtime and pre-
diction accuracy challenges. According to our experimental results on the basis
of real-world configuration benchmarks, our approach outperforms the compared
combinations of variable and value ordering heuristics in terms of runtime effi-
ciency and prediction quality for AT based (real-time) configuration tasks. More-
over, for also IT based (offline) configuration tasks, our approach outperforms
the compared approaches in terms of prediction quality.
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Abstract. Identifying objects and their motion from sequences of dig-
ital images is of growing interest due to the increasing application of
autonomous mobile systems like autonomous cars or mobile robots.
Although the reliability of object recognition has been increased sig-
nificantly, there are often cases arising where objects are not classified
correctly. There might be objects detected in almost all images of a
sequence but not all. Hence, there is a need for finding such situations
and taking appropriate measures to improve the overall detection perfor-
mance. In this paper, we contribute to this research direction and discuss
the use of logic for identifying motion in sequences of images that can
be used for this purpose. In particular, we introduce the application of
diagnosis and show an implementation using answer set programming.

Keywords: Spatial reasoning · Qualitative reasoning · Diagnosis ·
Application of answer set programming

1 Introduction

With scientific advancements already achieved in artificial intelligence there is
also a growing trend of using the resulting methods and techniques in applica-
tions. In the automotive industry more and more automated and autonomous
functions have been made available for customers including automated emer-
gency braking or lane assist. All these functions depend on certain sensors
like cameras, laser scanners, or radar and have to interpret the sensor data
to finally identify scenarios where a function has to be executed, i.e., reducing
speed because of a braking car in front. When gaining more and more auton-
omy such cars must take actions under tight time constraints so that under no
circumstances it harms people but also be reliable assuring a smooth and non-
obstructive driving behavior. Hence, what we want are dependable and trust-
worthy systems.

In this paper, we contribute to this vision of trustworthy and dependable
autonomous systems. In particular, we discuss steps towards utilizing logics for
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identifying object motion an autonomous system may have to deal with. Using
logics is appealing in this context because it allows to explain decisions drawn
from the underlying knowledge base. Its declarative nature allows us to state
what we want and not requires us to come up with an implementation. Tracing
object movements is important because it allows us to classify objects in being
potential dangerous or not. The former may require additional actions to prevent
the autonomous system from crashes or other not wanted interactions. Let us
have a look at an example. In Fig. 1 we depict a typical view a driver has through
the front window of a car (and an autonomous vehicle has as well).

Fig. 1. View from the front window of a driving car recognizing a passing tree on the
right side considering three different time steps.

In this figure, we see a tree on the right at three points in time, i.e., , ,
and . The tree is coming closer when we drive and also its visual appearance
increases. However, it seems to move to the right and thus we would not expect
any crash or other dangerous situation (assuming a certain uniformity of nature,
where we do not consider that the tree might fall on the street when we are
passing with our car). Hence, identifying movements of objects over time in
our visual view is important and there are many application scenarios, e.g., (i)
distinguishing driving scenarios as being critical or not, (ii) identifying spurious
objects caused by wrong classifications of the used sensor, or (iii) keeping track
of objects that might not be always correctly seen by the sensor. The later
application may deal with a situation where the tree from Fig. 1 is seen by the
sensor at time and but not . In this case, we are able to predict that
the tree has to be at position F3 at time because an object like a tree cannot
vanish.

In the following, we focus on identifying and explaining motion of objects, i.e.,
going from left to right, using answer set programming (ASP) [6]. We follow ideas
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outlined in Suchan et al. [12] but give attention to finding a certain movement
using concepts obtained from model-based diagnosis [5,8,10]. In particular, we
show how model-based diagnosis can be easily implemented using ASP and how
we obtain a model for identifying objects’ motion.

2 Basic Foundations

Diagnosis is an activity aiming at providing an explanation for certain symp-
toms, i.e., behaviors deviating from expectation. In artificial intelligence diagno-
sis has been considered early, finally leading to the field of model-based diagnosis
(MBD) where the idea is to utilize models of systems directly for obtaining the
diagnoses. Davis [5] was one of the first introducing the basic concepts of MBD
followed by work from Reiter [10] and de Kleer and Williams [8] mainly dealing
with formalizing MBD, its algorithms, and probing. The original formalization of
MBD is tailored towards diagnosis of systems comprising connected components.
Because we are interested in finding explanations, we are going to adapt the for-
malization accordingly. Instead of models we make use of a logical theory, and
instead of considering components we are considering assumptions. We start the
formalization stating the parts necessary to formulate a diagnosis problem com-
prising a theory, assumptions, and given observations, and where we interested
in obtaining those assumptions necessary and keep them in order to explain the
given observations.

Definition 1 (Diagnosis Problem). A tuple (Th,A,O) is called a diagnosis
problem where Th is a model describing the system’s behavior or structure, or a
knowledge base, A is a set of assumptions, and O is a set of observations.

Let us use this definition, to formulate the Nixon diamond as a diagnosis
problem. We know that quakers are usually pacifists. We further assume that
republicans are usually not pacifists, and we also know as facts that the former
president of the U.S. Nixon was both a quaker and a republican. For assump-
tions like usually quakers or republicans behave as expected, we introduce the
formal assumptions nab quaker and nab republican respectively. Hence, the cor-
responding diagnosis problem can be formalized as follows:

Th =
{

nab quaker ∧ quaker → pacifist,
nab republican ∧ republican → ¬pacifist

}

A = {nab quaker, nab republican}
O = {quaker, republican}
When we put together Th∪A∪O, i.e., assume that all assumptions are true,

we obviously obtain an inconsistent sentence, and we further need to find out
the reason behind. The following definition of diagnosis allows to characterize
explanations for such unsatisfiable logical sentences formally.

Definition 2 (Diagnosis). Given a diagnosis problem (Th,A,O). A set Δ ⊆ A
is a diagnosis if and only if the logical sentence Th ∪ Δ ∪ {¬a|a ∈ A\Δ} ∪ O is
consistent. A diagnosis is minimal if no proper subset is a diagnosis.
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For the Nixon diamond, we obtain two minimal diagnosis: Δ1 =
{nab quaker} and Δ2 = {nab republican}. Hence, either Nixon was an ordi-
nary quaker or an ordinary republican but not both. It is worth noting that
if we know that Nixon was not a pacifist, i.e., adding ¬pacifist to the set of
observations O, we receive only the one minimal diagnosis Δ1 and know that he
was not behaving like an ordinary quaker.

For more details about MBD including algorithms we refer the interested
reader to [14]. In the following we briefly outline how to use ASP [6] to implement
MBD. Informally an answer set can be characterized as follows: First we assume
a logical propositional theory comprising facts, rules, and integrity constraints.
The latter is a logical rule that allows to derive a contradiction, which is used to
state that the given propositions on the left side of a rule cannot be true at the
same time. A logical model is a set of propositions used in the rules and integrity
constraints that satisfies all of them. A logical model is an answer set if every
proposition has an acyclic logical derivation from the given logical theory.

For example, given the theory of the Nixon diamond together with its obser-
vations, i.e., Th∪O, we obtain the one answer set {quaker, republican} because
nothing else can be directly derived. If we add the fact nab quaker, the answer
set is {quaker, nab quaker, pacifist, republican}. In order to allow an answer
set solver to implement MBD, we need a way such that the solver can decide a
truth value for nab quaker and nab republican by itself. This can be achieved
via introducing the following rules:

¬ nab quaker → ab quaker
¬ ab quaker → nab quaker
for nab quaker (and similar ones for nab republican). These rules allow the

answer set solver to select either nab quaker or ab quaker to be true, but not
both.

Hence, in general we only need to come up with an answer set theory that
comprises Th ∪ O and rules

¬ a → n a
¬ n a → a
for all assumptions a ∈ A to have an answer set solver representation of a

diagnosis problem. Using this representation, we can compute diagnoses using
the answer set solver directly. For our implementation we rely on the Potassco
answer set solver1, which makes use of Prolog syntax and where ¬ is represented
as not.

3 Modeling Object Motion

The Artificial Intelligence (AI) community today, has widely recognized the pos-
sibilities and significance of qualitative physics. Unfortunately codifying qual-
itative knowledge about the physical world has turned out to be surprisingly

1 See https://potassco.org/.

https://potassco.org/
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difficult [13]. As stated in [4], a qualitative representation of the world with the
goal to later on qualitatively reason about this world is not new. Many subareas,
like qualitative spatial reasoning, qualitative temporal reasoning and qualitative
simulation, where established over time. The idea in this paper focuses on the
field of qualitative spatial reasoning (QSR) which provides a calculus that allows
us to model object motion without the need of precise quantitative entities. The
representation of objects in the model is done by stating spatial qualitative
knowledge on which later on reasoning is applied with decision-making methods
and techniques.

In AI systems like robotics, geographical information systems and medical
analysis systems, spatial information plays a crucial role where spatial reasoning
can be a potential application [2]. Cohn et al. [3] state that in most cases not
a complete a priori quantitative knowledge but qualitative abstractions drive
spatial reasoning. Furthermore they indicate that the challenge of QSR lies in
providing a calculi which allows a machine to represent and reason with spatial
entities but without using the traditional quantitative techniques which are for
instance common in the computer graphics or computer vision communities.
Since the concept of space in commonsense knowledge and spatial reasoning is
quite complex, due to its multi-dimensionality, most work in this area has focused
on single aspects of space such as topology, orientation and distance [11].

In the example given in the introduction, we approach the underlying prob-
lem by explaining object motion with the single aspect of topology. In topologi-
cal approaches qualitative spatial reasoning in most cases describe relationships
between spatial regions rather than points that are usually used in the case of
approaches dealing with orientation [11]. The best known approach in the topo-
logical domain is the Region Connection Calculus (RCC) by Randell, Cui and
Cohn [9] and includes the eight basic relations DisConnected (DC), Externally
Connected (EC), Partially Overlapping (PO), EQual (EQ), Tangential Proper
Part (TPP), Non-Tangential Proper Part (NTPP) and the inverse of the latter
two TPP−1 and NTPP−1 which are shown in Fig. 2. In addition to this basic
relations, Bennett [1] presented a method for reasoning about spatial relation-
ships on the basis of entailments in propositional logic and showed that reasoning
on spatial relations represented in a logical representation is decidable.

In the following, we outline the use of MBD for spatial reasoning using
ASP using the example discussed in the introduction for illustration purposes.
In the clingo source code given after this paragraph we depict a simplified ASP
model together with necessary integrity constraints. This ASP model considers
only movements along the x-axis. With this simplification we can reduce our
possible states to one dimension which results in three possible explanations of
an object movement, namely stable, toLeft and toRight. stable states that
the object in the following time step is still in the same grid region, which may
indicate that the object is moving towards our direction which could result in
a crash or dangerous situation. toLeft and toRight indicate that the object is
moving to the left or right field in our projected grid during the transition from
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Fig. 2. A representation of the basic relations in the RCC theory by Randell et al. [9].

time step T to T+1, which is usually an indicator that the object is consistent in
the environment and we would not expect any crash or other dangerous situation.

In source code line 3-10 the above mentioned explanations for a movement
on the x-axis are defined. In addition the predicate stable is satisfied if the
predicate n stable (not stable) is not satisfied and vice versa. Similar this is
done for toRight and toLeft. Further on the predicate no expl(N) in line 14
counts the number of explanations for given observations and with its following
integrity constraint in line 16 it is ensured that we only search for a single
explanation. Line 20-28 define the basic definitions which are used if an object
of interest is in the next or prev field of our projected grid. The knowledge for
stating that an actual position change from time step T to time step T+1 based
on the defined action was performed is implemented in line 33-35.

1 % defining explanations

2
3 stable :- not n_stable.

4 n_stable :- not stable.

5
6 toRight :- not n_toRight.

7 n_toRight :- not toRight.

8
9 toLeft :- not n_toLeft.

10 n_toLeft :- not toLeft.

11
12 % counting the number of explanations using predicate

no_expl

13
14 no_expl(N) :- N = #count {1: stable; 2: toRight; 3: toLeft }.

15
16 :- not no_expl (1). % Search for single explanations only

17
18 % basic definition of next and previous operator

19
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20 next(outofsight ,a).

21 next(a,b).

22 next(b,c).

23 next(c,d).

24 next(d,e).

25 next(e,f).

26 next(f,outofsight).

27
28 prev(X,Y) :- next(Y,X).

29
30 % knowledge base stating that an object position change

31 % from time step 1 to 2 based on the action performed.

32
33 object(Xn ,2) :- object(X,1), toRight , next(X,Xn).

34 object(Xp ,2) :- object(X,1), toLeft , prev(X,Xp).

35 object(X,2) :- object(X,1), stable.

KB for explaining motion

In addition, we require an integrity constraint to assure that an object
cannot be at two different positions at the same time step T.

36 :- object(X,T), object(Y,T), not X = Y.

Used integrity constraint

The described ASP model allows for capturing the case of identifying an
object moving along the x-axis. For example, we might call clingo using addi-
tional observations that an object (like the tree in Fig. 1) is at position d3 at
time step 1 and at position e3 at time step 2. In order to allow clingo comput-
ing diagnoses, i.e., explanations for this movement, we have to add the following
facts (representing the observations) to the ASP source code (where we ignore
the y-axis):

37 object(d,1).

38 object(e,2).

Observations for our running example

When calling clingo using the described file, we obtain the following result:

Solving ...

Answer: 1

next(outofsight ,a) next(a,b) next(b,c) next(c,d) next(d,e

) next(e,f) next(f,outofsight) prev(a,outofsight)

prev(b,a) prev(c,b) prev(d,c) prev(e,d) prev(f,e)

prev(outofsight ,f) object(d,1) object(e,2) toRight

n_toLeft n_stable no_expl (1)

SATISFIABLE

Models : 1

Calls : 1
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Time : 0.002s (Solving: 0.00s 1st Model: 0.00s

Unsat: 0.00s)

CPU Time : 0.002s

Result obtained using clingo

From the result we see that the object is moving to the right (toRight is
true) because there is only one valid model.

After discussing the basic spatial model, we further want to discuss its poten-
tial application in practice. In Fig. 3 we illustrate a possible application sce-
nario of qualitative spatial reasoning on real-world data. With the same
idea as in the example outlined in the introduction, we are now looking at three
frames of real-world data extracted from the well-known KITTI raw dataset [7].
On the left side the possible output of an object detector performing car detec-
tion within each frame is depicted. For simplicity we only consider one object of
interest, the parked car on the right side of the street which is correctly detected
in the first two frames. Let us assume that in the third frame the object detector
is not able to detect the car due to an occurring sensor error. In this case the
autonomous car may decides to drive too far on the right side which could result
in an accident or dangerous situation. In such situations, spatial reasoning and
the methods described can serve as a supplementary system capable of perform-
ing sanity checks in addition to the object detector. With spatial reasoning and
the previous observations of the object detector, we are able to predict that the
parked car has to be at position E3 in frame three due to the fact that the car
cannot vanish within one time step. With this prediction we are now able to
revise the initial output of the detector to a correct detection of the car which
furthermore resolves the possible dangerous situation, and which can also result
in an improvement of the overall detection performance.

Fig. 3. Left: an object detector recognizing the object of interest in the first two frames
but missing the object in the third frame. Right: revised output at frame three after
the application of spatial reasoning in addition to the object detector.
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For simplicity reasons only movements along the x-axis were considered.
Nevertheless it should be noted that with similar rules as used for movements
along the x-axis, the approach can be extended to recognize movements also
along the y-axis. Therefore it is also possible to extend the approach to larger
problems.

Besides improving detection performance when coupling logical reasoning
with object recognition, there are other application scenarios possible. We might
come up with rules evaluating traffic situations as being dangerous or not as a
first application. For example, whenever there is an object that remains in the
center of our view but becomes bigger as well, there is danger of a crash and
appropriate actions are required. We also might handle the case of total occlusion
of a detected object due to other traffic participants via introducing additional
spatial rules following the approach of Suchan et al. [12].

4 Conclusion

In this paper, we introduced the use of model-based diagnosis implemented using
answer set programming for spatial reasoning. In particular, we discussed logi-
cal rules allowing to identify the movement of objects considering two consecu-
tive images in time comprising the same object but at different positions. The
obtained direction of movement can be used for improving the detection perfor-
mance of objects and other application scenarios. To illustrate improving object
detection, we made use of an example scenario obtained from a dataset used in
the domain of autonomous driving.

In order to bring the approach into practice, we intend to further work on
directly coupling object recognition with logical reasoning requiring to come up
with the right time steps that allow for mapping the quantitative world into an
abstract qualitative representation. We want to further work on adding rules for
identifying critical scenarios where we need to consider object movements that
may lead to a crash situation. Combining quantitative approaches like distances
with qualitative ones seems to be a promising choice for future applications. In
addition, we want to carry out an experimental evaluation showing that the pre-
sented approach really improves detection considering adversarial attacks (like
adding rain or other disturbances) to some of the images in the sequence.

Acknowledgement. The financial support by the Austrian Federal Ministry for Dig-
ital and Economic Affairs and the National Foundation for Research, Technology and
Development is gratefully acknowledged.
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Abstract. The possibility of inter-relating different information items
is crucial in the perspective of enhanced storage, handling and fruition of
knowledge. GraphBRAIN is a general-purpose tool that allows to design
and collaboratively populate knowledge graphs, and provides advanced
solutions for their fruition, consultation and analysis. Its functionalities
are also provided as Web services to other applications. A peculiarity of
GraphBRAIN is its fusion of methods and tools coming from different
research areas: ontologies to describe such variated knowledge, collabo-
rative tools to collect the knowledge scattered across many people, graph
databases to store the knowledge base, data mining and social network
analysis tools for personalized fruition of the collected knowledge. It is
currently used as the knowledge management platform in a tourism-
related project.

1 Introduction

To better support the information needs of scholars, practitioners, and even
non-expert end users, considering also the context of the information items
they handle is of utmost importance to put them in perspective and grasp a
deeper understanding thereof. This requires a step up from simple ‘information’
handling to ‘knowledge’ handling. Collecting, storing and using knowledge is
not trivial. It might be scattered and spread across many people with different
expertise, culture, background and perspectives. Its effective exploitation might
involve complex information patterns and aggregates, that might be domain-
or user-dependent. From a technological perspective, a switch from databases
to knowledge bases is required, so as to enable high-level analysis and reason-
ing tasks. In turn, knowledge bases require suitable schemes to represent and
organize the knowledge, often in the form of ontologies, but a proper formaliza-
tion might be unavailable in mainstream research for some domains. Last but
not least, different domains might be inter-related, and cross-fertilization among
them should be enforced.

Tackling all these issues together requires a suitable infrastructure, includ-
ing advanced data representation and storage facilities, and advanced tools and
c© Springer Nature Switzerland AG 2020
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algorithms for knowledge handling. The solution we propose is GraphBRAIN,
a general-purpose system aimed at supporting all stages and tasks in the lifecycle
of a knowledge base—from knowledge base design, to knowledge acquisition, to
knowledge organization and management, to (personalized) knowledge fruition
and delivery—, also providing an on-line tool for interactive exploitation of these
functionalities1. Its main peculiarities and innovative features include: the mix
of an ontology-based approach with a graph database, so as to take advantage
of both the efficiency of the latter and the flexibility and power of the former
for storing and handling knowledge; the cooperation among different ontolo-
gies/domains, obtained through shared entities and relationships, and through a
general ontology that interconnects all the domain-specific ones, yielding a single
knowledge base in which the various domains cross-fertilize each other; the inte-
gration of data mining and social network analysis tools to provide high-level
functionalities for knowledge handling and fruition aimed at finding relevant,
personalized and non-trivial information; an interactive interface for collabora-
tive knowledge enrichment and personalized consultation.

This paper is organized as follows. The next section describes the main fea-
tures and interface of GraphBRAIN. Then, Sect. 3 discusses its current use and
relevance, also by relating it to other works in the literature. Finally, Sect. 4
concludes the paper and outlines future work issues.

2 GraphBRAIN

This section will highlight the most relevant architectural and functional features
of GraphBRAIN, and how they concur in providing its advanced support to
knowledge management.

The knowledge base is implemented as a graph database, using the Neo4j [13]
DBMS. Neo4j implements the Labeled Property Graphs (LPG) model, in which
both nodes and arcs in the graph may have associated attribute-value maps;
one or many labels (usually representing classes) may be associated to nodes
(representing class instances), while each arc (representing a relationship) may
be labeled with one type only. Neo4j is schema-free: the user may apply any label
and/or attribute to each single node or arc. While ensuring great flexibility, this
does not allow to associate a clear semantics to the graph items. To overcome
this, and enable high-level reasoning on the available knowledge, GraphBRAIN
imposes the use of pre-specified data schemes, expressed in the form of ontologies,
so that only data that are compliant to the ontologies may be added to the
graph. In this way, it brings to cooperation a database management system for
efficiently handling, mining and browsing the individuals, with an ontology level
that allows it to carry out formal reasoning and consistency or correctness checks
on the individuals.

GraphBRAIN’s administrators may build and maintain several ontologies
by specifying for each the hierarchies of classes and relationships to be consid-
ered, each with its attributes and associated datatypes. The universal class is
1 A demo of the system is available at http://193.204.187.73:8088/GraphBRAIN/.

http://193.204.187.73:8088/GraphBRAIN/
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implicit, and common to all ontologies. Such ontologies act as DB schemes that
drive and support all functionalities: knowledge base creation and enrichment;
advanced tools for searching and browsing the knowledge base; mining, analysis
and knowledge extraction tools that may be used interactively by end users or
provided as services to other systems for obtaining selective and personalized
access to the stored knowledge. Some classes and relationships may appear in
different ontologies, possibly with different attributes, in order to reflect differ-
ent perspectives on them. This is another innovative feature, that allows cross-
fertilization among, and knowledge reuse across, different domains: individuals
of shared classes act as bridges, allowing the users of a domain to reach infor-
mation coming from other domains. Instead of taking external ontologies and
relying on ontology alignment techniques, which may return wrong associations,
GraphBRAIN requires administrators to define their ontologies from inside the
GraphBRAIN environment. When defining their ontologies, they may see the
classes and relationships of existing ontologies, and may reuse them, possibly
extending or refining them, or defining super- or sub-classes thereof.

In particular, GraphBRAIN provides a top-level ontology, defining very gen-
eral and highly reusable concepts (e.g., Person, Place) and relationships (e.g.,
Person.wasIn.Place). It acts as a hub and plays a crucial role to interconnect
the domain-specific ontologies, ensuring that a single, overall connected, knowl-
edge graph underlies all the available domains. Particularly interesting is class
Category, aimed at storing items from different taxonomies as individuals in
the knowledge graph. This allows to handle them within the graph. Currently,
it includes the WordNet lexical ontology [12] (also using class Word for its lex-
ical part) and the standard part of the Dewey Decimal Classification (DDC)
system [2]. So, Category and Word nodes may be linked by arcs to individuals
of other classes (e.g., documents, persons, places) and used as tags to express
information about them. Specifically, words may be used for lexically tagging
other items (e.g., this paper, as a Document node, might be linked to ‘graph’,
‘ontology’, etc.), while categories may be used to semantically tag them (e.g.,
this paper might be linked to ‘Computer Science’, ‘Artificial Intelligence’, etc.)
without formalizing thousands of classes in the ontologies. Category and Word
nodes are also related to each other, thus enabling a form of reasoning as graph
traversal and allowing to find non-trivial paths between instances of other classes.

The ontologies are saved in a proprietary XML format, purposely designed to
be used as a schema for the graph database. However, the tool may also export
them into standard Semantic Web formats, to make them publicly available
for reuse. Currently, serialization to Ontology Web Language (OWL)2 format
is provided, so that they can be published and exploited for ensuring semantic
access to the knowledge base and make it interoperable with other resources.

Information is fed into the knowledge base by interaction with users or by
automatic knowledge extraction from documents and other kinds of resources
(e.g., the Internet). The interactive interface, shown in Fig. 1, includes two form-
based tabs, one for entities (Fig. 1, left) and one for relationships (Fig. 1, right),

2 http://www.w3c.org/owl.

http://www.w3c.org/owl
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Fig. 1. GraphBRAIN interface for managing and consulting the knowledge base.

allowing the user to insert/update/remove instances and/or their attribute val-
ues. The same form-based interfaces can be used to query the knowledge base
for instances of entities and relationships. The retrieved instances may be graph-
ically displayed in another tab, as nodes and arcs in the graph. This allows the
user to continue his search in a less structured way, by directly browsing the
graph (e.g., expanding or compressing node neighbors). This is useful to explore
the available knowledge without a pre-defined goal in mind, but letting the data
themselves drive the search. Thus, serendipity in information retrieval is sup-
ported, and the users may find unexpected information that is relevant to their
information needs.

The forms are automatically generated by the system from the XML format
specification of the ontologies: top-level classes and relationships are shown in
drop-down menus; sub-classes are shown as a tree after the top-level class has
been selected; class and relationship attributes are reported in a form where
names are labels and values are in textboxes, dropdown menus or other wid-
gets depending on their type. Available types are Integer, Real, Boolean, Date,
Enumeration, Instance (another instance in the knowledge base).

Albeit GraphBRAIN may handle several ontologies, each specifying a differ-
ent domain, the form-based interface for data management and querying requires
the user to select one of the available domains in order to load the corresponding
scheme/ontology to be used. While the knowledge base content may be published
as linked open data (LOD) [8], it is not available in its entirety as LOD. It is
accessible only through the querying and graph browsing facilities in the on-line
interface, or through pre-defined tools exposed as services, that, based on their
input parameters, return relevant portions of the graph serialized as RDF.

Users may also manage (add, show, delete) attachments for each instance.
In this way GraphBRAIN also acts as an archive, whose content is indirectly
organized according to formal ontologies, and thus may foster interoperability
with other systems. Finally, users may add comments, or approve/disapprove,
each entity or relationship instance, and even each single attribute value thereof.
Using the comments, the users may also provide suggestions to improve and
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extend the ontologies. Through the approval/disapproval mechanism, the sys-
tem may establish a trust mechanism for the users that supports ‘distributed’
quality assurance on the content of the knowledge base. Users are encouraged to
provide high-quality knowledge, because using a combination of their number of
contributions and trust they are assigned ‘credits’ that they may spend in using
advanced features provided by GraphBRAIN. Interactions of users are tracked in
order to build models of their preferences to be used for personalization purposes.

Finally, GraphBRAIN provides several analysis, mining and information
extraction functionalities, including tools to:

– perform consistency checks and various kinds of reasoning on the knowledge
base (currently: ontological reasoning, using OWL reasoners, by providing
in OWL format and giving them access to the individuals contained in the
graph in RDF; or multi-strategy (deduction, abduction, abstraction, induc-
tion, argumentation, probabilistic inference, analogy) reasoning based on an
inference engine implemented in Prolog);

– assess relevance of nodes and arcs in the graph, and extract the most rele-
vant ones (currently: Closeness centrality, Betweenness centrality, PageRank,
Harmonic centrality, Katz centrality);

– extract a portion of the graph that is relevant to some specified starting
nodes and/or arcs (currently: Spreading Activation and a proprietary varia-
tion thereof);

– extract frequent patterns and associated sub-graphs (currently using the
Gspan algorithm, and a variation thereof that is bound to include specific
nodes in the graph);

– predict possible links between nodes (currently: Resource Allocation, Com-
mon Neighbors, Adamic Adar, and a proprietary approach);

– retrieve complex patterns of nodes and relationships (currently based on the
application of Prolog deduction, using user-defined or automatically learned
rules, on selected portions of the knowledge graph, suitably translated into
Prolog facts);

– translate selected portions of the graph into natural language (using a Prolog-
based engine to organize the selected information into coherent and fluent
sentences).

Some of the underlying algorithms are reused from the literature; others have
been purposely extended to improve their ability to return personalized outcomes
that may better satisfy the user’s information needs, which is another novelty
introduced by GraphBRAIN. For instance, since the graph is too large to be
entirely displayed, when opening the graph tab, a connected neighborhood of
the most relevant nodes is shown. If a user model is available, based on statistics
collected about his previous interaction with the system, the starting nodes may
be those more related to his interests, preferences, aims, background, etc. Of
course, the displayed portion of the graph may also be the result of a specific user
query. For instance, Fig. 2 shows a portion of the graph automatically selected
starting from 4 nodes selected by the user (indicated by arrows). Different colors
of nodes are associated to different classes, and a clear predominance of some
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classes (those reported as more relevant to the user by his user model) is visible.
Also, several clusters of instances (some of which indicated by circles) clearly
emerge, that may be analyzed by the user to find potentially interesting but
possibly unexpected information.

Fig. 2. Portion of GraphBRAIN’s knowledge base.

3 Discussion and Related Work

We believe that GraphBRAIN is the first example of a methodology by which
many different, currently separate, Artificial Intelligence tasks, techniques and
approaches can be brought to cooperation for improving knowledge manage-
ment and (personalized) fruition by users: database technology, ontologies, data
mining, machine learning, automated reasoning, natural language processing,
personalization and recommendation, social interaction. The relevance of this
proposal is in these approaches being really integrated, and not simply juxta-
posed, so that each of them takes directly or indirectly advantage from all the
others. E.g., a social approach is used to build and integrate ontologies; user
models are used to guide data mining; ontologies are used to guide database
interaction and interface generation; data mining is used to filter a manageable
and relevant portion of a huge graph on which carrying out automated reasoning,
etc.

A prototype of GraphBRAIN is currently in use as part of a larger ongoing
project [5], aimed at providing advanced support to end-users, entrepreneurs
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and institutions involved in touristic activities. It currently includes the follow-
ing domain-specific ontologies: tourism (concerning history, cultural heritage
items, points of interest, logistics and services, etc.); food (concerning typical
dishes and beverages from specific regions); computing (concerning computing
devices and their history); lam (concerning libraries, archives and museums).
While this paper provided a detailed account on the general structure and func-
tionality of GraphBRAIN, [4,6] focused on the development and population of
the computing and lam ontologies, respectively. Table 1 reports statistics on
the current ontologies and knowledge base content of GraphBRAIN. Obviously,
the vast majority of knowledge items is in the general subgraph, including items
automatically loaded from WordNet and DDC. Next comes the lam subgraph,
also mostly automatically loaded from the records of a private collection, includ-
ing 4295 titles. Then, with much less items, come the other ontologies, whose
knowledge items were manually entered using the on-line collaborative interface.
There are less class instances than relationship instances, indicating a quite con-
nected graph, which is important for interlinking the knowledge and enabling
effective graph browsing by the users. The general subgraph is the most con-
nected. As expected, the average number of attributes per instance is larger for
class instances than for relationship instances. Indeed, relationships are by them-
selves information carriers. The ‘information density’ is different between classes
and relationships for the various domains. Specifically, much relevant informa-
tion in the lam domain is in the relationships rather than in the attributes,
which makes sense considering the strict interplay among documents, authors,
publishers, places, categories, series.

Table 1. Statistics on ontologies in GraphBRAIN

Ontology Classes Attributes Relationships Attributes

General 17 + 27 333 020 79 1 744 116 88 488 639 23 39 186

Tourism 9 + 60 250 64 1173 49 318 13 54

Food 9 + 24 181 40 405 23 65 3 0

Computing 15 + 97 551 111 2 096 117 739 21 343

Lam 12 + 63 9 902 51 31 615 51 13 649 24 10 614

Total 62 + 271 343 904 345 1 779 405 328 503 410 84 50 197

Concerning the ontology development functionality, several tools have been
proposed in the literature, each pursuing specific objectives as regards the con-
struction, editing, annotation and merging of ontologies [1]. The most popular
and mature one is protégé3, based on the OWL-API, which is fully compliant
with the OWL specifications by W3C4. GraphBRAIN adopted the same OWL-
API for its ontology export functionality, so that the generated ontologies are
3 https://protege.stanford.edu.
4 http://owlcs.github.io/owlapi.

https://protege.stanford.edu
http://owlcs.github.io/owlapi
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fully compliant with the standard and may be edited using protégé. We devel-
oped a specific ontology definition and handling tool for several reasons. First,
it had to be embedded into GraphBRAIN’s interface, so that the administra-
tors could seamlessly and collaboratively build and refine the ontologies. Second,
while existing tools are mainly aimed at defining formal ontologies starting from
an RDF knowledge base model, our motivation was in the need to define a
schema for the graph DB, and the translation in standard ontology format was
a consequential objective in order to enable OWL reasoning capabilities. Third,
also due to the use of Neo4j as the DBMS infrastructure, our tool allows one to
develop ontologies in which also relationships may have attributes, which is not
allowed by current ontological standards.

Of course, the availability in GraphBRAIN of an ontology editor does not
prevent the reuse of the ontologies and/or knowledge graphs already available in
the literature or in the practice. Indeed, standard ontologies exist for describing
many domains (e.g., the DCMI [9] for the library/archive domain, or Cultural-
ON [11] and its evolution ArCo5 for cultural heritage). However, to the best
of our knowledge, nothing exists aimed at expanding the area of interest to a
broader, ‘contextual’ perspective that may leverage different related domains
and be attractive also for non-specialized users.

On the methodological side, a few works analyze the possibilities of coopera-
tion between ontologies and graph DBs. Some, taken from research literature, are
more theoretical. [3] outlines the potential of applying graph DBMSs to an onto-
logical context in order to create essentially an ontological tensor, and assesses
its complexity. [10] discusses technical issues that might limit the impact of sym-
bolic Knowledge Representation on the Knowledge Graph area, and summarizes
some developments towards addressing them in various logics. Some other, more
practical, were specifically developed for Neo4j (https://neo4j.com/blog). One
approach consists in just expressing ontologies as nodes and arcs in Neo4j, and
mapping some kinds of ontological reasoning onto graph queries. We also pro-
vide this opportunity in the general ontology, but additionally allow to link
the ontological items to the instance nodes. Another approach is driven by an
ontology in determining the graph content, but this is done ‘manually’ without
a system module that ensures that nothing not compliant with the ontology is
entered, as we do.

More in general, some NoSQL DBMSs already support the integration with
ontologies. The semantic graph database GraphDB is based on the RDF graph6

model. So, it does not allow to represent node and relationship attributes, which
causes a significant increase in nodes and relationships to represent, and thus
a decrease in efficiency compared to the LPG model. Also triplestores can be
considered as database management systems aimed at managing knowledge
graphs. Compared to triplestores, our aim is keeping separate instance repre-
sentation (owl:Individual) from representation of owl:Class, owl:ObjectProperty
and owl:DatatypeProperty in the ontology, so as to be able to leverage the

5 http://wit.istc.cnr.it/arco/index.php?lang=en.
6 https://db-engines.com/en/system/GraphDB%3BNeo4j.

https://neo4j.com/blog
http://wit.istc.cnr.it/arco/index.php?lang=en
https://db-engines.com/en/system/GraphDB%3BNeo4j
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advantages of LPG (scalability, small size, etc.) on Individuals and the advan-
tages of OWL Reasoners (main reasoning tasks over ontologies: consistency of the
ontology, concept and role consistency, concept and role subsumption, instance
checking, instance retrieval, query answering) on the ontological part. In partic-
ular, we may use a number of available Semantic Web reasoners7 that provide
implementations for all or part of the inferences. When performing ontological
reasoning that involves instances, we may still make available the LPG part as
RDF thanks to the existence of a formal mapping between RDF and LPG [7],
that can be leveraged (e.g., in the form of a Neo4j plugin) to keep the represen-
tation of Node and Relation properties in LPG and render instances in RDF.
More in detail, the issue with RDF is that it cannot express datatype properties
on relationships, and that datatype properties on classes must be also specified
as triples, this way scattering the a single entity into many nodes of the graph.
By representing the ontology within the graph, one needs to explicitly specify
node and relationship attributes as specific relationships. In order to exploit the
ontology to keep control over the data that are inserted into the graph, one
must necessarily make explicit which should be considered node and attribute
relationships. This amounts to representing all RDF triples as if a classical RDF
store were used (some estimate that an increase in triples with respect to nodes
of up to one order of magnitude might be required8): as a consequence, function-
ality that might be used on LPG graphs, such as centrality and link prediction,
would at least become inefficient.

4 Conclusions and Future Work

The possibility of inter-relating different information items is crucial in the per-
spective of enhanced storage, handling and fruition of knowledge, that goes
beyond ‘simple’ information retrieval based on lexical content or metadata.
GraphBRAIN is a general-purpose tool that allows to design and collaboratively
populate knowledge graphs, and provides advanced solution for their fruition,
consultation and analysis. Its functionality are also provided as Web services
to other applications. A peculiarity of GraphBRAIN is its strategy for cooper-
ation of several components coming from different research areas: ontologies to
describe such variated knowledge, collaborative tools to collect the knowledge
scattered across many people spread all over the world, and to store it in a
knowledge base, data mining and social network analysis tools for personalized
fruition of the collected knowledge by interested stakeholders and end users.
A prototype of GraphBRAIN is currently used as the knowledge management
layer of a platform for providing advanced support to stakeholders in turistic
applications.

Based on the feedback of users of the on-line prototype, we are currently
extending and improving the functionality and content of GraphBRAIN. We
are also developing specific analysis and mining algorithm that can leverage the
7 http://owl.cs.manchester.ac.uk/tools/list-of-reasoners/.
8 https://neo4j.com/blog/rdf-triple-store-vs-labeled-property-graph-difference/.

http://owl.cs.manchester.ac.uk/tools/list-of-reasoners/
https://neo4j.com/blog/rdf-triple-store-vs-labeled-property-graph-difference/
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features and peculiarities of the system, aimed at improved fruition by end-users
and client systems. Another direction for future extension is the inclusion of the
possibility to find solutions via Question Answering.
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Abstract. In statistics, mediation models aim to identify and explain
the direct and indirect effects of an independent variable on a dependent
variable. In heterogeneous data, the observed effects might vary for parts
of the data. In this paper, we develop an approach for identifying inter-
pretable data subgroups that induce exceptionally different effects in a
mediation model. For that purpose, we introduce mediation models as a
novel model class for the exceptional model mining framework, introduce
suitable interestingness measures for several subtasks, and demonstrate
the benefits of our approach on synthetic and empirical datasets.

1 Introduction

Mediation analysis is a classical statistical technique that aims for explaining
the relationship between an independent variable and an (dependent) outcome
variable by integrating a third, so-called mediator variable. The model suggests
that the independent variable not only influences the outcome directly, but it
also has an effect on the mediator variable, which in turn influences also the
outcome. By doing so, it allows for distinguishing between a direct effect of the
independent variable on the outcome, and an indirect effect via the mediator.
Mediation analysis is a key technique predominantly used in (but not limited
to) social and behavioral research, and psychology. However, in its original form,
the mediation model assumes constant direct and indirect effects, i.e., it does
not take heterogeneity in the data into account.

In this paper, we propose a novel approach that enables exploratory anal-
ysis of subgroups with exceptional mediation effects by integrating mediation
models as a novel model class into the exceptional model mining framework [12].
Extending the well known subgroup discovery task [8,11], exceptional model
mining aims for identifying describable subgroups in the data with significantly
different model parameters compared to the other instances in a pre-specified
model of a specific class. We introduce mediation models as a novel model class
for exceptional model mining, discuss multiple options, how exceptional model
mining with mediation models can lead to valuable insights, and present respec-
tive interestingness measures that can identify the most interesting subgroups
in the data. By doing so, our research allows for the detection of interpretable
subgroups, in which the direct, indirect, or total effect in the mediation analy-
sis is specifically strong or weak. In our experimental evaluation, we show that
c© Springer Nature Switzerland AG 2020
D. Helic et al. (Eds.): ISMIS 2020, LNAI 12117, pp. 318–328, 2020.
https://doi.org/10.1007/978-3-030-59491-6_30
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our approach can successfully recover subgroups with exceptional effects in syn-
thetic data, and demonstrate the benefits of the approach in an example on
social survey data.

2 Background and Related Work

Next, we introduce the necessary background on exceptional model mining and
mediation analysis, and discuss existing research most closely related to ours.

2.1 Exceptional Model Mining

In this paper, we assume a dataset D to be a multiset of data instances i ∈ I
described by a set of attributes A. In this set, we distinguish between describ-
ing attributes AD ⊂ A and model attributes AM ⊂ A. In a given dataset,
a subgroup is defined by a subgroup description p : D → {true, false} that
selects instances from the dataset in a way that can be understood by humans.
As it is common practice, we use in this paper conjunctions of selection con-
ditions on single describing attributes, i.e., attribute-value pairs in the case
of a nominal attribute, or intervals in the case of numeric attributes (such as
Age < 18 ∧ Gender = Male). However, this is not a necessary condition. We call
the set of all instances c(p) = {i ∈ I|p(i) = true} that are described by a sub-
group description p the subgroup cover and the set of all instances not covered
by the subgroup description as its subgroup complement.

In exceptional model mining [12], we are now interested in finding interesting
subgroups, i.e., subgroups for which the parameters of the model, which is picked
a priori by the analyst, differ substantially depending on the model being fitted
on the subgroup cover or subgroup complement instances. For example, consider
we could choose in a population survey the simple correlation model class and
the two model attributes religiosity and happiness as a model. A (fictitious)
finding of exceptional model mining could then be: “While overall there is a
positive correlation between religiosity and happiness (ρ = 0.1), the subgroup of
women younger than 18 years shows a negative correlation (ρ = −0.15)”. To
extract interesting subgroups from the (exponentially) large set of describable
candidates, an interestingness measure (quality) q is employed that can assign a
score (as a real number) to each candidate based on the statistical properties of
the subgroup and the model fitted on its instances. Then, a search algorithm can
identify the candidate subgroups with the highest scores. Unfortunately, solving
tasks based on new model classes into exceptional model mining requires the
development of tailored interestingness measures. As a key contribution, this
paper accomplishes this for several use cases related to the mediation model.

2.2 Mediation Model

Mediation analysis is of interest whenever researchers assume that the effect of
a putative cause X on an outcome Y of interest might be transmitted through
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Fig. 1. Basic mediation model

an intermediate variable M [15]. A basic linear mediation analysis, cf. Baron
and Kenny [1], involves three steps: First, regressing the outcome variable Y
on the cause variable X to compute the total effect c of X. Second, regressing
the mediator variable M to the cause variable X to obtain the first part of
the indirect effect, a, i.e., the effect of X on M . Third, regressing the outcome
variable Y on the cause variable X (i.e., c′, the direct effect) and the mediator
variable M (i.e., b, the second part of the indirect effect). Note that in such linear
models, the total effect from the first step is given by c = c′ + a · b, that is, it is
decomposed into the direct effect c′ and the indirect effect a · b (from the second
and third step), see also Sect. 3. Using regression notation for mean centered
variables, the basic mediation model is given by the following two equations:

M = a · X + ε1 (1)
Y = b · M + c′ · X + ε2 (2)

The two regression equations of a mediation model can be estimated simultane-
ously in a structural equation modeling (SEM) framework. Based on the param-
eters of the model, different interpretable effects can be computed as described
above. These computations hold for linear models. For extensions to non-linear
models and causal assumptions needed in these models, see existing work by
Imai et al. [9], Pearl [16], and Mayer et al. [15].

Figure 1 shows a path diagram, which is a graphical representation of the
basic mediation model. Structural equation models [2] provide a lot of flexibil-
ity to examine structural relations among a variety of variables. For example,
covariates and additional mediators can be added. Or measurement models can
be added for latent variables. Or the model can be estimated as a multi-group
model, where the effects of a categorical variable (e.g., gender, ethnicity) can be
investigated by using a distinct model for both males and females allowing for
different magnitudes and directions of effects. The latter option will be impor-
tant for our proposed approach to find interesting subgroups. It is also possible
to set equality constraints on specific parameters among groups if needed.
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2.3 Related Approaches

Exceptional model mining has been applied in a wide range of applications and
for diverse model classes including classification [12], regression [4], and sequen-
tial data [14] models. In this context, Duivestijn et al. investigate Bayesian net-
works for exceptional model mining [5]. While these could in principle also be
used to model the dependency structure of mediation, the authors focus on the
difference of dependency structures derived from subgroup instances. By con-
trast, in this paper we study a setting, in which a specific dependency structure
(a mediation) is the explicit interest of the research task.

In research on structural equation modeling, van Kesteren and Oberski [10]
propose a method for detecting potential mediators from a larger search space in
an exploratory way. In the presented research, we consider the mediator as fixed,
and identify circumstances with extraordinary effects associated with it. Brand-
maier et al. introduce structural equation model trees [3], combining the decision
tree paradigm with structural equation models (which also include mediation
models). These partition the dataset with respect to different parameterizations
of a SEM. While individual paths in those could also be interpreted as rule-like
patterns, it differs from the research presented here by the typical, well-explored
differences between rule- based and decision tree- based data mining, includ-
ing a different focus of local patterns vs global models, potential overlap and
redundancy in the results, and different modularity of results.

While the basic mediation model assumes constant effects, there exists some
extensions for investigating differential effects. In so-called moderated media-
tion analysis [17], the total, direct, and indirect effects may differ depending
on categorical variables (e.g., in multigroup models), or depending on values of
continuous variables, that is, the effects-of-interest can be modeled as decreas-
ing/increasing depending on the moderator’s value.

3 Mining Exceptional Mediation Models

Next, we describe how we can integrate mediation models into the exceptional
model mining framework in order to find subgroups with exceptional effects.

3.1 GeneralaApproach

We assume that a mediation model with independent, dependent, and medi-
ation variables has been specified and selected by domain experts for a more
fine-grained analysis. We then identify subgroups with exceptional effects with
exceptional model mining. Overall, we employ a branch-and-bound search over
the space of all potential candidate subgroups. For that purpose, we start by
forming selection expressions over the describing attributes in our data set and
then considering all possible conjunctions over these expressions as candidates.
Then, any exhaustive (e.g., search depth-first-search or apriori) or heuristic (e.g.,
beam search) search algorithm for subgroup discovery can be employed to enu-
merate and individually evaluate the candidates. The evaluation of a candidate
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assigns a score from a user chosen interestingness measure. These interestingness
measures are task dependent and will be discussed below. The top-K subgroups
with the highest scores are finally returned as the results set.

3.2 Effects of Interest

For many other model classes that are used with exceptional model mining,
parameters are symmetrical to each other. For example, in a Markov chain tran-
sition model, all parameters specify a probability of a transition from one specific
state to another specific state. As a result, interestingness measures in these sce-
narios are treated all equally, and the exceptionality and thus interestingness of
subgroups can be quantified by computing a distance measure (e.g., a Manhat-
tan distance) with equal importance of all parameters. This is not the case for
mediation models: Here, all parameters have distinct meanings and are used to
determine different types of effects that are interpretable by domain specialists.
We can employ exceptional model mining to unveil subgroups, in which a specific
effect type (eff) is specifically weak or strong. These include:

– The direct effect quantifies, by how much the dependent variable changes
per unit increase of the independent variable assuming a fixed value of the
mediator. It is directly given by the value of the parameter effdir = c′.

– In linear models, the indirect effect is computed as the product of the param-
eters effindir = a · b. It measures how much the dependent variable changes
when the mediator increases as much as it would change for a unit increase
of the independent variable.

– The total effect describes the unconditional dependency of the dependent on
the independent variable. In linear models, it is calculated as the sum of the
direct and the indirect effect: efftotal = a · b + c′.

3.3 Interestingness Measures

To find subgroups that are exceptional with respect to a specific effect type,
we propose two groups of interestingness measures. In both cases, we determine
parameters that maximize the joint likelihood of the model in the subgroup
instance and in its complement. Based on that, we compute the respective effect
of interest (direct, indirect, or total effect) in the subgroup and in the comple-
ment, denoted by effsg and effcompl.

For the first group of interestingness measures, which allows for a statisti-
cally guided selection of subgroups, we then conduct a Wald Test with the null
hypothesis that the effect is the same in the subgroup and its complement. We
then use the test statistic of this test as the score for subgroup selection, i.e., we
aim to find those subgroups, in which the effect is most significantly different
between the subgroup and its complement. Note that the resulting p-value of
the test could in principle also be used as an alternative, but can quickly lead to
arithmetic underflow in large datasets. The Wald Test directly allows to assert
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the statistically significance, but the resulting p-values have to be adjusted for
multiple comparison, e.g., using Bonferroni corrections.

The second group of interestingness measures is designed for a more
exploratory setting. In analogy to popular measures for subgroup discovery
and exceptional model mining, cf. [11,12], we suggest to compute the score as
na · (effsg − effcompl), where n is the number of instances covered by a sub-
group and a an user chosen parameter. This parameter enables the data analyst
to trade-off preferences for larger subgroups (in terms of number of instances)
and stronger deviations in the effects. Due to this option, this class of interest-
ingness measures is specifically suited for iterative and interactive mining. In its
proposed form, the measures identify subgroup with a specifically strong positive
effect, extension for weak or negative effects are straightforward.

3.4 Redundancy Reduction

A well-known issue in exceptional model mining is redundancy in the result set,
i.e., a high similarity in the top-k found subgroups. For example, if the subgroup
A induces an exceptionally strong direct effect and thus achieves a high score,
then also the subgroup A∧B with any random noise selector B can be expected
to also imply an unusual model and receive a high score. To limit these effects,
we suggest to use the discussed quality measures with a generalization-aware
modification [7]. That is, instead of using the interestingness measures discussed
above directly, we compute the score difference between a subgroup and the
maximum score in any of its direct generalizations and use it as a final score. For
example, assuming the subgroup A∧B has a base score of 100, and the subgroups
A and B have score 40 and 70 respectively, then the final (adapted) score of
A ∧ B is 100 − max(40, 70) = 30. Efficient search for this type of interestingness
measure can (preferably) be achieved by using a level-wise search strategy such
as apriori, or by extensive caching of subgroup scores.

4 Experimental Evaluation

We demonstrate the benefits of the proposed approach in a study with synthet-
ically generated data, and a case study on real world data.

4.1 Setup and Implementation

For our evaluation, we implemented the mediation model class as an exten-
sion of the exceptional model mining Python library pysubgroup [13]. For fitting
the mediation models and calculating Wald Test score we employed the well-
known lavaan package with the nlminb [18] solver in R, which we connected to
pysubgroup with the rpy2 R-Python bridge. As a result of connecting these two
specialized highly efficient implementations, all discussed experiments could be
finished within seconds on a standard desktop machine.1

1 Code is available at http://florian.lemmerich.net/mediation-emm.

http://florian.lemmerich.net/mediation-emm
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Table 1. Results for the synthetic data with an interestingness measure based on the
Wald Test on the direct effect. The p-values pWT are Bonferroni corrected.

Rank Score pWT Description # Instances effdir effind

1 218.32 < 10−14 A=A1 AND B=B1 1000 0.049 0.754

2 72.49 < 10−14 A=A1 2000 0.558 0.287

3 72.49 < 10−14 A=A2 2000 0.859 0.117

4 66.68 3.30 · 10−13 B=B1 2000 0.555 0.331

5 66.68 3.30 · 10−13 B=B2 2000 0.844 0.091

6 7.58 > 0.5 N17=1 227 0.536 0.248

7 7.58 > 0.5 N17=0 3773 0.733 0.186

8 7.25 > 0.5 N11=1 AND N15=0 20 0.171 0.147

4.2 Experiments on Synthetic Data

To evaluate our interestingness measures, we test if they are able to recover rel-
evant subgroups among noise. For that purpose, we created synthetic data as
follows: First, we defined two mediation models with manually chosen parame-
ters. While we tried different settings with equivalent results, we report here on
results for one model with a strong mediator effect ((a, b, c′) = (0.9, 0.8, 0.1)),
and one with a strong direct effect ((a, b, c′) = (0.3, 0.4, 0.8)). The residual vari-
ances were fixed at one. Then, we create the model attributes of 1000 instances
by the first model, and of 3000 instances by the second model. Next, we generate
two binary descriptive variables A and B such that the instances from the first
model are assigned (A = A1, B = B1), and the instances from the second model
in equal parts (A = A1, B = B2), (A = A2, B = B1), and (A = A2, B = B2).
Additionally, we generate 20 binary variables with random noise with a random
probability p ∈ [0, 1]. The exceptional model mining task then should recover the
subgroup A = A1 ∧ B = B1 as the one with significantly different effects, while
subgroups with noise-based descriptions should not appear in the top subgroups.

Table 1 shows the results, i.e., the top-8 subgroups, of our approach for a
representative task with a maximum search depth of two and using the Wald
Test for the direct effect as interestingness measure. We can observe that we
successfully recovered the correct subgroup A = A1 ∧ B = B1 as the one with
the most exceptional effect by a wide margin w.r.t to its score. The following
subgroups are the generalizations B = A1, B = B2, A = A1, and A = A2
of this main pattern, which –by construction– also exhibit an unusual direct
effect compared to the subgroup complement. Only starting from position 6,
subgroups described by noise attributes follow. Note that the top 5 subgroups
can be shown to be highly significant by the Wald test, but all noise-based
subgroups are not statistically significant according to this test. Results for other
Wald Test-based interestingness measure equally recover the correct subgroup as
the most interesting one. We tested these results for several generated datasets
with different effect parameterizations and could identify the right subgroups
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Table 2. Results for the European social survey data with a wald test-based interest-
ingness measures.

Rank Score pWT Subgroup description # Instances effdir effind

1 23.538 < .001 hincfel = Living
comfortably on present
income

12427 0.070 0.043

2 21.903 < .001 edulvla = Tertiary
education completed
(ISCED 5–6)

12233 0.080 0.041

3 20.986 < .001 edulvla = Less than
lower secondary
education (ISCED 0–1)

6127 −0.121 0.112

4 12.083 < .001 maritala = Married 23933 0.072 0.047

5 11.899 < .001 28 ≤ agea < 41 9831 0.072 0.040

consistently. Thus, in summary, we show that our approach is in principle capable
to recover a subgroup with a different model compared to the remaining data
reliably.

4.3 Example: European Social Survey Data

Next, we illustrate the benefits of our approach in an empirical example inspired
by a psychological case study [19]. In that work, the authors investigated –
roughly speaking– differences between religious and non-religious individuals
with respect to social recognition and potential effects on their subjective well-
being. For their analysis, the authors analyzed a large-scale dataset from the
European Social Survey (third round) [6] and utilized a mediation model between
the variables religiosity (independent variable), happiness (dependent variable),
and social recognition (mediator variable). Here, we show how the contributions
of our paper can be used to study this model with the same data on a more
fine-grained level. This demonstration, however, should not be regarded as a full
scale empirical case study since some simplifying assumptions have been made,
e.g., additional covariates, mediators, and weights on the survey answers have
been ignored.

For data preprocessing, we performed the following steps: From the full sur-
vey data (N = 47, 099), we first selected relevant attributes. Then, we per-
formed a two-dimensional confirmatory factor analysis with the latent variables
religiosity and social recognition. Religiosity was measured by two indicators self-
identification (rlgdgr) and attendance of religious services (rlgatnd), and social
recognition was measured by three indicators perceived respect, perceived unfair
treatment and perceived recognition. If necessary, indicators were reverse-coded
for consistency. Based on the confirmatory factor analysis, factor scores were
computed and used in the further analysis.
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Table 3. Results for the European Social Survey Data with an exploratory interest-
ingness measure q = sg size0.1 · |effindsg − effinds̄g | and sgsize > 20, i.e., a = 0.1,
minimum 20 instances.

Rank score pWT Subgroup description # Inst. effdir effind

1 1.201 0.030 rlgdnm = Islamic ∧ age ≥
65.0

44 −0.389 0.955

2 1.099 0.037 maritala = Never married ∧
edulvla = Other

20 0.092 0.962

3 0.647 0.141 rlgdnm = Islamic ∧ maritala
= Widowed

32 0.316 0.593

4 0.636 0.011 trstlgl = 1 ∧ uempli =
Marked

60 −0.148 0.625

5 0.560 0.060 agea < 28 ∧ rlgdnm =
Eastern rel.

26 −0.547 −0.539

Since the original study had a focus on the indirect effect, we now set out to
find circumstances (subgroups), under which the indirect effect in the mediation
model was significantly different compared to the complement. As the search
space for candidate subgroup description, we used the variables age, marital
status(maritala), unemployment status (uempli, uempla), feeling about house-
hold’s income (hincfel), highest education level (edulvla), trust in the legal sys-
tem (trstlgl), religion or denomination at present (rlgdnm), ever belonging to a
religion or denomination (rlgblge) and years living in current country (livecntr).

The indirect effect for the model corresponding to the overall data was 0.065.
We employed exceptional model mining analysis with maximum search depth
of two, the Wald test for the indirect effect as interestingness measure, and
the redundancy reduction described above. Results are shown in Table 2. Top
subgroups include those living comfortably with their income (rank 1), highly
educated people with tertiary education completed (rank 2), lower educated
people with less than secondary education completed (rank 3), married people
(rank 4), and people in the age range between 28 and 41 years (rank 5). For all
these subgroups except lower educated people the indirect effect of religiosity
on happiness via social reputation is smaller compared to the complementary
group. In contrast, for those with low education (rank 3) this indirect effect is
higher. However, while for all these subgroups the change in indirect effect is
highly significant due to large subgroup sizes, the changes in effect sizes are only
moderate.

To find smaller subgroups with stronger effects, we used in a second excep-
tional model mining run an exploratory interestingness measure with setting
a = 0.1 and a subgroup size (number of instances) constraint of 20. As expected,
this indeed leads to results, cf. Table 3, with much smaller subgroup sizes, but
stronger changes in effects. For example, the top subgroup now describes elderly
muslims, for which the size of the indirect effect is substantially increased. Note
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that in this case the results can not immediately be confirmed as significant,
but can rather be seen as candidates for more detailed investigations in future
studies.

In summary, with exceptional model mining on mediation models, we could
find several interesting subgroups w.r.t. to the mediation model between reli-
giosity, social reputation, and happiness in the analyzed survey data. We also
found indications that the interestingness measures proposed in this paper lead
to results with their desired properties.

5 Conclusions

In this paper, we integrated mediation analysis as a novel model class into the
exceptional model mining framework. This enabled us to mine for subgroups in
the data that induce exceptionally different model effects compared to the rest
of the data set. We introduced statistically principled and exploratory interest-
ingness measures for this task and showed its benefits in synthetic and empirical
application examples.

In the future, we will investigate the applicability of exceptional model mining
towards more complex structural equation models such as latent growth models
or confirmatory factor analysis. Furthermore, we look for ways to improve the
runtime of the suggested approach, e.g., by introducing pruning into the search.
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Abstract. Decision trees are well established machine learning models
that combined in ensembles produce state-of-the-art predictive perfor-
mance. Predictive clustering trees are a generalization of standard clas-
sification and regression trees towards structured output prediction and
semi-supervised learning. Most of the research attention is on univari-
ate decision trees, whereas multivariate decision trees, in which multiple
attributes can appear in a test, are less widely used. In this paper, we
present a multivariate variant of predictive clustering trees, and experi-
mentally evaluate it on 12 classification tasks. Our method shows good
predictive performance and computational efficiency, and we illustrate
its potential for performing feature ranking.

Keywords: Predictive clustering trees · Multivariate decision trees ·
Classification · Multi-label classification

1 Introduction

In predictive modeling, the task is to use a set of learning examples to construct
a model that can be used to make accurate predictions for unseen examples. The
examples are described with features and associated with a target variable. The
model uses the features to predict the value of the target variable. Depending
on the type of the target, we differentiate between different predictive modelling
tasks. In this paper, we focus on classification, where the target (or targets) has
a finite set of possible values. When there are only two possible target values,
the task is called binary classification. If there are more than two possible values,
it is called multi-class classification. Furthermore, in multi-label classification, a
single example can have multiple labels, and in hierarchical multi-label classifi-
cation, the labels are also organized in a hierarchy (e.g., biological taxonomy).

Decision trees [3] are a well known and widely used machine learning method.
However, most of the research focus is on univariate trees, i.e., trees in which the
tests for splitting the examples use a single feature. Multivariate decision trees,
where the tests in the internal nodes can use more than one attribute, have
received much less attention. More flexible splits can lead to smaller trees that
c© Springer Nature Switzerland AG 2020
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332 T. Stepǐsnik and D. Kocev

(a) (b)

Fig. 1. A toy dataset (a) with drawn decision boundaries learned by a univariate (red,
dashed) and multivariate (blue, solid) decision tree (b). (Color figure online)

provide better generalization, but broadening the space of possible splits also
complicates the search for the optimal split. Figure 1 demonstrates the advan-
tage of multivariate trees compared to univariate trees on a toy dataset. Some
existing multivariate decision trees have been proposed [3,7–9], however they are
computationally inefficient [3,8] or focused on a very specific task [9].

Predictive clustering trees (PCTs) [6] are a generalization of standard deci-
sion trees. When used in a standard classification or regression setting, they work
the same as classification or regression trees [3]. However, they support different
splitting heuristics and prototype functions in the leaves, and can be used for a
wider variety of predictive modeling tasks. When used in ensembles, they offer
state-of-the-art performance [6], and they have been successfully applied to a
variety of real world problems [4,10,11].

In this paper, we present a multivariate variant of predictive clustering trees,
that retains the flexibility of the original predictive clustering trees. As in univari-
ate PCTs, splits in multivariate PCTs are optimized to minimize the impurity
of the clustering (target) variables on each side of the hyperplane. We engineer a
differential criterion function that allows for efficient optimization with gradient
descent methods. We experimentally evaluate our method and show that it often
outperforms standard PCTs, and is more computationally efficient on datasets
with many features or labels.

We first describe our method, then theoretically analyze its time complexity
and compare it to the top-down induction of univariate PCTs. We present an
experimental evaluation of our method both in single tree and ensemble setting
on different classification tasks (binary, multi-class and multi-label). We also
perform parameter sensitivity analysis and show how the learned multivariate
trees can be interpreted via feature importance scores.
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2 Method Description

2.1 Tree Induction Overview

Tree based models, including predictive clustering trees, are most often built
using a greedy top-down induction algorithm [3], outlined in Algorithm 1. Exam-
ples are recursively partitioned until no acceptable test is found. At that point
a leaf is created, where the prototype (majority class or mean value/vector) of
the remaining examples is stored for prediction. When searching for a test, one
goes through all the possible splits for each individual attribute and finds the
one that produces the partitions with the lowest impurity. The impurity can
depend on the task, but PCTs by default use the sum of target variances to
measure the impurity of a set of examples [6]. The sum can be weighted, if we
want to prioritize reducing the impurity of certain targets (e.g., in hierarchical
multi-label classification, we can prioritize labels higher in the hierarchy).

The prototype function also depends on the task. Typically, the mean val-
ues of the target variables are stored in the leaves. For classification, they are
interpreted as the probability that an example in that leaf has the corresponding
labels. To make a prediction, an example is passed through the tree according to
the tests in internal nodes until it reaches a leaf. In binary and multi-class classi-
fication, the label with the highest probability is predicted (majority class in the
leaf), whereas in (hierarchical) multi-label classification, all labels with proba-
bilities greater than some user-defined threshold (usually 0.5) are predicted.

Individual trees can be useful, because they are easily interpretable models.
However, to achieve state of the art predictive performance, they are most often
used in an ensemble setting [1,2,6] (bagging ensembles and random forests).

2.2 Learning Multi-variate Splits

Our proposed method follows the greedy top-down induction method, but
changes the split search procedure. Instead of only considering univariate splits,
we allow any linear combination of features to be a split. This means that split
boundaries are no longer only parallel to the coordinate axes, but can be any
hyperplane in the feature space (as shown in Fig. 1).

Algorithm 1. Top-down decision tree induction: The inputs are matrices of
features X∈ RN×D and targets Y∈ RN×T .
1: procedure grow tree(X, Y)
2: test = find test(X, Y)
3: if acceptable(test) then
4: X1, Y1, X2, Y2 = split(X, Y, test)
5: left subtree = grow tree(X1, Y1)
6: right subtree = grow tree(X2, Y2)
7: return Node(test, left subtree, right subtree)
8: else
9: return Leaf(prototype(Y))
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Let X ∈ RN×D be the matrix containing the D features of the N examples in
the learning set. Let Y ∈ {0, 1}N×L be the binary matrix denoting which of the
L labels are present for each of the N examples in the learning set. For example,
in binary classification L = 1, whereas for multi-class and (hierarchical) multi-
label classification L is the number of possible labels. In multi-class classification,
each example only has one label, i.e., the sum of each row in Y equals 1, whereas
in multi-label classification there can be multiple 1s in each row. Below, Mi. will
refer to the i-th row of the matrix M and M.i to the i-th column, where M
will be either X or Y . We wish to learn a vector of weights w ∈ RD and a bias
term b ∈ R that define a hyperplane, which splits the learning examples into two
subsets. We will refer to the subset where Xi.w + b ≥ 0 as the positive subset,
and the subset where Xi.w+b < 0 as the negative subset. We want the examples
in the same subset to have similar labels.

First, we calculate the vector s = σ(Xw + b) ∈ [0, 1]N , where the sigmoid
function σ is applied component-wise. The vector s contains values from the [0, 1]
interval, and we treat it as a fuzzy membership indicator. Specifically, the value
si tells us how much the i-th example belongs to the positive subset, whereas
the value 1 − si tells us how much it belongs to the negative subset.

To measure the impurity of the positive subset, we calculate the weighted
variance of each column (label) in Y , and we weigh each row (example) with its
corresponding weight in s. To measure the impurity of the negative subset, we
calculate the weighted variances with weights from 1 − s. Weighted variance of
a vector v ∈ Rn with weights a ∈ Rn is defined as

var(v, a) =
∑n

i ai(vi − mean(v, a))2

A
= mean(v2, a) − mean(v, a)2,

where A =
∑n

i ai is the sum of weights and mean(v, a) = 1
A

∑N
i aivi is the

weighted mean of v.
The final impurity is the weighted sum of weighted variances over all the

labels. The impurity of the positive subset is imp(Y, p, s) =
∑L

j pjvar(Y.j , s),
and similarly imp(Y, p, 1−s) is the impurity of the negative subset. As mentioned
above, weights p ∈ RL enable us to give different priorities to different labels.
The final objective function we want to minimize is

f(w, b) = S ∗ imp(Y, p, s) + (n − S) ∗ imp(Y, p, 1 − s),

where s = σ(Xw+b) and S =
∑N

i si. The terms S and n−S represent the sizes
of positive and negative subsets, and are added to incentivize balanced splits.

For examples that are not close to the hyperplane, si is close to 0 or 1.
Weighted variances are therefore approximations of the variances of the subsets,
that the hyperplane produces, and the optimization function is almost equiva-
lent to the one used by the original PCTs. The only difference is that we use
the weighted variances instead of directly calculating the subset variances. This
makes the objective function differentiable and enables us to use the efficient
Adam [5] gradient descent optimization method. For each split the w is ini-
tialized randomly, and then b is set so that initially the examples are split in
half.
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Like standard PCTs, multivariate PCTs can also be used in ensemble setting,
by using different bootstrapped replicates of the learning sets for different ensem-
ble members (bagging) and/or using random subsets of features for individual
splits (random forests).

2.3 Time Complexity Analysis

The time complexity of splitting a node in standard PCTs is O(DN log N) +
O(LDN), where N is the number of examples in the node, D the number of
features and L the number of labels [6]. The first term is the result of sorting the
examples by each feature, when searching for the optimal split by that feature.
The second term comes from the evaluation of the splits.

In multivariate trees, we perform iterative optimization of the splits. The
most costly parts of each iteration (epoch) are the matrix-vector products of X
with w (O(ND)) and Y with s (O(NL)), required to calculate the objective
function and its derivative. The time complexity is therefore O(EN(D + L)),
where E is the number of optimization epochs. This shows that our approach
has an efficiency edge when D and L are large.

3 Evaluation and Discussion

3.1 Experimental Design

To evaluate our method, we compare it to standard PCTs in terms of predictive
performance, model size and learning time. For benchmarking, we use 3 datasets
for each of binary classification, multi-class classification, multi-label classifica-
tion and hierarchical multi-label classification. All datasets are publicly available
online1,2 and their properties are presented in Table 1.

Table 1. Properties of the datasets used for the evaluation: N is the number of exam-
ples, D is the number of features and L is the number of labels.

dataset N D L task

banknote 1372 4 2 binary

OVA breast 1545 10936 2 binary

diabetes 768 8 2 binary

balance 625 4 3 multi-class

imagesegment 2310 19 7 multi-class

gasdrift 13910 128 6 multi-class

dataset N D L task

birds 645 260 19 multi-label

scene 2407 294 6 multi-label

bibtex 7395 1836 159 multi-label

diatoms 1098 200 80 hierarchical

clef07d 11006 80 46 hierarchical

enron 1648 1001 56 hierarchical

For standard PCTs, we use their java implementation in the CLUS frame-
work3. We implemented the multivariate PCTs in a python package spyct – it
is available online4.
1 www.openml.org.
2 http://kt.ijs.si/DragiKocev/PhD/resources/doku.php?id=phd thesis datasets.
3 http://source.ijs.si/ktclus/clus-public/.
4 https://gitlab.com/TStepi/spyct.

www.openml.org
http://kt.ijs.si/DragiKocev/PhD/resources/doku.php?id=phd_thesis_datasets
http://source.ijs.si/ktclus/clus-public/
https://gitlab.com/TStepi/spyct
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To measure the performance, we use F1 score for binary and multi-class clas-
sification, with macro averaging over the labels for the latter. For (hierarchical)
multi-label classification, we use ranking loss [12], which computes the average
number of label pairs that are incorrectly ordered (by their predicted probabil-
ity). In hierarchical multi-label classification we use the default label weighting
strategy from CLUS: label has a weight of 0.75d, where d is the depth of that
label in the hierarchy (d = 0 for root nodes). We estimate the performance with
10-fold cross validation. We evaluate both single trees and bagging ensembles of
50 trees. The splits in multivariate PCTs are optimized for a maximum of 100
epochs with learning rate 0.1. The optimization is stopped early, if the objective
function does not decreases after an epoch. Before learning multivariate PCTs
we also standardize each feature to 0 mean and standard deviation of 1. We
include the standardization in the times reported below. All experiments were
performed on the same computer with Intel i7-6700K processor. Ensembles used
4 cores to learn trees in parallel.

3.2 Results

In this section, we present and discuss the results from the evaluation. Model
sizes and learning times are reported only for the ensembles, because they are
more reliable than single tree results. Figure 2 presents the results for binary and
multi-class datasets. The most notable difference in F1 score is on the balance
dataset, where multivariate trees significantly outperform univariate trees. The
same holds for bagging ensembles. On the other datasets, the differences in sin-
gle tree performances are small, and for ensembles they are barely noticeable.
In terms of model sizes, multivariate trees are mostly much smaller. This was
expected, because multivariate splits are much more expressive than univari-
ate. Multivariate trees are also faster to learn on datasets with many features
(OVA breast, gasdrift) datasets, and slower on datasets with few features. These
results support the theoretical time complexity analysis from Sect. 2.3.

Figure 3 presents the results for multi-label and hierarchical datasets. For
single trees, our method outperforms standard PCTs on most datasets, and the
same is true for ensembles. Interesting cases are bibtex and enron datasets, our
method performs poorly in single tree setting, but very well in ensemble setting.
This indicates that overfitting, was the reason for poor performance of single
trees. Tree sizes are consistently smaller over all datasets, and learning times are
also strongly in favor of our method. The reason is that these datasets mostly
have many possible labels, and learning time for univariate trees scales with
D × L, whereas for our method it only scales with D + L.

3.3 Parameter Sensitivity Analysis

We also performed parameter sensitivity analysis. We evaluated our method with
different combinations of learning rate and maximum numbers of optimization
epochs. The results of single trees on two datasets are presented in Fig. 4.
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Fig. 2. Experimental results for binary and multi-class datasets. Top row presents the
predictive performance (f1, higher is better), bottom row shows efficiency in terms of
model size (number of nodes) and learning time (in seconds). Note that times and sizes
are on logarithmic scale.

As might be expected, increasing the maximum number of epochs generally
leads to better predictive performance, but also comes with greater learning
times. On the other hand, there is no general rule for learning rates. While
increasing the learning rate might make finding a good split faster (e.g., image-
segment dataset), too large learning rate can also prevent the algorithm from
finding a good solution (e.g., gasdrift dataset). With higher learning rates,
early stopping comes into effect quickly (objective function stops improving),
so increasing the maximum number of epochs has little effect on learning time.

Our selection of maximum 100 epochs at 0.1 learning rate is a sensible default,
that proved to work well overall. However, it is unlikely to be optimal for any par-
ticular dataset. To achieve optimum predictive performance on a given dataset,
the parameters (especially learning rate) should be fine-tuned for it specifically.
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Fig. 3. Experimental results for multi-label and hierarchical multi-label datasets. Top
row presents the predictive performance (ranking loss, lower is better), bottom row
shows efficiency in terms of model size (number of nodes) and learning time (in seconds).
Note that times and sizes are on logarithmic scale.

3.4 Interpretability

One of the advantages of decision trees is their interpretability. Multivariate
decision trees are harder to interpret than univariate, especially for datasets
with many attributes. However, large decision trees and ensembles thereof are
also difficult to interpret. In those cases, feature importance scores are often
calculated from the model and used to gain insights into its inner working. We
illustrate the ability of our method to produce meaningful feature importance
scores.

To obtain the feature importance vector from a tree, we calculate the
weighted sum of vectors |w| learned in the split nodes. Each vector w is nor-
malized and weighted by the share of the dataset that was split in that node.
This way, splits closer to the top of the tree, that influence more examples, have
a bigger impact on feature importance. To get feature importance vector from
an ensemble of trees, we simply calculate the average of feature importances of
individual trees.
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performance

time

Fig. 4. Heatmaps showing the F1 scores (top row) and learning time (bottom row)
depending on the parameter selection on the gasdrift and imagesegment datasets.
Lighter color indicates better values.

tfirdsagetonknab

Fig. 5. Feature importances calculated on two datasets. The x-axis shows the impor-
tance score, and y-axis indicates whether the feature was real (1) or random (0).
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To evaluate our feature importance scoring, we add random features (for
each real feature we add one random feature) to a dataset, and compare their
feature importance to the importance of real features. Results for two datasets
are presented in Fig. 5. We can clearly see that the added random features have
very low scores, meaning that the model does not rely on them. There are some
real features that also have low scores, but that is to be expected. Datasets often
include features that are not useful for predicting the target. This experiment
confirms that feature importances obtained with our method are meaningful.

4 Conclusion

We present a multivariate variant of predictive clustering trees, that retains
the flexibility of the original framework. We evaluate our proposed method on
binary, multi-class, multi-label and hierarchical multi-label classification datasets
from various domain. The results show that our method outperforms univariate
PCTs and generally produces smaller models. Both theoretical and experimental
analyses show that learning time is smaller on datasets with many features or
labels. We also perform parameter sensitivity analysis, and demonstrate the
ability of our method to produce meaningful feature ranking.

For future work, we plan to evaluate our method on other tasks supported by
standard PCTs, such as (multi-target) regression and semi-supervised learning.
We plan to evaluate our method in random forest setting and explore its potential
advantages in exploiting sparse data using sparse matrix multiplication.
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Abstract. Farmers need to detect any anomaly in animals as soon as
possible for production efficiency (e.g. detection of estrus) and animal
welfare (e.g. detection of diseases). The number of animals per farm
is however increasing, making it difficult to detect anomalies. To help
solving this problem, we undertook a study on dairy cows, in which their
activity was captured by an indoor tracking system and considered as
time series. The state of cows (diseases, estrus, no problem) was manually
labelled by animal caretakers or by a sensor for ruminal pH (acidosis).
In the present study, we propose a new Fourier based method (FBAT)
to detect anomalies in time series. We compare FBAT with the best
machine learning methods for time series classification in the current
literature (BOSS, Hive-Cote, DTW, FCN and ResNet). It follows that
BOSS, FBAT and deep learning methods yield the best performance but
with different characteristics.

Keywords: Machine learning · Deep learning · Time series
classification · Detection of anomalies · Precision livestock farming

1 Introduction

Precision livestock farming is based on the use of smart technologies (mainly
sensors) to monitor closely the animals or their environment. The aim is to opti-
mize the production and reduce farmers work load. The increase in computers
storage capacity and in the precision of sensors makes possible to record a high
quantity of data which requires automatic processing to be used by farmers.
Machine learning tools is beginning to be employed to extract relevant informa-
tion from these massive data. For example, machine learning has been used to
determine grass growth from satellite and weather data [10] or to predict the
quantity of manure to be spread on pastures or crops as fertilizer [11].

Farmers need to detect any anomaly in animals as soon as possible both for
milk production efficiency and animal welfare. Such a detection seems possible
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through the analysis of the animals’ activities. For instance, [15] found that dairy
cows’ activity varies according to a circadian cycle which significantly changes if
the cow is about to be sick or in estrus.

Furthermore, time series classification (TSC) or anomaly detection are among
the most challenging problem in machine learning [6,12,18] and are present in
many fields of science like sensor-based human activity recognition [16], credit
card fraud detection [1], electroencephalogram and electrocardiogram analysis
[3], geo-distributed networks [5], etc. TSC differs from classical machine learning
problems since it deals with data listed in time order. Some algorithms were
developed for TSC like Dynamic Time Warping (DTW) [4], Bag of SFA Symbols
(BOSS) [14] or Hive-Cote [8]. Most recently, deep learning neural networks as
FCN and ResNet were also used and found to outperform the other algorithms [6,
17].

In this paper, we employed algorithms of time series classification (BOSS,
DTW, Hive-Cote FCN and ResNet) considered as the best ones. In addition,
because the activity of cows follows a circadian cycle, we proposed and tested
a new method based on Fourier transformations (Fourier Based Approximation
with Thresholding or FBAT).

The first section describes the most popular TSC classifier. The Sect. 2 details
our new FBAT method. Section 3 first describes the data set, i.e. time series
of activities of dairy cows, then explains the experimental protocol and finally
presents the results. Perspectives of the work are given in a conclusion.

2 Time Series Classifier

This section presents the current best algorithms for TSC [2,6,17] used as base-
line to compare the FBAT method.

2.1 Dynamic Time Warping

DTW [4] is a method that measures the similarity between two time series. It
is often used as a distance with the one Nearest Neighbor algorithm (1-NN).
Although combining 1-NN and DTW gives good results in practice, however,
DTW is not a distance function. Indeed, it does not respect all mathematical
properties of a distance especially the triangle inequality [13].

The difference between DTW and standard distance measures is the follow-
ing: standard distances assume that the ith of a series is aligned with the ith point
of an other series while DTW is designed to minimize the effects of shifting and
distortion in time series. The DTW method have many advantages. It is easy
to employ, it can be used with many algorithms like k-NN and when combined
with 1-NN it is one of the best algorithms for time series classification [2]. This
makes it an interesting baseline. Its quadratic time complexity is a disadvantage
but it remains faster than other algorithms like Hive-Cote.
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2.2 Hive-Cote

Hive-Cote [8] is an improved version of the algorithm Cote (or Flat-Cote). Flat-
Cote consists in using 35 classifiers of time series classification. Each classifier
produces a result and the final decision is based on a vote of all classifiers. The
vote is weighted by the training accuracy of each classifier. One problem with
Flat-Cote is the flat architecture. It means that all classifiers vote independently.
However, some algorithms pertain to the same category and probably give simi-
lar results. To solve this problem, Hive-Cote gathers the algorithms into groups
called modules. Each module computes the probability for each class to be the
solution. This probability is computed with the weighted results of the algo-
rithms for each module. Then, the final solution is the class that has the highest
probability across all module’s outputs.

Hive-cote is composed of five modules: elastic ensemble, shapelet transform
ensemble, BOSS, time series forest and random interval features.

2.3 Fully Convolutional Networks

Fully Convolutional Networks (FCNs) [9] are similar to Convolutional Neural
Networks (CNNs) excepted that they contain local pooling layer so as to keep
the same dimensionality input through the convolutional layers. In addition, a
standard CNN generally ends by a Fully Connected (FC) layer that is replaced
by a Global Average Pooling (GAP) in the FCNs. The architecture used in
this paper was proposed by [17]. It consists of three parts that are composed of
a convolution layer, a Batch Normalization (BN) layer and a ReLu activation
layer. These three parts are followed by a GAP layer and a classical softmax
layer. The three convolution blocks contain 128, 256 and 128 filters with a filter
length of respectively 8, 5 and 3. The stride is set to one with a zero padding
that enables to preserve the same length of time series across the network. This
architecture has the advantage to remain stable according to the length of the
time series (excepted for the last softmax layer). This allows us to use exactly
the same network used in [6,17]. FCN is the best deep learning algorithm on the
44 data sets analyzed in [17].

2.4 ResNet

A Residual Network [7] is close to CNN. The difference lies in shortcuts added
from the input of convolution blocks to their output. These shortcuts inject the
information that may be lost by the convolutional block. The ResNet proposed
by [6,17] is composed of three convolutional blocks. All blocks are composed of
three convolutional layers with respectively a filter’s length set to 8, 5 and 3.
Each convolutional layer is followed by a BN and Relu layer. The convolutional
layers of the first block are composed of 64 filters and the convolutional layers
of the second and last block are composed of 128 filters. The three blocks are
followed by a global pooling and a softmax layer. This architecture has the same
advantage as FCN: it does not vary with the length of the time series. ResNet
is the best deep learning algorithm on the 85 data sets tested in [6].
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2.5 Bag of SFA Symbols

BOSS [14] is a method that combines the advantage of the Fourier transform
and the bag of words model. It allows to reduce noise and to handle variable
lengths.

First, a sliding window of size w with a step of 1 is applied over each time
series. The obtained time windows are converted into sequences (or words) of
symbols of length l with an alphabet size of c using the Symbolic Fourier Approx-
imation (SFA) algorithm. A time series is then represented by the sequences of
each window. Finally, a histogram is built using sequences as modal class. The
last step consists in using 1-NN algorithm with the BOSS distance function.
Given two histograms B1 and B2, the formula of the BOSS distance function is:

dist(B1, B2) =
∑

a∈B1;B1(a)>0

[B1(a) − B2(a)]2, (1)

where a is a word and Bi(a) the number of occurrences of a in the ith histogram.

3 Fourier Based Approximation with Thresholding

We propose a Fourier Based Approximation with Thresholding (FBAT) method
to classify time series by measuring the variations of the cyclic components.
It is made to classify time series as normal or abnormal by assuming that an
abnormal series includes a break on the cycle. Thus, if the variations of the cyclic
components are high, the algorithm classifies the time series Si as abnormal. The
algorithm starts by extracting two sub-series A and B of size p and delayed of
q from the input series with p < |Si| and p + q < |Si|. A Fourier transform
is applied on both sub-series to extract their harmonic decomposition. With
these harmonics, a new model m(t) is computed for each sub-series following the
formula:

m(t) =
z∑

f=−z

|hf |cos(2πf
t

p
+ arg(hf )), z = 0...�p − 1

2
�, (2)

where hf is the harmonic corresponding to the frequency f and z is the number
of harmonics to keep in the model. Note that hf is a complex number with |hf |
its modulus and arg(hf ) its argument. Moreover, the two sub-series A and B
are delayed by q. As a consequence, it is necessary to synchronize the models of
A and B by applying a temporal shift to the model of B. This shift is performed
by adding a delay − q

p2π in the formula of the model of B.
A L2-norm distance dL2 is then computed between the two models. This

distance reflects the variation of the cyclic component of the input time series.
A high distance means a high variation and vice versa.

To classify the input time series as normal or abnormal, the algorithm needs
to compute a threshold τ for the distance. If dL2 > τ , the time series is classified
as abnormal. To compute this threshold, all distances dL2 are computed for



346 N. Wagner et al.

each time series that belongs to the training set. Then, s samples are computed
between the minimum and the maximum obtained distances. The accuracy of
the training set is computed for each sample and the sample that yields the best
accuracy is chosen to be the threshold.

4 Experiments and Results

4.1 Data Set

The data were collected on 28 Holstein cows during a two month experimentation
in which a subacute ruminal acidosis, a metabolic disease common in ruminants,
was induced.

Data Construction. The raw data consist of the record of the location of
each cow every second with an indoor tracking system (CowView, GEA Farm
Technologies, Bönen, Germany). Three activities were identified: eating if the
cow was located next to the trough, resting if it was in a cubicle (resting place)
and in alleys if the cow was in an alley. These activities were aggregated in a
new variable called level of activity. The procedure is described in [15]. We thus
obtained for our study time series consisting in the evolution over time of the
level of activity of each cow estimated per hour. All anomalies, such as acidosis,
oestrus, etc. were noted. The acidosis was detected by a sensor that measured
the pH in the rumen.

A set of 28 time series, corresponding to the 28 cows for two months was
available. To build the data set, a sliding window of 36 h was applied on each
cow to extract sub-series (see justification in next section). The obtained data
set was divided into two parts: one for the training and one for test. Half of
series labelled as abnormal were used for the training set and the other half for
the test set, except for the series related to acidosis that were all placed in the
test set. Indeed, this specific anomaly was induced by experimenters. The idea
is to avoid the perturbation of a classifier during the learning phase with an
unnatural anomaly. Finally, to balance the training data set, a reduction of the
normal series was performed by randomly selecting few ones. The same number
of normal series were randomly chosen for the test data set. The training data
set is composed of 1088 normal series and 972 abnormal series. The test set is
composed of 1408 normal series and 4212 abnormal series (including 3180 series
with acidosis).

Data Properties. The first property of this data set is that each cow has its
own natural daily rhythm based on a circadian cycle with a low activity during
the night and a higher activity during the day [15]. This change of activity
between nights and days can be modified if the cow is sick or under stress. We
decided to work with series of 36 h in order to observe a cycle of more than one
day and to be able to detect anomalies with precision (e.g. a normal cycle of
24 h followed by 12 h abnormal).
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Figure 1 illustrates the activity of two cows during two normal days. Both
cows are more active during the day than at night, in line with the fact that
the rhythm is circadian. This figure also illustrates that the rhythm of normal
activity can differ between cows and days. Figure 2 illustrates the level of activity
of a cow under lame during three days. This shows how the activity of a cow can
be modified by an anomaly. Given that there exists normal variations between
days (as illustrated by the Cow b, Fig. 1), the difficulty lies in discriminating
between changes due to an anomaly and those due to spontaneous variations.

Fig. 1. 48 h of normal activity for two different cows.

cc

Fig. 2. Level of activity of a cow during three consecutive days: the solid line represents
the day detected as lame.

4.2 Experiments

We compare the algorithms described in Sect. 2 with the FBAT method pre-
sented Sect. 3. The code of the five methods comes from the github repository



348 N. Wagner et al.

of the original authors [2,6]. The code of the FBAT method is available on the
github repository https://github.com/nicolas-wagner/FBAT.

For BOSS we use the same parameters as in [2]: the word length l =
[8, 10, 12, 14, 16], the alphabet size c = 4 and the window size, w = [10, 12, ..., 36].

For FBAT we set the time window p to 24, the delay q to 12 and the number
of samples s to 10000. We test all possibilities of the number of harmonics z, i.e.
from 0 to 12 harmonics.

As in [6], the deep learning methods were run 10 times to train them with
10 different initializations of parameters. The results presented in this paper are
the average over these 10 runs.

We use the same train and test data set for all methods tested. The train data
set is composed of 1088 time series labelled as normal (negative) and 972 time
series labeled as abnormal (positive). The test set is composed of 1408 normal
time series and 4212 abnormal.

We define normal label as the negative class and abnormal label as the pos-
itive class. For each classifier it is possible to count the number of True Positive
(TP), True Negative (TN), False Positive (FP) and False Negative (FN). We
then calculated the overall accuracy as well as the precision and the recall for
positive and the negative classes as follows:

accuracy =
TP + TN

TP + TN + FP + FN
, (3)

precision− =
TN

TN + FN
and recall− =

TN

TN + FP
, (4)

precision+ =
TP

TP + FP
and recall+ =

TP

TP + FN
. (5)

The accuracy is used as a single value to measure and compare the per-
formance of the methods. The precision and the recall measured for each class
help to understand the behavior of each classifier in detail. A high recall− (resp.
precision−) means that the majority of time series labelled as normal (resp. clas-
sified as normal) are classified as normal (resp. labelled as normal) and inversely
for a high recall+ (resp. precision+).

The CPU time (in hour) is also retrieved from the experiments (training +
test time). For the deep learning methods, a GPU mode is available so, FCN
and ResNet were run on CPU and GPU. The first machine were composed of
CPUs Intel Xeon 2.4GHz with 80 cores and 1 TB of RAM. The second were
composed of CPUs Intel Xeon 2.4GHz with 10 cores and 62.5 GB of RAM with
a GPU NVIDIA Quadro P5000 (16 GB of GDDR5 memory and 2560 cores). All
algorithms were run in a sequential mode using only one core.

4.3 Results

The performances of all methods are summarized Table 1.
All of these methods are intended to be used by livestock farmers with a

personal computer. Consequently, the CPU time is an important characteristic

https://github.com/nicolas-wagner/FBAT
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Table 1. Results of all classifiers

DTW Hive-Cote BOSS FBAT FCN ResNet

Accuracy 0.54 0.63 0.72 0.60 0.66 0.67

Precision− 0.31 0.38 0.43 0.38 0.40 0.40

Recall− 0.68 0.73 0.36 0.90 0.73 0.71

Precision+ 0.82 0.87 0.80 0.94 0.88 0.87

Recall+ 0.49 0.60 0.84 0.50 0.64 0.65

Time (h) CPU 1 h10 28 h 0 h38 0 h06 19 h28 16 h36

GPU – – – – 1 h16 2 h13

to take into account and we notice that Hive-Cote has a too large CPU time
(28 h) to be used in real conditions.

DTW obtains the worst performance in terms of accuracy (0.54) and its CPU
time is rather high. DTW is faster than Hive-Cote but slower than BOSS and
FBAT and similar to the GPU time of the deep learning models. Therefore, we
estimate that DTW does not obtain enough satisfying results to be kept as a
solution for this problem.

The performances of the neural networks are similar, excepted in terms of
GPU time where FCN is almost two times faster than ResNet. They are a
compromise between BOSS and FBAT in terms of recall+ and recall−. However,
FCN and ResNet are considered as expensive solutions for livestock farmers since
they need a GPU to be used in a real application.

BOSS produces the best accuracy results and obtains a low recall of the
negative class. This means that among all time series labelled as normal, most
of them are incorrectly classified as abnormal. If a farmer decides to use BOSS
as a tool for detecting anomalies in dairy cows, he/she will then receive a high
number of false alerts. These wrong detections may overshadow the correct ones
and the method can become worthless. On the opposite, FBAT has the higher
recall for the negative class. This would lead to a low number of false alerts for
the farmer. The recall of abnormal days (recall+) metric however decreases from
0.84 for BOSS to 0.50 for FBAT. As a matter of fact, a low recall+ score may be
due to the data set construction. Indeed, thanks to previous observations [15], we
chose to label all time series included between two days before and one day after
an anomaly as abnormal because the behavior of an animal can be disturbed
shortly before and after clinical symptoms are detected. But all anomalies may
not last for four consecutive days and this can lower the recall+. We checked if
for each anomaly, at least one of the four days is detected as abnormal by FBAT.
The FBAT method detected at least one day among the four consecutive ones
labelled as abnormal in 83% of the lameness cases, 61% of the acidosis and
100% of the estrus. These results seem adequate for an on-farm use and a test
by farmers is necessary to decide if the recall− is satisfactory.

Another advantage of the FBAT method in a farm application is the thresh-
old. Indeed, we proposed a solution to automatically set the threshold between
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normal vs. abnormal time series. Nevertheless, the threshold can be adjusted. If
a farmer thinks that the method does not detect enough anomalies, the threshold
can be decreased. On the opposite, if the method detects too much false positive
series, the threshold can be increased. Moreover, a threshold can be defined for
each cow. If a cow is particularly insensitive to anomalies, its threshold can be
decreased and inversely for a cow with a higher sensitivity.

The last advantage of FBAT is its CPU time, which is the best one of our
experiments with 6 min. We also tested FBAT on personal computers (instead
of big and expensive servers) and the CPU time didn’t exceed 30 min.

5 Conclusion

The early detection of anomalies is very important for a farmer. Thanks to tools
developed for precision livestock farming, it is possible to collect data in real time
that can be analyzed by machine learning methods. In this study, we proposed
a method based on Fourier transforms (FBAT) that we tested with the best
algorithms and deep learning models available in the current literature for time
series classification (BOSS, Hive-Cote, DTW, FCN and ResNet). The results
showed that FBAT and BOSS are the two best solutions to solve the problem
of anomaly detection in dairy cow activity. BOSS gives the best recall in the
negative class whereas FBAT gives the best recall in positive class. They both
obtain the best CPU time and they are both easy to implement. FBAT has the
advantage to employ a threshold that can be adjusted to each cow. Testing these
methods in real conditions, that is by farmers themselves, should help to choose
the best method for the purpose. As other perspective, we propose to consider
the labels as fuzzy. Indeed, the anomalies are detected when clinical signs are
well visible, but it is reasonable to assume that anomalies gradually appear and
disappear. We expect to increase the performances of the classifiers by better
defining the labels. Finally, we plan to study the robustness of the algorithms
to noisy labels. Indeed, label noise often occurs when humans are involved. In
our application, caretakers are detecting and labeling anomalies but they easily
have imperfect evidence.
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Abstract. Kleinberg introduced an axiomatic system for clustering
functions. Out of three axioms, he proposed two (scale invariance and
consistency) are concerned with data transformations that should pro-
duce the same clustering under the same clustering function. The so-
called consistency axiom provides the broadest range of transformations
of the data set. Kleinberg claims that one of the most popular clustering
algorithms, k-means does not have the property of consistency. We chal-
lenge this claim by pointing at invalid assumptions of his proof (infinite
dimensionality) and show that in one dimension in Euclidean space the
k-means algorithm has the consistency property. We also prove that in
higher dimensional space, k-means is in fact inconsistent. This result is
of practical importance when choosing testbeds for implementation of
clustering algorithms while it tells under which circumstances clustering
after consistency transformation shall return the same clusters.

Keywords: Cluster analysis · Consistency axiom · Consistency
transformation · Fixed dimensional euclidean space consistency ·
k-Means algorithm

1 Introduction

In his heavily cited paper [4], Kleinberg introduced an axiomatic system for
clustering functions. Out of three axioms, he proposed two are concerned with
data transformations that should produce the same clustering under the same
clustering function. We can speak here about “clustering preserving transfor-
mations” induced by these axioms. The so-called consistency axiom, mentioned
below, shall be of interest to us here as it provides the broadest range of trans-
formations.

Property 1. Let Γ be a partition of S, and d and d′ two distance functions on
S. We say that d′ is a Γ -transformation of d if (a) for all i, j ∈ S belonging to
the same cluster of Γ , we have d′(i, j) ≤ d(i, j) and (b) for all i, j ∈ S belonging
to different clusters of Γ , we have d′(i, j) ≥ d(i, j). The clustering function f has
c© Springer Nature Switzerland AG 2020
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the consistency property if for each distance function d and its Γ -transformation
d′ the following holds: if f(d) = Γ , then f(d′) = Γ

The validity or no-validity of any clustering preserving axiom for a given clus-
tering function is of vital practical importance, as it may serve as a foundation
for a testbed of the correctness of the function. Any modern software developing
firm creates tests for its software in order to ensure its proper quality. Genera-
tors providing versatile test data are therefore of significance because they may
detect errors unforeseen by the developers. Thus the consistency axiom may be
used to generate new test data from existent one knowing a priori what the true
result of clustering should be.

Note that Kleinberg [4, Section 2] defines clustering function as:

Definition 1. A clustering function is a function f that takes a distance func-
tion d on [set] S [of size n ≥ 2] and returns a partition Γ of S. The sets in Γ
will be called its clusters.

where the distance is understood by him as

Definition 2. With the set S = {1, 2, . . . , n} [...] we define a distance function
to be any function d : S × S → R such that for distinct i, j ∈ S we have
d(i, j) ≥ 0, d(i, j) = 0 if and only if i = j, and d(i, j) = d(j, i).

Note that his distance definition is not a Euclidean one and not even metric,
as he stresses. This is of vital importance because based on this he formulates
and proves a theorem (his Theorem 4.1)

Theorem 1. Theorem 4.1 from [4]. For every k ≥ 2 and every function g [...]
and for [data set size] n sufficiently large relative to k, the (k; g)-centroid cluster-
ing function [this term encompassing k-means] 1 does not satisfy the Consistency
property.

which we claim is wrong with respect to k-means for a number of reasons as we
will show below. The reasons are:

– The objective function underlying k-means clustering is not obtained by set-
ting g(d) = d2 contrary to Kleinberg’s assumption (k-medoid is obtained).

– k-means always works in fixed-dimensional space while his proof relies on
unlimited dimensional space.

– Unlimited dimensionality implies a serious software testing problem because
the correctness of the algorithm cannot be established by testing as the num-
ber of tests is too vast.

1 Kleinberg defined the centroid function as follows: for any natural number k ≥ 2,
and any continuous, non-decreasing, and unbounded function g : R

+ → R
+, the

(k; g)-centroid clustering consists of: (1) choosing the set of k centroid points T ⊆
S for which the objective function Δg

d(T ) =
∑

i∈S g(d(i, T )) is minimized, where
d(i, T ) = minj∈T d(i, j). (2) a partition of S into k clusters is obtained by assigning
each point to the element of T closest to it. He claims that the objective function
underlying k-means clustering is obtained by setting g(d) = d2.
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– The consistency property holds for k-means in one-dimensional space.

The last result opens the problem of whether or not the consistency also holds
for higher dimensions.

2 k-Means Algorithm

The popular clustering algorithm, k-means [5] strives to minimize the partition
quality function (called also partition cost function)

J(U,M) =
m∑

i=1

k∑

j=1

uij‖xi − µj‖2 (1)

where xi, i = 1, . . . , m are the data points, M is the matrix of cluster centers
µj , j = 1, . . . , k, and U is the cluster membership indicator matrix, consisting
of entries uij , where uij is equal to 1 if among all of cluster (gravity) centers µj

is the closest to xi, and is 0 otherwise.
It can be rewritten in various ways while the following are of interest to us

here. Let the partition Γ = {C1, . . . , Ck} b a partition of the data set onto k
clusters C1, . . . , Ck. Then

J(Γ ) =
k∑

j=1

∑

xi∈Cj

‖xi − µ(Cj)‖2 (2)

where µ(C) = 1
|C

∑
xi∈C xi is the gravity center of the cluster C. The above can

be presented also as

J(Γ ) =
1
2

k∑

j=1

1
|Cj |

∑

xi∈Cj

∑

xl∈Cj

‖xi − xl‖2 (3)

The problem of seeking the pair (U,M) minimizing J from Eq. (1) is called
k-means-problem. This problem is known as NP-hard. We will call k-means-
ideal such an algorithm that finds a pair (U,M) minimizing J from equation
(1). Practical implementations of k-means usually find some local minima of
J(). There exist various variants of this algorithm. For an overview of many
of them, see e.g., [8]. An algorithm is said to be from the k-means family if it
has the structure described by Algorithm 1. We will use a version with random
initialization (randomly chosen initial seeds) as well as an artificial one initialized
close to the true cluster center, which mimics k-means-ideal.

3 Kleinberg’s Proof of Theorem 1 and Its Unlimited
Dimensionality Deficiency

Kleinberg’s proof, delimited to the case of k = 2 only, runs as follows: Consider a
set of points S = X ∪ Y where X,Y are disjoint and |X| = m, |Y | = γm, where
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Data: the data points xi, i = 1, . . . , m, the required number of clusters k
Result: µ1, . . . ,µk

[1] Initialize k cluster gravity centers µ1, . . . ,µk;
while a stop criterion (no change of cluster membership, or no sufficient
improvement of the objective function, or exceeding some maximum number of
iterations, or some other criterion) not reached do

[2] Assign each data element xi to the cluster Cj identified by the closest µj

;
[3] Update µj of each cluster Cj as the gravity center of the data elements

in Cj ;

end

Algorithm 1: Structure of a practical algorithm from k-means-family

γ > 0 is “small”. ∀i,j∈Xd(i, j) = r, ∀i,j∈Y d(i, j) = ε < r, ∀i∈X,j∈Y d(i, j) = r + δ
where δ > 0 and δ is “small”. By choosing γ, ε, r, δ appropriately, the optimal
choice of k = 2 centroids will consist of one point from X and one from Y. The
resulting partition is Γ = {X,Y }. Let divide X into X = X0 ∪ X1 with X0,X1

of equal cardinality. Reduce the distances so that ∀c=1,2∀i,j∈Xc
d′(i, j) = r′ < r

and d′ = d otherwise. If r′ is “sufficiently small”, then the optimal choice of
two centroids will now consist of one point from each Xc, yielding a different
partition of S. But d′ is a Γ -transform of d so that a violation of consistency
occurs. So far the proof of Kleinberg of the Theorem 1.

The proof cited above is a bit excentric because the clusters are heavily
unbalanced (k-means tends to produce rather balanced clusters). Furthermore,
the distance function is awkward because Kleinberg’s counter-example would
require an embedding in a very high dimensional space, non-typical for k-means
applications.

We claim in brief:

Theorem 2. Kleinberg’s proof of [4, Theorem 4.1] that k-means (k = 2) is not
consistent, is not valid in R

p for data sets of cardinality n > 2(p + 1).

Proof. In terms of the concepts used in the Kleinberg’s proof, either the set X
or the set Y is of cardinality p + 2 or higher. Kleinberg requires that distances
between p+2 points are all identical which is impossible in R

p (only up to p+1
points may be equidistant).

Furthermore Kleinberg’s minimized target function Δg
d(T ) =

∑
i∈S g(d(i, T )),

where d(i, T ) = minj∈T d(i, j), differs significantly from the formula (3). For the
original set X, the formula (3) would return 1

2 (m − 1)r2, while Kleinberg’s would
produce (m − 1)r2. For a combination of a elements from X and b elements from
Y in one cluster we get a(a−1)r2/2+b(b−1)ε2/2+ab(r+δ)2

a+b from (2) or the minimum of
(a−1)r2+b(r+δ)2 and (b−1)ε2+a(r+δ)2 for Kleinberg’s Δg

d(T ). The discrepancy
between these formulas is shown in Fig. 1.

We see immediately that
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Fig. 1. Quotient of Kleinberg’s k-means target and the real k-means target.

Theorem 3. Kleinberg’s target function does not match the real k-means target
function.

4 The Impact of Dimensionality of Consistency Property

Theorem 4. k-means is consistent in one dimensional Euclidean space.

Proof. Consider two alternative partitions in one dimensional space:

– the partition Γ 1 = {C1., . . . , Ck.} which will be base for the Γ -transform
– and the competing partition Γ 2 = {C.1, . . . , C.k′}.

Due to the nature of k-means let each cluster of each partition after Γ -transform
be represented as an interval not intersecting with any other cluster of the same
partition. For Γ1, it holds before the transform; therefore, it holds afterward. Γ2

shall be the competing optimal transform; therefore, it holds for sure afterward.
We intend to demonstrate that under the Γ transformation, assuming that the
actual partition is Γ 1, the target function of k-means for Γ 1 will decrease not
less than that for Γ 2. For simplicity, assume that the indices of clusters grow
with the growing value of the cluster center.

For this purpose assume that Cij = Ci. ∩ C.j are non-empty intersections
of clusters Ci. ∈ Γ 1, C.j ∈ Γ 2, of both partitions. Define minind(Ci.), resp.
maxind(Ci.) as the minimal/maximal index j such that Cij is not empty. The
Q(Γ 1) will be the sum of centered sums of squares over all Cij plus the squared
distances of centers of all Cij to the center of Ci. times cardinality of Cij .

Q(Γ 1) =
∑

Ci.∈Γ 1

∑

j;Cij �=∅

⎛

⎝|Cij |(μ(Cij) − μ(Ci.))2 +
∑

x∈Cij

(x − μ(Cij))2

⎞

⎠

=

⎛

⎝
∑

i,j;Cij �=∅

∑

x∈Cij

(x − μ(Cij))2

⎞

⎠ +

⎛

⎝
∑

Ci.∈Γ 1

∑

j;Cij �=∅
|Cij |(μ(Cij) − μ(Ci.))2

⎞

⎠
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Please note that

∑

j;Cij �=∅
|Cij |(μ(Cij) − μ(Ci.))2 =

∑

j;Cij �=∅
|Cij |(μ(Cij) −

∑

j′;Cij′ �=∅

|Cij′ |
|Ci.| μ(Cij′))2

=
∑

j;Cij �=∅
|Cij |(

∑

j′;Cij′ �=∅
(
|Cij |
|Ci.| μ(Cij) − |Cij′ |

|Ci.| μ(Cij′)))2

=
∑

j;Cij �=∅
|Cij |(

∑

j′;Cij′ �=∅
(
|Cij′ |
|Ci.| μ(Cij) − μ(Cij′)))2

= 0.5
∑

j;Cij �=∅

∑

j′;Cij′ �=∅

|Cij | · |Cij′ |
|Ci.| (μ(Cij) − μ(Cij′)))2

The Q(Γ 2) can be computed analogously, but let us follow a bit distinct
path.

Q(Γ 2) =
∑

C.j∈Γ 2

1
|C.j |

∑

x∈C.j

∑

y∈C.j

(x − y)2

=
∑

C.j∈Γ 2

1
|C.j |

⎛

⎝

⎛

⎝
∑

i;Cij �=∅

∑

x∈Cij

∑

y∈Cij

(x − y)2

⎞

⎠

+

⎛

⎝
∑

i′,i′′;Ci′j �=∅,Ci′′j �=∅

∑

x∈Ci′j ,y∈Ci′′j

(x − y)2

⎞

⎠

⎞

⎠

=
∑

C.j∈Γ 2

1
|C.j |

⎛

⎝

⎛

⎝
∑

i;Cij �=∅
|Cij |

∑

x∈Cij

(x − μ(Cij))2

⎞

⎠

+

⎛

⎝
∑

i′,i′′;Ci′j �=∅,Ci′′j �=∅

∑

x∈Ci′j ,y∈Ci′′j

(x − y)2

⎞

⎠

⎞

⎠

=

⎛

⎝
∑

i,j;Cij �=∅

|Cij |
|C.j |

∑

x∈Cij

(x − μ(Cij))2

⎞

⎠

+
∑

C.j∈Γ 2

1
|C.j |

⎛

⎝
∑

i′,i′′;i′ �=i′′,Ci′j �=∅,Ci′′j �=∅

∑

x∈Ci′j ,y∈Ci′′j

(x − y)2

⎞

⎠

Both summands of Q(Γ 1), that is
(∑

i,j;Cij �=∅
∑

x∈Cij
(x − μ(Cij))2)

)
and

(∑
Ci.∈Γ 1

∑
j;Cij �=∅(|Cij |(μ(Cij) − μ(Ci.))2

)
will decrease upon Γ1 based con-

sistency transformation. (x − μ(Cij))2 decreases because the distance to each
of elements of Cij decreases as they are all in the same cluster Ci.. Each
(μ(Cij) − μ(Cij′))2 decreases because all the elements constituting Cij and Cij′
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belong to the same cluster Ci.. Hereby there is always an extreme data point
Pij ∈ Cij separating it from Cij′ . As the points of both Cij and Cij′ get
closer to Pij consistency transformation, so the centers of both Cij and Cij′

will get closer to Pij , so that they will move closer to each other. As sum-
mands of Q(Γ 2) are concerned, the first, will also decrease upon consistency
transformation.

(∑
i,j;Cij �=∅

|Cij |
|C.j |

∑
x∈Cij

(x − μ(Cij))2
)

but not by the same

absolute value as
(∑

i,j;Cij �=∅
∑

x∈Cij
(x − μ(Cij))2

)
, because always |Cij | ≤

|C.j |. But
∑

C.j∈Γ 2

1
|C.j |

(∑
i′,i′′;i′ �=i′′,Ci′j �=∅,Ci′′j �=∅

∑
x∈Ci′j ,y∈Ci′′j

(x − y)2
)

will
increase because x, y stem from different clusters of Γ 1. Therefore, if Γ 1 was the
optimal clustering for k-means cost function prior to consistency transformation,
it will remain so afterward.

But what about higher dimensions? Let us illustrate by a realistic example
(balanced, in Euclidean space) that inconsistency of k-means in R

m is a real
problem - see Theorems 5 and 6.

Theorem 5. k-means in 3D is not consistent.

Fig. 2. Inconsistency of k-means in 3D Euclidean space. Left picture - data partition
before consistency transform. Right picture - data partition after consistency transform.

Proof. Let A,B,C,D,E, F be points in three-dimensional space (see Fig. 2) with
coordinates: A(1, 0, 0), B(33, 32, 0), C(33,−32, 0), D(−1, 0, 0), E(−33, 0,−32),
F (−33, 0, 32). Let SAB , SAC , SDE , SDF be sets of say 1000 points randomly
uniformly distributed over line segments (except for endpoints) AB,AC,DE,EF
resp. Let X = SAB ∪SAC ∪SDE ∪SEF . k-means with k = 2 applied to X yields a
partition {SAB∪SAC , SDE ∪SDF }. Let us perform a Γ transformation consisting
in rotating line segments AB,BC around the point A in the plane spread by the
first two coordinates towards the first coordinate axis so that the angle between
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this axis and AB′ and AC ′ is say one degree. Now the k-means with k = 2 yields
a different partition, splitting line segments AB′ and AC ′. 2

With this example not only consistency violation is shown, but also
refinement-consistency violation. Not only in 3D, but also in higher dimensions.
So what about the case of two dimensions - 2D?

Theorem 6. k-means in 2D is not consistent.
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Fig. 3. Inconsistency of k-means in 2D Euclidean space. Left picture - data partition
before consistency transform. Right picture - data partition after consistency transform.
Cluster elements are marked with blue and green. Red points indicate cluster centers.

Proof. The proof of Theorem 6 uses a less realistic example than in Theo-
rem 5, hence Theorem 5 was worthy considering in spite of the fact that it
is implied by Theorem 6. Imagine a unit circle with data points arranged as
follows (Fig. 3 left): one data point in the center, and the remaining points
arranged on the circle with the following angular positions with respect to
the circle center. Set A = {16o, 17o, . . . , 25o,−16o,−17o, . . . ,−25o}. Set B
= {136o, 137o, . . . , 145o,−136o,−137o, . . . ,−145o}. k-means with k = 2 will
merge points of the set B and the circle middle point as one cluster, and
the set A as the other cluster. After a consistency-transformation (Fig. 3
right) let A turn to A′ identical with A and let B change to B′ B′ =
{165o, 166o, . . . , 174o,−165o,−166o, . . . ,−174o}, while the point in the center
of the circle remains in its position. Now k-means with k = 2 yields one cluster
consisting of points of the set B′ and the second cluster consisting of the circle
middle point and the set A′. The center point of the circle switches the clusters
upon consistency transformation.

2 In a test run with 100 restarts, in the first case we got clusters of equal sizes, with
cluster centers at (17, 0, 0) and (−17, 0, 0), (between SS/total SS = 40%) whereas
after rotation we got clusters of sizes 1800, 2200 with centers at (26, 0, 0), (−15, 0,
0) (between SS/total SS = 59%).
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5 Experiments

Experiments have been performed to check whether or not the Theorem 4 that
denies Kleinberg’s findings for one-dimensional space really holds. Samples were
generated from uniform distribution (sample size 100, 200, 400, 1000, 2000, 4000,
10000) for each k = 2, . . . , f loor(

√
samplesize). Then the respective sample was

clustered into k clusters (k = 2, . . . , f loor(
√

samplesize)) and k-means cluster-
ing (R package) was performed with 100k restarts. Subsequently, Γ transfor-
mation was performed where the distances within a cluster were decreased by
a randomly chosen factor (a separate factor for each pair of neighboring data
points), and at the same time the clusters were moved away so that the distance
between cluster elements of distinct clusters is not decreased. Then k-means
clustering was performed with 100k restarts in two variants. The first variant
was with random initialization. The second variant was with the initialization of
the midpoint of the original (rescaled) cluster interval. Additionally, for control
purposes, the original samples were reclustered. The number of partitions was
counted for which errors in restoring the original clustering was observed. Exper-
iments were repeated ten times. Table 1 presents the average results obtained.

Table 1. Validation of the Theorem 4.

Sample size 100 200 400 1000 2000 4000 10000

Max. k 10 14 20 31 44 63 100

Errors variant 1 0 0 0 2.4 10.2 21.5 62.4

Errors variant 2 0 0 0 0 0 0.5 2.0

Errors reclustering 0 0 2.3 14.1 30.2 49.5 86.2

In this table, looking at the errors for variant 1, we see that with the increas-
ing sample size (and hence increasing maximum of k), more errors are committed.
This contrasts with the variant 2 where the number of errors is negligible. The
second variant differs from the first in that seeds are distributed so that there is
one in each intrinsic cluster.

Clearly the Theorem 4 holds (as visible from the variant 2). At the same time,
however, the table shows that k-means with random initialization is unable to
initialize properly for a larger number k of clusters in spite of a large number
of restarts (variant 1). This is confirmed by the experiments with reclustering
original data.

This study also shows how a test data generator may work when comparing
variants of k-means algorithm (for one-dimensional data).

6 Conclusions

In this paper, we have provided a definite answer to the problem of whether or
not k-means algorithm possesses the consistency property. The answer is negative
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except for one-dimensional space. Settling this problem was necessary because
the proof of Kleinberg of this property was inappropriate for real application
areas of k-means that it is a fixed-dimensional Euclidean space. The result pre-
cludes usage of consistency axiom as a generator of test examples for k-means
clustering function (except for one-dimensional data) and implies the need to
seek alternatives.

Kleinberg’s consistency was subject of strong criticism and new variants
were proposed like Monotonic consistency [6] or MST-consistency [9]. See also
criticism in [2,3]. The mentioned new definitions of consistency are apparently
restrictions of Γ -consistency, and therefore the Theorem 4 would be valid. The
Monotonic consistency seems not to impose restrictions on Kleinberg’s proof
on k-means violating consistency. Therefore in those cases, the consistency of
k-means under higher dimensionality needs to be investigated. Note that we
have also challenged the result [7], who claims that Kleinberg’s consistency may
be achieved by k-means with random initialization (see our Theorem 5). The
shift of axioms from clustering function to quality measure [1] was suggested to
the problems with consistency, but this approach fails to tell what the outcome
of clustering should be, which is not useful for the mentioned test generator
application.
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Abstract. With data becoming more and more complex, the standard
tabular data format often does not suffice to represent datasets. Richer
representations, such as relational ones, are needed. However, a rela-
tional representation opens a much larger space of possible descriptors
(features) of the examples that are to be classified. Consequently, it is
important to assess which features are relevant (and to what extent) for
predicting the target. In this work, we propose a novel relational feature
ranking method that is based on our novel version of gradient-boosted
relational trees and extends the Genie3 score towards relational data. By
running the algorithm on six well-known benchmark problems, we show
that it yields meaningful feature rankings, provided that the underlying
classifier can learn the target concept successfully.

Keywords: Feature ranking · Relational trees · Gradient boosting

1 Introduction

One of the most frequently addressed tasks of machine learning is predictive
modeling, where the goal is to build a model by using a set of known examples,
which are given as pairs of target values and vectors of feature values. The
model should generalize well to previously unseen combinations of feature values
and accurately predict the corresponding target value. In this paper, we limit
ourselves to classification, i.e., to the case when the target can take one of finitely
many nominal values. For example, when modeling the genre of a movie, the
possible values might be thriller, drama, comedy and action.

In the simplest and most common case, the data comes as a single table
where rows correspond to examples and columns to features, including the target.
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However, when predicting the genre of a movie, it might be beneficial to not only
know the properties of the movie (i.e., the feature values), but also to have access
to the properties of ratings of the movie (e.g., number of stars and date) on
some website. As a consequence, the data is now represented by two tables: one
describing the movies and the other one describing the ratings. A link between
them might then be the relation belongsTo (rating, movie) that tells which movie
a given rating rates. The actual movies dataset used in our experiments (shown
in Fig. 1) contains five additional tables and four relations among them.

Fig. 1. The movies dataset consists of 5 tables and 4 relations among them. Single
and multiple ends on the connections among the tables represent one-to- (or -to-one)
and many-to- (or -to-many) relations, respectively. The task at hand is to predict the
property Category (genre) of a movie (shown in bold).

In the era of abundance of data, such complex datasets are more and more
frequent in various domains, e.g., sports statistics, businesses, epidemiology [14],
among others. In biology, for instance, protein networks [18] encode complex data
about proteins and their functions, together with different protein-protein inter-
actions. Concrete examples are given in Sect. 5. In all these cases, relational data
are very much of interest because they offer a powerful representation language
where a broad spectrum of predictive modeling tasks can be applied. A notable
example is link prediction where the goal is to predict whether two examples are
in a given relation or not [4], say, two researchers are co-authors of a paper [16].
It is also possible to predict links of multiple types [3]. Another prominent task
is classification. For example, movies can be categorized into different genres.
Again, predicting multiple targets is possible [12,14].

The main focus of the present paper, however, is not predictive modeling, but
rather feature ranking. In the simplest case when the data is given as a single
table, the task of feature ranking is to estimate the importance of each descrip-
tive feature when predicting the target value. The features are then ranked with
respect to their importance. A possible motivation for performing feature rank-
ing is dimensionality reduction. Discarding the less relevant features from the
dataset (before proceeding to predictive modeling) results in lower time and
space complexity of learning the models, which may also be more accurate since
a lower number of features reduces overfitting. Moreover, feature ranking can
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explain black box models such as ensembles of decision trees [1,5] or neural
networks, which may be of crucial importance in domains such as medicine.

Feature ranking on relational data, however, is not a trivial task. In fact,
with two tables or more (and relations between them) at hand, the notion of
a feature is a more general concept. It can refer to a relation between tables
or to a descriptive attribute, which is part of the description of the objects in a
given table. Furthermore, the existing relations and descriptive attributes can be
combined into new ones. For example, the schema in Fig. 1 implicitly defines a
feature whose value for a given movie is the name of the nation which contributes
the highest number of ratings for the movie. Consequently, the feature space can
be extremely large, and discovering only the most relevant features for a given
predictive modeling task might have a high value. A feature ranking algorithm
can estimate the importance of the features explicitly given (such as release date
in the movies dataset), or it can use some heuristic to construct new features
from the ones existing in the descriptive relations.

In this paper, we propose a feature ranking algorithm that focuses on the
second approach, i.e., heuristically introduces new features. The novel heuristic
for building relational trees starts the search for relevant features at those which
are explicitly given, and gradually proceeds towards more and more complex
ones if needed. To improve the quality (and stability) of feature rankings, we use
gradient boosting ensembles [5] instead of a single tree. Once the ensemble is
built, feature ranking is seamlessly computed out of it by using the adaptation
of the Genie3 score [9].

The remainder of the paper is organized as follows. Section. 2 explains the
necessary background and notation, Sect. 3 reviews related work, Sect. 4 intro-
duces our extension of gradient boosting to relational data and our novel feature
ranking algorithm, Sect. 5 gives the experimental setup, while Sect. 6 the results
are discussed. Finally, Sect. 7 concludes the work.

2 Background on Relational Predictive Modeling

Let X be a generic domain that identifies an object type and x be an example
(instance) of such type. Every object x ∈ X is represented in terms of its ID
(object identifier) and a list of attribute values. A relation r of arity t ≥ 1
is defined as a subset of a Cartesian product of the domains Xi of relation’s
arguments Xi, 1 ≤ i ≤ t. The fact that x1 ∈ X1, . . . , xt ∈ Xt are in a relation r,
is denoted either as (x1, . . . , xt) ∈ r or r(x1, . . . , xt).

If t = 1 the relation describes a property of a single object, e.g., isMale(user).
If t = 2, the relation is said to be binary. A binary relation is one-to-many if
each x1 ∈ X1 is in a relation with at least one x2 ∈ X2, and each x2 is in a
relation with exactly one x1. The other three cases (one-to-one, many-to-one
and many-to-many) are defined analogously.

The goal of the relational classification task is thus to learn a model that
uses descriptive relations to predict the target relation r(X0, Y ) where the first
component corresponds to the example to be classified and the last component
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corresponds to the target values. For the link prediction task, the target relation
is of form r(X1

0 ,X2
0 , Y ) where both X1

0 and X2
0 correspond to examples and

the last component corresponds to the target values. Thus, a relational repre-
sentation of the data elegantly unifies different classification tasks into the same
framework. However, in this work, we focus on the r(X0, Y ) target relations only.

A dataset is typically stored as a group of tables and relations between them.
For example, the movies dataset in Fig. 1 contains five tables that describe five
different types of objects: movies, ratings, users, nations, and regions. Every
movie is given as a 5-tuple, consisting of movie ID, title, release date, url, and
category. Similarly, ratings are given as 4-tuples of user ID (the author of the
rating), movie ID (the movie that rating refers to), stars and date.

Since both the fist component of movies and the second component of ratings
are of the same type (movie ID), the dataset also implicitly defines the one-to-
many relation via which we can find, for example, all ratings of a given movie.
Similar links exist between users and ratings (connected via user ID columns),
between users and nations, and between nations and regions. Should there be a
relation among users, e.g., isARelative, we would need an additional table, e.g.,
relatives, that would contain two columns (both of the type user ID) and would
explicitly list all the pairs of relatives.

Prior to applying our algorithm (and also the majority of those discussed in
the related work), the data at hand should be converted into a pure relational
representation, coherent with the formal description above, where all facts are
given as relation elements r(x1, . . . , xt), e.g., gender(Ana, female).

3 Related Work

Since our feature ranking is embedded into a classifier [7], it is closely related to
relational ensemble techniques. Gradient boosting of relational trees is proposed
in [11]. It takes relations (given as sets of tuples) as the input and builds gradient-
boosted regression trees. As usual, multi-class problems demand 1-hot encoding
of the target variable, which converts the original dataset into a series of 1-versus-
all classification problems, and an ensemble is built for each of them separately.
In turn, a tree induction in an ensemble bases on the TILDE learner [17] and its
predecessor FOIL [13], which results in two possible limitations of the method.

First, it allows only for the nominal descriptive features, thus the numeric
ones (e.g., age of a user) should first be discretized into bins which results in the
loss of ordering of values. The second possible limitation are candidate tests in
the internal nodes of the trees. Without loss of generality, we assume that the
variable X0 that corresponds to the example ID whose target values is to be
predicted, always appears as the first component of a relation r. In this case, the
candidate splits are of two types. First, a split can be a conjunction of predicates

r1(X0, x
2
1, . . . ) ∧ · · · ∧ rj(X0, x

2
j , . . . ) ∧ rj+1(x1

j+1, x
2
j+1, . . . ) ∧ · · · ∧ r�(x1

� , x
2
� , . . . )

where � ≥ 1, and xk
i is the value of the variable at position k for relation ri.

Second, some of the variables Xk
i may not be grounded yet (i.e., their value is
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not determined). In that case, a split is of the form

∃ Xk1
i1

. . . ∃ Xkn
in

: r1(X0, x
2
1, . . . ) ∧ · · · ∧ r�(x1

� , x
2
� , . . . ) (1)

where n is the number of non-grounded variables. When the actual example ID
x0 reaches a split, X0 takes its value, the split is evaluated, and the example
follows the YES or NO branch accordingly. That means that having splits like Is
the average age of users that rated a movie, larger than 60? is not possible. That
was overcome by introducing aggregates into TILDE [17]. There, also constrained
aggregation is possible, e.g., Is the average age of users that have contributed at
least 5 ratings in total, and have rated the given movie, larger than 60?. For the
exact formulation of the possible split tests, we refer the reader to [17] where
the extension of the method to relational random forests is described.

Regarding relational feature ranking methods, there is only the FARS method
[8], which belongs to the group of filters [7], i.e., no predictive model is needed for
computing the ranking. As such, it cannot be used for explaining the decisions
of classifiers. It is suitable for classification datasets and is based on propagation
of the class values from the table that contains the target attribute to the other
tables. The method supports neither estimation of numeric attributes nor the
estimation of implicitly defined features.

4 Our Method

Here, we describe our two contributions. We first present the proposed test split
generation for relational trees (and boosting ensembles). Afterward, the proposed
feature ranking approach is introduced.

4.1 Relational Gradient Boosting with Aggregates

Relational trees are built with the standard top-down induction procedure [2]
whose main part is greedily finding the optimal test (according to a heuristic h
that is based on an impurity measure, e.g., Gini index [2]) that splits the data
into two subgroups. The point at which relational tree induction differs from the
standard one is how the candidate splits are created. Indeed, one option is using
TILDE with aggregates. However, also from the feature ranking perspective, we
find the following feature-value back-propagation splits more appropriate, since
by doing so (in contrast to TILDE), we can directly link the values of a given
feature to the given example ID, no matter which table is the feature present in.

Consider Fig. 2, which depicts our candidate test generation. Each test is
generated in two stages. First (as shown in Fig. 2a), we start from an example
ID x0, and follow any relation r1 where x0 can appear in. The group g1 of all
tuples xi

1 ∈ r1, which x0 is part of, is thus found. Then, for each of the tuples
xi
1, we recursively repeat the search from xi

1, thus finding the group of examples
gi
2 by following any relation r2 that shares at least one input domain X with

relation r1. The search is finished after at most � steps which is a user-defined
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parameter. In Fig. 2a, we have � = 2. For example, following the schema of the
movie data set in Fig. 1, we might start from x0 = titanic, and find the group
g1 of all pairs xi

1 = (titanic, ratingIDi). For each such pair, a (singleton) group
gi
2 of all pairs (ratingIDi, stars) is found.

x0 xi
1

x1
1

x1
n1

xi
2

x1
2

x2
n2

r1

r1

r1

...

...

g1

r2

r2

r2

...

...

gi2

(a)

a1(g1) a2(gi2)

a2(g12)

a2(g2n1
)

X2(xi
2)

X2(x1
2)

x2
n2

a1

a1

a1

...

...

g1

a2

a2

a2

...

...

gi2

(b)

Fig. 2. Candidate test generation: finding related tuples by following descriptive rela-
tions (a), and back-propagation of the feature values by aggregation (b).

After the search is finished, the back-propagation of feature values by aggre-
gation starts, by choosing one of the variables that were introduced in the last
step of the search. Let this be X�, i.e., X2. Its type defines possible starting
aggregates. We can always use count or countUnique. Additionally, we can use
max , min, mean, and sum if X2 is numeric, and mode if X2 is nominal. The
data type returned by the first aggregate in turn defines the possible options for
the next one in the chain. In general, we proceed form right to left (Fig. 2b).

By using aggregate a2, we aggregate every group gi
2 over X2. Following the

example above, the variable at hand would be the number of stars. Then, the
tuple xi

1 ∈ g1 is effectively replaced by the aggregated value a2(gi
2). After this is

done for all tuples xi
1, the group g1 is similarly aggregated into the final value

a1(g1). If we set a2 to mean and a1 to max , in the above example, we compute
the maximal rating of a movie (the mean of a single value is the value itself).

Finally, the procedure for generating candidate splits proceeds to finding the
optimal threshold ϑ the aggregated values are compared against, and chooses
the best test among the candidates. This covers also the existentially quantified
split tests in Eq. (1) if ϑ = 0 and the aggregates are set to count . This motivates
the idea to allow the algorithm to continue the search for a good split in the
YES-child at any of the steps from its parent node.

Therefore, the evaluation of the tests becomes more time-consuming deeper
in the tree, so gradient boosting [5] where the trees are shallower is more efficient
than, e.g., bagging [1] where bias-variance decomposition of the error reveals that
trees should be grown to a full depth.
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Using aggregates is necessary since the preliminary experiments (not part of
this work) show that this increases the expressiveness of the splits which reflects
in substantially improved predictive power of the models.

4.2 Feature Ranking

Now, we are ready to introduce our novel relational feature ranking. Let (R,A, ϑ)
be a triplet denoting a test in a node N in a tree T , where R and A are lists
of relations and aggregates used in the test. The size s of a test is defined as
s = |R| (= |A|). Let E(N ) be the set of examples that reach the node N , and
h(N ) the heuristic value of the split in N [2]. We write r ∈ N if r ∈ R. Then, a
natural extension of the Genie3 score [9] for the already existing relations r is

importance(r) =
∑

T

∑

N∈T

1[r ∈ N ]
s(N )

h(N )|E(N )|, (2)

where 1 is the indicator function. The definitions says that all relations that
appear in a given node are rewarded equally and proportionally to the heuristic
value. The term |E(N )| assures that relations that appear higher in a tree (and
influence more examples) receive bigger award.

Please note that Eq. (2) is naturally extended to (parts of) lists R of rela-
tions by summing up the importances of their atomic parts. Note also that the
relations and combinations thereof that do not appear in the ensemble, have the
importance score with the value 0.

5 Experimental Setting

In order to investigate the performance of our relational feature ranking methods,
we computed feature rankings for six well-known datasets. In addition to the
movie dataset (shown in Fig. 1), these were: basket [10] (basketball players,
coaches, teams, etc.), IMDB [6] (movies, actors, directors, etc.), Stack [15] (user
posts, users and comments), and Yelp [19] (different businesses, their reviews,
users etc.). Additional statistics for the data are given in Table 1.

In our experiments, the quality of the underlying predictive model will be
used as a proxy for the quality of the ranking, thus 10-fold cross-validation (CV)
is performed. For each training set, internal 3-fold CV was performed to tune
the boosting parameters via grid-search. The parameters (and their possible
values) that were optimized are shrinkage ({0.05, 0.2, 0.4, 0.6}), proportion of
chosen examples ({0.6, 0.8, 1.0}), proportion of the evaluated tests in a node
({0.2, 0.4, . . . , 1.0, sqrt}), and maximal depth of trees ({2, 4, 6, 8}). Ensemble size
was set to 50 and the size of splits was � ≤ 2.

6 Results and Discussion

The experimental results are summarized in Fig. 3. It shows the feature impor-
tances, averaged over the 10-folds of CV, and the three most relevant features,
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for each dataset. We observe two qualitatively different results: for the datasets
basket, Stack and UWCSE (and to some extend Yelp), it is evident that feature
importance score have mostly converged to their final values, meaning that the
Gini heuristic in the splits goes down to 0.0 and the trees with higher indices
do not influence the ranking or predictions of the model. This is confirmed by
the accuracy of the corresponding models: 0.98 (basket), 0.95 (Stack), 0.83
(basket) and 0.88 (Yelp). Since accuracy on the training sets are even higher,
this means that only a few training examples are being miss-classified and the
target values at 50-th iteration are mostly close to 0.0.

The two most prominent members of the second class of results are IMDB and
movie where the feature importance scores are still noticeably growing. On the
other hand, the order of the features is mostly fixed, so trees are similar to each
other, but unable to fully solve the predictive problem. Indeed, the accuracy of
the corresponding two models is 0.63 (IMDB) and 0.57 (movie) which is closer to
the default accuracy than in the previous cases (see Table 1).

The next observation is that for all six datasets, a group of 1–3 most impor-
tant features is established. The difference between this group and the other
features is most notable for the UWCSE dataset. Here, the goal is to predict,
which discipline a given course belongs to, and the most important relation
is taughtBy(course,person, session). This is not surprising as it is also the link
to the advisedByDiscipline(person,person,discipline), ranked second. Since pro-
fessors typically work only in one discipline, the discipline a professor advises
someone in, is likely equal to a discipline that the professor teaches.

A similar difference between the top feature and the others is visible also in
the cases of the Yelp dataset (as well as for basketball). In the case of Yelp, the
goal is to predict the category of a business (e.g., restaurant, Health&Medical
etc.), and counting in how many tuples of the attributes relation a business
appears, is a good indication of the target value. For example, restaurants tend
to have a lot of attributes such as classy, hipster, romantic, dessert etc. whereas
Health&Medical places are sometimes described only by ByAppointmentOnly.

Table 1. Data characteristics: number of tables, number of relations in the final rep-
resentation, sum of relation sizes (number of descriptive facts), number of target facts,
number of classes, and the proportion of the majority class.

Dataset Tables Relations Descriptive facts Target facts Classes Majority class

basket 9 118 630038 95 2 0.70

IMDB 21 57 614662 8816 4 0.58

movie 5 16 183469 1422 4 0.51

Stack 7 52 383040 5855 5 0.36

UWCSE 12 15 1961 115 5 0.25

Yelp 9 51 3348181 24959 4 0.57
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Fig. 3. Development of feature importance values with the number of trees, for different
datasets. Every line corresponds to a feature that is present in an ensemble. It’s color
corresponds to the final feature importance at 50 trees. Additionally, the three most
relevant features are listed.

In the cases where the models are not that accurate, feature ranking is a way
of seeing whether the model overfits and if some relations should be excluded
from the descriptive space. This happens in the case of the IMDB dataset where
the goal is to predict the genre of a movie but the most relevant feature is the
area where the movie was taken.

7 Conclusions and Future Work

We have proposed an adaptation of the Genie3 feature ranking to relational
data, using our adaptation of gradient boosting as the underlying ensemble,
and evaluated its appropriateness empirically. The main motivation for choosing
boosting was that the trees learned in boosting can be quite shallow as compared
to those learned in bagging. However, parameter-tuning for boosted relational
trees takes a considerable amount of time, so we plan to extend the proposed
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approach to other ensemble methods, such as bagging and random forests (and
parallelize them). Also, the feature-ranking-motivated definition of the possible
split tests will be evaluated in a predictive modeling scenario. Finally, we plan to
compare the different relational ensembles against each other and against other
learners.
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Abstract. Complex network clustering has been extensively stud-
ied in recent years, mostly through optimization approaches. In such
approaches, the multi-objective optimization methods have been shown
to be capable of overcoming the limitations (e.g., instability) of the single-
objective methods. Nevertheless, such methods suffer from the shortcom-
ing of incapability of maintaining a good tradeoff between exploration
and exploitation, that is, to find better solutions based on the good ones
obtained so far. In this paper, we present a new nature-inspired heuristic
optimization method, called multi-objective discrete moth-flame opti-
mization (DMFO) method, which achieves such a tradeoff. We describe
the detailed algorithm of DMFO that utilizes the Tchebycheff decom-
position approach with an l2-norm constraint on the direction vector
(2-Tch). Furthermore, we show the experimental results on synthetic
and several real-world networks that verify that the proposed DMFO
and the algorithm are both effective and promising for tackling the task
of complex network clustering.

Keywords: Complex network clustering · Multi-objective
optimization · Discrete moth-flame optimization · Decomposition

1 Introduction

Complex networks are ubiquitous in the real world, some examples of which
include biological networks [1], social networks [2], and transportation net-
works [3]. Computationally speaking, a complex network can be viewed as a
graph in which nodes and links correspond, respectively, to the objects and the
relationships between them in a certain complex system. Of great interest in ana-
lyzing a complex network is to detect its intrinsic cluster structure, such as those
found in social networks [2]. Here, a cluster refers to a subset of closely related
or linked nodes, while their connections with the nodes in other communities are
sparse [4]. The network clustering aims to discover such community structures
c© Springer Nature Switzerland AG 2020
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in a network, which can also be viewed as a task of dividing the network into
various subsets of nodes according to their characteristics.

Network clustering, in essence, can be modeled as an optimization prob-
lem [5]. Several optimization algorithms for solving this problem have been
proposed in recent years. Traditional single-objective methods first select an
optimal objective (such as the modularity Q [6] or the community score [7])
and apply different strategies to optimize such an objective. For example, GA-
Net optimizes the community score using a genetic algorithm for network clus-
tering in social networks [7]. DCRO optimizes the modularity by simulating
a chemical reaction process in order to achieve a better clustering result [8].
Generally, one of the key short-comings in the above-mentioned methods lies
in that they consider only a single structural attribute in the formulation of
their objective functions, even though network clustering is required to address
multiple underlying structural attributes. To overcome this limitation, multi-
objective methods that mine multiple attributes of a network simultaneously
would be desired so as to improve the accuracy and efficiency of network clus-
tering [9–12]. Along this direction, several multi-objective optimization methods
for network clustering have been developed that simultaneously make tradeoffs
among multiple contradictory objectives. For instance, a multi-objective net-
work clustering method, called MOGA-Net, applies the non-dominated sorting
genetic algorithm-II (NSGA-II) to optimize both the community score and com-
munity fitness simultaneously [13]. Two contradictory optimization functions,
kernel K-means (KKM) and ratio cut (RC), are used in developing the discrete
multi-objective particle swarm optimization (MODPSO) method for network
clustering [9].

While they represent an improvement over the single-objective methods, the
existing multi-objective optimization methods also have certain limitations, the
most notable of which is known as the problem of instability when performing
network clustering, that is, the processes of exploration and exploitation cannot
be well balanced. Such an imbalance may cause inefficient search of the solution
space, and as a result, some solutions may fall into local optima [14].

The moth-flame optimization (MFO) algorithm is a new stochastic opti-
mization algorithm [15]. Combined with the simple flame generation (SFG) and
the spiral flight search (SFS) strategy, the MFO is capable of achieving a good
balance between exploration and exploitation. By incorporating these character-
istics, MFO has been successfully utilized to deal with many real-word scientific
and engineering optimization problems. However, the existing MFO variants can-
not be applied to network clustering problems well. In this paper, we aim to fur-
ther develop a novel multi-objective discrete moth-flame optimization algorithm
(DMFO) for network clustering. On the basis of the label-based representation of
discrete individuals, a discrete MFO variant is first extended by redesigning the
SFG and SFS strategies. Moreover, a multi-objective optimization framework
based on the two contradictory optimization functions (i.e., KKM and RC) is
presented for network clustering. Experimental results show that our DMFO
method obtains the outstanding performance.



374 X. Liu et al.

The rest of this paper is organized as follows. The problem formulation is
given in Sect. 2. Section 3 presents the proposed method for network clustering.
Extensive experiments are carried out to show the performance of DMFO in
Sect. 4. Finally, basic concluding remarks are discussed in Sect. 5.

2 Problem Formulation

A complex network can be modeled by an undirected graph G = (V,E), where
V and E represent the sets of nodes and links, respectively. A community of
complex network is defined as a group of nodes, which have more intra-links
than inter-links [4]. The task of network clustering in a complex network is
to obtain densely connected subgraphs Gi(i = 1, · · · , k) in G, where G obeys
∪1≤i≤kGi = G and ∩1≤i≤kGi = ∅.

The process of network clustering can be formulated as a multi-objective
optimization problem (MOP) [9] in which several criteria are proposed to mea-
sure the densities of intra-links and inter-links. In this paper, we select the kernel
K-means (KKM) and the ratio cut (RC) as two conflicting objective functions
to maximize the internal connections and to minimize the external connections,
respectively [9]. Given a network G consisting of n nodes and m links, the adja-
cent matrix of G is A = (Aij)n×n. If G has a cluster partition C = {C1, · · · , Ck}
in which Ci is the node set of subgraph Gi(i = 1, · · · , k), the multi-objective
optimization problem can be formulated as Eq. (1).

min

⎧
⎨

⎩

f1 = KKM = 2(n − k) − ∑k
i=1

L(Ci,Ci)
|Ci|

f2 = RC =
∑k

i=1

L(Ci,Ci)
|Ci|

(1)

where L (Ci, Ci) =
∑

i∈Ci,j∈Ci
Aij and L

(
Ci, Ci

)
=

∑
i∈Ci,j∈Ci

Aij mean the
densities of internal and external links for nodes in Ci(i = 1, · · · , k), respectively.

To evaluate the quality of network partitions, we use the modularity Q [6]
and the normalized mutual information (NMI) [16] as evaluation metrics, which
are defined in Eq. (2) and Eq. (3), respectively. If the real community partition
of a network is known, we evaluate the performance of the algorithm using both
NMI and Q. Otherwise, only Q is used to estimate the clustering results.

Q =
Nc∑

s=1

(
ls
2m

−
(

ds

2m

)2
)

(2)

where Nc is the number of detected clusters in a network. ls and ds denote the
total number of links and degrees in the cluster s, respectively. Specifically, the
larger the Q value is, the higher the clustering quality of the algorithm is.

NMI =
−2

∑cA
i=1

∑cB
j=1 Cij log (Cijn/Ci.C.j)

∑cA
i=1 Ci. log (Ci./n) +

∑cB
j=1 C.j log (C.j/n)

(3)

where cA(cB) denotes the number of clusters in partition A(B). C represents the
confusion matrix. Ci.(C.j) means the sum of the elements of C in the ith row
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(jth column). The larger the NMI value is, the closer the obtained division is
to the intrinsic partition. The value of NMI is between 0 and 1.

3 The Proposed Method

In this section, we first introduce the representation and initialization of discrete
individuals. Then, we redesign two strategies of DMFO (i.e., SFG and SFS) to
achieve a good balance of exploration and exploitation in the clustering process.
Finally, an improved Tchebycheff decomposition method is applied to optimize
the multi-objective network clustering problem.

3.1 Representation and Initialization of Discrete Individuals

The representation problem of discrete position is essential for MFO-based opti-
mization. It is a key step for an algorithm to encode the scheme of a solution.
This paper adopts the label-based representation strategy whose label denotes
a cluster value of a node [9]. Although there are two populations of moths and
flames in MFO, their positions, in essence, represent a division of a network.
Therefore, we adopt the same representation strategy. More specifically, if there
are D nodes in a network, the positions of the ith moth and the ith flame are
redefined based on Eq. (4).

Mi = {mi1, · · · ,mij , · · · ,miD} , Fi = {fi1, · · · , fij , · · · , fiD} (4)

where mij(fij) denotes the group value of the jth node in the ith moth (flame).
j is a random integer in the range of [1, D]. If mij(fij) and mik(fik) are equal,
then the jth and kth node of the ith moth (flame) belong to the same cluster.

Figure 1 presents an illustration of the mechanism for moth (of flame) encod-
ing and decoding, based on its discrete position representation. To speed up the
convergence of the proposed DMFO, we apply a label propagation strategy, as
defined in [9], to initialize the moth population randomly.

3.2 SFG Strategy of DMFO

In the proposed DMFO method, the aim of SFG strategy is redesigned to avoid
falling into local optima during the clustering process. More specifically, we first
select the best individuals in the current two generations as flames to guide the
moths to find the optimal solution. Since the flames play a vital role in the
discrete variant, the neighborhood-based two-way crossover and neighbor-based
mutation (NBM) [9] are adopted in the SFG strategy in order to obtain the
well-performed flames while avoiding the flames falling into local optima. Then,
the obtained flames are merged with the moths obtained in this iteration, and
the well-performed individuals are further selected as the next-generation flames
based on the modularity Q.

The core of neighborhood-based two-way crossover is as follows. For the ith

individual Fi(i = 1, · · · , N), an individual Fj(j = 1, · · · ,H) is first selected
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Fig. 1. An illustration of discrete position representation and the mechanism for a
discrete individual encoding and decoding. (a) shows the process of encoding a graph
into a discrete individual based on a label-based strategy. (b) shows how to decode
a discrete individual into cluster label after clustering a discrete individual using the
network clustering method. The Cluster ID denotes the cluster label of each node.

randomly in its neighborhood H. The neighborhood where each moth selects
the crossover object is chosen by the distances among their aggregation multi-
objective weight vectors. Then, Fi and Fj will serve as both the target individual
and source individual of the crossover. Finally, two new individuals will be gener-
ated by the two-way crossover simultaneously. F ′

i represents the better of the two
new individuals. If F ′

i is better than Fi, replace Fi, otherwise, keep it unchanged.

3.3 SFS Strategy of DMFO

The SFS strategy is redesigned in order to efficiently and extensively search for
better results in a solution space. Specifically, the distance U moves when the
position of a moth is updated based on Eq. (5).

Ui = Ri · Sig
(∣
∣ebt · cos 2πt

∣
∣
)

(5)

where b is a constant and t represents a random number in the range of [−1, 1].
Ri = Mi ⊕ Fj represents the distance between the moth Mi and the flame
Fj . Specifically, ⊕ is a XOR operator. If the corresponding node cluster value
between Mi and Fj is the same, Ri is 0, otherwise 1. Suppose Y = (y1, · · · , yD),
X = (x1, · · · , xD). In Eq. (5), the function Y = Sig(X) is defined in Eq. (6).

yi =
{

1 for rand(0,1) < sigmoid (xi)
0 for rand(0,1) ≥ sigmoid (xi)

(i = 1, · · · ,D) (6)

where sigmoid(x) = 1/(1 + e−x) [9].
The redefined U function in Eq. (5) is used to determine if the moth needs

to be updated. Here, we assume that the kth and the (k + 1)th generation moth
are Mi(k) = (mk

i1,m
k
i2, · · · ,mk

iD) and Mi(k + 1) = (mk+1
i1 ,mk+1

i2 , · · · ,mk+1
iD ),

respectively, and Ui = (u1, u2, · · · , uD). The update rule of moth position is
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redefined as Mi(k + 1) = Ui � Mi(k). k is the number of iterations and the
operator � is the specific update strategy of the moth based on Eq. (7).

mk+1
id =

{
mk

id if ud = 0
Nbestk

d else
(7)

where Nbestkd represents the cluster value owned by the most of neighbors of the
dth node of a moth.

In addition, in the redefined SFS strategy, the number of flames automatically
decrease with the iterative process. That is, Fno = round (N − (k(N − 1))/K),
where the round(·) operation is used to obtain the nearest integer of ·. N is the
maximum number of flames. K is the iterative maximum number. Fno denotes
the adaptive number of flame. Figure 2 plots the position update process of a
moth according to the redefined SFS strategy.

Fig. 2. An illustration of a moth using redefined SFS strategy for position updates.
(a) The discrete representation of the ith moth and flame (i.e., Mi and Fi) at the kth

generation. (b) The regeneration process of the ith moth. (c) A new ith moth and its
graph structure.

3.4 The l2-norm Constraint

In our DMFO method, an improved Tchebycheff decomposition method with l2-
norm constraint on direction vectors (2-Tch) [17] is used to decompose the multi-
objective optimization problem into a set of scalar optimization sub-problems.
The 2-Tch method is defined in Eq. (8).

min
x∈Ω

gptch (F(x)|w, z∗) = max
1≤i≤q

{
fi(x) − z∗

i

wi

}

(8)

where w = (w1, · · · , wq) with ‖w‖2 = 1 and w1, · · · , wq ≥ 0 is a weight vector of
a subproblem. q is the number of objective functions and z∗

i = (z∗
1 , · · · , z∗

q ) is an
ideal objective vector with z∗

i = min{fi(x)|x ∈ Ω}(i = 1, · · · , q). Algorithm 1
presents the DMFO method framework for network clustering.
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Algorithm 1: Framework of the proposed DMFO
Input: The adjacency matrix A of a network, max generation: Max iter,

moths or flames size: popsize, mutation probability: pm, crossover
probability: pc, neighborhood size: niche.

Output: Pareto front solutions: PF , each solution represents a cluster division.
1 Initialization:
2 Initialize M(0);
3 Generate a uniformly distributed weight vector w = (w1, · · · , wpopsize);
4 Initialize the neighborhood of each moth(flame) based on the Euclidean

distance of weight vectors;
5 Initialize reference point z∗.
6 Main loop:
7 For k = 1 : Max iter do
8 F (k) ← execute SFG strategy;
9 M(k + 1) ← execute SFS strategy;

10 If rand(0, 1) < pm then
11 Execute the mutation operation for each Mi(k + 1);
12 Evaluate all moths M(k + 1);
13 If Mi(k + 1) is better than Mi(k) then
14 Mi(k + 1) ← Mi(k + 1);
15 Else
16 Mi(k + 1) ← Mi(k);
17 Update reference point z∗;

4 Experiments

4.1 Datasets and Parameters

Synthetic Datasets. The extended Girvan-Newman (GN) benchmark net-
works [6] are selected to verify the performance of proposed DMFO method.
These networks contain 128 nodes, which are equally divided into four clusters
with 32 nodes, and the average degree of each node is 16. μ denotes a mixing
parameter in the range of [0, 1]. More specifically, a fraction of (1 − μ) links of
each node is shared with the nodes in the same cluster and the rest of μ links
are shared with the other nodes in other clusters. In general, as μ increases, the
community structure gradually becomes less evident. When the mixing param-
eter μ < 0.5, the number of neighbors of each node belonging to its cluster is
more than the number of other neighbors in other clusters. Thus, the networks
have a clear community structure. When μ > 0.5, the community structure will
be very blurred. Therefore, the mixing parameter μ ranges from 0.0 to 0.5, with
a spacing of 0.05, resulting in a total of 11 synthetic networks in our experi-
ments. This paper uses Q as the clustering evaluation metrics for the synthetic
networks.

Real-World Datasets. Four real-world networks are used to test the perfor-
mance of DMFO, which include the Zachary’s Karate Club network (G1) [18],
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the Bottlenose Dolphin network (G2) [13], the American College Football Net-
work (G3) [6], and the Books about US Politics network (G4) [9]. Specifically,
G1 is a social network of friendships among 34 members of a karate club. This
network is divided into two groups. G2 is an animal social network consisting of
62 bottlenose dolphins. G3 is a football network, which consists of 115 nodes and
616 links representing the football teams and the regular-season matches between
different teams, respectively. The whole network is divided into 12 clusters. G4

is a book network, consisting of 105 nodes and 441 links. We utilize Q and NMI
simultaneously to evaluate the clustering performance of the algorithm on four
real-world datasets.

Parameter Setting. In DMFO, the number of maximum of iteration for all
datasets is set to 80, and the population size is customized according to the size
of datasets. Specifically, the size of population for G1 and G2 is 150, and the
rest is set to 100. In addition, moths are mainly updated according to the flames
in DMFO, and it is easy to fall into local optima. Therefore, we increase the
mutation rate and crossover rate, i.e., pm = 0.3, pc = 0.9, for avoiding trapping
in the local optimization.

To evaluate the performance of different methods, we select six state-
of-the-art network clustering methods, namely, GA-Net [7], MOGA-Net [13],
MODPSO [9], QDM-PSO [10], MOPSO-Net [11], MOCD-ACO [12], to compare
with the proposed DMFO. The parameter settings for other algorithms are based
on their corresponding references. Besides, the averaged results are obtained by
running 10 times independently for each experiment in order to obtain more
reliable and accurate results.

4.2 Experimental Results

Comparison Results on Synthetic Networks. Figure 3 provides the statis-
tical results of the NMI for each method on synthetic networks with varying
mixing parameters from 0 to 0.5. More specifically, DMFO can also detect the
true clustering structures even when the mixing parameter μ is 0.45 in which the
community structure is blurred. GA and MOGA-Net methods only detect the
true cluster division of networks when μ is below 0.15. When μ > 0.35, NMI
of GA-Net is 0 which means that such method cannot cluster a network effec-
tively. For the MODPSO, QDMPSO, and MOPSO-Net, the performance of three
methods is similar. All of them can discover the real division of a network when
μ < 0.45. In summary, our DMFO method achieves outstanding performance
for clustering the extended GN benchmark datasets.

Comparison Results on Real-World Networks. Figure 4 illustrates the
histogram of the comparison results in terms of Q and NMI on four real-world
datasets. As we can see from Fig. 4(a), the optimal average value of Q can be
obtained by our DMFO method on four real-world networks. It can be seen from
Fig. 4(b) that the proposed DMFO can obtain NMI = 1 on both G1 and G2
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Fig. 3. Comparison results in terms of NMI on the GN extended benchmark datasets.
The figure shows that our DMFO outperforms other methods on synthetic datasets.

networks, which means that DMFO can obtain true cluster partition results. In
addition, on G3 and G4, our DMFO method can also get the best average value
of NMI. Therefore, we can conclude that the proposed DMFO can effectively
find the optimal cluster partition results compared with other algorithms.

Fig. 4. Comparison results in terms of Q and NMI on the four real-word datasets.
From the figure we can obtain that our DMFO method can achieve the optimal network
clustering results on four real-world datasets.

5 Conclusion

In this article, a decomposition-based multi-objective discrete moth-flame opti-
mization (DMFO) method is developed for network clustering. More specifically,
the novelty of our proposed method is to achieve a good balance between explo-
ration and exploitation in the clustering process by redefining the two update
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strategies of MFO algorithm, which allow for better clustering to be obtained.
Moreover, the improved Tchebycheff method (2-Tch) is used in the proposed
method to decompose the network clustering problem into a family of sub-
problems. Experimental results in synthetic and real-world datasets show that
our proposed method can obtain the outstanding solutions than other compari-
son algorithms.
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Abstract. We formulate the task of predicting protein-disease associa-
tions as a multi-label classification task. We apply both problem trans-
formation (binary relevance), i.e., local approaches, and algorithm adap-
tation methods (predictive clustering trees), i.e., global approaches. In
both cases, methods for learning individual trees and tree ensembles
(random forests) are used. We compare the predictive performance of
the local and global approaches on one hand and different feature sets
used to represent the proteins on the other.

Keywords: Protein-disease associations · Multi-label classification ·
Predictive clustering trees · Random forests · Network embeddings

1 Introduction

Mutations and other alterations in many genes and gene products (proteins)
in the cell can manifest themselves as distinct disease prototypes [10]. Since
proteins interact with each other through protein-protein interaction networks
(PPIs), the impact of altering one protein can spread along the links of the PPI
and affect neighboring proteins. The sets of proteins associated with a given
disease and their interactions are known as disease pathways.

Studying a single disease protein in isolation cannot fully explain most human
diseases. On one hand, each disease can be associated with many proteins. Com-
putational methods have thus been developed to predict which proteins are asso-
ciated with a given disease and to bring them together into pathways. Typically,
a binary classification problem is formulated for the disease at hand, with each
protein corresponding to one instance/example. On the other hand, a protein can
be associated with more than one disease. In this context, each disease gives rise
to a binary classification problem. Considering the association between proteins
and multiple diseases simultaneously corresponds to a multi-label classification
(MLC) problem.

Diseases can be divided and subdivided into categories and subcategories,
following the Human Disease Ontology [16]. This means that the space of labels
(diseases) is organized into a hierarchy. Given that each gene can be associated to
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multiple diseases (labels) and that the diseases are organized into a hierarchy, the
task at hand becomes a task of hierarchical MLC, i.e., predicting the association
between proteins and multiple diseases simultaneously, while taking into account
the Disease Ontology.

Proteins (and the genes that encode them) can be described in many different
ways. Here we choose to use three different sources of information about the pro-
teins/genes. First, we use the protein-protein interaction network. In particular,
we use features from the embedding of the nodes in the PPI network, as proposed
by Agrawal et al. [1]. We also use functional annotations of the genes/proteins
from the Gene Ontology (GO) [2,7,9]. Finally, we use information on the known
pathways in which genes/proteins are involved from the Kyoto Encyclopedia of
Genes and Genomes (KEGG) [12].

In this paper, we apply machine learning methods to the task of learning
to predict associations between proteins and multiple diseases. We consider this
task as a MLC task and apply both problem transformation (binary relevance),
i.e., local approaches, and algorithm adaptation methods (predictive clustering
trees), i.e., global approaches. In both cases, methods for learning individual
trees and tree ensembles (random forests) are used. On one hand, we compare
the predictive performance of the local and global approaches. On the other
hand, we compare the different feature sets used to represent proteins.

The remainder of the paper is organized as follows. Section 2 describes the
different datasets for predicting associations between proteins and multiple dis-
eases, including the used data sources and the feature engineering process.
Section 3 briefly summarizes the applied machine learning methods. Section 4
describes the experimental setup. In Sect. 5, we present the results of applying
the machine learning methods to the prepared MLC datasets. Section 6 concludes
with a discussion and an outline of directions for further work.

2 Data

We use five different sources of information to construct the MLC datasets we
consider, three of which have been used by Agrawal et al. [1]. Examples/instances
in our datasets correspond to proteins and labels/targets to diseases. To con-
struct the label part of the data, we use DisGeNET [15] and the Human Disease
Ontology. For the feature part of the data, we use a human PPI network [8,14],
the Gene Ontology and the Kyoto Encyclopedia of Genes and Genomes.

2.1 Data Sources

To derive the label part of our datasets, we use a database of protein-disease
associations, which contains pairs a(p, d), indicating that alteration of protein
p is linked to disease d. Protein-disease associations were taken from Agrawal
et al. [1], who in turn took them from DisGeNET [15]. Agrawal et al. [1] consider
519 diseases that each have at least 10 disease proteins.
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Of the 519 diseases, we consider the 302 which can be found in the Disease
Ontology. Namely, for each of the 519 diseases, represented with UMLS (Unified
Medical Language System) [5] codes, only 302 diseases map to the codes in the
Disease Ontology.

We use the human PPI network compiled by Menche et al. [14] and Chatr-
Aryamontri et al. [8], as provided by Agrawal et al. [1]. The network contains
physical interactions between proteins experimentally confirmed in humans.
This includes metabolic enzyme-coupled interactions and signaling interactions.
The network is unweighted and undirected with n = 21, 557 proteins and
m = 342, 353 experimentally confirmed interactions. Proteins are mapped to
genes and the largest connected component of the PPI network is used.

The Gene Ontology (GO) knowledge base is the world’s largest source of
information on the functions of genes. Terms in GO describe the molecular func-
tions, cellular locations, and processes gene products may carry out. Genes (and
proteins) are annotated with terms from GO and we use these annotations to
generate features describing proteins.

The Kyoto Encyclopedia of Genes and Genomes (KEGG) is a resource for
understanding high-level functions and utilities of biological systems, such as the
cell and the organism, from genomic and molecular-level information. KEGG is
an integrated database resource consisting of eighteen databases. In this paper,
we use one of them, namely the KEGG PATHWAY database.

2.2 Feature Engineering

The first set of features that we used to describe proteins was derived from the
PPI network mentioned above. In particular, an embedding of the nodes in the
network was generated by using the node2vec [11] approach: This is a neural
embedding approach that learns a vector representation for each protein using
a single-layer neural network and random walks. The default parameter values
of node2vec were used, generating an embedding of 128 dimensions (features).

An alternative representation of the proteins is obtained by using functional
annotations from the Gene Ontology (GO). In principle, each term from the GO
gives rise to one binary feature, which is true for a given gene/protein if the latter
is annotated with the term at hand. We filter the resulting features by excluding
those terms that are not assigned to any of the considered proteins (e.g., are
false throughout). The total number of generated GO features is 11, 695.

In a similar manner, we use KEGG to derive new features describing the
proteins. Each term from KEGG corresponds to one binary feature. The feature
is true for a given protein if the protein is annotated with the term, i.e., is known
to belong to the pathway corresponding to the KEGG term. The total number
of generated KEGG features is 222.

2.3 Disease Groups

It is known that a single protein can influence several diseases and that a single
disease can be affected by several proteins. Therefore it may be beneficial to
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Table 1. Properties of the generated datasets. The datasets share a common set of
features (embeddings and GO/KEGG terms) and have different numbers of labels (dis-
eases) and examples. The features from network embeddings are numeric, whereas the
GO/KEGG features are binary. The column lc denotes label cardinality, i.e., average
number of labels per example.

Examples Features Labels lc

Embeddings

All diseases 5,255 128 302 2.398

Cardiovascular system diseases 951 33 1.221

Cancer 2,214 68 1.486

Immune system diseases 1,055 21 1.144

Nervous system diseases 1,063 44 1.277

GO/KEGG

All diseases 5,199 11,917 302 2.410

Cardiovascular system diseases 946 33 1.222

Cancer 2,203 68 1.488

Immune system diseases 1,049 21 1.145

Nervous system diseases 1,051 44 1.279

narrow the set of considered diseases by focusing the analysis and model learning
on specific subsets of it. We study four groups of diseases, defined by the Disease
Ontology. We generate subsets of the original datasets by examining the second-
level of the ontology. This level consists of several categories. Here, we focus
only on the following four: cardiovascular system diseases (33), various types of
cancers (68), immune system diseases (21) and nervous system diseases (44).

For each of the considered disease groups, new variants of the original datasets
are constructed, containing features generated from neural embeddings as well as
GO/KEGG features. This results in 8 new variants of the original two datasets.
Considering only a subset of the diseases can result in unlabeled examples. This
problem is less prominent when examples in the dataset are densely labeled.
However, in our case, the label space is particularly sparse. In both original
datasets, on average, each example is labeled only with less than 3 out of the
302 possible labels. The resulting 8 generated variants consequently contain con-
siderably fewer examples than the original two datasets. Table 1 summarizes all
generated datasets, which are available online1. The entry “all diseases” refers
to the two original/complete datasets.

3 Methods

Local vs. Global Approaches to MLC. The tasks we address in this paper
are tasks of MLC. Such tasks can generally be approached in two ways: locally or
1 http://kt.ijs.si/martin breskvar/data/ismis2020.

http://kt.ijs.si/martin_breskvar/data/ismis2020
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globally. The local approaches learn a model for each label separately, whereas
the global approaches learn one model for all labels simultaneously. In this paper,
we use both.

Local Approach. The local approach, known under the name of binary relevance,
addresses the MLC task by splitting it up into many binary classification tasks.
This approach is often used and performs well. Its advantage is the ability to use
any readily available binary classification method. This approach yields as many
models as there are labels. Its disadvantage is its inability to capture potential
relations in the target space.

Global Approach. The global approaches require specially crafted methods in
order to capture the potential relations in the target space. Such approaches
result in one model, which is able to make predictions for all considered labels.
Such approaches have been shown to reduce overfitting and computational effort.
The disadvantage of using global approaches is the need to use specially designed
methods that can handle more complex target spaces.

Single Trees and Tree Ensembles for MLC. In this paper we build tree
models and ensembles thereof. In particular, we use predictive clustering trees
(PCTs) [4] as individual models and Random forests of PCTs [13] as model
ensembles to address the MLC task.

Single Trees. A PCT is a generalized decision tree, obtained with the standard
top-down induction (TDI) algorithm for decision trees. The induction algorithm
for PCTs is general in the sense that it allows for different impurity and proto-
type functions. The impurity function is used to calculate the homogeneity of a
given set of data instances, whereas the prototype function is applied to calculate
representative target values for the set that can be used as predictions. With this,
PCTs can address many different tasks, including regression and classification,
(hierarchical) multi-target regression and (hierarchical) multi-label classification,
and time series prediction. The CLUS software package2 contains implementa-
tions of all mentioned approaches.

To address the MLC task, the PCT induction algorithm uses the impurity
function IM (E) = 1

|T |
∑

a∈T Ginia(E), where T is the set of all considered labels
and Gini is the Gini index. The prototype function is defined as a vector ŷ, where
the components (ŷa) represents the predictions for target attributes (labels) a.
The presence of a label in a leaf node is predicted if the majority of training
data instances, that arrive to that node, are labeled with it.

Tree ensembles. An ensemble is a set of models, called base predictive models,
where each model contributes to the overall prediction. It is a common practice
to use ensembles to lift the predictive performance of the base predictive mod-
els and thus obtain better predictive performance. Ensembles make predictions
by combining the predictions of their base models (we use probability distribu-
tion voting [3] that has been extended towards MLC). We build our ensembles

2 http://source.ijs.si/ktclus/clus-public/.

http://source.ijs.si/ktclus/clus-public/
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with the Random forest algorithm [6] that has been extended to multi-target
prediction [13], including MLC, and uses PCTs as base predictive models.

4 Experiments

Experimental Setup. We consider two datasets, with the same examples (pro-
teins) and targets (disease associations), composed as previously described. They
differ in the set of features (attributes/independent variables). The first dataset
comprises the features obtained via the neural embedding (NE) of the nodes
of the PPI. The second dataset comprises the features obtained by using the
GO and the KEGG databases. In Table 1, these two datasets are marked with
“all diseases”. In addition to these two datasets, we also consider their variants,
generated according to the disease groups described in Sect. 2.3.

We apply PCTs and random forests thereof in four different ways. We learn
global single trees, global ensembles, local single trees (one tree per label) and
local ensembles (one ensemble per label). When building single trees (global
or local), we apply F -test pruning, with the optimal value of the F parameter
determined by internal 3-fold cross-validation.

Method Parameters. For single trees, we search for the optimal F -test value con-
sidering the following values: 0.125, 0.1, 0.05, 0.01, 0.005, 0.001. Random forests
use 100 base predictive learners (PCTs), which are left unpruned and evaluate
the candidate splits for 25% of all input attributes.

Evaluation Measures. We evaluate our models by calculating two measures of
predictive performance: the area under the average receiver operating character-
istic (AUROC) and the area under the average precision-recall curve (AUPRC).
Standard AUROC and AUPRC values are calculated for each target (disease)
separately and then averaged across all targets (302 diseases, in case of “all
diseases” datasets). We selected to monitor these two measures because they
are threshold independent (unlike the accuracy, precision and recall measures).
Although AUROC is widely used, it can give overly optimistic evaluation scores
in cases where a large skew in the class distribution is present. This happens
because correctly predicting the absence of a label is rewarded. To address this
issue, we also report AUPRC, which handles this deficiency appropriately.

We estimated the predictive performance of the obtained models by using 10-
fold cross-validation. The results which we report were obtained on the testing
folds. In addition to the estimated predictive performance, we also report the
overfitting score: a measure of how much a model overfits the training data. We
calculate the overfitting score (OS) for AUROC as follows:

OS = (AUROCtrain − AUROCtest)/AUROCtrain.

The OS for AUPRC is calculated analogously. Smaller values are better, because
they indicate less overfitting.
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5 Results

Table 2 gives the results, i.e., estimates of predictive performance on unseen data,
in terms of AUROC and AUPRC scores, respectively. Table 3 gives the overfit-
ting scores, calculated for the AUROC and AUPRC metrics. We investigate the
predictive performance along the following dimensions:

1. Which approach performs better (local or global)?
2. Which method performs better (single tree or ensembles)?
3. Which input data is more informative?
4. Which models overfit less?

Table 2. AUROC and AUPRC results for local and global models as well as single
tress and ensembles for the considered datasets.

AUROC AUPRC

Embeddings GO/KEGG Embeddings GO/KEGG

Local Global Local Global Local Global Local Global

All diseases

Single tree 0.405 0.335 0.469 0.332 0.013 0.006 0.053 0.006

Random forest 0.633 0.622 0.730 0.712 0.042 0.042 0.121 0.092

Cancer

Single tree 0.461 0.348 0.487 0.346 0.032 0.017 0.081 0.017

Random forest 0.623 0.607 0.705 0.696 0.077 0.072 0.150 0.119

Cardiovascular system diseases

Single tree 0.473 0.315 0.483 0.307 0.050 0.029 0.165 0.029

Random forest 0.637 0.619 0.715 0.732 0.107 0.118 0.267 0.212

Nervous system diseases

Single tree 0.506 0.320 0.532 0.313 0.061 0.021 0.146 0.021

Random forest 0.640 0.640 0.741 0.721 0.132 0.129 0.240 0.189

Immune system diseases

Single tree 0.491 0.358 0.504 0.347 0.059 0.044 0.114 0.044

Random forest 0.607 0.578 0.714 0.711 0.097 0.089 0.199 0.177

The results suggest that the single tree models, obtained with the local app-
roach, outperform the global single tree models for both the dataset that con-
tains neural embeddings as input features and the dataset constructed from
GO terms and KEGG pathways. The differences in performance are substantial,
although the overall performances of both local and global single tree models do
not seem encouraging. For ensemble models, the differences in performance are
much smaller and performances can be considered comparable.
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Table 3. Overfitting scores calculated from AUROC and AUPRC for local and global
models as well as single trees and ensembles for the considered datasets.

AUROC AUPRC

Embeddings GO/KEGG Embeddings GO/KEGG

Local Global Local Global Local Global Local Global

All diseases

Single tree 0.363 0.330 0.304 0.336 0.948 0.229 0.837 0.232

Random forest 0.367 0.378 0.270 0.288 0.958 0.958 0.879 0.908

Cancer

Single tree 0.437 0.304 0.322 0.308 0.947 0.212 0.814 0.229

Random forest 0.377 0.393 0.295 0.303 0.923 0.928 0.850 0.881

Cardiovascular system diseases

Single tree 0.439 0.370 0.363 0.385 0.926 0.220 0.696 0.223

Random forest 0.363 0.381 0.285 0.268 0.893 0.882 0.733 0.788

Nervous system diseases

Single tree 0.419 0.360 0.302 0.374 0.915 0.261 0.728 0.277

Random forest 0.360 0.360 0.259 0.279 0.868 0.871 0.759 0.810

Immune system diseases

Single tree 0.466 0.284 0.347 0.305 0.926 0.185 0.792 0.200

Random forest 0.393 0.422 0.286 0.289 0.903 0.911 0.801 0.823

Although predictive superiority of ensembles was expected, the poor per-
formance of single trees was somewhat surprising. It turned out that the low
performance of single trees was due to extensive F -test pruning. The results also
suggest that the GO/KEGG input features carry more information as compared
to the input features obtained with neural embeddings from the PPI network.
The performance scores show substantial improvements when using GO/KEGG
instead of neural embeddings.

In terms of overfitting, the results are as follows. When using the neural
embeddings as input features, single tree global models tend to overfit less (in
case of AUPRC, the difference is substantial) w.r.t. local single trees. However, in
the ensemble setting, global ensembles overfit slightly more w.r.t. local ensembles
in terms of AUROC and no difference is visible in terms of AUPRC. Similar
observations can be made for the GO/KEGG dataset. Global single trees overfit
more than the local single trees in terms of AUROC and considerably less in
terms of AUPRC.

Models built for the described disease groups exhibit improved predictive
performance in terms of AUPRC as compared to the models built on datasets
that contain all diseases. Improvement of predictive performance on the same
datasets is comparable in terms of AUROC. The predictive performance advan-
tage of using GO/KEGG features over neural embeddings is retained on datasets
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that contain only labels of a specific disease group. Global models do not improve
over local ones and perform comparably as on the datasets with all diseases.

In terms of AUPRC, the disease group models overfit slightly less than the
models for all diseases. The overfitting scores, in terms of AUROC, seem com-
parable to the ones obtained with models built on datasets with all diseases.

6 Conclusions and Further Work

In this paper, we have presented results of learning predictive models for asso-
ciating proteins with 302 diseases. We consider two groups of datasets, where
each group consists of five datasets: a dataset with all diseases and 4 variants
of it, one for each considered disease group. The first group contains features
obtained by using neural embeddings on a PPI network. The second group con-
tains features constructed from Gene Ontology and KEGG pathways. We have
presented our results in terms of two evaluation measures, namely AUROC and
AUPRC. We have also reported overfitting scores which were calculated based
on the aforementioned evaluation measures. We were learning local and global
models of single predictive clustering trees and ensembles thereof. We show that
the GO/KEGG datasets contain more informative features for predicting the
considered diseases.

Further work is possible along several directions. We will consider another
group of datasets, with both feature sets (neural embeddings and GO/KEGG
features). Along this direction, we will also generate embeddings of higher dimen-
sions (i.e., vectors of 256, 512, 1024 features). We also believe that using a hier-
archy in the output space can be beneficial. In particular, we will reformulate
the learning task into a hierarchical MLC task and take advantage of the Disease
Ontology in order to obtain better predictive models. Given the low label cardi-
nality of all considered datasets, we believe it would be beneficial to apply the
hierarchical single-label classification (HSC) approach [17]. Feature ranking will
also be performed. It is expected that many of the GO/KEGG features will be
deemed uninformative: This will speed up the learning process and potentially
improve predictive performance. We will also consider evaluation measures only
for the top N predicted labels, ordered descending by the predicted probabilities.
Examples of such measures are Recall-at-100 and Precision-at-100.
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Abstract. The capability of a recommendation system to justify its
proposals becomes an ever more important aspect in light of recent leg-
islation and skeptic users. Answer Set Programming (ASP) is a logic
programming paradigm aiming at expressing complex problems in a suc-
cinct and declarative manner. Due to its rich set of high level language
constructs it turns out that ASP is also perfectly suitable for realiz-
ing knowledge and/or utility-based recommendation applications, since
every aspect of such a utility-based recommendation capable of produc-
ing explanations can be specified within ASP. In this paper we give an
introduction to the concepts of ASP and how they can be applied in the
domain of recommender systems. Based on a small excerpt of a real life
recommender database we exemplify how utility based recommendation
engines can be implemented with just some few lines of code and show
how meaningful explanations can be derived out of the box.

Keywords: Recommender systems · Explanations · Answer set
programming

1 Introduction

The ability of a recommendation system to explain to users why a specific item is
recommended has reached considerable research momentum, supported also by
recent legislation like GDPR1 that even codifies a right for explanations of the
outcomes of algorithmic decision makers. Although knowledge-based recommen-
dation strategies [9] are a niche topic compared to predominant machine learn-
ing based approaches, they are nevertheless in actual use for high-involvement
product domains like financial services [3] or consumer products where many
variables and aspects are typically considered during decision making processes.
Utility-based recommender systems can be considered to be a specific variant
of knowledge-based systems, where the matching between user preferences or
needs and item properties or features is realized via utility functions. The recent

1 See https://eugdpr.org/ for reference.
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revived attention for knowledge-based approaches [1] is actually based on three
pillars: the wide availability of structured and unstructured content that can be
exploited for knowledge extraction, the promise of achieving beyond accuracy
goals [11] like transparency, validity and explainability as well as the develop-
ment of ever more efficient computational mechanisms for processing declara-
tive knowledge. The answer set programming (ASP) paradigm under the stable
model semantics [7] must be seen in the context of the latter pillar. It is a suc-
cessful logic programming (LP) paradigm that has evolved from an academic
discipline rooted in deductive databases to an approach that is practically appli-
cable in many different domains [6]. It turns out that ASP, due to its rich set of
different language constructs, seems to be perfectly appropriate for also express-
ing recommendation problems, particularly those ones that can be naturally
modeled based on a knowledge or utility-based recommendation paradigm. One
big advantage of encoding a recommendation engine in ASP is the compact high
level representation that eases maintenance. Another advantage is that explana-
tions for recommendations can be derived quite naturally as a side product of
recommendation calculation based on logic rules.

In this paper, we introduce for the first time how the ASP mechanism can be
used to build the complete logic of a utility-based recommender system. Hereby,
we focus particularly on how to automatically derive meaningful explanations
for recommendations. As a first proof of concept we use an excerpt from a real
world knowledge base from the financial service domain [4] and show how a
corresponding recommendation engine, in particular calculations of item utilities
and explanations, can be expressed in ASP in a succinct way.

2 Related Work

To the best of our knowledge there exist only two papers employing ASP in the
context of recommender systems. In [10] the authors propose dynamic logic pro-
gramming, an extension of ASP, in order to provide a user the means to specify
changes of their user profile in order to support the recommendation engine in
producing better recommendations. Clearly, the focus of this approach is totally
different as it is not concerned with building any aspect of the recommendation
engine itself.

Not so for the second paper identified. The system described in [8] consists of
two ASP based components. The first component is used for automatic extrac-
tion of relevant information from touristic offers contained in leaflets produced
by tour operators. This information is in turn added to a tourism ontology,
i.e. the second component. The second component is responsible for answering
the question which touristic offers match a certain customer profile that is also
added to the ontology. Thus, the system described in [8] can be seen as a raw
content-based recommender. In contrast to that, the approach discussed herein
is different in several ways. First, we do not build upon ontologies, but directly
harness the ASP knowledge representation. Second, beyond making solely the
binary choice, whether an item is matching the user preferences or not, we cal-
culate fine grained utilities to rank items. Third, we demonstrate meaningful
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explanations following the taxonomy of [5], where explanations actually reason
on all three information categories: user preferences, item properties as well as
comparisons with alternatives.

3 Working Example

In order to illustrate the applicability of ASP for knowledge-based recommen-
dation approaches we develop a motivating example. It builds on a utility-based
recommendation scenario, where the domain knowledge is encoded by relating
user needs and item properties via utility values on different dimensions based
on multi-attribute utility theory (MAUT) [2]. Due to the clarity of the depen-
dencies we build on a published example [4] from the domain of financial services
that actually constitutes a small excerpt from a real world recommender system
in use by a European financial services provider.

The core of MAUT specifications are utility dimensions. These dimensions
are abstract concepts which contribute to the overall utility of an item as per-
ceived by a user. In our working example there are two dimensions: profit, i.e. the
financial return of an investment, and availability, i.e. how quickly an investment
can be converted back to cash. Note, that these utility dimensions are abstract
concepts capable to model and map also indirect relationships between user
and/or product attributes. In our example, the simplified user profiles contain
just two attributes (or explicit preferences), namely the duration of an invest-
ment and the personal goal of a user with respect to some investment. For the
investment duration let us assume three distinct values long, medium and short
term. Analogously, for the goal description we again assume three values: savings
for a rainy day, profitable growth and venture. Similarly, properties also describe
product items. Let us assume that financial products can be described based on
the portions of shares a product contains (0%, ≤ 30%, ≤ 60%, ≤ 80%, > 80%)
as well as expected price fluctuation (low, medium and high).

The connection between utility dimensions and attribute values can be given
by so called scoring values (or just scores for short) that specify how much
user preferences and product properties contribute to the utility dimensions.
The higher the score for a dimension based on a given attribute value the more
this attribute contributes to fulfilling this dimension. In this example we use
scores between 0 and 10 where a score of 0 signifies that an attribute value
does not positively contribute to a dimension. Figure 1 depicts the scores for
the user attribute values and resulting utility dimension weights for an example
user profile. Conforming to MAUT, the weight that is given to a dimension is
estimated as the sum of user attribute value scores on that dimension. Figure 2
depicts the scores for the product attribute values, attribute values for a small
example set of four financial products and the resulting product contributions.
For a given product, its contribution to a dimension is calculated as the sum
of its attribute value scores on that dimension. Finally, the overall utility of
each product for a specific user is defined by the sum of weighted dimension
contributions. The computations for our toy example are given in Fig. 3.
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Hence, for this example scenario, the top ranked product for user Simon
would be bondBX followed by mutual fund AXP. These overall utilities can be
utilized already for a very basic justification for each recommendation, such as
‘Item X promises the highest overall utility ux’. A closer look to the dimen-
sional contributions and weights provides us means for further argumentation,
for instance, ’The top ranked bond BX scores also strongest in terms of avail-
ability, which is also considered most relevant given your preferences pu’. On
the other hand, mutual fund AXP scores second best on both dimensions, i.e. it
can be justified as being a good compromise. Although mutual fund CXP is the
worst overall it shows the best contributions to profit. For bond RX there is, for
instance, a clear negative explanation why it must not be recommended since it
is dominated by mutual fund AXP that offers the same utility score in terms of
availability, but even more in terms of profit. Thus, there is no rational reason
for opting towards bond RX [12–14].

duration profit availability
long 10 2
medium 7 6
short 3 10

goal profit availability
savings 2 8
growth 6 4
venture 10 2

profile duration goal
Simon medium savings

profile profit availability
Simon 7+2=9 6+8=14

Fig. 1. User scores, example user profile and resulting dimension weights

shares profit availability
0% 2 7

1 − 30% 4 6
31 − 60% 5 5
61 − 80% 8 2

81 − 100% 10 1

fluctuation profit availability
high 7 4
medium 5 6
low 1 8

product shares fluctuation
mutual fund AXP 31-60% medium
bond BX 0% medium
bond RX 0% high
mutual fund CXP 61-80% high

product profit availability
mutual fund AXP 5+5=10 5+6=11
bond BX 2+5=7 7+6=13
bond RX 2+7=9 7+4=11
mutual fund CXP 8+7=15 2+4=6

Fig. 2. Product scores, attribute values and resulting utility contributions

4 ASP for Recommenders

In this section we show how utility based recommendation and explanation can
be expressed based on the answer set programming (ASP) paradigm in form of
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user product utility
Simon mutual fund AXP 9*10+14*11=244

bond BX 9*7+14*13=245
bond RX 9*9+14*11=235

mutual fund CXP 9*15+14*6=219

Fig. 3. Product utilities for the example user profile

first order logic facts and rules. Since it is not possible at this point to give a
complete introduction to ASP, we explain the ASP code snippets on an intuitive
level2.

Listing 1.1 shows how the user profile data from Fig. 1, i.e. the actual user
requirements, is encoded by ASP logic. Analogously, Listing 1.2 depicts how the
scoring and product data in Fig. 2 can be expressed by logic facts.

p r o f i l e ( ”Simon” , duration ,medium) .
p r o f i l e ( ”Simon” , goal , s av ings ) .

Listing 1.1. User profile given as logic facts

u s e r s c o r e ( duration , long , p r o f i t , 1 0 ) .
u s e r s c o r e ( duration ,medium , p r o f i t , 7 ) .
u s e r s c o r e ( duration , short , p r o f i t , 3 ) .
u s e r s c o r e ( duration , long , a v a i l a b i l i t y , 2 ) .
u s e r s c o r e ( duration ,medium , a v a i l a b i l i t y , 6 ) .
u s e r s c o r e ( duration , short , a v a i l a b i l i t y , 1 0 ) .
u s e r s c o r e ( goal , sav ings , p r o f i t , 2 ) .
u s e r s c o r e ( goal , growth , p r o f i t , 6 ) .
u s e r s c o r e ( goal , venture , p r o f i t , 1 0 ) .
u s e r s c o r e ( goal , sav ings , a v a i l a b i l i t y , 8 ) .
u s e r s c o r e ( goal , growth , a v a i l a b i l i t y , 4 ) .
u s e r s c o r e ( goal , venture , a v a i l a b i l i t y , 2 ) .
p roduc t s co r e ( shares , ”0” , p r o f i t , 2 ) .
p roduc t s co r e ( shares , ”1−30” , p r o f i t , 4 ) .
p roduc t s co r e ( shares , ”31−60” , p r o f i t , 5 ) .
p roduc t s co r e ( shares , ”61−80” , p r o f i t , 8 ) .
p roduc t s co r e ( shares , ”81−100” , p r o f i t , 1 0 ) .
p roduc t s co r e ( shares , ”0” , a v a i l a b i l i t y , 7 ) .
p roduc t s co r e ( shares , ”1−30” , a v a i l a b i l i t y , 6 ) .
p roduc t s co r e ( shares , ”31−60” , a v a i l a b i l i t y , 5 ) .
p roduc t s co r e ( shares , ”61−80” , a v a i l a b i l i t y , 2 ) .
p roduc t s co r e ( shares , ”81−100” , a v a i l a b i l i t y , 1 ) .
p roduc t s co r e ( f l u c tua t i on , high , p r o f i t , 7 ) .
p roduc t s co r e ( f l u c tua t i on ,medium , p r o f i t , 5 ) .
p roduc t s co r e ( f l u c tua t i on , low , p r o f i t , 1 ) .
p roduc t s co r e ( f l u c tua t i on , high , a v a i l a b i l i t y , 4 ) .
p roduc t s co r e ( f l u c tua t i on ,medium , a v a i l a b i l i t y , 6 ) .
p roduc t s co r e ( f l u c tua t i on , low , a v a i l a b i l i t y , 8 ) .
product ( ”mutual fund AXP” , shares , ‘ ‘31 −60”) .
product ( ”mutual fund AXP” , f l u c tua t i on ,medium) .
product ( ”bond BX” , shares , ”0” ) .
product ( ”bond BX” , f l u c tua t i on ,medium) .
product ( ”bond RX” , shares , ”0” ) .
product ( ”bond RX” , f l u c tua t i on , high ) .
product ( ”mutual fund CXP” , shares , ”61−80” ) .
product ( ”mutual fund CXP” , f l u c tua t i on , high ) .

Listing 1.2. Scoring and product data given as logic facts

2 For an in-depth introduction to ASP please refer to [6].
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For calculating the contributions of all products for all utility dimensions only
the single ASP rule given in Listing 1.3 is needed. Like in other logic programming
languages (e.g. Prolog) the ‘:-’ operator stands for left implication. To put it
very simple, the left hand side of the rule (i.e. left from ‘:-’) specifies the atoms
that are to be added to the solution, which in ASP is called answer set, based
on the calculations done on the right hand side. The core of the calculation is
performed by a #sum aggregate that sums up all scoring values for a product
Productname on a dimension Dimension. Terms beginning with capital letters
like Productname or Dimension stand for logic variables. Consequently, this rule
‘fires’ once for each combination of products and dimensions.

contribution(Productname ,Dimension ,Total):-

product(Productname ,_,_), product_score(_,_,Dimension ,_),

Total=#sum{Score ,Attribute:product(Productname ,Attribute ,Value),

product_score(Attribute ,Value ,Dimension ,Score)}.

Listing 1.3. Calculation of product contributions in ASP

The atoms produced by the rule in Listing 1.3 and included in the answer set
are the following:

contribution("mutual fund AXP",profit,10)

contribution("bond BX",profit,7)

contribution("bond RX",profit,9)

contribution("mutual fund CXP",profit,15)

contribution("mutual fund AXP",availability,11)

contribution("bond BX",availability,13)

contribution("bond RX",availability,11)

contribution("mutual fund CXP",availability,6)

weight(Username ,Dimension ,Total):-

profile(Username ,_,_), user_score(_,_,Dimension ,_),

Total=#sum{Score ,Attribute:profile(Username ,Attribute ,Value),

user_score(Attribute ,Value ,Dimension ,Score)}.

Listing 1.4. Calculation of user weights in ASP

Similarly, all user weights based on the profile and scoring facts are calculated
by the ASP rule defined in Listing 1.4. This rule produces the following two
solution atoms:

weight("Simon",profit,9)

weight("Simon",availability,14)

u t i l i t y (Username , Productname , Total ) :−
p r o f i l e (Username , , ) , product (Productname , , ) ,
Total=#sum{W∗C, Dimension : weight (Username , Dimension ,W) ,

con t r i bu t i on (Productname , Dimension ,C) } .

Listing 1.5. Utility calculation expressed in ASP

Finally, the rule in Listing 1.5 calculates the resulting utilies based on the
product contributions and user weights. The solution atoms produced by the
rule in Listing 1.5 are:
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utility("Simon","mutual fund AXP",244)

utility("Simon","bond BX",245)

utility("Simon","bond RX",235)

utility("Simon","mutual fund CXP",219)

At this point we want to emphasize that the three rules depicted in
Listing 1.3–1.5, which can be seen as a logic representation of the core of a
utility-based recommendation engine, are totally generic and do not have to be
changed in case of extending the set of products, product or user attributes,
attribute values or scoring values.

Building on such an ASP implementation of a recommendation engine, addi-
tional rules can be easily added in order to produce solution atoms for explana-
tions. For instance, if we want to support the top ranked item by a corresponding
explanation, we can add the rule in Listing 1.6. This rule basically expresses that
a product Productname with a utility U is top ranked if there is no other product
Productname1 with a higher utility U1.

top ranked (Username , Productname ,U) :− u t i l i t y (Username , Productname ,U) ,
#count{Productname1 : u t i l i t y (Username , Productname1 ,U1) ,U1>U}=0.

Listing 1.6. Producing an argument for the top ranked product

The rule in Listing 1.6 produces the following solution atom:

top_ranked("Simon","bond BX",245)

top in d imens ion (Dimension ,P,C) :− con t r i bu t i on (P, Dimension ,C) ,
#count{P1 : con t r i bu t i on (P1 , Dimension ,C1) ,C1>C}=0.

Listing 1.7. Calculating the top item in a dimension

Similarly, we can add a rule for identifying whether a product is best in some
dimension. Listing 1.7 shows such a rule, which produces the following atoms:

top_in_dimension(profit,"mutual fund CXP",15)

top_in_dimension(availability,"bond BX",13)

domination (P, ”dominated by” ,P1) :−product (P, , ) , product (P1 , , ) ,
#count{Dimension : c on t r i bu t i on (P, Dimension ,C) ,

c on t r i bu t i on (P1 , Dimension ,C1) ,C>C1}=0,
#count{Dimension : c on t r i bu t i on (P, Dimension ,C) ,

c on t r i bu t i on (P1 , Dimension ,C1) ,C1>C}>=1.

Listing 1.8. Calculating totally dominated alternatives

We can also produce counter arguments, for example, on totally dominated
product items, i.e. those where there exists an item that is at least equally good in
all dimensions and better in at least one dimension. The rule given in Listing 1.8
achieves these negative explanations and adds the following atom to the answer
set:

domination("bond RX","dominated by","mutual fund AXP")
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5 Evaluation

We evaluated the applicability of our proposed ASP approach with respect real
life recommender system scenarios. A typical online recommendation scenario
comprises two steps: (1) Based on a given user profile, the recommendation
engine first must calculate utilities for all product items. (2) An evolved set of
items with the highest utilities is then presented on some form of result page
allowing the comparison and explanation of the different proposals. The number
of presented items depends on the web page and is commonly between 5 and
20 items. Databases comprising some ten-thousands of product items subject
to recommendation can be considered as (very) large yet possible cases. For
instance, the streaming platform Netflix offers more than 10000 movies, series
and documentations and Amazon Prime more than 20000, and increasing3.

Consequently, we produced two benchmark data sets, one for step 1 and
one for step 2, reflecting the size of real recommender system scenarios. The
first benchmark dataset consists of 48 generated problem instances comprising
product item databases, a random user profile and random item and user scoring
rules. The problem instances differ in (a) the number of products (1000, 10000
or 100000), (b) the number of utility dimensions (2, 4, 8 or 16), and (c) the
number of user/item attributes (2, 4, 8 or 16). We assumed numeric product
item attributes taking values in the range of {0, . . . , 10}. The benchmark dataset
for recommendation step 2, i.e. the explanation of an evolved product item set,
consists of 32 instances and is similar to the first dataset. However, the numbers
of products are significantly smaller, that is 10 or 20, as there are hardly more
items in an evolved set that is presented on the result/comparison page.

We solved each problem instance for benchmark 1 with an encoding consisting
of Listing 1.3–1.5. We refer to this encoding as the utility encoding. Each problem
instance of benchmark 2 (i.e. targeting at explanations for evolved sets) we solved
with an encoding that consists of Listings 1.3–1.8. We refer to this latter encoding
as explanation encoding. For each of the test cases we measured the total time
and the peak main memory consumption that was needed by the ASP process
for coming up with the solution (i.e. answer set). We ran the experiments on an
AMD EPYC 7551 with 32 cores @ 2 GHz (turbo core max 3 GHz) and 256 GByte
of main memory. As an ASP solver, we used Clingo 4.5.4 in single-core mode.

Summarizing the test cases related to benchmark 2 comprising only up to
20 evolved product items, we can say that calculation times are always below
0.1 s such that also many more types of explanations would never be a problem
also in online scenarios. Also concerning benchmark 1 targeting at the calcula-
tion of all utilities for all products for a given profile the measured calculation
times allow online scenarios. For the most extreme case, that is 100000 prod-
ucts, 16 dimensions, 16 item attributes and 16 user attributes we measured a
calculation time of 78 s and a peak memory consumption of roughly 3 GByte.
Note that 100000 product items is about five times more than Amazon Prime

3 https://www.techradar.com/news/netflix-vs-amazon-prime-video-which-
streaming-service-is-best-for-you.

https://www.techradar.com/news/netflix-vs-amazon-prime-video-which-streaming-service-is-best-for-you
https://www.techradar.com/news/netflix-vs-amazon-prime-video-which-streaming-service-is-best-for-you
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offers movie and series items in total. Also the maximal number of 16 utility
dimensions is very high, and it is hard to imagine a product category where this
would be exhausted. For more common scenarios calculation times and memory
consumption are much lower, e.g. for the 10000 product test case involving 4
utility dimensions, 8 item attributes and 8 user attributes we measured a calcu-
lation time of 1.3 s and a peak memory consumption of 71 MByte. Thus, ASP
represents an attractive alternative to efficiently represent the complete recom-
mendation logic in a declarative and highly compact way.
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Abstract. Automated and semi-automated classifications of require-
ments (type and topics) are important for making requirements manage-
ment more efficient. We report how we tailored a random forest approach
in the EU funded project OpenReq, aiming for sufficient quality for prac-
tical use in bid projects. Evaluation with thirty thousand requirements
in English from nine tender documents for rail automation systems in
various countries show that user expectations are hard to meet.

Keywords: Random forest · Evaluation · Industrial application ·
Requirement classification · Text categorization

1 Introduction

Requirements management for large projects is a time-consuming and error-
prone task which can be supported by artificial intelligence [10]. In the Horizon
2020 project OpenReq1, we developed several solution approaches and evaluated
them with data from bid projects in the domain of railway safety systems.

Requests for proposal (RFP) or tenders for large infrastructure systems are
typically issued by national authorities and comprise natural language doc-
uments of several hundred pages with requirements of various kind (domain
specific, physical, non-functional, references to standards and regulations, etc.).
Preparing a proposal (bid) to answer a tender requires (1) to identify the require-
ments in the tender text and (2) to assign experts to assess the company’s com-
pliance to those requirements. The difficult part is the classification of the (real)
requirements w.r.t. predefined topics (which are covered by the experts).

For both tasks, it is important to achieve a very high true positive rate
(recall), because requirements which are not detected or are assigned to the
wrong experts will not be assessed correctly and may lead to high non-compliance
cost. On the other hand, the true negative rate shall also be high, so that unnec-
essary work is reduced.

The contribution of this work is twofold: Firstly, a new way to tailor the
well-known random forest approach [5] by optimizing the model’s configuration

1 http://openreq.eu/.

c© Springer Nature Switzerland AG 2020
D. Helic et al. (Eds.): ISMIS 2020, LNAI 12117, pp. 405–412, 2020.
https://doi.org/10.1007/978-3-030-59491-6_38

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-59491-6_38&domain=pdf
http://orcid.org/0000-0002-2894-3284
http://orcid.org/0000-0003-0096-6780
http://orcid.org/0000-0002-9359-6581
http://openreq.eu/
https://doi.org/10.1007/978-3-030-59491-6_38


406 A. Falkner et al.

to requirements classification in general. Secondly, its evaluation in the domain
of rail automation (30,000 real-world requirements, 50 topics).

The remainder of this paper is structured as follows: In Sect. 2 we list previous
approaches to solve this and similar problems. After presenting our solution in
Sect. 3, we report on the evaluation results in Sect. 4. Section 5 summarizes the
main outcome and its impact on the users.

2 Related Work

Many approaches to automatic text classification are not specific to requirements
management. In the past they tended to be rule-based, but lately (supervised)
machine learning has become increasingly popular [13].

Approaches specific to requirements classification vary in the preprocessing
NLP pipeline and in their choice of used classifiers. For example, a micro-service
for requirements classification developed in the OpenReq project uses Näıve
Bayes classifiers [9]. [18] describes a NLP pipeline for extracting requirements
from prescriptive documents and uses a SVM classifier to classify the require-
ments into disciplines.

[14] is an early paper on automatic topic categorization of requirements writ-
ten in natural language using a bootstrapping approach with machine learning
(Näıve Bayes). [17] uses automatic requirement categorisation in an industrial
setting to support the review of large natural language specifications in the
automotive domain.

Semantic approaches for text classification incorporate not only syntactic but
also semantic information, e.g.., provided by systems for automatic information
and relation extraction [11]. For a survey of such approaches see [3]. [16] discusses
the use of ontologies and semantic technologies in requirements management.

In contrast to new approaches which use pre-trained models, e.g. BERT [8],
this work relies solely on traditional machine learning approaches and a model
which has been in industrial use for two years.

3 Solution

Text categorization labels paragraphs of natural language documents with pre-
defined categories (or classes). It is a typical application of supervised learn-
ing which relies on an initial set of labelled instances used for training [1].
We use binary classification for type classification (whether an instance is a
requirement or not) and multi-label classification for topics (an instance can be
assigned to either zero or one or several topics). For example, an input instance
to classification is the paragraph “The power supply shall consist of the two
sources: one main and one for backup.” and the corresponding output could be
requirement = yes for binary type classification and topics = {Power,Diesel}
for multi-label topic classification. Internally, we implemented multi-label clas-
sification as multiple isolated binary classification problems [21].
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Our solution comprises: (1) a Random Forest approach which is a proven
classifier for text categorization [1], (2) text preprocessing such as tokenization,
n-grams, stop word removal and reduction of word inflections, (3) a feature
engineering stage which includes calculating feature weights and selecting rele-
vant features [2], and (4) various sampling strategies to overcome problems with
imbalanced data [12].

For tailoring this solution, we evaluated various combinations for these steps
and identified the most promising model configuration for application to bid
projects (for more details, see [19]):

– As a sampling strategy, we analyzed random under-sampling (RUS) [12],
SMOTE [6] and no rebalancing. RUS showed superior performance. For train-
ing, we apply RUS ten times with 10 different random seeds, resulting in ten
training sets. One model is trained per training set and all ten models are
finally aggregated using majority vote.

– To remove word inflection, lemmatization (StanfordNLP [15]) [20] and stem-
ming (Porter Stemmer) [20] were compared. Although evaluation revealed
that using the lemmatizer increases performance, we decided on the stemmer
because of its less restrictive software licence.

– We evaluated usage of tokens based on n-grams, n ∈ {1}, n ∈ {1, 2}, ..,
n ∈ {1, 2, 3, 4, 5}. This parameter has no significant influence on performance
– therefore uni-grams are used to keep feature space small.

– Different feature weights were compared: set of words [21], term frequency
(TF) [20], TF-IDF [20] and (R)TF-IGM [7]. As this parameter did not show
significant influence on performance, we selected TF because of its algorithmic
simplicity.

– Using a stop-word list [20] from the Natural Language Toolkit2 increased
performance.

– The following common feature selection methods were evaluated: information
gain (IG), χ2 and term frequency (TF) [21]. TF showed good results and a
fast runtime. The algorithm is configured to keep 1,300 features.

Additionally to the described configurations above, a user can set a threshold
for positive classification before starting the predictor. Only if the built model’s
probability for a requirement is greater than or equal to the given threshold,
the requirement is classified as positive instance. By that, the priority of true
positives versus true negatives can be decided [23].

4 Evaluation

After having tailored the random forest approach including text preprocessing,
we evaluated it using previous bid projects provided by the bid group. In addi-
tion to a quantitative evaluation, we did a small field study with three experts
(unstructured interviews, application to a new, yet unlabelled bid project).

2 http://www.nltk.org/, accessed 09.01.2020.

http://www.nltk.org/
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4.1 Data Set

The data set used for evaluation comprises the text paragraphs of nine tender
documents. All of them were written in English (most of them translated from a
native language). Each entry was labelled by experts as a requirement (or non-
requirement) and assigned to relevant topics (mostly between one and three, out
of 52 potential topics). Thereafter, we randomly chose six documents as training
data, resulting in a 47% test data split. Table 1 lists the numbers of requirements,
non-requirements, and assigned topics for training data as a whole and for test
data separately for each project3 and in total.

Concerning type classification, 14,714 out of 17,556 potential requirements
are labeled as requirement, leading to a prevalence of 84%.

From 52 potential topics, 50 occur in the training data, and 34 occur in the
test data. Depending on prevalence in the training data, we selected three groups
of 5 topics each: A (5/6) comprises all topics which occur more than 1,000 times
in the training data (and at least once in the test data). For B (5/17), we chose
– from all topics which occur more than 200 times in the training data – those
which occur at least 500 times in the test data or in all three test projects. For

Table 1. Test data – numbers of types and topics

Training data Test data Project 1 Project 2 Project 3

Total 17,556 8,256 978 6,465 813

Req 14,714 6,923 867 5,336 720

Non-Req 2,842 1,333 111 1,129 93

52 topics 20,288 10,479 867 8,892 720

PM A 4,710 1,663 683 432 548

IXL 2,073 338 0 338 0

MMI 1,590 1,287 0 1,287 0

Power 1,448 405 47 299 59

BidManager 1,141 56 0 56 0

LED B 507 361 116 132 113

SCADA 476 1,317 0 1,317 0

Diagnosis 422 820 0 820 0

SystemMgmt 400 548 0 548 0

Engineering 203 1,328 0 1,328 0

GSMR C 172 181 13 168 0

Commissioning 39 70 0 70 0

PIS 27 223 0 223 0

Diesel 8 135 0 135 0

EHS 8 195 0 195 0

3 Project names are confidential – therefore we use numbers 1 to 3.
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C (5/27), we selected – from all topics which occur less than 200 times in the
training data – those which occur most often in the test data.

4.2 Metrics

We use (standard) metrics which help to directly judge user benefit: recall (sen-
sitivity, true positive rate, TPR), specificity (true negative rate, TNR) [22],
receiver operating characteristics (ROC) curve analysis [4] and custom metrics
for estimating time savings. For bid projects, a high recall is very important in
order to reduce risk of high non-compliance cost due to ignorance of information.
Specificity, on the other hand, is important to avoid unnecessary work due to
wrongly assigned topics. All metrics are micro-averaged, i.e., summing all quan-
tities and then calculating the metrics on the sum. This leads to a combined
metric for all test data and a combined metric for multi-labels per topic.

For estimating the time savings, we compare our solution to the decisions by
a requirements manager, using the metrics defined by Eqs. 1 and 2, which are
based on the time to comprehend a requirement (tanalyze), the time to change
a label (tchange) and standard evaluation quantities: true positives (TP), true
negatives (TN), false positives (FP), and false negatives (FN). Assuming that an
expert does not make any mistakes, he or she needs to analyze each requirement
and set only the positive labels. In the automated approach, true positives need
not be analyzed nor set, but additional work is necessary: For type classification
(tdtype), true and false negatives are still analyzed by the requirements manager
and false negatives are set to positive in order to get TPR high – this has no
effect in Eq. 1. False positives must be changed to negative by topic experts. For
topic classification (tdtopic), false positives and negatives are corrected by the
topic experts during assessment. If the values for tanalyze and tchange are known
(e.g., as seconds per requirement on average) then the difference in hours can be
calculated.

tdtype = (FP − TP ) × tchange − (TP + FP ) × tanalyze (1)

tdtopic = FP × tanalyze + (FP − TP ) × tchange (2)

4.3 Type Classification

We used various thresholds (20%, 30%, ..., 80%) to get a feeling of the balance
of TPR and TNR – see the ROC curve in Fig. 1a. Projects 1 and 3 perform very
well, probably because they have similar properties as projects in the training
set (same author, different stations on the same railway line).

In our interviews, the requirements managers turned out to be very risk-
averse. Therefore, they prefer a very high TPR (e.g., 99%, as achieved with
threshold 20%) and accept the relatively low TNR of 72% compared to threshold
50% (with fairly balanced TPR of 91% and TNR of 87%) – see Table 2. Assuming
tanalyse = 30 s and tchange = 5 s, the time savings are more than 60 working hours
for the three test projects. This equates to savings of approximately one working
day for each thousand requirements which was confirmed in a field study with a
new bid project.
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Table 2. Evaluation results – TPR, TNR and estimated time savings

Threshold 50% Threshold 20%

Micro-avg P1 P2 P3 Micro-avg P1 P2 P3

TPR (%) 91 99 89 98 99 100 99 100

TNR (%) 87 98 85 98 72 97 68 94

tdtype (h) −62 −8 −47 −7 −69 −8 −54 −7
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Fig. 1. ROC curves

4.4 Topic Classification

Prevalence of topics is very low – the average in the training data was lower than
2% and even for the 5 most common topics only around 6%. The ROC curve in
Fig. 1b shows that prediction quality on average (for the upper half of topics) is
not as good as for type classification. The groups B and C from Table 1 perform
much worse than group A (with comparably higher prevalence).

In our interviews, the requirements managers preferred a threshold of 50% -
see Table 3. However, they judged the achieved TPR of 73% (micro-average of
all topics occurring in at least one test project) as too low for practical use. Even
the TPR of 77% (and TNR 81%) for the upper half of topics was not sufficient,
as nearly 2,100 topic assignments are missing and more than 16,300 assignments
are wrong. Again, projects 1 and 3 perform much better than the more typical
project 2. The new project from the field study performed similar to the latter.

Although the requirements managers do not need to spend any time for
topic assignment, the metric tdtopic estimates an additional effort of 127 h for
the necessary manual adjustments by topic experts. Only for project 3 or with
a high threshold can time savings be achieved.
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Table 3. Evaluation results – TPR and TNR at threshold 50%

TPR TNR

Micro-avg P1 P2 P3 Micro-avg P1 P2 P3

34 topics in test 73 98 69 100 81 92 81 98

Upper half 77 99 73 100 81 97 80 98

5 topics A 93 100 89 100 77 96 75 97

5 topics B 63 99 61 100 80 99 78 99

5 topics C 30 38 30 87 76 87

5 Conclusion

We chose the random forest approach for requirements classification because it
is easier to maintain and deploy than advanced deep learning solutions. Training
is less expensive and can be done on local servers.

The results were fairly good for type classification and topics with a preva-
lence > 5% (better than, e.g.., an alternative approach based on Näıve Bayes).
Application in a field study showed a high potential for reducing efforts for
requirements managers (e.g.., 80% of the time for type classification). However,
improvements – especially for topics with a low prevalence < 3% – are necessary
to fulfil the users’ demand for high TPR and TNR, i.e., both >> 95%.
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Horizon 2020 project OpenReq, supported by the European Union under Grant Nr.
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Abstract. Natural logics are logics that take form of stylized natural
language sentences within a selected fragment of natural language. Nat-
ural Logics are at the same time formal logics with a well-defined syn-
tax and semantics. Therefore, natural logics may be advanced as knowl-
edge base logics enhancing explainability of query answers. This paper
is concerned with a natural logic, NaturaLog, having been proposed
as a deductive knowledge base language. The paper briefly reviews and
brings together in compact form the main points in our previously but
separately published design proposals, systems functionalities and imple-
mentation principles.

Keywords: Natural logic · Knowledge base systems · Deductive
querying · Life science applications

1 Introduction

In a historical perspective there are two development lines in logic, that is logic-
of-language and mathematical logic. The logic-of-language tradition dates back
to Aristotle and went through developments during the medieval times until the
end of the 19th century. This development line was halted and largely abandoned
by the advent of quantified predicate logic due mainly to G. Frege and B. Russell.
Predicate logic and related logics, then, have become foundational concepts as
well as important tools in in computer science, in particular in computational
logic, e.g. with logic programming.

However, the logic-of-language tradition recently has attracted renewed inter-
est in connection with attempts to ease communication with computers. This
paper discusses natural logics [9,12] that are rooted in the logic-of-language tra-
dition and describes undertakings aimed at adopting and adapting natural logics
for logical knowledge base systems. The following sections briefly surveys and
discusses the various aspects of design principles and implementation methods
described in the here chronologically listed range of papers [1–5,10,11] followed
up by [6,7] forthcoming in 2020.
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Our design concern throughout is to obtain a useful trade-off between expres-
sivity and computational tractability, having in mind also the requirements for
potentially useful application domains in the design. Although the proposed
natural logic is meant as a general purpose specification language for real-world
domains, we have had in mind in particular applications within the life sciences
as it appears in the mentioned publications.

2 Designing a Natural Logic

Our natural logic proposal, termed NaturaLog, takes as point of departure
syllogistic logic from the Aristotelian tradition, cf. [8,11]. This means that the
basic so-called categorical sentence forms are every C is D and some C is D,
where C and D are class- or concept terms. In the simplest cases C and D
are common nouns representing classes aka concepts. Accordingly, these forms
known as copula forms express, respectively, a subclass relationship and a class-
class overlap relationship. In the following, for the copula “is” we follow the
conventions in computer science and write “isa”. With the form every C isa D
(or in convenient short form simply C isa D), one can specify hierarchically- as
well as non-hierarchically structured formal ontologies as partial orders, with the
isa relationship being transitive.

In addition to these affirmative sentence forms the old syllogistic logic also
comprises negative forms as mentioned in [11], also known from the square-of-
opposition. However, at present we refrain from admitting negative statements
in a knowledge base itself, resorting instead to negation-as-non-provability as
known from databases and logic programming.

2.1 Beyond Copula Forms: General Relationships

In addition to the copula isa in NaturaLog one can introduce transitive verbs
(i.e. verbs taking a linguistic object) as one pleases. To this end in [2,3,11] we
introduced the more general sentence forms with a verb R

(every | some) C R (every | some) D

giving four determiner constellations. The verb R represents a binary relationship
between the two concepts represented by the subject and object. As convenient
default form for the most common sentences in knowledge bases we propose

C R D for the full form every C R some D

Example: persons like pets is shorthand for every person likes some pet and some
persons drink beer is shorthand for some persons drinks some beer. Actually, in
NaturaLog we ignore linguistic inflection rules as seen in the following exam-
ples. For the some form we have

some C R D for some C R some D
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In predicate logic every C R some D is construed as

∀x(Cx → ∃y(Rxy ∧ Dy))

and some C R some D is

∃x(Cx ∧ ∃y(Rxy ∧ Dy)), which is equivalent to ∃x∃y(Cx ∧ Dy ∧ Rxy)

However, we stress that NaturaLog sentences are not translated into pred-
icate logic in our systems proposal as explained in Sect. 3 and 4.

2.2 Compound Terms

In addition to the concepts given by common nouns in NaturaLog one can form
expressions for creation of new concepts by attachment of restrictive modifiers
to common nouns as in the sample sentence

betacell isa cell that produce insulin

The restrictive modifiers may take form of relative clauses as in the com-
pound concept term cell that produce insulin or prepositional phrases such as in
cell in gland. Both forms semantically consist of a relationship given as a verb
or as a preposition followed by a concept. Provision is made for nesting of such
constructs reflecting the usual recursive syntax for modifiers in natural language
phrases.

There are other forms of restrictive nominal modifiers in natural language,
in particular adjectives (including participles such as “increased”) and noun-
noun-compounds such as “heart disease”. The incorporation of these modifiers
into natural logic is more problematic and is postponed since they, unlike the
above ones, do not directly provide a modifying relationship. As a temporary
solution noun-noun compounds may be rewritten using a relative clause, so that
for instance “bacteria infection” would become infection that is-caused-by bacteria.

Verbs may also be modified restrictively using an adverbial prepositional
phrase as in the verb form produce in gland as a restriction of the verb produce.
Incorporation of this useful feature, which falls outside the simple predicate
logical explanation in Sect. 2.1, is thoroughly discussed in [6].

The syntax for the current version of NaturaLog is specified in the form of a
BNF grammar in [6]. In order to ensure that there be no structural ambiguities,
parentheses are enforced in one production rule for stipulating the intended
recursive phrase structure.

In [3] we discuss various language extensions intended for promoting the
usability of NaturaLog by approaching some common forms in natural lan-
guage. Examples are appositions and conjunctions. We distinguish semanti-
cally conservative extensions and non-conservative ones. The former ones do
not extend the semantic coverage. The order of the natural logic sentences in a
knowledge base is logically irrelevant; the sentences are syntactically independent
of each other.
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2.3 Active-Passive Voice and Existential Import

Now, consider the active voice sentence betacell produce insulin or in full form
every betacell produce some insulin. The corresponding passive voice sentence
is some insulin is-produced-by some betacell, where is-produced-by represents the
inverse relation of produce. Although this latter sentence follows intuitively, the
sentence does not follow logically, because in predicate logic the denotation of a
monadic predicate may well be empty. This problem is overcome by appealing to
the existential import principle known from the Aristotelian logic tradition, cf.
[6,11]. This principle declares that all mentioned classes be non-empty without
being specific about any member entity. As a special consequence, the presence
of a copula sentence of the form [every] C isa D implies availability also of the
weakened converse sentence form some D isa C.

2.4 Remarks on Natural Logic and Description Logic

Todays most common logics for ontologies and knowledge bases are presumably
the various description logic dialects. Both NaturaLog and description logics
are examples of variable free logics covering small but useful fragments of pred-
icate logic. A key difference between these two logics is that description logics
offer sentences in copula form only (at the so-called T-box level of concepts),
which seems awkward from the point of conventional use in natural language.
This is in disagreement with common formulations in natural language. Another
difference is that description logics have to resort to awkward reformulations for
sentences beginning with the determiner “some”, cf. the discussion of active-
passive forms in the previous section. A further comparison of the two logics is
given in [6].

The endorsing in the natural logic of non-copula sentences (with verbs fetched
from the target application) agrees well with an entity-relationship model view of
a knowledge base: A NaturaLog knowledge base typically takes the form of an
ontology formed by the stated copula sentences extended with non-copula sen-
tences connecting concepts across the ontology with relations expressed by tran-
sitive verbs. This view further invites the introduction of a distinction between
definitional and observational (i.e. empirical) statements mentioned in the next
section.

3 The Metalogic Framework for NaturaLog

So far, NaturaLog may be conceived simply as a “sugared” fragment of pred-
icate logic for describing the application domain of discourse. As a next step
appropriate proof rules admitting computational derivation of logical conse-
quences as NaturaLog sentences are to be introduced. Importantly, these rules
are to be applied directly to natural logic sentences and terms, rather than to
their would-be predicate logical translations.

Such rules enable deductive querying of the knowledge base giving answer
results in the form of classes and more generally compound terms. In principle
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deductive querying is achievable by introduction of variables ranging over the
terms in the natural logic as the metalogical variable X the sample query form

X isa cell that produce hormone

supposed to give the answer betacell. These term variables should not be confused
with the quantified entity- or individual variables of predicate logic that range
over entities in the application domain of discourse. We account formally for
these variables by introduction of a metalogic in which NaturaLog becomes
embedded.

As metalogic we can choose a “domesticated” form of predicate logic: In
[10,11] we suggested Datalog to this end, and [6] gives elaborate description of
the metalogic inference engine, succeeding a more compact presentation in [5].
Recall that Datalog consists of definite clauses without compound terms and
enjoys decidability.

Let us exemplify the encoding of our natural logic into Datalog: The sentence
betacell produce insulin becomes the atomic metalogic clause

proposition(every, betacell, produce, insulin)

where the natural logic terms formally appear as, and are treated as, constants.
The sentence betacell isa cell that produce insulin becomes in the metalogic

representation

proposition(every, betacell, isa, cell-that-produce-insulin)

where cell-that-produce-insulin is a new simple concept term that becomes defined
by the following pair of defining metalogic clauses

definition(cell-that-produce-insulin, isa, cell)
definition(cell-that-produce-insulin, produce, insulin)

The decomposition applies recursively to nested concept terms.
The distinction between definitional and non-definitional contributions in

the decomposition is internal to the system. However, [11] hints at further intro-
ducing an external epistemic distinction between definitional and observational
sentences in the knowledge base.

3.1 The Encoded Knowledge Base as Graph

The metalogic knowledge base representation may be conceived as a labeled
graph whose nodes are concept terms, and whose directed arcs represent rela-
tionships with accompanying determiners (quantifiers). The graph picture fur-
ther supports the conception of the knowledge base as an extended ontology. The
concept terms present in the KB sentences are uniquely represented as nodes in
the graph across sentences. Moreover the graph view helps visualizing pathway
querying, cf. Sect. 5. In the decomposition of sentences into clauses there is no
loss of information.
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4 Design of Inference Engine

Natural logics use high level inference rules reflecting “intuitive” rules applied by
humans when reasoning with descriptions in natural language. This adds to the
explainability of the deductive reasoning and hence the query processing. These
rules are now to be formalized in the metalogic, exploiting the decomposed and
encoded NaturaLog sentences.

As a key principle, answers to queries stated to the knowledge are computed
by use of the inference rules. We refer to [5,6] for the rules we apply for Natura-
Log. These papers also contain references to the background literature dealing
with deductive reasoning in natural logics.

We present here using Datalog only a few rules. As key rules there are the
so-called monotonicity rules:

proposition(every,C,R,Dsuper) ←
proposition(every,C,R,D) ∧ proposition(every,D,isa,Dsuper)

proposition(every,Csub,R,D) ←
proposition(every,C,R,D) ∧ proposition(every,Csub,isa,C)

Fig. 1. Monotonicity rules: (a) inheritance and (b) generalization. Dashed relations are
inferred.

The graphs for these are shown in Fig. 1. One observes that the latter rule
provides “property inheritance”. Further, one may observe that the transitivity
rule for isa obtains with the special case of R being instantiated to isa. As another
distinctive feature we introduce a rule for obtaining the corresponding passive
voice sentence from a given active voice sentence. This implies in particular that
the sentence form C isa D gives rise to some D isa C as mentioned in Sect. 2.3
besides giving the weakened some C isa D by means of appropriate rules. In
Sect. 5.1 we mention the potential for extension with “non-logical” application-
specific inference rules.

4.1 Materialization of Deductive Closure

In [7] we propose that the part of the deductive closure of a knowledge base
being relevant for query answers of a knowledge base is computed and stored in
advance in a compilation process jointly involving the sentences. This means that
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sentences and terms potentially appearing in a query answer is made present in
advance in the compiled knowledge base.

Furthermore, in [7] (forthcoming 2020) we elaborate a version of the inference
engine where Datalog is replaced by relational database query operations. This
enables use of a database system for efficient retrieval of sentences in the knowl-
edge base, and in addition inference computations are made algorithmically more
efficient by “bulk processing” applying database join operations.

The recursive NaturaLog syntax generally admits infinitely many terms.
However, only a finite subset of these are known to have a non-empty denotation
in the form of subconcepts in the knowledge base – namely either by their being
explicitly present or by being a superclass of such a mentioned term.

5 Systems Functionalities

A range of systems functionalities can be obtained on basis of the relevant deduc-
tive closure computed by the inference rules. First of all there are answers in the
form of sets of terms from instantiation of metalogical variables in query forms
exemplified by

proposition(every, X, produce, hormone)

supposed to give as answer cells that produce hormone, such as betacells. Notice
here that computation of such answers in general draws on inference rules, say,
for combining the sentence betacell produce insulin with the sentence insulin isa
hormone in a monotonicity inference rule. Query answer terms may well be com-
pound terms stemming from a given sentence or having been computed in the
compilation process.

So far, we accept only affirmative sentences in a knowledge base. Negative
sentences may be accepted as query sentences in the form no C R D being
logically contrary to every C R D and contradictory to some C R D, with a
supporting inference rule appealing to negation by non-provability.

The graph conceptualization of a NaturaLog knowledge base as (usually)
one coherent graph invites path-finding operations for retrieving shortest paths
between two given terms as discussed and examplified in [1,3,4]. Path-finding is
of particular interest for tracing pathways in life-science knowledge bases.

5.1 Application-Specific Query Inference Rules

In our two level logic setup the natural logic level describes the application
domain of discourse and the metalogic level prescribes the computing with nat-
ural logic sentences and terms. This opens for introducing application specific
rules in the metalogic. For instance, one easily introduces a rule providing a verb,
say, “causes” with the property of transitivity of the underlying relation.

As another example, [6] describes an additional metalogic rule for computing
the commonalities of two given terms. When asking for instance about common
properties of the two concepts alphacell and betacell, the deduced answer may
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comprise informative compound terms such as cell that produce hormone. More
sophisticated general rules may afford the computing of analogies, asking for
instance which concept is related to alphacell as insulin is related to betacell.

Inference rules may be introduced to verify ad hoc consistency requirements
formulated as rules expected to yield empty query answers in case of consistency
fulfilment as known from logic programming.

6 Conclusion and Open Problems

The described natural logic with the accompanying realization principles
attempts to strike a balance between on one hand language expressivity and
interesting computational functionalities and on the other hand an accept-
able computational tractability. NaturaLog covers basic essential application
domain demands within the considered life-science domains, but additional use-
ful features are to be included in coming versions. Among the possible semantical
extensions let us just mention exception handling for non-monotonic blocking of
unrestricted inheritance of properties, and introduction of generalized quantifiers
such as “most” and “few”.

It remains to be verified that computational tractability can be obtained with
the suggested relational database implementation, when scaling up to interesting
large size knowledge bases.

An interesting but highly challenging problem is to conduct a computer-
assisted, if not completely automatic, translation of essential parts of given nat-
ural language descriptive texts into NaturaLog. This complex and difficult
problem of computationally extracting natural logic sentences from descriptions
in free natural language is touched in [1,3,4]. To this end a syntactic-semantic
analysis using NaturaLog as target language might be ameliorated by induc-
tive machine learning methods. Eventually, more expressive versions of natural
logic may come into use directly as logical specification languages in natural
science domains.
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Abstract. Evaluating the explanations given by post-hoc XAI
approaches on tabular data is a challenging prospect, since the sub-
jective judgement of explanations of tabular relations is non trivial in
contrast to e.g. the judgement of image heatmap explanations. In order
to quantify XAI performance on categorical tabular data, where feature
relationships can often be described by Boolean functions, we propose
an evaluation setting through generation of synthetic datasets. To create
gold standard explanations, we present a definition of feature relevance
in Boolean functions. In the proposed setting we evaluate eight state-of-
the-art XAI approaches and gain novel insights into XAI performance on
categorical tabular data. We find that the investigated approaches often
fail to faithfully explain even basic relationships within categorical data.

Keywords: Explainable AI · Evaluation · Synthetic data

1 Introduction

Black box classifiers such as deep neural networks (DNNs) have been established
as state-of-the-art in many machine learning areas. Even though they give strong
predictions, their models contain lots of non-linear dependencies, causing their
decisions to become untraceable. As a result, a branch of research in explainable
artificial intelligence (XAI) has developed, aiming to give local explanations for
single predictions of trained black box models in a post-hoc fashion [6].

Problem. While there are many approaches to acquire such explanations, no
unified evaluation method has been proposed so far. While easily comprehensible
domains like image and text classification use simple presentation of explanations
[3] and user studies [6], XAI behavior on tabular data is largely unexplored.

Objective. Post-hoc XAI explanations are inherently approximations, giving
simplified but not necessarily faithful insights into highly complex models [11].
c© Springer Nature Switzerland AG 2020
D. Helic et al. (Eds.): ISMIS 2020, LNAI 12117, pp. 422–430, 2020.
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Therefore, assessing the limits of these approaches is a central point of research
interest. We take a first step to investigate post-hoc XAI performance on DNNs
trained on tabular data, by developing a test setting for categorical tabular data,
where feature relationships can often be expressed via Boolean functions.

Approach and Contribution. In this paper, we design synthetic datasets
reflecting typical relationships of real-world data such as logical AND, OR and
XOR connections between categorical attributes. We propose a definition of
feature importance in Boolean functions in the context of XAI to generate gold-
standard explanations for our datasets. Using this data, we present an evaluation
setting for XAI approaches, that allows for evaluation of data with underlying
complex feature relationships. This setting is used to analyze and compare eight
state-of-the-art XAI approaches. Evaluation on an expert-annotated real dataset
suggests that our results translate well to real data. We publish our datsets to
facilitate comparison of XAI approaches in a standardized evaluation setting.

2 Related Work

Aside from subjective image explanations [3] and resource intensive user studies
[6], several approaches have been used to evaluate XAI performance.

In [5,9] model faithfulness of their approaches is evaluated by explaining pre-
dictions of inherently explainable linear models and comparing obtained expla-
nations directly to the model. Performance of XAI approaches when explaining
non-linear classifiers, however, can not be assessed in this evaluation setting.

Additionally, [9] also evaluate the faithfulness of their local approximation
model by measuring if it corresponds to changed inputs in the same way as the
classifier it approximates. This evaluation can, however, only be performed on
XAI approaches that train a simplified classifier as a local approximation.

Perturbation-based evaluations, e.g. as used in [12], iteratively remove fea-
tures with the highest relevance from data and re-classify. Explanations are
rated higher, the faster the classification error increases. While perturbation-
based evaluation can be applied to classification tasks where the removal of
single features is expected to gradually impair the performance of the classifier,
this assumption does not hold for categorical tabular data in general.

3 Investigated XAI Approaches

Perturbation-based explanation approaches mask or remove input features
from data samples to observe the change in classifier output. While they pose
no architectural constraints on the classifier, they are computationally intensive.
LIME (Local Interpretable Model-agnostic Explanations) [9] uses perturbations
to explore the classifier outputs locally around a given input. It trains a local
linear classifier and uses the weights as scores of input feature relevance. Shapley
Value sampling [4] is based on the Shapley value from cooperative game theory,



424 J. Tritscher et al.

a unique solution for distributing an achieved score onto cooperating players,
under a list of desirable criteria. Shapley value sampling approximates this NP-
complete problem with a sampling approach, evaluating the output of possible
feature value combinations through perturbation. (Kernel) SHAP (Kernel SHap-
ley Additive exPlanation) [6] uses a custom kernel for the LIME XAI approach,
in order to adapt LIME to approximate Shapley values.

Gradient-based XAI approaches use the gradient of a gradient descent
based classifier to approximate explanations through few backpropagations, con-
siderably saving runtime in comparison to perturbation-based approaches. For
our evaluation, we use the implementations of [1]. Saliency maps [14] highlight
the most influential pixels using a first order approximation of the absolute
gradient of the predicted output with respect to the input for a specific data
sample. Gradient×Input [13] builds on the Saliency approach, multiplying the
signed result of Saliency with the corresponding input feature. Integrated Gradi-
ents [15] computes the average output gradients with respect to different inputs.
Gradients are computed for values on a linear path between the data sample and
an uninformative baseline input. ε-LRP (ε-Layerwise Relevance Propagation) [3]
defines the relevance of a neuron as all influence it has on the neurons of the next
layer, multiplied by these neurons’ activations for a specific data sample. In this
work we use the reformulated implementation by [1]. DeepLIFT [12], like LRP,
computes the relevance of a neuron by measuring the influence on neurons of the
next layer, additionally subtracting the influence of an uninformative baseline.

4 Data Generation Approach

Since categorical attributes can be binarized (e.g. one-hot encoding) to Boolean
features, we will focus on feature relationships modeled as Boolean functions.

In [7] a feature is considered influential in a sample if changing its value would
also change the function output. While this is intuitive on some inputs, on others
it assigns no influence to any feature. For example, consider the Boolean function
y = 0∧0 = 0, where no single feature can be changed to change y. In the context
of XAI, this would not allow to differentiate between the 0-inputs involved in
the function and irrelevant features. To address this, we adapt the influence
definition on basic Boolean operations (AND, OR, XOR) to assign influence to
both features, if no single feature can be changed to change the function output.
For more complex functions, we proceed as follows:

Definition 1. Let the Boolean function y be represented by a Boolean binary
expression tree [8]. For each data sample, we consider a child node c relevant to
the explanation of its parent operation-node o, iff the value of the subtree formed
by c, evaluated with respect to the sample, is relevant to the operation-node o.

We thereby distribute the relevance of a complex function by decomposing it into
its basic operations. We calculate their intermediate results for each data sample,
propagating the relevance of the entire function through all basic operations
down to its input features. The resulting explanations contain the input features
that most determine the output of complex Boolean functions.
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When assessing XAI performance, we have to take into account that non-
matching explanations might be correct explanations of a weak classifier, instead
of a poorly performing XAI approach. For this, we train our classifiers in a 5-
fold stratified cross-validation setting, using only classifiers that reliably achieve
100% accuracy on training- and test-sets. Further, we generate synthetic datasets
including every permutation of categorical attributes exactly once. This guaran-
tees that the test-sets contain permutations not seen during training, ensuring
that the classifier learned to perfectly generalize to the unseen test-data without
sensitivity to irrelevant inputs.

Following these restrictions, we expect XAI approaches to give the highest
scores to the relevant features. Thus, we consider a data sample to be correctly
explained, if the top scoring features given by an XAI approach match the rele-
vant features of the ground truth explanation.

5 Experiments

The following setup is used throughout all of our experiments.
Datasets are generated following the criteria of Sect. 4. We set a fixed dataset

size of n binary features, for which we include every permutation once in the
dataset, giving 2n data samples. We then generate the label for each data sam-
ple with a Boolean function and generate the explanation of every data sample
according to Sect. 4. Features that were not used in the generation of the label
hereby act as noise that XAI approaches may falsely consider relevant. All fol-
lowing experiments use 12 binary features and 212 = 4096 data samples.

Classifier & XAI setup also follow Sect. 4. We encode our Boolean input
data with the values 1 for True and -1 for False, and train a feed forward neural
network with 5 layers, 20 neurons per layer, and ReLU activations in a 5-fold
stratified cross-validation setting. The classifiers reliably achieve 100% accuracy
on training- and test-sets for all evaluated datasets. For each cross-validation
fold, we compute the explanations of the test-data. We repeat the evaluation 10
times per dataset, reporting the average over the results.

Baseline Some XAI approaches replace classifier input features with unin-
formative values to observe classifier behavior with missing information. We let
LIME and SHAP extract their own baseline from the cross-validation training
data, using k-means clustering with k = 20 for SHAP. For the gradient-based
approaches, we use 0 as baseline value, as discussed in [2].

5.1 Evaluation of Basic Boolean Operations

We initially evaluate the behavior of XAI approaches on datasets where two
features are linked by common Boolean operations AND (∧), OR (∨) or XOR
(⊗) in Table 1. We find that most XAI approaches fail to fully explain even the
linear Boolean AND and OR operations, with only LIME and SHAP finding the
most relevant features for each sample. Results on the XOR dataset show that
LIME, due to training a local linear model around the sample, fails to give good
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explanations when the underlying local function is non-linear. SHAP appears to
improve on LIMEs behavior, correctly matching the gold standard explanations
with its kernel-based Shapley value adaptation of LIME.

Detailed Analysis. We take a closer look at the input permutations causing
problems to the XAI approaches. We find that falsely explained samples for all
gradient-based approaches and Shapley sampling on the AND and OR datasets
are caused by issues with y = 0 ∧ 0 and y = 1 ∨ 1. In this case, the mentioned
approaches consider one of the two features as irrelevant, even though both fea-
tures are equally important to the label. Additionally, the Saliency approach
shows issues on unequal inputs, where one feature speaks against the prediction
outcome. Since the gradient of the output with respect to this feature is neg-
ative, the Saliency’s absolute gradient causes this negatively influencial feature
to overshadow the relevant feature. On the non-linearly separable XOR dataset,
all approaches show a similar amount of errors for each input permutation.

Table 1. XAI performance in percent correctly explained samples after Definition 1.

Approach ∧ ∨ ⊗ (⊗) ∧ (⊗) Synthetic Real

LIME 100.00 100.00 43.76 10.12 100.00 84.78

Shapley sampling 99.83 99.92 69.10 56.34 79.79 77.15

SHAP 100.00 100.00 100.00 95.01 98.12 93.34

Saliency 95.81 95.69 85.99 55.55 59.86 59.12

Gradient×input 97.66 97.06 75.81 57.31 69.47 69.49

Integrated gradients 99.64 99.56 73.02 57.73 76.46 76.27

ε-LRP 97.66 97.06 75.84 57.34 69.48 69.71

Deeplift 99.67 99.59 73.28 58.83 75.48 76.77

5.2 Evaluation of Boolean Functions with Multiple Variables

Using our relevance definition (Definition 1), we investigate XAI performance on
complex Boolean functions. Results of the function y = (f1 ⊗ f2) ∧ (f3 ⊗ f4),
shown as (⊗) ∧ (⊗) in Table 1, indicate that XAI performance deteriorates with
an increased number of relevant features involved. To test this, we create similar
datasets with increasing numbers of variables that may impact the output label.

Linearly Separable Boolean Functions. Since XAI performance on basic
operations suggests different XAI behavior on linear and non-linear Boolean
functions, we first investigate XAI performance with increasing function com-
plexity on linear functions. For this, we generate eight datasets using the function
y = ((((f1 ∧ f2) ∨ f3) ∧ f4) ∨ ...), appending 3 to 10 relevant features as label.
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To validate that the used datasets are linearly separable, we ensure that a linear
Support Vector Machine can perfectly separate each dataset.

The average results on each dataset are shown in Fig. 1a. We find LIME to
be able to fully explain all samples of datasets with up to 6 relevant features.
Both LIME and SHAP are capable of explaining a large amount of samples
in all tested datasets. Shapley sampling and all gradient-based methods show
difficulties with explaining functions with more then 2 variables involved, with
performance declining further with more than 3 variables. The small inclines in
explanation score with increased function complexity may be explained by all
datasets consisting of a total of 12 variables. This means that when 10 variables
are involved in the function, randomly assigning the 2 non relevant variables the
lowest scores may occur more often then with 6 relevant and irrelevant variables.

Non-linearly Separable Boolean Functions. We also evaluate perfor-
mance on eight non-linearly separable datasets generated using the function
y = ((((f1 ⊗f2)∧f3)⊗f4)∧ ...) with 3 to 10 relevant features used for label gen-
eration. As seen in Fig. 1b, all approaches show lower performance compared to
the non-linear XOR dataset (see Table 1). While SHAP still maintains stronger
performance than other approaches on non-linear datasets throughout the exper-
iment, its performance deteriorates when more than 3 features influence the
label. All other approaches show poor performance on all datasets. The fluctua-
tion between scores with increasing complexity may be caused by the alternating
label-generation: If the last operator in the outermost brackets of the function
is an AND, then for all samples that evaluate to x ∧ 0 with the entire previous
term x = 1, the only relevant variable for this sample is the last 0. Therefore
XAI approaches only have to find the last variable 0 as explanation, simplifying
the problem down to a basic AND operation for several input permutations.

(a) Linear AND & OR operators (b) Non-linear XOR & AND operators

Fig. 1. XAI performance on datasets with multiple relevant features. Performance in
percent of correctly explained samples according to Definition 1.



428 J. Tritscher et al.

5.3 Application Scenario

Next, we choose a setting from the intrusion detection domain, to show that our
findings can be applied to realistic settings. A method to synthetically create
flow-based network traffic is proposed in [10], where a flow describes a network
connection between two hosts and contains attributes like transport protocol and
TCP-flags. In this setting, only flows which represent TCP traffic are allowed
to set any TCP-flags, creating the task of validating whether samples resemble
valid network traffic. While transport protocol and TCP-flags can be repre-
sented as binary attributes with a set of predefined rules, the complexity of the
problem is low enough to create expert-annotated labels. In this experiment,
we use N-WGAN-GP from [10] to create 2048 correct and 2048 incorrect flows.
Each flow is represented by six categorical (TCP flags) and two categorical, one-
hot-encoded features (weekday, protocol), six numerical features (bytes, packets,
duration, time, source- and destination-port) and two values encoded with mul-
tiple numeric features (IP-addresses). The six TCP flags and the protocol are
considered as relevant. To create a comparable synthetic setting, we generate a
dataset using the function y = (f1 ∨ −(f2 ∨ f3 ∨ f4 ∨ f5 ∨ f6 ∨ f7)). We then
evaluate the XAI approaches on both datasets.

The results, marked as “synthetic” and “real” in Table 1, indicate a simi-
lar ranking of the XAI approaches with respect to their performance on both
datasets. We observe that, while all perturbation-based approaches perform
worse on real data, LIME achieves considerably better results on synthetic data
in comparison to the real setting. This may be due to its local linear approxima-
tion that benefits more from the equal distribution of different sample permuta-
tions in the synthetic data. This experiment suggests that XAI performance on
our synthetic datasets closely resembles real world application scenarios.

6 Discussion

Evaluation of eight post-hoc XAI approaches shows that many approaches fail
to give satisfactory explanations even on basic categorical tabular data. The
gradient-based approaches used in this work all show weaker performance than
perturbation-based methods. While the approaches LIME and SHAP are both
capable of well explaining basic linearly separable Boolean functions, only SHAP
is capable of explaining non-linearly separable functions with up to 3 variables.
Overall, we find that investigated approaches struggle to explain more complex,
as well as non-linear Boolean functions. The datasets generated for these exper-
iments may be used to gain first insights into XAI performance on categorical
tabular data and will therefore be made available as benchmark datasets1.

7 Conclusion

In this paper, we investigated XAI performance on categorical tabular data,
proposing a setting in which XAI approaches can be evaluated independently
1 http://www.dmir.uni-wuerzburg.de/projects/deepscan/xai-eval-data/.

http://www.dmir.uni-wuerzburg.de/projects/deepscan/xai-eval-data/
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of classifier performance using synthetic datasets with gold standard explana-
tions. We generated benchmark datasets containing typical relationships between
binary attributes such as AND, OR and XOR, as well as explanations according
to a novel definition of relevance of features in Boolean functions.

Using these datasets, we empirically evaluated eight state-of-the-art XAI
approaches. We found that many approaches fail to capture simple feature rela-
tionships such as non-linear XOR connections, with performance decreasing with
increasing relationship complexity. Overall, we found the tested gradient-based
approaches to yield worse results than the perturbation-based methods. By eval-
uating an expert-annotated dataset from the intrusion detection domain and
comparing the results to explanations from synthetic data, we showed that the
findings on our synthetic datasets can be applied to realistic data.

Acknowledgement. The authors acknowledge the financial support by the Federal
Ministry of Education and Research of Germany as part of the DeepScan project
(01IS18045A).
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1. Ancona, M., Ceolini, E., Öztireli, C., Gross, M.: A unified view of gradient-based
attribution methods for deep neural networks. In: NIPS 2017 - Workshop on Inter-
preting, Explaining and Visualizing Deep Learning. ETH Zurich (2017)
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Abstract. One common loss function in neural network classification
tasks is Categorical Cross Entropy (CCE), which punishes all misclas-
sifications equally. However, classes often have an inherent structure.
For instance, classifying an image of a rose as “violet” is better than
as “truck”. We introduce SimLoss, a drop-in replacement for CCE that
incorporates class similarities along with two techniques to construct
such matrices from task-specific knowledge. We test SimLoss on Age
Estimation and Image Classification and find that it brings significant
improvements over CCE on several metrics. SimLoss therefore allows
for explicit modeling of background knowledge by simply exchanging
the loss function, while keeping the neural network architecture the
same. Code and additional resources are available at https://github.com/
konstantinkobs/SimLoss

Keywords: Cross entropy · Class similarity · Loss function.

Roses are red, violets are blue,
both are somehow similar, but the classifier
has no clue.

(Common proverb)

1 Introduction

One common loss function in neural network classifiers is Categorical Cross
Entropy (CCE). CCE tries to maximize the assigned target class probability and
punishes every misclassification in the same way, independent of other informa-
tion about the predicted class. Often, however, classes have a special order or
are similar to each other, such as different flowers in image classification. Includ-
ing class similarities using the inherent class structure (e.g., class order), class
properties (e.g., class names) or external information about the classes (e.g.,
knowledge graphs) in the training procedure would allow the classifier to make
less severe mistakes as it learns to predict similar classes.

In this work, we modify Categorical Cross Entropy and propose Similarity
Based Loss (SimLoss) as a way to explicitly introduce background knowledge
c© Springer Nature Switzerland AG 2020
D. Helic et al. (Eds.): ISMIS 2020, LNAI 12117, pp. 431–439, 2020.
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Fig. 1. SimLoss includes knowledge about class relations in the loss function.

into the training process, as visualized in Fig. 1. For this, we augment CCE with
a matrix containing class similarities and propose two techniques in order to pre-
pare such matrices that exploit certain class relations: class order and general
class similarities. We show on two tasks, Age Estimation (exploiting class order)
and Image Classification (exploiting semantic similarities using word embed-
dings), that SimLoss can significantly outperform CCE. We also show that tun-
ing the hyper-parameters of both generation techniques influences the model’s
performance on metrics measuring either more or less specific predictions.

Our contribution is twofold: First, we introduce a drop-in replacement for
CCE that incorporates class similarities to support the training of neural network
classifiers. Second, we describe two techniques to convert task-specific knowledge
into matrices that can be used in the proposed loss function.

2 Related Work

Previous work on including task-specific knowledge in classification is mostly
designed for specific use cases, requires modifications to the model architec-
ture or training procedure, or implicitly learns the information while training.
Sukhbaatar et al. implicitly learn a probability instead of a similarity matrix
(we provide an analysis of the relationship in the online material) that indicates
the chance of a falsely assigned class label in order to compensate for noise [13].
This, however, requires changes in the network architecture and a special training
procedure. An analysis of the relation between probability and similarity based
matrices is further analyzed in the online resources. Related to tasks with similar
classes are tasks where classes have a taxonomic structure, which is called hier-
archical classification. Specifically designed loss functions and/or model archi-
tectures use the fact that classes that belong to the same category are more
similar than others [1,14]. Izbicki et al. exploit the geospatial relation between
areas on earth to automatically geotag input photos [5]. Their model learns to
predict a mixture of densities that spread across multiple areas instead of spe-
cific classes/areas. A number of task-specific methods try to use the inherent
class order of so-called ordinal classification tasks [3,4]. For example, Niu et al.
use multiple binary classifications each indicating whether the value is greater
than the class value [11]. Model architectures incorporating semantic similarities
using word embeddings were shown to usually predict more similar classes if
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they fail compared to models without similarity information [2,12]. In contrast
to the related work, the use of SimLoss does not require special model architec-
tures and works on any common neural network classifier. This makes it easy to
explicitly support the training procedure with background knowledge.

3 Similarity Based Loss

Our proposed Similarity Based Loss (SimLoss) is based on the Categorical Cross
Entropy (CCE). CCE assumes that only one class is correct and is defined as
LCCE = − 1

N

∑N
i=1 log(pi[yi]), where N is the size of the dataset and pi[yi] is

the probability vector output of the network at the target index yi for the ith
example. To model additional knowledge, SimLoss adds a matrix S, which gives

LSimLoss = − 1
N

N∑

i=1

log

(
C∑

c=1

Syi,c · pi[c]

)

, (1)

where S ∈ [0, 1]C×C encodes class relations. Si,j is the similarity between classes
i and j. Si,j = 1 if and only if classes i and j are identical or interchangeable.

SimLoss is equal to CCE if S = Ic (identity matrix). Non zero values lead to
smaller losses when the network gives a high score to classes similar to the correct
one. For misclassifications, this leads the network to predict similar classes.

Matrix Generation. We now propose two techniques to generate the matrix
S, which explicitly captures background knowledge about class relations. Our
techniques allow the modeling of class order and general class similarities.

Class Order: If classes have an inherent order, we can calculate class similarities
based on the distance between the class indices. As classes lying next to each
other are more similar, we construct the similarity matrix S as follows: Assuming
the same distance between neighboring classes, we define the reduction factor
r ∈ [0, 1) to be the rate at which the similarity will get smaller given the distance
to the correct class. The similarity matrix is then

Si,j = r|i−j| ∀i, j ∈ {1, . . . , C}. (2)

The smaller the reduction factor, the faster the entries converge to 0 with increas-
ing distance to the target class. If the reduction factor is set to 0, the matrix
becomes the identity, resulting in the CCE loss. The reduction factor is a hyper-
parameter of this technique, which can be tuned using a validation dataset to
optimize the model for different metrics, as we show in Sect. 4. As SimLoss is
equivalent to CCE when r = 0 (assuming 00 = 1), an optimized r will always
perform at least as good as CCE unless we overfit.

General Class Similarity: For some classification tasks, a similarity between
classes, such as class names, is available or can be defined. Then, we can use
an appropriate similarity measure sim : C × C → [0, 1] that returns the simi-
larity for two classes i, j ∈ {1, . . . , C} and calculate all entries of the similarity
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matrix S. Such similarity measures can be manual, semi- or fully-automatic.
Additionally, we define a lower bound l ∈ [0, 1) as a hyper-parameter that con-
trols the minimal class similarity that should have an impact on the network
punishment. We cut all similarities below l and then scale them such that l
becomes 0:

Si,j =
max(0, sim(i, j) − l)

1 − l
∀i, j ∈ {1, ..., C}. (3)

Assuming only the diagonal of S are ones, converging l → 1 leads to the CCE
loss, as only the ones in the diagonal are preserved by the lower bound cut-off.

4 Experiments

In the following, we compare SimLoss to CCE by applying them to the same
neural network model with the same hyper-parameters for Age Estimation and
Image Classification. Age Estimation is an ordinal classification task with the
goal of predicting the age of a person given an image of their face. The classes
have an inherent order: two classes are more similar if they represent similar ages.
A misclassification is thus less harmful for nearer classes. In Image Classification,
the goal is to recognize an object shown in an image. Here, we use class name
word embeddings to model semantic class similarities. For example, classifying
an image of a rose as “violet” is less harmful than classifying it as “truck”.

Datasets and Resources. For Age Estimation, we train neural networks on
the UTKFace [15] and AFAD [11] datasets, both containing human face images
annotated with their age. For UTKFace, we use all images for ages 1 to 90,
while AFAD has 61 age classes. We randomly sample training/validation/test
sets using 60/20/20 splits. For Image Classification, we use the CIFAR-100
dataset [7]. We also use word embeddings from a word2vec model pretrained
on Google News [9] to calculate the semantic similarity between class names.
Four class names do not yield a word embedding and are therefore eliminated.
Each remaining class has 450 training, 50 validation, and 100 test examples.

Evaluation Metrics. To evaluate our method, we employ task-dependent eval-
uation metrics that focus both on correct predictions and the similarity of pre-
dicted and target class. For Age Estimation: Accuracy (Acc), Mean Absolute
Error (MAE), and Mean Squared Error (MSE). Accuracy captures exact pre-
dictions, while MAE and MSE capture the distance to the target class, thus
considering class order.: Image Classification: Accuracy, Superclass Accuracy
(SA), and Failed Superclass Accuracy (FSA). Every example in the CIFAR-100
dataset has a main class and a superclass (e.g., classes “rose” and “orchid” have
the superclass “flower”). Superclass Accuracy is the fraction of examples that
are correctly put into the corresponding superclass. This value is always at least
as high as Accuracy, as a correctly assigned class implies the correct superclass.
Failed Superclass Accuracy only observes misclassified examples, thus measur-
ing the similarity of misclassifications compared to the target class. A high FSA
means that if the model predicts the wrong class, the predicted class is at least
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similar to the correct class. Accuracy only counts exact predictions, while SA
and FSA focus on the semantic similarity of the prediction to the target class.

Generating the Similarity Matrix. Since Age Estimation has equidis-
tant classes, the similarity matrix can be built using Eq. (2) without any
modifications. In Image Classification, we define the similarity matrix as the
cosine similarity simcos : w → [−1, 1] between class name embeddings, where
simcos(w,w) = 1. To ensure compatibility with the definition in Sect. 3, we set
sim(i, j) = max(0, simcos(wi, wj)) in Eq. (3).

Experimental Setup. Since SimLoss is a drop-in replacement for CCE, we
investigate the effects of changing the loss function on our example tasks. Recall
that we do not focus on task specific models, but rather on the evaluation of
SimLoss as a general loss function which can be used on various tasks. Both
classification tasks are typical examples for using CCE. For Age Estimation, we
take the Convolutional Neural Network (CNN) from [11] and change the output
size to be the dataset’s number of classes. The input images are resized to 60 px
by 60 px and the values of all color channels are standardized. We use the soft-
max function and apply the SimLoss loss function using the similarity matrix
introduced above. We study the effect of the reduction factor r by performing
grid search for r ∈ {0.0, 0.1, . . . , 0.9} on the validation set. Optimizing the net-
work using Adam [6] with a learning rate of 0.001 and a batch size of 1024,
we employ early stopping [10] with a patience of 10 epochs on the validation
MAE. We smooth random differences (e.g., by weight initialization) by averag-
ing over 10 runs. For Image Classification, the LeNet CNN [8] is used. Global
standardization is applied to the color channels of the input images. We stop
early if the Accuracy on the validation set plateaus for 20 epochs of the Adam
optimizer with a learning rate of 0.001, and a batch size of 1024. We optimize
the matrix generation technique’s lower bound l ∈ {0.0, 0.1, . . . , 0.8, 0.9, 0.99}
with grid search and average 10 runs per configuration. l = 0.99 makes the loss
equivalent to CCE, cutting all similarities except the diagonal.

5 Results

Table 1 shows the resulting mean metrics for the validation and test sets given a
reduction factor r for both Age Estimation datasets. The best performing reduc-
tion factors on the validation and test set are always higher than 0.0, meaning
that SimLoss outperforms CCE. Choosing the reduction factor then depends on
the metric to optimize for. For UTKFace, a reduction factor of 0.3 leads to the
best validation Accuracy, while 0.8 or 0.9 optimize MAE and MSE, respectively.
For AFAD, r = 0.5 yields the best validation result on Accuracy, while r = 0.7
results in the best MAE and MSE. Overall, choosing a smaller reduction factor
r ≈ 0.4 optimizes the Accuracy, while larger r ≈ 0.8 optimizes MAE and MSE.
This is because large r lead to higher matrix values and thus smaller punish-
ments for estimating a class near the correct age. A model optimized for that is
favored by metrics that accept approximate matches, such as MAE or MSE.
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Table 1. Validation and test results averaged over 10 runs on UTKFace and AFAD.
Accuracy (Acc) is given in percent. Best validation values are written in bold. Statis-
tically significantly different test values are marked by + or −, if they are on average
better or worse than CCE (i.e. r = 0.0).

r UTKFace AFAD

Validation Test Validation Test

Acc MAE MSE Acc MAE MSE Acc MAE MSE Acc MAE MSE

0.0 15.23 7.09 122.12 14.47 7.39 131.65 11.17 4.05 32.61 11.22 4.10 33.64

0.1 15.43 7.06 119.87 14.48 7.29 127.18 11.21 4.06 32.75 11.30 4.10 33.73

0.2 15.94 7.06 121.28 14.57 7.27 127.13 11.40 4.09 33.52 11.37 4.15− 34.60−

0.3 16.25 6.95 117.67 15.17+ 7.19+ 125.70 11.34 4.10 33.53 11.38+ 4.16− 34.53−

0.4 16.13 6.95 117.52 15.46+ 7.18+ 125.74 11.33 4.10 33.44 11.45+ 4.16− 34.56−

0.5 16.10 6.89 115.59 15.09 7.18+ 123.94 11.44 4.06 33.02 11.49+ 4.13 34.21

0.6 15.62 6.83 112.85 14.34 7.09+ 120.34+ 11.26 4.01 31.99 11.31 4.05+ 32.84+

0.7 14.39 6.79 110.12 13.07 7.08+ 121.19+ 11.22 3.95 31.17 11.11 4.02+ 32.36+

0.8 13.50 6.74 108.80 12.57− 7.01+ 117.99+ 8.58 4.58 38.69 8.55− 4.64 39.78

0.9 9.69 6.90 106.23 9.16− 7.18+ 117.62+ 6.55 5.09 44.87 6.47− 5.15− 45.82−

A Wilcoxon-Signed-Rank-Test with a confidence interval of 5 % shows that
optimizing the reduction factor always leads to significant improvements over
CCE. Sometimes, however, choosing the reduction factor based on a specific
metric also results in a trade-off between the chosen and other metrics.

For the Image Classification task, Table 2 shows the results for the validation
and test set of the CIFAR-100 dataset given a lower bound l. On average, the
best performing model always has a lower bound of less than 0.99, again showing
that SimLoss outperforms CCE. Also, a statistical test reveals that l = 0.9 gives
significantly better results on the test set in terms of Accuracy and Superclass
Accuracy. Smaller lower bounds tend to reduce the Accuracy as the loss function
hardly punishes any misclassification. For l ≈ 1, the loss is equivalent to CCE,
forcing the network to predict the correct class, thus increasing Accuracy. In
between, the network is guided to predict the correct class but is also not pun-
ished severely for misclassifications of similar classes. This improves Superclass
Accuracy, which pays attention to more similar classes.

a) All examples. CCE fits the real data
distribution the best.

b) All examples of class “30”. The grey line
indicates the target age.

Fig. 2. Mean probability distribution output for different r. High reduction factors lead
the network to choose only few representative classes.
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Table 2. Validation and test results over 10 runs with early stopping on the modified
CIFAR-100 dataset. Best validation values are written in bold. Statistically significantly
different test values are marked by + or −, if they are on average better or worse than
CCE (i.e. l = 0.99).

l Validation Test

Accuracy SA FSA Accuracy SA FSA

0.99 46.89 % 55.78 % 16.73 % 39.51% 49.22 % 16.05 %

0.90 47.42% 56.32 % 16.95 % 40.15%+ 49.93 %+ 16.36 %

0.80 46.37 % 55.38 % 16.80 % 39.49% 49.32 % 16.22 %

0.70 46.95 % 55.92 % 16.90 % 39.86% 49.63 % 16.25 %

0.60 47.28 % 56.44% 17.39 % 40.00% 50.00 % 16.67 %+

0.50 46.36 % 56.18 % 18.28 % 39.26% 49.40 % 16.70 %+

0.40 38.03 % 50.58 % 20.28 % 32.18%− 44.58 %− 18.30 %+

0.30 28.65 % 43.76 % 21.18% 24.43%− 38.90 %− 19.13 %+

0.20 21.66 % 37.97 % 20.80 % 18.54%− 33.68 %− 18.58 %+

0.10 16.40 % 31.68 % 18.31 % 14.25%− 28.70 %− 16.85 %

0.00 2.80 % 8.37 % 5.77 % 2.53 %− 8.06 %− 5.71 %−

Analysis. To understand the effect of SimLoss, we focus on Age Estimation
whose one dimensional classes are easy to visualize. We compare the best models
for UTKFace trained using SimLoss and CCE, i.e. r ∈ {0.0, 0.3, 0.8, 0.9}. For
each r, we plot the mean output distribution for all examples in the dataset
as well as the real age distribution, which is shown in Fig. 2a. CCE (r = 0.0)
resembles the real age distribution the best, while higher reduction factors tend
to aggregate groups of multiple age classes. With a higher reduction factor,
the number of spikes decreases and the distances between them increase: The
model chooses representative classes to which it mainly distributes the output
probability mass. This becomes apparent in Fig. 2b, where we plot the mean
output distribution for all examples of age 30. The network with r = 0.9 focuses
its probability output to the two nearest representative classes, in this case “26”
and “35”. The Accuracy of the network decreases, as the output probability
mass is not on the correct class, but the distance of the prediction to the correct
class is smaller than for CCE. Representative classes are apparently chosen such
that frequent items receive more probability mass from the model. A higher
reduction factor therefore leads to a coarser class selection. This can be explained
by the optimization objective of the loss function. The loss should be smaller
for misclassifications of similar classes than for dissimilar classes. Representing
multiple similar classes as one class and predicting it more often for similar
classes does not lead to the smallest possible loss value. However, the loss gets
smaller compared to predicting dissimilar classes, as the punishment should be
smaller for classifying a similar class. In the case of Age Estimation, predicting
an age that lies close to the correct age will decrease the Accuracy, but perform
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better than CCE on MAE and MSE. In Image Classification, selecting one or
multiple representative classes leads to smaller Accuracy but to higher Superclass
Accuracy and Failed Superclass Accuracy than CCE. Higher similarities in the
matrix thus guide the network to make coarser predictions, improving metrics
that accept predictions of similar classes. The results from Sect. 4 also show that
keeping the loss near CCE by choosing the similarity matrix conservatively can
improve on specific prediction metrics such as Accuracy as well.

6 Conclusion

In this work, we have presented SimLoss, a modified Categorical Cross Entropy
loss function that incorporates background knowledge about class relations in
form of class similarities. We have introduced two techniques to prepare similar-
ity matrices to exploit class order and general class similarity that can be used
to significantly improve the performance of neural network classifiers on differ-
ent metrics. Also, SimLoss helped with predicting more similar classes if the
model misclassified an example. In our analysis, we found that SimLoss forced
the model to focus on choosing representative classes. The number of repre-
sentative classes can be implicitly tuned by a hyper-parameter. While finding
the best hyper-parameter and similarity metric can be computationally expen-
sive and non-trivial, SimLoss can incorporate arbitrary similarity metrics into a
classifier.
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Abstract. We propose a new schema for training and use of deep con-
volutional neural networks for classification of renal tumors as benign
or malign from CT scanning images. A CT scanning of a part of the
human body produces a stack of 2D images, each representing a slice
at a certain depth, and thus comprising a 3D mapping. An additional
temporal dimension may be added by injection of contrast fluid with CT
scannings performed at certain time intervals. We reduce dimensionality
– and thus computational complexity – by ignoring depth and temporal
information, while maintaining an ultimate accuracy. Classification of a
given scan is done by majority voting over the classifications of all its 2D
images. Images are divided into training and validation sets on a patient
basis in order to reduce overtraining. Current experiments with scans for
369 patients, yielding almost 20,000 2D images, demonstrate an accuracy
of 93.3% for single images and 100% for patients.

1 Introduction

A renal tumor may be benign or malign, and in the latter case, immediate
surgery is likely needed. Biopsy procedures are currently the only way for pre-
cise classification of renal tumors, but non-invasive methods are preferable. The
decision of whether or not to operate a given patient is typically done by man-
ual inspection of CT scanning images, perhaps complemented by other medical
tests. However, this practice has a high error rate, and especially false positives
are problematic as they result in unnecessary surgery, leading to lost life qual-
ity for the patients and waste of resources in the health sector. Recent studies
indicate rates of 11–17% of surgery for patients with renal tumors, turning out
to be benign [7,10,12]. A precise automatic classification from CT scan images
may, thus, become an important decision support tool.

In the recent years, deep learning methods for convolutional neural networks
(CNN) have lead to numerous reports of impressive results in medical image

c© Springer Nature Switzerland AG 2020
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analysis; CNN and deep learning are able to identify subtle but indicative fea-
tures that are difficult to recognize for a human eye as, e.g., indicated above.

A CT scanning produces a 3D mapping of the tumor, consisting of a stack of
2D images, each focused at a specific depth. An additional temporal dimension
may be added by injection of contrast fluid with scannings performed at certain
time intervals, leading to so-called multiphase images. We present an experiment
of training and testing a CNN on a substantial number of CT images collected
from 369 Danish patients, yielding more than 20,000 2D images. Compared with
other approaches, we reduce dimensionality – and thus computation time – by
ignoring depth and temporal information while maintaining a very high accuracy.

For classification of single images, our accuracy amounts 93.3%, and by a
majority voting over all 2D images for a given patient, we obtain 100% accu-
racy. The selection procedure for separation the total set of images is important
for these results. We can show that the separation of images into training and
validation sets should be done on the level of patients, rather that randomly over
all 2D images as a whole, which results in a significant overtraining.

Section 2 gives an account on related work, focusing specifically on CNN in
relation to CT scanning. In Sect. 3, we explain more about the datasets pro-
duced by CT scannings, as well as the dataset available for our experiments.
Our specific CNN model is explained in Sect. 4 and test results presented in
Sect. 5. Section 6 gives a summary and our directions for future work.

2 Related Work

Convolution Neural Networks (CNNs), introduced by LeCun et al in 1989 [8] (for
a recent overview, see [4, chap. 9]), have developed into a standard for medical
image analysis. The migration into standard equipment for medical usage is still
in its infancy, but a lot of research effort is invested into the field all over the
world. Even when restricted to CT scan images, the DBLP bibliography reports
more that 300 scientific papers since 2015 on the topic.1 CNNs are supported by
several software platforms, including the TensorFlow [1] program library and its
high level API Keras [3] that we have used for our experiments.

There are some recent works on classification of renal tumors. Pan et al [9]
apply a complex network structure based on CNN, involving explicit phases
of segmentation (“where is the tumor?”) and classification, where we rely on
CNN’s ability automatically to identify the image features that are important
for classification. They test out different CNN structures for scans of a total
of 131 patients for training and test, each given by 300 2D images; accuracy
up to 100% is reported for the best setup. The referenced paper emphasizes the
importance of using multi-phasic CT images, but it is not clear whether or how
this information is employed in their model and in training and test.

Han et al [5] analyze multiphase CT images with three phases, using manual
segmentation and manual selection of one “best” 2D image from each phase;
1 DBLP, The Computer Science Bibliography, https://dblp.uni-trier.de; searches for
“convolution tomography” and “convolution CT”; March 2020.

https://dblp.uni-trier.de
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each triplet of matching phase images is then combined into one in an ad-hoc
manner. A total of 169 patients were used for training and test, and an accuracy
of 85% is reported from the experiment.

In comparison, our model is trained and tested on a larger set of 369 patients,
but compared with [9], a smaller number of 2D images (20–100, vs. their fixed
300) for each patient. Moreover, our approach has removed all time and phasic
information related to the CT images, reducing the complexity of our network
structure, shown in Fig. 1, and thus also training and classification time and
hardware cost. The fact that we can do with perhaps as few as 20 images for
classification may further speed up computation times. Unfortunately, none of
the mentioned experiments (incl. our own) have reported figures for computation
times, so we cannot make a precise comparison.

The mentioned approaches, including our own, involve known CNN struc-
tures adapted with new classification layers for the purpose. Pre-trained weight
may be used unchanged (and only the classification layers are trained with CT
scan images), as initial with weights for a retraining, or the network may be
trained from scratch. We have used ResNet50V2 [6] as it performed best among
those we tried out.

3 Data Set

Our datasets consist of CT scans for 369 patients (20% benign, 80% malign)
in total performed at different Danish hospitals collected from 2015 until begin-
ning of 2020; the possible influence of regional differences and changes in equip-
ment and clinical procedures over the years are not considered in the present
study.

True labelings as benign/malign were determined by subsequent surgery or
other medical tests. No records are maintained of whether a scan involves differ-
ent phases (nor how many). The number of 2D images per patient ranges from 20
to 100, yielding more that 20,000 2D-images. Original images with three colour
channels of 512×512 pixel images are downscaled to 224×224 (for easy fit with
the ResNet network structure).

We split data into 70% for training, 10% for validation (to check convergence
during training) and 20% for independent test (of the trained model). To form
a balanced training set (50% benign, 50% malign) we applied oversampling2 to
the original 20% benign ones.

Considering the set of 2D images from a single CT scan, and thus related to
one patient, we note that 2D images at adjacent or close depths may be nearly
identical, and the downscaling emphasizes this phenomenon. This increases the
risk of over-training that might not be detected by a standard comparison of
accuracy (or, alternatively, loss) of a trained model on its training data vs. the
disjoint sets of validation and test data: if the splitting is done completely at
random over all 2D images, each validation/test image will likely have several
2 See [2] for an overview; overtraining is a potential disadvantage of oversampling, but
shown by our tests, this is not the case in our experiments.
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almost identical companions in the training set. To eliminate this phenomenon,
we perform the random splitting at the patient level, rather that on individual
images. Thus each such group of “similar” images belongs entirely to either the
training set or to the test set. After that, each set is viewed as a collection of
arbitrary images, each carrying a true classification as benign/malign but no
information about which patient or possible phase. These decisions obviously
throw away some information, dimensionality is reduced and so is the time com-
plexity, and our test results, shown in Sect. 5, below, shows that we still obtain
very good results.

4 Experiment and Model Structure

We use a modified version of the ResNet50V2 [6] CNN implemented with the
TensorFlow and Keras software running on standard, affordable hardware (AMD
Ryzen 2700x CPU with 16GB RAM, GeForce TTX 980ti 4GB and 1050ti 2GB
GPUs).

Figure 1 shows the original ResNet50V2 structure together with our ver-
sion. While ResNet50V2 classifies images into 1000 different categories accord-
ing to the object depicted, we are interested in a binary classification into
benign/malign, and thus the final, fully connected network layers can be much
simpler; the convolutional layers are reused. We use transfer learning from
ResNet50V2, applying its trained weights as initial one (rather than random
weights), and the new fully connected layers for classification need to be trained
from scratch.

Fig. 1. ResNet50V2 and our simplied version. The convolutional layers are identical to
ResNet50V2 [6]; the fully connected layers (FC) are reduced from 4000 nodes to 256
nodes and the final output layer from 1000 nodes to 1 node.
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5 Results

Our adaptation of ResNet50V2 has been trained on the data explained above,
with no overlap between images from single patients across the training, valida-
tion and test set. Here we report the results for (1a) the randomly per patient
chosen 20%, and (1b) a small set of 12 patients collected in 2019 independently
from the other data. To check the hypothesis that splitting per patient rather
than randomly over all 2D images, we retrained the model with this selection
methods and tested with (2a) 20% images selected in a similar manner, and
(2b) the same 12 patients as in (1b). In addition, we performed in both cases,
what we refer to as complete test, where the training and validation data are
combined (1c); comparing these with (1a) and (2a) may also give indication of
possible over-training.

Tests (1a) and (1b) (and (1c) as well) showed a 100% accuracy when each
patient were classified as benign/malign by a majority voting of individual
image classifications. In the following, we concentrate on the finer detail of the
image classification, showing ROC curves and AUC values for the different tests.
Figure 2 shows the results for (1a) and (1c), and Fig. 3 for (1b). Test (1a) indi-
cates an impressive AUC of 0.973, and (1b) an AUC of 0.992, indicating a small
and insignificant overtraining. Test (1b) indicates, as one would expect, a slightly
lower, but still satisfactory, results on single images, but not enough to degrade
the majority voting’s 100% accuracy. However, this 12 patient set is too small
for drawing any firm conclusions, and it motivates our planned future studies of
influences of regional and historical variations.
To check our hypothesis presented in Sect. 3 that overtraining is reduced by our
splitting principle, of separating the 2D image sets into training and validation
parts randomly on a patient basis rather that on all images, we re-did training
and tests using the latter principle for data set splitting, i.e., with a random

Evaluation for the test set (1a). Evaluation for the complete dataset (1c).

Fig. 2. ROC curve and AUC value for the (1a) test set and the complete dataset (1c).
The accuracy amounts to 93.3% for (1a) and 97.7% for (1c).
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Fig. 3. ROC curve and AUC value for the (1b) test with an accuracy of 90.4%.

70/30 splitting at image level. ROC curves and AUC values for (2a–c) are shown
in Fig. 4. As we expected, the performance on a test set – in which each image
statistically will have a number of similar companions in the training set – is “too
good”, and for unseen 12 patient data set, the performance degrades heavily. It
appeared that the patient classification based on majority voting (not shown in
the graphs) now classified 2 out of 12 patients incorrectly.

Evaluation for the test set (2a). Evaluation for the 12 patient dataset (2c).

Fig. 4. Test (2a–2b) for the traditional splitting method that we do not recommend
for these specific data. There is a severe disparity in indicated performance versus tests
(1a–b).

6 Conclusion and Future Work

We have shown our first experiment of training and using a Convolutional Neural
Network based on ResNet50V2 for automatic classification of renal tumors from
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multi-phasic CT scan images. We used a substantially larger dataset than those
related works we have compared with, cf. Sect. 2, and we tested on independent
tests sets not included in the training and validation sets. In contrast to the com-
pared works, we discard information about phases as well as depth information
of each 2D image; as it appears in our tests, this does not affect the accuracy, so
no essential information is lost. On the other hand, it reduces complexity of the
neural network and thus time complexity for training and classification. We used
oversampling to obtain balanced training sets as there were about four times as
many malign patients as benign ones.

We presented a hypothesis that the overtraining can be reduced by separating
the 2D image sets into training and validation parts randomly on a patient basis
rather that on all images; this was clearly verified by our test results.
Classification using the trained model yielded an accuracy per image ranging
from 90.4% to 97.7% in the different tests, leading to a consistent 100% classi-
fication accuracy per patient using majority voting. All in all, we consider the
method we have developed as a worthy candidate to be matured into an effec-
tive and efficient decision support tool for medical experts, giving an instant and
reliable proposal for a diagnosis.

Our plans for future work include collecting a much larger dataset based on
all available CT scan images from Danish hospitals for a critical assessment of
the observed 100% classification, and we need also study the details of possible
influences regional difference and historical developments in CT scanning equip-
ments. We plan a detailed assessment and interpretation of the feature maps
extracted from the image data through network training, aiming at a visual-
ization, e.g., along the lines of Selvaraju et al [11]. From a clinical standpoint,
interpretation an visualization of the feature maps may provide some clarity to
areas of interest on CT imaging that are not currently understood when diagnos-
ing renal cancer, and it may diminish the magic blackbox flavour of CNN-based
classification and promote its acceptance as a practical decision support tool.
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Abstract. Distributed Ledger technologies are becoming a standard
for the management of online transactions, mainly due to their capa-
bility to ensure data privacy, trustworthiness and security. Still, they
are not immune to security issues, as witnessed by recent successful
cyber-attacks. Under a statistical perspective, attacks can be charac-
terized as anomalous observations concerning the underlying activity. In
this work, we propose an Ensemble Deep Learning approach to detect
deviant behaviors on Blockchain where the base learner, an encoder-
decoder model, is strengthened by iteratively learning and aggregating
multiple instances, to compute an outlier score for each observation. Our
experiments on historical logs of the Ethereum Classic network and syn-
thetic data prove the capability of our model to effectively detect cyber-
attacks.

Keywords: Blockchain · Anomaly detection · Sequence to sequence
models · Encoder-decoder models · Ensemble learning

1 Introduction

There is a growing interest in adopting Distributed Ledger Technology (DLT) due
to its capability to ensure privacy, trustworthiness and security in online trans-
actions and payments. In particular, the Blockchain represents the most known
and widespread DLT [5] and allows to save data under the form of permanent
and verifiable transactions between two parties.

However, as discussed in [11], Blockchain is not immune to security issues,
therefore the early detection of in-progress attacks represents a challenging and
important problem. In particular, all processes within the blockchain are logged
and, since the ledger is open, it is natural to ask whether these logs can be
exploited to the early detection challenge. In this paper we focus on the informa-
tion collected by the activities of Ethereum Classic1 (ETC), a public blockchain.
ETC blockchain has experienced two significant attacks: [1] reports an attack on

1 http://ethereumclassic.org/.
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18 June 2016 (referred as DAO from now on) and in January 2019 researchers
confirmed a successful 51% attack2. Our purpose is then to identify the core
features from ETC logs that allow to early detect attacks.

The current literature focused on the machine learning techniques as a pow-
erful tool to identify cyber-attacks and detect anomalous behaviors real-time or
for post-incident analysis. Notably, both supervised and unsupervised machine
learning algorithms have been successfully employed to support intrusion detec-
tion and prevention systems, as well as to detect system misuses and security
breaches. However, these techniques were seldom applied to blockchain, with
few exceptions where preliminary machine learning based approaches have been
proposed to improve the security on blockchain [4]. A visual analytical approach
of attack discovery is proposed in [2], where a set of statistics, collected from
the Ethereum blockchain, is used as input to an unsupervised anomaly detec-
tion system: the work shows an anomalous peak close to the corresponding DAO
attack date. This approach has been extended in [10], where authors propose an
encoder-decoder deep learning model to detect ETC attacks. Notably, several
anomaly detection techniques has been proposed in literature for different types
of scenarios [3,9], but we mainly focused on the current approaches adopted to
early detect anomalies on blockchain.

Specifically, in this paper we investigate the adoption of autoencoder ensem-
bles to the analysis of ETC activities. Ensembles can strengthen the capabilities
of the basic autoencoders which tend to overfit, especially in noisy contexts (like
the ETC logs). Our strategy, based on sequence-to-sequence ensemble, consisting
in by progressively training a weak learner with a Snapshot Procedure [8], i.e.,
a cyclic alteration of the learning rate. As shown in [8], this approach allows to
guarantee a better exploration of the search space by a combination of multiple
local minima, without affecting the training performance.

Our main contributions can be summarized as follow: (i) an unsupervised
neural network architecture is devised for the early detection of anomalies. Basi-
cally, multiple sequence-to-sequence models are discovered by exploiting a Snap-
shot procedure and combined according to a suitable strategy, (ii) an ETC real
dataset is used to assess the outlier detection capability of the proposed model.
In addition, a robustness analysis is performed on synthesized data.

The paper is organized as follows: Sect. 2 is devoted to describe the ensemble
architecture and the snapshot procedure; in Sect. 3, first, we illustrate the exper-
imentation performed on a real (from ETC blockchain) and a synthetic dataset.
Finally, in Sect. 4, we discuss relevant open issues and future works.

2 Methodology

In this section we describe the machine learning approach proposed to detect
attacks in progress on blockchain-based systems and, more in general, in cyber-
security scenarios. Due to the lack of labeled data, an unsupervised method is

2 See http://tiny.cc/fri3iz.

http://tiny.cc/fri3iz
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adopted to identify outliers: the underlying assumption is that successful attacks
represents extremely rare events and, typically, do not share common patterns.

As a consequence, frequently supervised techniques fail to detect new
incoming/in-progress attacks, resulting in poor performances.

Our proposal adapts the snapshot ensemble method defined in [8] to a sequen-
tial unsupervised scenario exploiting an encoder-decoder model as a base model.
In detail, it aims at replicating an input sequence by producing a reconstructed
copy from the compressed representation of the input, therefore the reproduction
error can be used as anomaly indicator. Although the idea to use the reconstruc-
tion error as anomaly score to identify deviant behaviors is not new itself3, it
has been not fully explored to monitor malicious behaviors on blockchain and
new research lines can be analyzed. In [10], the authors proposed a preliminary
approach able to recognize attacks on blockchain. However this method could
be affected by the concept drift problem, while our approach, by considering
different models, is able to handle smooth changes.

In our framework we instantiate several base models, which outlierness score
is finally averaged. These models are generated according to a simple algorithm,
which takes advantage of the iterative gradient-descent optimization procedure
of the neural network learning phase. The latter assumes that, at each step, the
weights of the underlying network are updated in the direction opposite to the
gradient, in order to progressively approach a local minimum. The learning rate
determines the speed of convergence and it is progressively adapted to guarantee
convergence. The local optimum obtained by the Stochastic Gradient Descent
procedure and its variants depends both on the initialization and the choice of
the learning rate. As noticed in [8], a cyclic reset of the latter has the same effect
of re-initializing the network and restarting the optimization from another spot
in the search space, allowing to identify different variants of the model.

Formally, we modeled data as temporally-sorted multi-dimensional events
(i.e. each event is composed of several features). Let X = {x1, . . . ,xN} be the
sequence of events observed in a window with length N , and xt the feature
vector of the t-th occurrence in the sequence X. An anomaly xt over X is an
abnormal event significantly different from close events. The encoder-decoder is
composed by two sub-networks. The encoder Θ compresses the input x into a
latent space Θ(x) = z ∈ R

K , generating an embedding of the original input into
a latent vector of size K. By converse, the decoder Φ, given a K-dimensional
vector z, aims at generating an output Φ(z) = y as close as possible to the
original input. Θ and Φ are modeled as Recurrent Neural Networks (RNNs) [6],
which represent a natural choice to handle sequential data: by iterating over the
sequence a recurrent network is able to store (partial) memory of each event. In
our implementation we use Long Short-Term Memories (LSTM) [7]. Thus, given
an input sequence I = {x1, . . . ,xn}, a single encoder-decoder learner computes

3 https://bit.ly/32QRz00.

https://bit.ly/32QRz00
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an output sequence O = {y1, . . . ,yn} as follows:

h
(e)
t = RNNθ(xt,h

(e)
t−1)

z = mlpϑ(h(e)
t )

h
(d)
t = RNNφ(z,h

(d)
t−1)

yt = mlpϕ(h(d)
t )

(1)

where RNNθ and mlpϑ represent the encoder, with internal state h
(e)
t given the

t-th event; symmetrically, RNNφ and mlpϕ represent the decoder, with inner state

h
(d)
t . Further, mlpϑ and mlpϕ represent multilayer networks parameterized by θ

and φ, respectively. Since the main purpose of the autoencoder is to reconstruct
the input from a compact representation, the model can be trained by considering
a reconstruction loss:

�(I,O) =
1
n

n∑

t=1

‖xt − yt‖2 (2)

Input subsequences are obtained from X through a sliding window mech-
anism. Each timestep within X is associated with a subsequence Wt =
{xt−m+1, . . . , . . . ,xt}, where m is the window size. As shown in [10], the autoen-
coder can be trained on a set {Wm, . . . , WN} of subsequences that can be
obtained from X, by learning to reconstruct them in a way that minimizes
the specified loss. The distance between the input and the output is used to
measure the outlierness of the analyzed sequence. The final score is computed
as the average of the outlierness scores of all the involved windows.
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Fig. 1. Snapshot ensemble encoder-decoder model.
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The Snapshot Ensemble Encoder-Decoder (SEED) is trained as follows. An
autoencoder is randomly initialized and devised as M1. Then, the procedure
iteratively learns model Mi by re-training Mi−1 with the initial learning rate η
for a fixed number of epochs. At each epoch η is progressively lowered. Mi is
then collected in the ensemble and the learning rate is reinitialized. The final
architecture is shown in Fig. 1, where the different encoder-decoder weak learners
{M1,M2, . . . , Mn} are shown. In the prediction stage, each sequence is passed
as input to all instances and the reconstructed sequences are obtained. The
final outlierness score is the median of the n reconstruction errors {O1, . . . , On}
produced by the instances.

3 Experimental Evaluation

In this section, first, we specify the values of the main parameters characterizing
the DNN architecture, then the experimentation on the real and the synthetic
data are shown. In detail, two LSTM layers (each one composed of 32 cells) are
employed for encoding and decoding the input data and a Hyperbolic Tangent
is adopted as activation function in each cell of these layers. The reconstruction
error is measured in terms of Mean Squared Error (MSE) which is the loss
function minimized by the optimizer (in our case we used the Adaptive Moment
Estimation (Adam) algorithm). Finally, we set 200 epochs to learn the base
models composing the ensemble.

3.1 Analysis of the Ethereum Classic Network

In this section, we apply SEED to the ETC network to identify attacks. As dis-
cussed in Sect. 1, ETC has experienced two known attacks: DAO (18 June 2016)
and 51% attack. Documentation concerning the latter, is scarce but the reports
state that it occurred in a period within the interval 5–8 January 2019. Our goal
is thus to adopt SEED to highlight possible anomalies in the given time intervals.
Our experiments4 have been performed on a four year sample of ETC blockchain
by using preprocessing steps and data split (Fig. 2) like in [10]. At the end of the
preprocessing phase, we obtained the following subset of relevant features, com-
puted on a daily basis: (i) block size average, the average size (in bytes) of a
block; (ii) provided gas average, referring to the average provided gas needed
to perform the transaction; (iii) block difficulty average, the average effort
necessary to validate a block; (iv) transaction average per block, the average
number of transactions contained in a block; (v) gas used sum, the total amount
of employed gas; (vi) transactions number, the total number of transactions
in all blocks.

4 https://github.com/francescoscicchitano/Anomaly Detection On Blockchain.

https://github.com/francescoscicchitano/Anomaly_Detection_On_Blockchain
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Fig. 2. Data split according to the attacks, as indicated in [10].

We consider two different training sets, namely D1 (relating to the period
prior DAO) and D2 (covering the period post DAO and prior the 51% attack). T1

and T2 (the periods within a range of about two months from the attacks, exact
dates are listed in Fig. 2) are used as test sets, for evaluating the outlierness
scores. We performed three different tests by training two instances of SEED
model. The first two use D1 as training set and scored all the events within T1

and T2, respectively. In the third experiment SEED is trained on D1 ∪ D2 and
scores events in T2. We used 10 weak learners, obtaining scores in the Fig. 3.

(a) Prediction on T1, red line represents
the confirmed DAO attack.

(b) Prediction on T2, red lines represent
the interval of the reported 2019 attack.

(c) Prediction on T2, SEED was trained
on D1 ∪ D2, red lines represent the in-
terval of the reported 2019 attack.

Fig. 3. Outlierness score on ETC. (Color figure online)

Figures 3a and 3b plot the outlierness scores computed by our model on both
T1 and T2. We can see that the DAO is perfectly detected, as shown in Fig. 3a.
In fact, outlierness score exhibits a peak on day 316, corresponding to DAO. The
result is consistent with the findings of [2] but in our case the model is capable
of perfectly detect the exact day of the attack.
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In Figs. 3b and 3c we can see that the peak is translated of a few days respect
to vertical red lines (the presumed starting and ending days of the 2019 attack):
in fact, outlierness score changes its pattern as the attack period approaches;
later, many companies frozen all activities on ETC network and blockchain didn’t
register a core amount of transactions, which were, instead, restarted in the
forthcoming days5,6,7, triggering the registered peak in day 55. The 51% attack
highlighted by SEED was also confirmed in [10].

However, the selected features seem not fully sufficient to detect some types
of attacks occurring on blockchain but we figure out that integrating data from
other sources (as show in [2]) could improve the detection capability of SEED.

3.2 Experiments on Synthetic Data

In this section we perform a sensitivity analysis of SEED in a controlled scenario
where were both the dimensionality of the data and the number of outliers is
tuned. Data were generated according to the following procedure: (1) first a
sequence D (as a matrix 1440 × nFeat) is generated; then (2) n points are
randomly selected and a candidate feature is extracted for each point; finally

(a) n = 1%, nFeat = 8 (b) n = 1%, nFeat = 32 (c) n = 1%, nFeat = 128

(d) n = 3%, nFeat = 8 (e) n = 3%, nFeat = 32 (f) n = 3%, nFeat = 128

Fig. 4. Outlierness score on synthetic data. (Color figure online)

5 http://shorturl.at/giz14.
6 https://bit.ly/30Qs9P8.
7 http://cryptonomist.ch/2019/01/07/ethereum-classic-attacco-del-51/.

http://shorturl.at/giz14
https://bit.ly/30Qs9P8
http://cryptonomist.ch/2019/01/07/ethereum-classic-attacco-del-51/


Deep Autoencoder Ensembles for Anomaly Detection on Blockchain 455

(3) an uniform noise is injected in the candidate feature. In our experiments, n
ranges into {1%, 3%} of the entire dataset and nFeat ∈ {8, 32, 128}, while we
set the number of weak learners to 10, |D| = 1440 as in ETC and γ = 200. The
evaluation is performed by adopting an hold-out validation protocol (80%–20%).
The results are highlighted in Fig. 4. For each experiment we show two graphs:
respectively, the topmost one represents, for each time-sorted event in the test
set, the anomaly score assigned by the model; blue dots are regular events, while
red crossed dots are the detected anomalies; while, the bottom graph, shows the
overlap of all features, thus highlighting the peaks where we injected noise. These
results highlight the capability of SEED to detect outliers in different settings.

4 Concluding Remarks

In this paper we proposed an unsupervised ensemble deep architecture for
anomaly detection. The ensemble schema was obtained by exploiting the Snap-
shot Procedure, defined in [8] as a strategy to improve classifiers based on neural
networks. In particular, we defined a snapshot ensemble encoder-decoder model
to identify anomalies in sequential data, without providing to it any prior knowl-
edge about outliers. An extensive evaluation on real and synthetic data proves
the capability of the approach in detecting incoming attacks.

As future work, we plan to study new effective methods to select the weak
learners composing the ensemble, so to improve the overall performances of the
approach.

Acknowledgment. This work has been partially supported by MIUR - PON Research
and Innovation 2014–2020 under project Secure Open Nets.
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Abstract. Conflict detection is used in many scenarios ranging from
interactive decision making to the diagnosis of potentially faulty hard-
ware components or models. In these scenarios, the efficient identification
of conflicts is crucial. Junker’s QuickXPlain is a divide-and-conquer
based algorithm for the determination of preferred minimal conflicts.
Motivated by the increasing size and complexity of knowledge bases,
we propose a parallelization of the original algorithm that helps to sig-
nificantly improve runtime performance especially in complex knowledge
bases. In this paper, we introduce a parallelized version of QuickXPlain
that is based on the idea of predicting and executing parallel consistency
checks needed by QuickXPlain.

1 Introduction

Conflict detection is used in many applications of constraint-based represen-
tations (and beyond). Examples thereof are knowledge-based configuration [13]
where users define requirements and conflict detection is in charge of figuring out
minimal sets of potential changes to the given requirements in order to restore
consistency (if the configurator is not able to identify a solution), recommender
systems [3,10], and many other applications of model-based diagnosis [9]. Espe-
cially in interactive settings, there is often a need of identifying preferred con-
flicts [7,11], for example, users of a car configurator or a camera recommender
who have strict preferences regarding the upper price limit, are more interested
in relaxations related to technical features (e.g., related to the availability of a
skibag in a car or a wide-aperture lens in a pocket camera).

Conflict detection helps to find combinations of constraints in the knowledge
base that are responsible for an inconsistency. QuickXPlain is such a conflict
detection algorithm which is frequently used and works for constraint-based
representations, description logics, and SAT solvers [7]. The algorithm is based on
a divide-and-conquer approach where consistency analysis operations are based
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on the division of a constraint set C = {c1..cm} into two subsets Ca = {c1..ck}
and Cb = {ck+1..cm} assuming, for example, k = �m

2 �. If Cb is inconsistent,
the consideration set C can be reduced by half since Ca must not be analyzed
anymore (at least one conflict exists in Cb). Depending on the QuickXPlain
variant, either Ca or Cb is checked for consistency.

Conflict detection is typically applied in combination with conflict resolution
which helps to resolve all existing conflicts. In this context, the minimality (irre-
ducibility) of conflict sets is important since this allows to resolve each conflict
by simply deleting one of the elements in the conflict set. The elements to be
deleted to restore global consistency are denoted as hitting set and can, for exam-
ple, be determined on the basis of a hitting set directed acyclic graph [9]. Due
to the increasing size and complexity of knowledge bases, there is an increasing
need to further improve the performance of solution search and conflict detec-
tion/hitting set calculation [2,4,5,8]. Parallelizations of algorithms in these sce-
narios have been implemented in different contexts. Approaches to parallelization
have, for example, been proposed on the reasoning level [2] where the determina-
tion of a solution is based on the idea of identifying subproblems which can be
solved to some degree independently by the available cores. Due to today’s multi-
core CPU architectures, such parallelization techniques become increasingly pop-
ular in order to be able to better exploit the offered computing resources.

A similar motivation led to the development of parallelization techniques in
model-based diagnosis [9]. J. Marques-Silva et al. [6] propose a parallelization
approach for hitting set determination where Reiter’s approach to model-based
diagnosis is parallelized by a level-wise expansion of a breadth-first search tree
with the goal of computing minimal (cardinality) diagnoses. On each level, (min-
imal) conflict sets are determined in parallel, however, the determination of indi-
vidual conflict sets is still a sequential process (based on QuickXPlain [7]). In
diagnosis search, the efficient determination of minimal conflicts is a core require-
ment [6]. Especially in constraint-based reasoning scenarios, the identification of
minimal conflict sets is frequently based on QuickXPlain [7]. Compared to
iterative approaches of removing elements from inconsistent constraint sets [1],
QuickXPlain follows a divide-and-conquer strategy that helps to reduce the
number of needed consistency checks. Although the algorithm is often used in
interactive settings with challenging runtime requirements, up-to-now no paral-
lelized version has been proposed. In this paper, we propose an algorithm that
enables efficient parallelized minimal conflict detection and thus helps a.o. to sig-
nificantly improve the runtime performance of conflict detection in interactive
applications.

The contributions of this paper are the following. First, we show how to par-
allelize conflict detection with look-ahead strategies that scale with the number
of available computing cores. Second, we show how to integrate our approach
with the QuickXPlain algorithm that is often used in constraint-based appli-
cations. Third, we show the applicability and improvements of our approach on
the basis of performance evaluations. Finally, we point out in which way the
proposed approach can help to improve the performance of existing diagnosis
approaches. The remainder of the paper is organized as follows. In Sect. 2, we
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introduce the basic idea of Junker’s QuickXPlain using a working example.
Thereafter, in Sect. 3 we introduce a parallelized variant of the algorithm. In
Sect. 4, we analyze the proposed approach and report the results of a perfor-
mance evaluation which shows significant improvements compared to standard
QuickXPlain. The paper is concluded with Sect. 5.

2 Calculating Minimal Conflicts

In the remainder of this paper, we introduce our approach to parallelized con-
flict detection on the basis of constraint-based knowledge representations [14]. A
conflict set can be defined as a minimal set of constraints that is responsible for
an inconsistency, i.e., a situation in which no solution can be found for a given
constraint satisfaction problem (CSP) (see Definitions 1–2).

Definition 1. A Constraint Satisfaction Problem (CSP) is a triple (V,D,C)
with a set of variables V = {v1..vn}, a set of domain definitions D =
{dom(v1)..dom(vn)}, and a set of constraints C = {c1..cm}.
Definition 2. Assuming the inconsistency of C, a conflict set can be defined as
a subset CS ⊆ C : CS is inconsistent. CS minimal if ¬∃CS′ : CS′ ⊂ CS.

Examples of a CSP and a conflict set are the following (see Examples 1–2).

Example 1. An example of a CSP for car configuration is the following: V =
{cartype, fuel, pdc, color, skibag}, D = {dom(cartype) = [s, c], dom(fuel) =
[p, d], dom(pdc) = [y, n], dom(color) = [b, r, g], dom(skibag) = [y, n]}, and
C = {c1 : fuel = d, c2 : skibag = y, c3 : color = b, c4 : cartype = c, c5 :
pdc = y, c6 : skibag = y → cartype = s, c7 : cartype = c → color = b}.

Note that PCD refers to the Park Distance Control implemented in recent
vehicles It is convenient to distinguish between a consistent background knowl-
edge B of constraints that cannot be relaxed (in our case, B = {c6, c7})
and a consideration set C of relaxable constraints (in our case, requirements
C = {c1..c5}).

Example 2. In Example 1, there is one minimal conflict which is CS = {c2, c4},
since {c2, c4} ⊆ C and inconsistent (CS). Furthermore, CS is minimal since there
does not exist a CS′ s.t. CS′ ⊂ CS. The execution trace of QuickXPlain for
this working example is depicted in Fig. 1.

QuickXPlain [7] (a variant is shown in Algorithms 1 and 2) supports the
determination of minimal (irreducible) conflicts in a given set of constraints (C).
QuickXPlain is activated if the background knowledge B (often assumed to be
empty or a consistent set of constraints) is inconsistent with the set of constraints
C (we assume this consistency check to be performed by a direct solver call). The
core algorithm is implemented in the function QX (Algorithm2) that determines
a minimal conflict which is a minimal subset of the constraints in C with the
conflict set property.
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Fig. 1. QX execution trace for C = {c1..c5} and B = {c6, c7} assuming a minimal con-
flict set CS = {c2, c4}. Underlined Bs denote QX consistency checks. For example, in
the incarnation [2] of the QX function, the consistency check activated is {c3..c5, c6, c7}.

The function QX (Algorithm2) focuses on isolating those constraints that
are part of a minimal conflict. If C includes only one element (C = {cα}),
this element can be considered as element of the conflict - this is due to the
invariant property inconsistent(C ∪ B). If the B is consistent and C has more
than one element, C is divided into two separate sets, where (in our QX variant)
the second part (Cb) is added to B in order to analyse further elements of the
conflict. The function QX activates a consistency check (InConsistent) to
figure out whether the considered background knowledge is inconsistent, i.e., no
solution exists. Bδ indicates constraints added to B.

Algorithm 1. QuickXPlain(C,B) : CS

1: if Consistent(B ∪ C) then
2: return(’no conflict’)
3: else if C = ∅ then
4: return(∅)
5: else
6: return(QX(C, B, ∅))
7: end if

Algorithm 2. QX(C = {c1..cm}, B,Bδ) : CS

1: if Bδ �= ∅ and InConsistent(B) then
2: return(∅)
3: end if
4: if C = {cα} then
5: return({cα})
6: end if
7: k = �m

2
�

8: Ca ← c1...ck;Cb ← ck+1...cm;
9: Δ2 ← QX(Ca, B ∪ Cb, Cb); Δ1 ← QX(Cb, B ∪ Δ2, Δ2);

10: return(Δ1 ∪ Δ2)
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In many of the mentioned application scenarios, there exists an exponential
number of conflicts and ways to resolve a conflict [7]. Especially in interactive
scenarios, it is extremely important to identify preferred conflicts, i.e., conflicts
with a high probability of being the basis of a relaxation acceptable for the
user. For example, if a user is strongly interested in low-priced digital cameras,
a conflict set that includes a price limit might be of low relevance for the user
(since the user is not willing to change the price limit). QuickXPlain [7] sup-
ports the determination of preferred conflicts. Although our discussions focus
on constraint-based representations, the approach can be applied to any kind of
satisfiability problem such as propositional satisfiability (SAT) and description
logics (DL). We assume monotonic satisfiability (see Proposition 1).

Proposition 1. If a solution for a CSP satisfies all constraints ci ∈ C then it
also satisfies every proper subset C ′ ⊂ C.

QuickXPlain determines one minimal preferred conflict at a time which
includes constraints one might be willing to relax. In the line with [7], an expla-
nation X is preferred over an explanation Y under the following condition (see
Definition 3).

Definition 3. We define a total order < on the constraints in C = {c1..cm}
which is represented as [c1 < c2 < .. < cm]. If ci < cj, i.e., the importance of
ci is higher than cj, then i < j. If X and Y are two lexicographical constraint
orderings of c1..cn, Y is preferred over X (Y >lex X) iff ∃k : ck ∈ X − Y and
X ∩ {ck−1..c1} = Y ∩ {ck−1..c1}.
Example 3. Given the constraint ordering [c3 < c4 < c5 < c6] and two binary
conflict sets X = {c3, c4} and Y = {c4, c5}, Y is preferred over X since c3 ∈
X − Y with X ∩ {c2, c1} = Y ∩ {c2, c1}.

3 Parallelizing QuickXPlain

Our approach to parallelize the consistency checks in QX substitutes the direct
solver call Inconsistent(B) in QX with the activation of a lookahead function
(QXGen) in which consistency checks are not only triggered to directly provide
feedback to QX requests, but also to be able to provide fast answers for consis-
tency checks potentially relevant in upcoming states of a QX instance. In the
parallelized variant of QuickXPlain, consistency checking is activated by QX
with Inconsistent(C,B,Bδ) (see Algorithm3). This also activates the QXGen
function (see Algorithm 4) that starts to generate and trigger (in a parallelized
fashion) further consistency checks that might be of relevance in upcoming QX
phases. For the description of QXGen, we employ a two-level ordered set nota-
tion which requires, for example, to embed the QX B into {B}, etc. In QXGen,
C, Bδ, and B are interpreted as ordered sets.

QXGen-generated consistency checking tasks are stored in a LookUp table
(see, e.g., Table 1). Thus, in the parallelized variant, QX has to activate the con-
sistency check with Inconsistent(C,B,Bδ). In contrast to the original Quick-
XPlain approach, C and Bδ are needed as additional parameters to conduct
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Algorithm 3. Inconsistent(C,B,Bδ):Boolean

1: if ¬ExistsConsistencyCheck(B) then
2: QXGen({C}, {Bδ}, {B − Bδ}, {Bδ}, 0)
3: end if
4: return(¬LookUp(B))

inferences about needed future consistency checks. While in the standard QX
version Bδ ⊆ B, we assume Bδ and B to be separate units in QXGen.

Table 1. LookUp table indicating the consistency of individual constraint sets. The
consistency checking tasks have been generated by AddCC in the QXGen func-
tion (see Fig. 2) and are executed in parallel. The ‘-’ entry for the constraint set
{c4, c5, c6, c7} indicates that the corresponding consistency check is still ongoing or
has not been started up to now. Algorithm3 uses the LookUp function to test the
consistency of a constraint set.

Node-id Constraint set Inconsistent

1 {c3, c4, c5, c6, c7} true

1.1 {c2, c3, c4, c5, c6, c7} false

1.1.1 {c1, c6, c7} true

1.2.1 {c4, c5, c6, c7} -

The QXGen function (see Algorithm 4) predicts future potentially relevant
consistency checks needed by QX and activates individual consistency checking
tasks in an asynchronous fashion using the AddCC (add consistency check)
function. The AddCC function triggers an asynchronous service that is in charge
of adding consistency checks (parameter of AddCC) to a LookUp table and
issuing the corresponding solver calls. The global parameter lmax is used define
the maximum search depth of one activation of QXGen.

In QXGen, |f(X)| denotes the number of constraints ci in X (it is introduced
due to the subset structure in C). Furthermore, Split(C,Ca, Cb) splits C at
position � |C|

2 � if |C| > 1 or C1 (the first element of C) at position � |C1|
2 � if

|C| = 1 and |C1| > 1 into Ca and Cb. Otherwise, no split is needed (C1 is a
singleton).

The first inner condition of QXGen (|f(δ)| > 0) generates a consistency
check if this is needed. A consistency check is needed, if Bδ gets extended from
C or a singleton C has been identified which then extends B. The function
AddCC is used to add consistency check tasks which can then be executed asyn-
chronously in a parallelized fashion. Thus, a consistency check in the LookUp
table can be easily identified by an ordered constraint set that has also been
used as parameter of AddCC, for example, AddCC({{c4, c5}, {c6, c7}}) results
in the LookUp table entry {c4, c5, c6, c7} which is internally represented with
4567.
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Algorithm 4. QXGen(C, Bδ, B, δ, l)
C = {C1..Cr} ... consideration set (subsets Cα)
Bδ = {Bδ1..Bδn} ... added knowledge (subsets Bδβ)
B = {B1..Bo} ... background (subsets Bγ)
δ = {D1..Dp} ... to be checked (subsets Dπ)
l ... current lookahead depth

1: if l < lmax then
2: if |f(δ)| > 0 then
3: AddCC(Bδ ∪ B)
4: end if
5: {Bδ ∪ B assumed consistent}
6: if |f(C)| = 1 ∧ |f(Bδ)| > 0 then
7: QXGen(Bδ, ∅, B ∪ {C1}, {C1}, l + 1)
8: else if |f(C)| > 1 then
9: Split(C, Ca, Cb)

10: QXGen(Ca, Cb ∪ Bδ, B, Cb, l + 1)
11: end if
12: {Bδ ∪ B assumed inconsistent}
13: if |f(Bδ)| > 0 ∧ |f(δ)| > 0 then
14: QXGen({Bδ1}, Bδ − {Bδ1}, B, ∅, l + 1)
15: end if
16: end if

If Bδ ∪ B is assumed to be consistent, additional elements from C have to
be included such that an inconsistent state can be generated (which is needed
for identifying a minimal conflict). This extension of Bδ can be achieved by
dividing C (if |f(C)| > 1, i.e., more than one constraint is contained in C) into
two separate sets Ca and Cb and to add Cb to Bδ. If |f(C)| = 1, this singleton
can be added to B which is responsible of collecting constraints that have been
identified as being part of the minimal conflict. This is the case due to the already
mentioned invariant property, i.e., C ∪Bδ ∪B is inconsistent. If C contains only
one constraint, i.e., C1 is a singleton, it is part of the conflict set. If Bδ ∪ B is
assumed to be inconsistent, it can be reduced and at least one conflict element
will be identified in the previously added Bδ1. If δ does not contain an element,
no further recursive calls are needed since Bδ − Bδ1 has already been checked.

The QXGen function (Algorithm 4) is based on the idea of issuing recursive
calls and adapting the parameters of the calls depending on the two possible
situations 1) consistent(Bδ ∪ B) and 2) inconsistent(Bδ ∪ B). In Table 2, the
different parameter settings are shown in terms of Follow sets representing the
settings of C,Bδ, B, and δ in the next activation of QXGen.

Optimizations. To further improve the performance of QX, we have included
mechanisms that help to identify irrelevant executions of consistency checks (see
Table 3). If a consistency check has been completed, we are able to immediately
decide whether some of the still ongoing or even not started ones can be canceled
since they are not relevant anymore. For example, if the result of a consistency
check is {c3..c7} is true (see Fig. 2), the check {c4..c7} does not have to be
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Table 2. Follow sets of the QXGen function. Depending on the assumption about
the consistency of Bδ∪B, the follow-up activations of QXGen have to be parameterized
differently.

Cond. Follow Sets

C Bδ B δ

|f(C)| = 1 Bδ ∅ B ∪ {C1} {C1}
|f(C)| > 1 Ca Cb ∪ Bδ B Cb

|f(Bδ)| > 0 {Bδ1} Bδ − {Bδ1} B ∅

executed anymore (see also Proposition 1) or has to be canceled since QuickX-
Plain will not need this check (see Fig. 2). The deletion criteria for ongoing or
even not started consistency checks can be pre-generated for lmax. An example
for lmax = 3 is provided in Table 3.

Table 3. Optimizing the execution of consistency checks by detecting irrelevant ones. If
the result of a specific check is known, LookUp (Algorithm 3) triggers the correspond-
ing delete (del) operation. Nodes without associated consistency check are ignored.

Node-Id Result of Consistency Check

true false

1 del(1.2.x) del(1.1.x)
1.1 del(1.1.2.x) del(1.1.1.x)
1.2 del(1.2.2.x) del(1.2.1.x)

In Table 3, the used node-ids are related to QXGen instances, for example,
in Fig. 2 the consistency check {c3..c7 = true} has the node-id 1.

4 Analysis

QX Complexity. Assuming a splitting k = �m
2 � of C = {c1..cm}, the worst

case time complexity of QuickXPlain in terms of the number of consistency
checks needed for calculating one minimal conflict is 2k × log2(m

k ) + 2k where
k is the minimal conflict set size and m represents the underlying number of
constraints [7]. Since consistency checks are the most time-consuming part of
conflict detection, the runtime performance of the underlying algorithms must
be optimized as much as possible.

QXGen Complexity. The number (nc) of different possible minimal conflict sets
that could be identified with QXGen for an inconsistent constraint set C con-
sisting of m constraints is represented by Formula 1.

nc(C) =

(
m

1

)
+

(
m

2

)
+ ... +

(
m

m

)
(1)
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Fig. 2. QXGen execution trace for C = {{c1..c5}}, Bδ = ∅, B = {{c6, c7}}, δ = ∅, and
lmax = 3. The consistency checks {c3, c4, c5, c6, c7} and {c2, c3, c4, c5c6, c7} (flattened
list generated by AddCC) can be used by the QuickXPlain instance of Fig. 1. The
QXGen nodes {[1], [1.1], [1.1.2]} represent the first part of the QuickXPlain search
path in Fig. 1.

The upper bound of the space complexity in terms of recursive QXGen calls
for lmax = n is in the worst case 2n−1 − 1. Due to the combinatorial explosion,
only those solutions make sense that scale lmax depending on the available
computing cores (see the reported evaluation results).

If the non-parallelized version of QuickXPlain is applied, only sequential
consistency checks can be performed. The approach presented in this paper is
more flexible since #processors consistency checks can be performed in paral-
lel. Assuming a maximum QXGen search depth of lmax = 4, the maximum
number of generated consistency checks is 2lmax−1

2 due to the binary structure
of the search tree, i.e., 4 in our example. Out of these 4 checks, a maximum of
3 will be relevant to QX, the remaining ones are irrelevant for identifying the
conflict in the current QX session. Thus, the upper bound of relevant consis-
tency checks generated by QXGen is lmax, i.e., one per QXGen search level
(see the outer left search path in Fig. 2), the minimum number of relevant consis-
tency checks is � lmax

2 �, i.e., 2 in our example. Assuming #processors = 16, our
approach can theoretically achieve a performance boost of factor 3 since max.
3 relevant consistency checks can be performed in parallel. It is important to
mention, that within the scope of these upper and lower bounds, a performance
improvement due to the integration of QXGen can be guaranteed independent
of the underlying knowledge base.

Termination of QXGen. If the parameter lmax = n, recursive calls of
QXGen stop at level n − 1. In every recursive step, based on the inconsistency
invariant between C∪Bδ∪B, either 1) C is reduced to Ca and Bδ gets extended
with Cb (if Bδ ∪ B is consistent) or to B ∪ C if C is a singleton, or 2) Bδ is
further reduced (if Bδ ∪ B is inconsistent). Obviously, in the second case, the
constraints in C are not relevant anymore, since a conflict can already be found
in Bδ (which is inconsistent with B).
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QX-conformance of QXGen. QXGen correctly predicts QX consistency
checks. It follows exactly the criteria of QX. If |f(C)| = 1, i.e., C includes only
one constraint cα, Bδ∪B is consistent and - as a consequence of the inconsistency
invariant - cα is a conflict element and therefore has to be added to B. The issued
consistency check is B∪C - if inconsistent, a conflict has already been identified.
If |f(C)| > 1, Cb ∪ Bδ ∪ B has to be checked, since Bδ ∪ B is consistent and by
adding Cb we follow the goal of restoring the inconsistency of Bδ ∪ B. Finally,
if Bδ ∪ B is inconsistent, no check has to be issued since Bδ − {Bδ1} ∪ B has
already been checked in the previous QXGen call and obviously was considered
consistent. Thus, QXGen takes into account all QX states that can occur in the
next step and exactly one of the generated consistency checks (if needed) will
be relevant for QX. Finally, the generated consistency checks are irredundant
since each check is only generated if new constraints from C are added to Bδ or
a new constraint (singleton C) is added to B.

Runtime Analysis. The following evaluations have been conducted on the basis of
a Java 8 based implementation of the parallelized QuickXPlain (QX) version
presented in this paper. For the implementation, we applied the ForkJoin frame-
work for running parallel tasks in Java. This, while being less automatic than
newer java implementations allowed us to fully control when threads are created
and destroyed. For representing our test knowledge bases and conducting the
corresponding consistency checks, we have used the SAT solving environment
SAT4j (see www.sat4j.org). All experiments reported in the following have been
conducted using an Intel Xeon multi-core (16 cores) E5-2650 of 2.60 GHz com-
puter and 64 GB of RAM that supports hyperthreading simulation of 64 cores
which would allow us to run up to lmax = 6. We have selected configuration
knowledge bases (feature models) from the publicly available Betty toolsuite
[12], which allows for a systematic testing of different consistency checking and
conflict detection approaches for knowledge bases. The knowledge base instances
(represented as background knowledge B in QuickXPlain) that have been
selected for the purpose of our evaluation, range from 500 to 5.000 binary vari-
ables and also vary in terms of the number of included constraints (B 25-1.500
binary constraints). On the basis of these knowledge bases, we randomly gener-
ated requirements (ci ∈ C) that covered 30%−50% of the variables included in
the knowledge base. These requirements have been generated in such a way that
conflict sets of different cardinalities could be analyzed (see Table 4). In order to
avoid measuring biases due to side effects in thread execution, we repeated each
evaluation setting 3×.

The results of our QXGen performance analysis are summarized in Table 4.
On an average, the runtime needed by standard QuickXPlain (lmax = 1) to
identify a preferred minimal conflict of cardinality 1 is 3.2× higher compared
to a parallelized solution based on QXGen (lmax = 5). In Table 4, each entry
represents the average runtime in msec for all knowledge bases with a preferred
conflict set of cardinality n, where the same set of knowledge bases has been eval-
uated for lmax sizes 1–6 (lmax = 1 corresponds to the usage of standard QX
without QXGen integration). In this context, we have introduced an additional
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baseline version 6(rd), where only a randomly selected set of QXGen consis-
tency checks has been evaluated. It can be observed that with an increasing
lmax the performance of QX increases. Starting with lmax = 6, a performance
deterioration can be observed which can be explained by the fact that the num-
ber of pre-generated consistency checks starts to exceed the number of physically
available processors. In the line of our algorithm analysis, the number of rele-
vant consistency checks that can be performed with lmax = 5 is between 5 and
3. Taking into account the overheads for managing the parallelized consistency
checks, the shown results support our theoretical analysis of QXGen.

Table 4. Avg. runtime (in msec) of parallelized QX when determining minimal
conflicts.

lmax Conflict cardinality
1 2 4 8 16

1 103993.0 286135.4 11006.4 30995.3 177354.7
2 69887.3 193354.2 9528.0 26258.7 154093.7
3 49823.5 130657.5 11094.6 28639.6 154155.0
4 50042.8 136150.8 7577.0 19753.1 120992.0
5 32481.4 88963.7 7750.0 18975.6 98242.7
6 34946.2 94783.0 6367.6 17743.7 95816.3
6(rd) 105678.3 195987.5 112546.8 28676.1 179876.2

5 Conclusions

We have introduced a parallelized variant of the QuickXPlain algorithm that
is used for the determination of minimal conflict sets. Example applications are
the model-based diagnosis of hardware designs and the diagnosis of inconsis-
tent user requirements in configuration and recommender applications. Current
approaches to the detection of minimal conflicts do not take into account the
capabilities of multi-core architectures. Our parallelized variant of QuickX-
Plain provides efficient conflict detection especially when dealing with large
and complex knowledge bases.
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