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Abstract. Trajectory data contains abundant temporal and spatial information of
moving objects. By calculating and analyzing trajectory data, behavior patterns
of mobile objects can be found. Among these behavior patterns the discovery of
chasing patterns is interesting which will provide effective services for intelligent
urban traffic management, criminal investigation, environmental monitoring and
other application fields. However, existing chasing pattern discoverymethods only
compare the local similarity of trajectories, and do not consider the potential sig-
nificance of stay points or change in speed. This article proposes a new algorithm
for chasing pattern discovery based on the stay point detection technology. An
optimized stay point detection algorithm is also designed to improve the distance
calculation method. The algorithms were evaluated with real and simulation tra-
jectory data and achieved very good results which have higher accuracy and recall
rate compared with the existing chasing pattern discovery algorithms.

Keywords: Trajectory data · Chasing patterns · Stay point detection · Great
circle distance

1 Introduction

The widespread use of modern positioning technology has produced a large amount
of trajectory data. The trajectory data contains rich spatio-temporal information. An
in-depth analysis of the spatio-temporal information in the trajectory data can discover
the behavior patterns of moving objects, and can produce interesting and beneficial
application effects in multiple fields. For example, Alvares et al. proposed an algorithm
to detect avoidance behavior pattern that identifies when a moving object is avoiding
specific spatial regions, such as security cameras [1]. Jeung et al.’s research on animal
group movement pattern discovery can be used for migration event recognition [2].
Siqueira and Bogorny presented formal definitions and an algorithm to find chasing
behavior in moving object trajectories [3]. Kang et al. used the chasing pattern to explain
the behavioral characteristics of a class of players in the football game, and formulated a
new strategy for subsequent games by observing the chasing pattern of the athletes [4].
Among various behavior patterns, we believe that chasing pattern is a very important
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pattern, and its discovery technology can be used in applications such as urban traffic
management, driverless, security, etc., and can prevent some pre-planned abduction or
terrorism to reduce the occurrence of potentially malignant events.

The chasing pattern involves many spatio-temporal information such as the position,
time stamp, speed, direction and change trend of the pair of moving objects in the tra-
jectory data, and its discovery process is relatively complicated. This article specializes
in chasing pattern discovery methods, and it is the first method that based on stay point
detection technology. Because chasing and chased target often share similar staying
characteristics, converting the original GPS trajectory of the moving object into a trajec-
tory with stay points will not only help the discovery of the chasing pattern, improving
the recall rate, but also help to find more complete chasing pattern. Meanwhile, it can
also be used to compress the trajectory data, reducing the calculation amount of pattern
discovery. The main contributions of this article are as follows:

• We establish a chasing pattern discovery model based on the detection of stay points.
The model can effectively find chasing patterns in trajectories with large angle
changes. The detection of stay points in the model helps to screen out trajectories
that are more likely to have chasing patterns. The candidate trajectory set can also
improve the efficiency of subsequent calculations.

• We design a chasing pattern discovery algorithm. And the stay point detection algo-
rithm is optimized to improve the accuracy of similar trajectory matching and chasing
pattern discovery.

• Weverified the effectiveness of the abovemodel and the performance of the algorithms
through a series of experiments.

In the rest of this article, we give the definition of the problem and the chasing pattern
discovery model in the second section. In the third section, we describe the optimization
algorithm for stay point detection and the chasing pattern discovery algorithm based
on stay point detection. The fourth section introduces the experimental settings and
the results of each experiment. The fifth section introduces related work. Finally, we
summarizes the full text and discusses future work directions.

2 Chasing Pattern Discovery Model

A trajectory is the path of a moving object and can be described as a function of time.
It corresponds to a set of trajectory point data sequences including time stamps and
spatial information [5], where the spatial information generally includes the latitude and
longitude of the trajectory points, and sometimes includes the altitude of the point. The
sequence often contains other information such as the moving speed when the moving
object is passing the trajectory point. In this section we give the definition of the original
trajectory used in this article, which helps us design a chasing pattern discovery model.

Definition 1 (Original trajectory). An original trajectory T is a sequence of trajectory
points, that is, T : p1 → p2 → . . . → pn. Each trajectory is uniquely identified by the
number tid . The trajectory point pi(1 ≤ i ≤ n) is a multivariate group including at
least four kinds of information: latitude, longitude, velocity, and timestamp, that is,
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pi : {lati, lngi, speedi, ti}. The time interval between two consecutive trajectory points
does not exceed the time threshold �t, that is, 0 < ti+1 − ti < �t.

2.1 Baseline Model

Given a set of candidate original trajectoriesTc and an original trajectory T (T /∈ Tc),
the problem of finding the chasing pattern is to match T ′ ((T ′ ∈ Tc)) with Tone by one.
The solution model is:

Given two trajectories T and T
′
, T : p1 → p2 → . . . → pn, T

′ : q1 → q2 → . . . →
qm, with the average velocity v1, v2 respectively. When the following conditions are met,
we have a chasing where T is chasing T

′
. That is, there is a chasing pattern between T

and T
′
:

(1) For the start and end positions in the two trajectories, there are distance(p1, q1) ≤ ε

and distance(pn, qm) ≤ ε, where ε is a small value;
(2) For the average distance threshold�d , there exists

∑n
i=1 distance(pi,T2)/n ≤ �d

and
∑m

j=1 distance
(
qj,T1

)
/m ≤ �d ;

(3) For the time difference tolerance �td , there exist 0 ≤ tq1 − tp1 ≤ �td and 0 ≤
tqm − tpn ≤ �td ;

(4) For the duration parameter τ , there exists tqm − tp1 ≥ τ ;
(5) For the average velocity threshold α ∈ [0, 1), there exists (1 + α) ≥ (v1/v2) ≥

(1 − α).

Among them, constraint condition (5) is optional. For chasing patterns considering
speed, the similarity of the average velocity needs to be calculated.

2.2 Optimization Model

Moving objects usually stop moving when they encounter obstacles, events or places
of interest during the journey. Those stay information will be implicit in the trajectory
data. For example, a significant reduction in speed can cause several spatial attributes
of consecutive trajectory points to be similar, but they still differ in time attributes. By
analyzing the trajectory data, several trajectory points corresponding to the stay in the
original trajectory can be replaced by one stay point (as shown in Fig. 1).

Fig. 1. Stay points
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Definition 2 (Stay point). A stay point stopk : pk1 → pk2 → . . . →
pkn(1 ≤ k1 < kn ≤ n) corresponds to a segment of the original trajectory T , where the
distance between pk1 and pkn is less than the threshold �ds, and tkn − tk1 is greater than
the time threshold �ts, corresponding to a geographical area where the moving object
stays for a period of time.

Weassume that similar stay behaviors are often found in trajectory pairs with chasing
patterns and with the stay point detection technology [6] we can find chasing patterns
more effectively in trajectory data. Based on this idea, we design a chasing pattern
discovery optimization model, as shown in Fig. 2.

Stay  point detection

Original trajectory 

Stay point trajectory

Chasing Pattern Chasing pattern discovery 

Fig. 2. Frame of the chasing pattern discovery optimization model

In the model, the trajectory segments of all the stay regions in the original trajectory
are converted into stay points. Thus forms a new trajectory sequence with stay points,
which looks like Ts : p1 → stop1 → p4 → p5 → stop2 → p9 → . . . → pn. When
searching for a chasing pattern, we first consider the stay point as an ordinary trajectory
point to judge whether there is chasing pattern according to the basic model; then we
take the stay points as special trajectory points and use the point-to-point comparison
method to identify the true chasing pattern based on the number and distance of the stay
points.

3 Chasing Pattern Discovery Algorithm

In the chasing pattern, the track of the chaser is roughly the same as that of the chased, so
the chaser may encounter the same events and has similar staying behavior as the chase.
Therefore, the stay point is an important feature that can reflect the chasing behavior
pattern. Moreover, the trajectory data scale with stay points obtained after using the stay
point detection technology is smaller than the original trajectory, which can reduce the
amount of calculation for chasing pattern discovery.

3.1 Stay Point Detection Algorithm

Existing stay point detection methods are usually based on the velocity change infor-
mation in the trajectory [7], or whether the distance between points is less than the
distance threshold [8]. This velocity change or distance threshold is only valid in a
specific application scenario and a specific time range. In this article, a new stay point
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detection algorithm (nSPD) is designed to find the chasing patterns considering the time
threshold, distance threshold, and the switching times of detection. The algorithm idea
is shown in Fig. 3.

(C)

(B)(A)

(D)

Fig. 3. Stay point detection schematic diagram

Given a trajectory T : p1 → p2 → . . . → p7, we first calculate the physical distance
between each point and the point behind it in turn, until the distance between this point
and a subsequent point exceeds a given distance threshold r. In Fig. 3(A), dist(p1, p2) > r
and no other points that constitute a stay point with p1 are found, so the center point
is moved to p2, as shown in Fig. 3(B). And dist(p2, p3) < r, dist(p2, p4) < r,
dist(p2, p5) > r, i.e. dist(p2, p3)meets the distance threshold as well as dist(p2, p4)does,
so if the time interval between p2 and p4 is not less than the time threshold �ts, i.e.
interval(t2, t4) ≥ �ts, we take p2, p3, p4 as a small cluster and move the center to p4, as
shown in Fig. 3(C). Then dist(p4, p5) < r, dist(p4, p6) < r, so p2, p3, p4, p5, p6 com-
pose a cluster, i.e. the stay point C, as shown in Fig. 3(D). The coordinates of the stay
point are obtained by calculating the geometric mean of the coordinates of those points.
After that, the original trajectory sequence {p1 → p2 → p3 → p4 → p5 → p6 → p7}
becomes the sequence {p1 → stopc → p7}. The original 7 points are reduced to 3 points.

In general, for a series of consecutive points P : {
pk1 → pk2 → . . . → pkn

}
(1 ≤

k1 < kn ≤ n) in an original GPS trajectory T : p1 → p2 → . . . → pn, the nSPD
algorithm determines whether P can be regarded as a stay point stopk according to three
parameters, i.e. the time threshold �ts, the distance threshold r and the number of times
of detection threshold θtimes. When dist

(
pkn, pk1

) ≤ r and
∣
∣tkn − tk1

∣
∣ ≥ �ts, it means that

P can be represented by the stay point stopk , the corresponding virtual position ofP. And
θtimes is used to decide whether to add subsequent points p (satisfying dist

(
p, pkn

) ≤ r)
to P. Reducing the value of θtimes can improve the accuracy of stay point detection.

The stay point is expressed by a quaternion stopk : {latk , lngk , arvtk , levtk}, where:

latk =
kn∑

ki=k1

latki
|P| , k1 ≤ ki ≤ kn (1)
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lngk =
kn∑

ki=k1

lngki
|P| , k1 ≤ ki ≤ kn (2)

In the formula, latk represents the average latitude of set P and lngk represents
the average longitude of set P. The time of entering the stay point arvtk equals tk1 . The
time of leaving the stay point levtk equals tkn . And average velocity can be add to stopk :
{latk , lngk , arvtk , levtk , vk} if needed.

Algorithm 1: Stay Point Detection Algorithm (nSPD)
Input: original trajectory , threshold , and
Output: the corresponding stay  point trajectory

1 ; 
2 while 
3 ; 
4
5 while 
6 if
7 ; 
8 ; 
9 else if < 
10
11 ++;
12 else if 
13
14 break;
15 else
16
17
18 break;
19 return 

In the algorithm, p.stPts() is the stay point when p is the pivot point, and p.lastStP()

is the last point in point p.When calculating the distance between points, we use the great
circle distance [9]. The great circle distance from point p to p′is

∣
∣
∣
∣p − p′∣∣∣∣

gc. Considering
that the region of stay points is small, we use the haversine formula to calculate the great
circle distance.

3.2 Chasing Pattern Discovery Algorithm Based on Stay Point Detection

Given the candidate original trajectory set , if a given original trajectory
 ( )with the starting point p1 is chased by an original trajectory T ′  ( ),

then T ′ should pass p1. In fact, any point in T can be considered as a starting point.
So we first align all the trajectories in with T , intercepting the remaining part of the
trajectories after p1 (including point p1), then convert the candidate original trajectories
in into the stay point trajectories one by one, thus forming , and convert T into Ts.
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After that, we find which stay point trajectory Ti in is chasing Ts, according to the
time difference tolerance �td , the average velocity threshold α, the duration parameter
τ , as well as the number of the stay points and the distance between the stay points int
Ti and Ts, thus forming Rs. The specific steps of chasing pattern discovery algorithm
(sChPD) based on stay point detection are shown in Algorithm 2.

In the algorithm, the constraint on the velocity (12 lines) is optional.Ps.tend is the end
time of the chasing trajectory pair, and Ps.tstart is the start time of the chasing trajectory
pair.

Algorithm 2: Stay-point-based Chasing  Pattern Discovery Algorithm (sChPD)
Input: candidate stay points trajectory set , stay points trajectory , threshold 

, and
Output: the corresponding chasing stay points trajectory set

1 Initialize 
2 for in 
3 ;
4
5 while 
6 if 
7 if 
8
9
10 if 
11 if 
12
13 i++;
14

4 Experimental Evaluation and Algorithm Analysis

In this section, the performance of the proposed stay points detection method and the
algorithm of discovering chasing pattern is evaluated with real taxi dataset.

4.1 Settings

Dataset. We use the S-Taxi, trajectories of 109 taxis in a city in northeast China in one
day. The size of the dataset is about 168 MB, including 780,000 GPS track sampling
points, and its sampling time is 3–10 s after cutting and preprocessing. The points of
each trajectory consist of the following information: timestamp, latitude, longitude, and
speed of the vehicle when it passed the current position. In addition, we use time intervals
to cut and divide the trajectory to facilitate pattern mining and discovery.

Implementations. All experiments are performed on a computer with Intel Core i5-
4200 CPU with 8 GB RAM running windows 10, and all the methods are implemented
in Python 3.6.

Benchmark Algorithm. Chasing pattern discovery algorithm based on original points.
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4.2 Evaluation of Stay Points Detection Algorithm

In the stay points detection algorithm, the parameters that affect the number of stay
points detections are mainly the value of the switch time θtimes, the time threshold �ts
and the distance threshold r. In Fig. 4, stay points (SP) percent represents the number
of trajectories with stay points as a percentage of the total trajectories.

Fig. 4. Stay points (SP) percent on different parameters

The existing stop point detection methods do not use the switch time parameter,
which can be considered as the case where the switch time θtimes is set to 0 in our
proposed method. Regarding the switch time, it can be seen from Fig. 4(a) that there is
a large difference between the case where the value of switch time is zero and non-zero,
which means that the introduction of the switch time helps the discovery of stay points,
and the increase in the value of switch time can be used to find more stay points in the
trajectory. But limited by the dataset and other constraints, when the value of switch time
is greater than 3, basically no more trajectories with stay points will be found. As for the
time threshold, it can be seen from Fig. 4(b) that with the increase of the time threshold,
the number of trajectories with stay points is found to decrease, which indicates that the
increase of the time threshold effectively filters the set of stay points with small time
intervals. However, if the threshold is too large, the normal stay points can also be filtered
out. As for the distance threshold, it can be seen from Fig. 4(c) that the increase of the
distance threshold can relax the conditions of stay points detection, so that more stay
points can be detected. But as the distance threshold increases, those points that are not
actually stay points are gathered in a set of stay points, which can cause a certain error.

4.3 Evaluation of Chasing Pattern Discovery Algorithm

Running Time. Figure 5 shows the running time of the two chasing pattern discovery
algorithm in different time intervals. These two algorithms are based on the stay points
and the original points. The time interval in the figure represents the intervals separated
by the time of a day according to the given interval threshold, which is used to divide the
trajectory. For example, the interval length in Fig. 5 is set to 30 min, then the trajectory
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Fig. 5. Running time on different time interval

data of a daywill be divided into sub-trajectory according to time and fall into 48 intervals
(24 h have 48 time intervals with 30 min length).

In Fig. 5, we set distance threshold �d = 3 m, time threshold �td = 2 min, average
rate threshold α = 0.5, and duration τ = 5 min. It can be seen that the chasing pattern
discovery algorithm based on the stay points is more efficient in time running than the
chasing pattern discovery algorithm based on the original point. This shows that the
setting of the stay points shortens the time of finding trajectory with the chasing pattern
while reducing the number of trajectory points.

The Number of Chasing Pattern Trajectories(CPT). In Table 1, we selected the tra-
jectory data for 10 time intervals as the candidate trajectory set. The interval length of
the divided trajectory is set to 30min, and other parameter settings are the same as Fig. 5.
Then we search the chasing pattern trajectories corresponding to each trajectory from
the candidate set. Here we define the statistical method of the number of chasing pattern
trajectories as follows. For each trajectory Ti in the given time interval, as long as there
is another trajectory Tj that satisfies the condition of chasing Ti, then the total number of
chasing pattern trajectories in the given time interval increases by 1. It can be seen from
Table 1 that there are more chasing pattern trajectories found by the stay-points-based
algorithm (CPT-SP) than that found by the original-points-based algorithm (CPT-OP)
in most time intervals.

In order to find the effect of the interval length of the divided trajectory on the chasing
pattern discovery, we set the interval length of the divided trajectory to 15 min, 30 min,
and 60 min for experimental verification. The results are shown in Table 2. We know
that as the interval length increases, the trajectory in each interval will contain more
points, but the total number of trajectories will decrease. So the percent of CPT found is
increasing along with the interval length increasing. From Table 2, we find that at each
kind of interval length, the algorithm based on stay points always finds more trajectories
of the chasing pattern than the algorithm based on original points in general.

Parameter Evaluation. Through experiments we find that the main parameters that
affect the chasing pattern discovery algorithm are the distance threshold �d and the
chasing duration τ . We chose a 30-min time interval as the experimental data, which
contains 324 trajectories. Except for the control parameters, other parameters are set the
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Table 1. The number of CPT on different intervals

Interval CPT-SP CPT-OP Total trajectory

0:00–0:30 237 231 324

1:00–1:30 233 225 312

2:00–2:30 235 231 308

3:00–3:30 222 218 280

4:00–4:30 225 214 296

5:00–5:30 227 221 304

6:00–6:30 275 265 356

7:00–7:30 274 270 364

8:00–8:30 279 279 376

9:00–8:30 285 287 380

Table 2. The percent of CPT on different interval length

Interval Length CPT-SP Percent CPT-OP Percent Total Trajectory

15 0.72959 0.72325 32972

30 0.75863 0.74833 16796

60 0.78155 0.77608 7132

same as Fig. 5. As for the distance threshold parameter, it can be seen from Fig. 6(a) that
increasing the distance threshold will find more chasing pattern trajectories. However,
this does not mean that the larger the distance threshold is, the better the algorithm
will perform, because for two trajectories that are far away and there is no chasing
pattern between them, they will be misjudged as having a chasing pattern, which will
cause errors. As the distance threshold increases, the differences between the original-
points-based method and the stay-points-based methods will reduce. In extreme cases
the original-points-based method even find more chasing pattern trajectories.

As for the duration, it can be seen from Fig. 6(b) that the increase in the duration
of the chasing pattern trajectory will reduce the number of chasing pattern trajectories
found. This shows that the duration of the trajectory with the chasing pattern will not be
very long due to the limitation of other parameters such as the distance threshold, and
increasing the duration will filter out some trajectories that have been found. In addition,
when the duration τ is relatively short, the method based on the original points will have
more semantic information than the method based on the stay points, so more chasing
pattern trajectories will be found.
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Fig. 6. The number of CPT on different parameter

5 Related Work

There is related work about chasing pattern discovery based on trajectory data. The
trajectory data is a set of spatio-temporal sequences which chasing pattern is essentially
a kind of sequential pattern or frequent pattern. Agrawal R and Srikant R first proposed
sequential patternmining in 1995 [10], and subsequent related research focusedon spatial
information only, rarely considering temporal information [11, 12]. Related work that
considered temporal features mostly focused on the mining of periodic patterns [13,
14], which is not applicable to aperiodic chasing patterns. Some other special behavioral
patterns, such as gathering, convoy, swarm, had received attention and research [15–17].
This kind of work does not involve the discovery of chasing patterns, but is helpful to
the research of chasing patterns discovery in trajectory data.

Chasing pattern is a behavior pattern involving a pair of moving objects’ trajectories.
It has both coarse-grained and fine-grained spatio-temporal characteristics. Existing
chasing pattern matching methods [4, 5] only involved fine-grained spatio-temporal
features. If they are used for moving objects with a large range of activities, coarse-
grained spatio-temporal features often cannot be found. In this article, stay-points-based
chasing pattern discovery methods can process a larger range of trajectory data, and
consider the fine-grained behavior characteristics of moving objects at the same time.

Existing stay point detection technologies aim to find frequent stay information at
the same place at the same time, which is used to predict events such as refueling,
taxiing, and switching classes. In the prediction of refueling events, in order to reduce
the driver’s waiting time when refueling, the stay point detection technology focuses on
finding the stay position and time in the trajectory in order to optimize the distribution
of gas stations [18]. In the prediction of taxi events, the stay point detection technology
focuses on calculating the waiting time based on the arrival and departure times of the
stay points [19]. In the prediction of the exchange class event, the stay point detection
technology is to find a specific time period based on the change in the speed of the
vehicle. So as to divide the driving trajectory of the same taxi to different drivers [7].
And other related studies are to find points of interest by the number of stay points
in order to plan tourist routes [20]. The common feature of these stay point detection
technologies is that the time and space range of the stay points are relatively fixed, and
the stay time in the chasing patternmay be long or short, and the space rangemay be large
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or small. In this article, we design a stay point detection method that can dynamically
detect the possible stay points in each trajectory by adjusting the threshold of the number
of detected transitions.

6 Conclusion

This article proposes a chasing pattern discoverymodel based on stay points, and designs
a chasing pattern discovery algorithm based on stay point detection algorithms. It can
make full use of the time, space, and speed information contained in trajectory data
to find chasing patterns between trajectories more effectively. The experiments verify
the effectiveness and performance of the chasing pattern discovery algorithm proposed
in this article. However, the parameters in the model designed in this article require a
large number of experiments and data analysis to determine the appropriate values for
the specific data set. The future work should use machine learning methods to obtain
appropriate parameters automatically through a large amount of data training as well as
abductive learning [21] methods with the stay point detection technology to find other
behavior patterns in trajectory data. In addition, more practical application schemes of
behavior pattern discovery methods should be discussed.
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